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Foreword

Mechanical properties of materials such as dislocation generation, fatigue, creep,
crack propagation, or electrical migration in strip conductors are to a large extent
determined by their microstructure. Therefore, the details of the microstructures
have a strong impact on the life expectancy of a material in a given component.
Materials microstructures are examined by optical microscopy, by scanning
electron microscopy, and by transmission electron microscopy, often when loaded
in situ mechanically or chemically.

Ultrasonic imaging as used in non-destructive testing is applied for defect
detection in a component. Non-destructive materials characterization by ultrasonic
imaging can be used to study the microstructure of optically nontransparent solids,
in particular, metals employing scattering. In both cases, the acoustic waves
penetrate into the materials, enabling one to study the microstructure of materials
within the volume, to detect small defects, to study adhesive interfaces, and also to
gain information about elasticity as well as absorption (also called internal fric-
tion). Ultrasonic waves of frequencies from approximately 20 kHz–2 GHz are used
for acoustical imaging and mechanical spectroscopy. In acoustic imaging tech-
nologies, the contrast in reflection and transmission provides a map of the spatial
distribution of elasticity, density, ultrasonic absorption and scattering, and the
occurrence and distribution of defects. These parameters in turn may be used to
obtain information on the mechanical properties as defined above, although often
only by calibration with test components of known properties because the inter-
relatedness of the various parameters is often too complex, so that an appropriate
analytical formula does not exist. There are many books, handbooks, and review
articles providing a detailed account of acoustical imaging for medical, material
science, and non-destructive testing applications.

Acoustical imaging modes can be classified into near-field imaging techniques,
focusing techniques, and holographic techniques. Examples of near-field imaging
techniques are contact oscillators like the Fokker bond test system for monitoring
adhesive bonds in an airplane wing. They are operated in a frequency range
covering some kHz to some 100 kHz. Their spatial resolution depends on the
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antenna size, i.e., the probe size and not on the frequency and hence on the
wavelength employed.

Due to the smaller scale of components, in particular, in microelectronics, there
was always the demand to obtain higher and higher spatial and temporal resolu-
tions in acoustical imaging systems. This became possible with (a) the ever-
increasing capabilities of computers allowing one to store the huge amount of data
which followed; (b) the use of operating frequencies beyond 20 MHz for obtaining
higher spatial resolution based on focusing probes, and (c) the increase of the
bandwidth of the electronic receiving system to increase the temporal resolution of
the imaging system. This led to the development of scanning acoustic microscopy
(SAM), sometimes also called high-frequency C-scan imaging. Whereas, the
physical principle of SAM was known for a long time, it took some efforts in the
1980s to engineer reliable systems. At room temperature, the highest frequency
attainable in SAM is approximately 2 GHz, because the attenuation in the liquid
water used as couplant necessary to transmit the ultrasonic signals from the
acoustic lens to the material to be examined becomes so high that more than 99 %
of the ultrasonic power gets absorbed. Even if one uses liquid metals like gallium
or mercury as a couplant serving also for impedance matching, the situation does
not improve much. Wavelengths at GHz frequencies are some micrometers,
depending on the sound velocity. Hence, in an acoustical imaging system using a
focusing transducer or an acoustical lens, the spatial resolution is at most 1 lm.
Having this technological barrier in mind, it was logical to exploit the principle of
near-field imaging, where the resolution is given by the size of the antenna and less
by the frequency. This comes at the cost of being able to image only the surface of
a component or a material. Such efforts have been undertaken by various groups
parallel to the development of SAM.

A further step toward higher resolution based on the near-field principle became
possible with the advent of scanning tunneling microscopy (STM) and later of
atomic force microscopy (AFM). There were early attempts to construct a near-
field ultrasonic microscope based on an STM which, however, was not much
pursued because it could only be used in high vacuum and on metals. The situation
changed with the invention of the AFM. In atomic force microscopy, a micro-
fabricated elastic beam with a sensor tip at its end is scanned over the sample
surface and generates high-resolution images of surfaces. The tip radius is typi-
cally from a few nm to 100 nm. The contact radius at the surface is much smaller
and even atomic resolution is possible with an AFM. It can be operated in ambient
conditions for many applications. Thus, it was natural to combine AFM with
ultrasonics in order to exploit its high, resolution capacity for acoustical imaging.

Very early in the development of atomic force microscopy, dynamic modes
such as force modulation where the cantilever or the sample surface is vibrated,
belonged to the standard equipment of most commercial instruments, allowing one
to image the surface of a material, where the contrast depends on the elasticity, the
friction, and the adhesion of the tip–sample contact, in particular on compliant
materials. The quantitative determination of the Young’s modulus of a sample
surface with an AFM was a challenge however. Especially when stiff materials
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such as metals or ceramics were encountered, the image contrast due to elasticity
was very low in force modulation, because the spring constants of common AFM
cantilevers, ranging from 0.01 to 70 N/m, are then much lower than the tip–sample
contact stiffness. This barrier can be overcome by using the atomic force acoustic
microscopy (AFAM) technique, or by ultrasonic atomic force microscopy
(UAFM), or similar schemes. One measures the resonances of atomic force can-
tilevers with the tip contacting the specimen surface, hence often the term contact
resonances is used for this class of dynamic atomic force microscopies. From such
measurements, one can derive the local contact stiffness k* and by using a suitable
mechanical model for the contact stiffness, one can invert k* data to measure the
local indentation modulus M. The indentation modulus is an elastic constant which
accounts for the compressive and the shear deformations in the contact zone
between isotropic or anisotropic materials. Similarly, one can gain information on
the anelastic part of the indentation modulus, which entails information on the
local friction and adhesion within the contact zone and on the material’s internal
friction within the contact volume. In AFAM, the cantilever with its tip plays the
role of the horn in impedance spectroscopy or of the contact oscillators in the
Fokker bond tester and the tip–sample contact serves to probe the local mechanical
impedance. Due to the small tip radii, the spatial resolution at the surface of the
material examined is, however, much smaller and of nanoscale, and resolution
much below 10 nm can be obtained if measurement parameters are set right. As it
turned out, there is a multitude of factors determining the obtainable spatial res-
olution, the physical background of the contrast, and the oscillatory behavior of the
cantilever when using an AFM tip as acoustical near-field antenna. It stems from
the richness of the forces between tip and surface which can be adhesive, elastic,
electrical, and magnetic in a linear and nonlinear fashion and because an AFM
cantilever can be excited to many vibrational modes.

The authors contributing to this book, perfectly edited by F. Marinello,
D. Passeri, and E. Savio, give a first-hand account on the status of the various AFM
contact-resonance techniques, the theory of their operation, and the tip–sample
contact mechanics. The authors provide many examples of applications and
therefore serve the AFM as well as acoustical imaging communities and also those
who want to apply these techniques for studying elastic, anelastic, and mechanical
properties on the scale of some nanometers, and finally those who want to further
develop the techniques.

What might lie ahead? I think that an improved spatial resolution can be
achieved by using tips with radii much below 50 nm loaded with static forces of
some nN to some 10 nN. This would allow one to examine compliant materials
and hence may open the door to image biological samples and to obtain quanti-
tative data as discussed in a chapter of the book. Such improved contact-resonance
techniques should allow one to image the nanostructure of materials as well and to
shed more light on the local phenomena which are behind adhesion, hardness,
yield stress, elastic stresses, closing the circle to conventional acoustical imaging.
Then, there is the urgent need to increase the depth sensitivity of the contact-
resonance techniques for defect detection which can be achieved by an opposite
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approach, using very stiff cantilevers or exploiting the higher cantilever modes
with their effective higher stiffness and larger contact radii. This calls for wear-
resistant tips. Finally, by using modulated propagating waves in the GHz range
demodulated by the nonlinear tip–sample contact, one should be able to exploit
ultrasonic scattering to study detailed features of the microstructure, for example,
of materials employed in microelectronics, defects buried in wafers deeper than
the Hertzian contact stress-field or in biological cells.

Saarbrücken and Göttingen W. Arnold
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Foreword

Advancements in virtually all areas of science and technology demand materials
with improved performance. In the past decades, we have witnessed new materials
being continually introduced for commercial use in diverse areas like electronics,
construction, transportation, textiles, and in medical devices and implants. Key to
these new developments is the ability to engineer materials on the nanoscale by
incorporating a multitude of components and geometric features. The resulting
heterogeneity and complexity of materials call for novel characterization tech-
nologies with nanoscale spatial resolution.

Scanning probe microscopes, in particular, atomic force microscopes have
played an important role in visualizing materials with nanoscale features. Owing to
their mechanical operation principles, there is now a significant potential for the
use of atomic force microscopes in measuring and mapping mechanical properties
of nanoscale materials. A variety of techniques has already been introduced and
their accuracy and range of applicability are continuously improving with an
accelerating pace. Consequently, a vast literature on this subject has emerged. In
that regard, Francesco Marinello, Daniele Passeri, and Enrico Savio have put
together a great sourcebook on scanning probe microscopy-based nanomechanical
characterization. This timely book provides a good introduction to newcomers and
a thorough source of references and reviews for those already in the field.

Despite the popularity of atomic force microscopes in imaging nanoscale
materials, generating quantitative information about material properties has proven
difficult. As contributing author Donna C. Hurley puts it; developments in this field
have been successful in generating ‘‘pretty pictures’’ from the nanoscale world,
with qualitative contrast mechanisms. Characterization of advanced materials,
however, requires reliable quantitative measurements of mechanical properties.
Inaccuracies can be introduced to the measurements at various stages of infor-
mation transduction. The book investigates two of the most critical stages in great
depth: the contact mechanics that govern tip–sample interactions and the dynamics
of the vibrating cantilever. Both intuitive and rigorous treatments of these subjects
merge in the book, allowing readers from various backgrounds to benefit from the
material.
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Once equipped with the basic understanding of the underlying theories of
contact mechanics and cantilever dynamics, the reader finds contributed chapters
from leading experts in acoustic AFM and related experimental techniques,
reviewing what is possible in the current state of the art. The authors share
valuable tips in getting reliable measurements. I find it especially helpful that the
book devotes a chapter for an in-depth comparison of the quantitative measure-
ments obtained by scanning probe microscopy with more established techniques
like instrumented indentation and surface acoustic wave spectroscopy.

The book includes contributions beyond the more established methods. The rise
in demand for research in developing advanced nanomaterials is fueling the
expansion of the nanomechanical characterization toolbox. Tools geared toward
‘‘soft matter’’ and tools providing contrast from below the surface of materials are
rapidly advancing. By incorporating several examples of new techniques,
including the applications of acoustic characterization techniques in biological
problems, the book provides a breadth of topics that makes it a valuable source-
book for anyone interested in nanomechanical analysis.

Columbia University, New York, USA Ozgur Sahin
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Preface

The rapid progress of nanotechnologies poses significant challenges in manufac-
turing and characterization. Scanning Probe Microscopy (SPM) techniques have
significantly contributed to such development, allowing characterization of a
number of properties at the microscale and nanoscale. Having been invented for
the morphological investigation of surfaces, SPM has represented the basis for the
development of techniques where the tip is used for probing physical properties
and the SPM position control system is used for imaging such properties on the
samples surface, simultaneously to their topography.

The combination of scanning probe microscopy, and in particular of Atomic
Force Microscopy (AFM) with ultrasound techniques, led to the development of
acoustic AFM (A-AFM) and acoustic SPM (A-SPM) opening up to a number of
measuring techniques which allow surface mechanical properties imaging.

In A-AFM, piezoelectric transducers are used to set the sample surface or the
AFM cantilever into vibration at ultrasonic frequencies that are well above the
cutoff frequency of the electronics, so that the oscillations are not compensated by
the feedback. As a consequence such oscillation does not influence the standard
topographical reconstruction, and on the other hand, the ac component of the
deflection signal is not suppressed and thus can be subsequently analyzed. The
particular way in which ultrasonics and SPM are combined is different for each
specific technique and allows collection of different information.

Readers working in different fields of nanotechnology, material science, and
biology will find in this book a comprehensive overview of such A-SPM tech-
niques, presented by evidencing similarities and peculiarities. We proudly say that
the most widely recognized scientists and researchers have contributed to the 17
chapters of the present volume, discussing acoustic SPM techniques both from the
theoretical and from the practical points of view. The volume is divided into three
parts.

The first part includes three chapters on subjects that form the basis of all
A-SPM techniques, namely, the contact mechanics describing the tip–sample
interaction, the analytical models for the dynamics of the cantilevers interacting
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with the sample in the different A-SPM modalities, and numerical methods for
their simulation.

The second section describes the most important A-SPM techniques empha-
sizing recent advances: Atomic Force Acoustic Microscopy (AFAM), Ultrasonic
Atomic Force Microscopy (UAFM), Scanning Microdeformation Microscopy
(SMM), Ultrasonic Force Microscopies (UFM) and related techniques, Scanning
Near-Field Ultrasound Holography (SNFUH), and Torsional Harmonic Atomic
Force Microscopy (TH-AFM). Two chapters are dedicated to quantitative data
extrapolation, presenting strategies for enhancing the sensitivity of such techniques
allowing exploitation of measuring performance and discussing the main points of
data post processing, providing hints and strategies for repeatable analysis of
surface data sets. The presentation of A-SPM techniques is completed with a
comparison between quantitative elastic measurements by A-SPMs and conven-
tional techniques (i.e., nanoindentation and surface acoustic wave spectroscopy).

The third section reviews applications of A-SPM. Two chapters are devoted to
quantitative aspects in the characterization of friction and internal friction and in
subsurface imaging. Finally, the last two chapters describe some recent results in
the quantitative mechanical characterization of polymers and of biological
samples.

We gratefully acknowledge the support of all authors. We also wish to thank
Springer, and in particular Mr. Claus Ascheron, for his initiative to setup this
volume and his organizational work. We sincerely hope that readers will find this
volume scientifically stimulating and rewarding.

Padua, Rome Francesco Marinello
Daniele Passeri

Enrico Savio
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Chapter 1
Acoustic Scanning Probe Microscopy:
An Overview

D. Passeri and F. Marinello

Abstract In this chapter, which serves as an introduction to the entire book, an
overview is given of techniques resulting from the synergy between ultrasonic meth-
ods and scanning probe microscopy (SPM). Although other acoustic SPMs have
been developed, those reviewed in this book are either the earliest proposed tech-
niques, which are most widespread, extensively used, and continuously improved,
or have been recently developed, but have been proved to be extremely promising.
The techniques are briefly introduced, emphasizing what they have in common, their
differences, their capabilities, and limitations.

1.1 Touching Instead of Seeing

The invention in the 1980s of the two main scanning probe microscopy (SPM)
techniques, namely atomic force microscopy (AFM) [1] and scanning tunneling
microscopy (STM) [2–5], extended the significance of microscopy, giving it a wider
acceptation beyond its mere etymological significance. Deriving from the Greek
μικρóν (transliterated as ‘mikron’, meaning ‘small’) and σκoπέω (transliterated
as ‘skopeo’, meaning ‘I see’ or ‘I look’), the word ‘microscopy’ recalls the idea of
seeing ‘by eyes’ and thus by instruments where the visualization of objects is based
on the collection of the light diffracted by them by means of suitable lenses. The
observability of small objects is thus limited by the wavelength λ of the particular
electromagnetic radiation used for illuminating them: the lower the λ the higher the
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resolution, where the latter can be evaluated for instance by the Abbe’s criterion
as λ/2NA, where NA is the numerical aperture of the optical lens. To increase the
resolution, λ must be reduced. Such a requirement suggested the use of radiation
more energetic than visible light, leading to the invention of X-ray and electron
microscopy.

SPM techniques are based on a completely different idea. A tip is brought in
close proximity to the sample surface and then is moved across it in two directions
(namely, the x and y axes). At each point of the surface, which is divided into a
homogeneous array of points, a physical parameter is monitored. In the case of
STM, such a parameter is the tunneling current flowing between the (conductive)
sample and the (conductive) tip. In the case of AFM, such a parameter is the deflection
of the cantilever at the extremity of which the tip is mounted. More precisely, the
monitored parameter is the cantilever static deflection in AFM contact mode, while
it is the amplitude of the oscillating cantilever in AFM semi-contact mode. These
parameters can be collected at each point of the scanned area and reported in maps
that qualitatively reflect the sample morphology (the open feedback loop mode).
In practice, this operation mode exposes the tip to the risk of abrupt damage and
thus is scarcely used except in case of very flat sample surfaces (e.g., when atomic
resolution is required). Alternatively, the acquired parameter is used as the input
signal of a feedback loop that maintains a constant value over the scanned surface by
acting on a piezoelectric transducer in the vertical direction, namely, the z axis (the
closed feedback loop mode). This modifies the cantilever-to-sample distance by an
amount�z that is equal to the local height variation of the surface. The value of�z
at each point of the scanned area is reported in a map that quantitatively reflects the
sample topography. It is worth noting that in the case of AFM operation in contact
mode, the closed feedback loop ensures that the surface is scanned at constant value
of the cantilever deflection and thus of the force exerted between tip and sample,
which is an important requirement in contact mode acoustic AFM techniques, as
described below.

As discussed in the following, imaging performed by touching (in the sense of
a tip coming into close interaction with the surface), rather than seeing, the surface
has its own disadvantages, but on the other hand offers the possibility of going
beyond topography by developing unique tools for the qualitative and/or quantitative
characterization of several physical properties of the sample surface.

1.1.1 Facing the Limitations...

The reconstruction of a sample morphology by touching and scanning its surface has
its own disadvantages. As a direct consequence of touching the surface, collected
images are the convolution of both surface features and tip shape, resulting in artifacts
that can seriously compromise the quality of the image (e.g., nanoparticles on flat
surfaces may lead to images where the apex of the tip is reproduced inverted in
correspondence with each nanoparticle) unless a proper deconvolution is performed
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[6]. Moreover, in the case of soft samples like polymers or biological specimens,
the interaction between tip and sample may contaminate the former and/or damage
the latter [7]. These drawbacks can be prevented or reduced by operating in semi- or
non-contact mode instead of contact AFM mode.

As a consequence of scanning, movement limitations are introduced by both the
z direction (vertical) piezoelectric actuator and the x and y direction (in-plane) scan-
ners. The limitation of the vertical range implies a sufficient flatness of the surface
to be analyzed: when such a requirement is not met, only restricted portions of the
surface can be imaged, thus reducing the statistical meaning of the SPM investiga-
tion. The limitation of the in-plane scanners does not allow the visualization of large
areas even for perfectly flat samples, thus not permitting overall visualization of sur-
faces, fast selection and positioning on specific sample regions, or characterization of
features with widely different magnifications, all characteristics that, conversely,
allow electron microscopy to collect images that in some cases are admittedly aston-
ishing.

1.1.2 ... and Converting them into Opportunities

Despite such disadvantages, imaging by touching and scanning the sample surface
turned out to represent a key feature that determined the success of SPM techniques
as the basis for the development of a wide number of tools to image, measure, and
map several physical properties simultaneously with samples’ topography. Touching
surfaces allows one to probe mechanical, electric, and/or magnetic (e.g., by using
AFM cantilevers coated with conductive and/or magnetic films) properties. Scan-
ning surfaces allows one to repeat such measurements at each point and thus to map
the measured physical properties over the surface simultaneously with the morpho-
logical reconstruction. In some cases new techniques have been developed based on
standard SPM setups, while in other cases researchers have reproduced at micro- and
nanoscales techniques already available at macroscales. For example, the tip is used
from time to time as an indenter, as the probe of a multimeter, etc. Such an approach
enables measurements with nanometrical lateral resolution and the collection of
qualitative maps of properties beyond the topography, although they are generally
affected by artifacts induced by topography itself. Gathering accurate quantitative
data is nevertheless limited by the nonideal instrumental parameters such as the real
shape of the tip. Theoretical models are thus needed to analyze data that are based
on, but generally more complex than, those used by more conventional instruments.
A comprehensive review of such techniques far exceeds the aims of this book. In the
following we limit our attention to some of the techniques that combine ultrasonic
methods with AFM tools for the surface and subsurface mechanical characterization
of samples.
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1.2 Two Points of View

Acoustic or ultrasonic SPM (A-SPM) refers to a class of several different tech-
niques that are characterized by the use of almost standard SPM setups, integrated
with some modified electronics and/or mounting specifically functionalized tips.
Both AFM and STM setups have been used for developing A-SPM techniques (A-
AFM and A-STM, respectively). Nevertheless, in the following we refer only to the
AFM-based ones, which are undoubtedly more widespread and versatile. In A-
AFMs, piezoelectric transducers are used to set the sample surface and/or the AFM
cantilever into vibration at ultrasonic frequencies that are well above the cutoff fre-
quency of the electronics, so that the oscillations are not compensated by the feed-
back. This ensures that such oscillation does not influence the standard topographical
reconstruction, as well as that the ac component of the deflection signal is not sup-
pressed and thus can be subsequently analyzed. These two represent the key points
for the simultaneous acquisition of topography and acoustic signal images. The par-
ticular way in which ultrasonics and SPM are combined is different for each specific
technique and will be described in detail through the chapters of the book. Here, the
interest is focused on the common features of these techniques. The enrichment pro-
duced by the combination of ultrasonics and SPM can be fully understood by looking
at such a combination from two different and complementary points of view. From
the first viewpoint, A-SPM techniques can be regarded as nanoscale versions of
dynamic indentation tests: the SPM tip replaces standard indenters and the effect
of ultrasounds is to modulate the indentation of the sample surface. From the sec-
ond viewpoint, A-SPMs can be regarded as nanoscale versions of scanning acoustic
microscopy techniques: the tip is used for probing the acoustic wave field with high
spatial resolution, far beyond the limitation imposed by other methods such as the
use of piezoelectric transducers, light wave diffraction, X-ray scattering, or electron
reflection. These two points of view are characterized by different approaches, mod-
els, and mathematical instruments for rationalizing the results of the experiments.
Such grouping can be somewhat limiting, since each technique can be described in
terms of each of the two approaches; however, it can be useful to understand the role
of ultrasonics in SPM-based techniques.

1.2.1 Modulating the Indentation of the Surface

Used for setting into vibration the sample surface and/or the cantilever, acoustic
waves produce a modulation in the cantilever-sample distance. In case of infinitely
stiff sample and tip, such a modulation is entirely observed as the modulation of the
cantilever deflection. In the case of a sample much more compliant than the cantilever,
the modulation results partially in the modulation of the cantilever deflection and
partially in a variation of the penetration depth of the tip into the sample surface: the
softer the sample, the higher the modulation amplitude of the indentation and the
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lower that of the cantilever deflection. Therefore, the oscillating component of the
cantilever deflection can be acquired at each point of the scanned area, thus obtaining
an image which is related to the surface elastic modulus. This idea forms the basis of
the force modulation microscopy (FMM) technique [8, 9], which has been proved to
allow qualitative elastic imaging of soft samples like polymers. Implementation of
FMM on materials with higher elastic modulus is indeed limited by the availability
of standard cantilevers with sufficiently high spring constant values. In this sense, the
merit of ultrasonics is the stiffening of AFM cantilevers at high frequencies: in other
words, the cantilever dynamic spring constant values are far higher than the static
ones. Therefore, ultrasonics enables dynamic indentation measurements by AFM on
relatively stiff samples, especially when combined with ad hoc designed cantilevers
having higher static spring constants [10, 11] and/or tips harder than the standard Si
or Si3N4 ones [12].

1.2.2 Detecting the Near-Field Acoustic Waves

Widely used for nondestructive testing, ultrasonic waves are employed in the
so-called scanning acoustic microscopy (SAM) technique [13–15], which enables
the imaging of sample surface elastic properties at submicrometer scale with resolu-
tion that highly depends on the ultrasonic wavelength in the investigated material. In
a reflection acoustic microscope in the linear regime, the resolution is slightly better
than that established by the Rayleigh criterion for a conventional microscope and is
0.51λ0/NA, where λ0 is the ultrasonic wavelength and NA the numerical aperture
of the acoustic lens [16]. Acoustic microscopy takes advantage of the use of surface
acoustic waves (SAWs) (also known as Rayleigh waves), whose amplitude exponen-
tially decays into the material as the distance from the surface increases. In other
words, SAW energy is confined in a volume of material underneath the surface down
to a depth of a few times the wavelength. Therefore, acoustic microscopy is sensitive
to the mechanical properties of the material in a volume included from the sample
surface to a depth of a few times the wavelength into its interior. The contrast in
SAM images is therefore produced by the variation of elastic modulus, as well as by
the presence of subsurface defects, voids, and delamination [15]. The acoustic field
diffracted by an object is generally composed of both propagating and evanescent
waves [17]. The former can be collected by SAM, while the latter—whose amplitude
exponentially decays as a function of the distance from the object—cannot propagate
up to the piezoelectric transducer acting as the receiver. As the spatial Fourier trans-
form of the diffracting object is involved, the smaller its dimension the more predom-
inant is the evanescent component with respect to the propagating one [17]. The spec-
trum emerging from nanosized objects that are easily detectable by AFM is generally
only composed of evanescent waves, and thus such objects are invisible to SAM. Nev-
ertheless, if the diffracting features are at the interface or under but in proximity to
the surface investigated by AFM, the tip can be used as a mechanical probe to collect
the evanescent—but not yet extinguished—diffracted waves. In practice, the unique
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lateral resolution enabled by SPM techniques suggested to employ both AFM [18, 19]
and STM [20–22] for studying SAWs propagation and related phenomena (reflection,
mode conversion, diffraction, scattering, interaction with elastic inhomogeneities at
nanoscale) [23]. Use of SPM probes for detecting evanescent acoustic waves is the
same idea that led to scanning near-field optic microscopy (SNOM) [17, 24–26],
where AFM is used for collecting diffracted evanescent electromagnetic waves from
nanometrical objects. Thus, the combination of ultrasonics and SPM results in the
realization of a class of near-field acoustic microscopy techniques that allow us to
extend to the nanometer scale some of the imaging capabilities of SAM. In particular,
acoustic SPM techniques enable the visualization of subsurface mechanical discon-
tinuity, variations in the elastic modulus, presence of buried nanostructures, voids,
lack of adhesion, delamination, and dislocations.

1.3 An Intimately Nonlinear World

A-SPM techniques are based on the tip–sample interaction, which is modulated by
the excitation of acoustic oscillations. Limiting our discussion to A-AFM techniques,
these can be based either on AFM semi-contact or contact mode. In A-AFMs based
on AFM semi-contact mode, the tip–sample force and indentation increase from
zero to a peak value and then decrease again during a period of the cantilever oscil-
lation which is the reciprocal of one of the cantilever free resonances (generally the
first). In techniques based on AFM contact mode, the tip–sample force and inden-
tation oscillate at ultrasonic frequencies around their static setpoint values. Each A-
AFM technique has an intimate nonlinear nature. This can be clearly recognized by
considering that the tip–sample interaction, described by the Lennard-Jones poten-
tial, derives from intermolecular forces that dramatically vary as a function of the
distance and thus on the time when the tip–sample separation is modulated [27].
From the point of view of continuum mechanics, the tip–sample interaction can be
described as a spring whose elastic constant is the tip–sample contact stiffness k∗.
Even neglecting more complex effects (adhesion, capillarity...) and limiting to the
simple elastic contact between a sphere (the tip) and a plane (the sample), the spring
is nonlinear as k∗ varies with the normal load exerted between tip and sample [28].
Thus, even in absence of second order effects, the mechanics of the contact between
the tip and sample is an intrinsically nonlinear phenomenon. Therefore, A-SPM tech-
niques force the user to cope with nonlinearities. This may represent a difficulty, since
it may force one to use complicated models or to perform experiments in a range
where the linear approximation is valid. Nevertheless, it can turn out to be an advan-
tage [29–32], as nonlinear effect can be used as the basis for the development of new
A-SPM techniques as well as to extend the characterization capabilities of ‘linear’
A-SPM methods. In the following, we give a short overview of A-SPM techniques—
limiting our discussion to those described in this book—illustrating how they deal
with nonlinearity.
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Atomic Force Acoustic Microscopy In atomic force acoustic microscopy (AFAM)
[33–36], the tip scans in contact mode the surface of the sample whose back side
is coupled to an ultrasonic piezoelectric transducer. The transducer excites out-of-
plane oscillation of the surface, resulting in the modulation of both the cantilever
deflection and the tip–surface indentation. The resonance frequencies of the sample–
tip-cantilever system depend on the tip–sample contact stiffness k∗, which in turn
depends on the local elastic modulus of the sample surface. The stiffer the sample,
the higher the k∗, the higher the resonance frequencies. Collecting the oscillation
amplitude at fixed ultrasonic frequency gives images qualitatively reflecting the sur-
face elastic properties [37], while acquiring the local contact resonance frequencies
allows the quantitative mapping of the elastic modulus [38–41]. Being based on
frequency detection, accurate elastic modulus measurements require linear AFAM
resonance curves.

Ultrasonic Atomic Force Microscopy In ultrasonic atomic force microscopy (UAFM)
[42, 43], the piezoelectric transducer is bonded to the cantilever chip instead of to the
sample. This avoids the contamination of the sample and allows the analysis of highly
irregular samples for which a proper coupling of the back side with the transducer is
difficult to realize. A secondary advantage is that UAFM is somewhat more familiar
to standard AFM users who are well aware of the possibility of coupling a transducer
to the cantilever chip, as it is used for making the cantilever oscillating when oper-
ating in AFM semi-contact mode. Conversely, UAFM spectra often exhibit spurious
resonances [44] that must be suppressed by proper clamping of the cantilever [45, 46]
or—as recently proposed—by using specially designed cantilevers excited directly
instead of through their holder [47]. UAFM uses an approach similar to the AFAM
one for the imaging and the measurement of the elastic properties of the sample
by acquiring resonance frequency and quality factor of the cantilever whose tip is
in contact with the surface [48]. Therefore, accurate modulus measurements with
UAFM also require the acquisition of linear spectra. In the case of stiff samples, both
AFAM and UAFM experience the sensitivity reduction as the contact resonance fre-
quencies reach their saturation values which correspond to the resonance frequencies
of the pinned-end cantilever [49]. In this case, higher flexural modes can be used.
Alternatively, a smart solution to such a limitation consists in using concentrated
mass cantilevers that are obtained by depositing a particle of hundreds of nanograms
on the cantilever backside in proximity to the tip [50].

Scanning Microdeformation Microscopy Scanning microdeformation microscopy
(SMM) [10, 51] has a similar approach, taking advantage of AFM xyz scanners
and tracking hardware in combination with specifically designed and fabricated can-
tilevers with increased spring constant stiffness, which oscillate in contact with the
sample surface at frequencies ranging from a few to tens of kilohertz. The SMM
sensor is larger than standard AFM ones. In particular, the tip is made of materi-
als harder than standard Si or Si3N4 (typically diamond or sapphire) and it has a
radius of curvature at the apex which is one or two orders of magnitude larger than
for standard probes [52, 53]. This reduces the possibility of imaging at nanoscale
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but increases the reliability of quantitative elastic modulus measurements: because it
operates at mesoscales, it is less sensitive to variations in the contact area not induced
by the elastic modulus but by the topography. The contact resonance frequency shift
is measured (and thus linear spectra have to be acquired) to evaluate the sample
elastic modulus using the same models of AFAM and UAFM, with the further sim-
plification that the use of hard and stable tips allows to neglect their deformations
during indentation.

Although relying on the acquisition of linear spectra for the quantitative evalu-
ation of elastic modulus, interesting applications have been proposed for AFAM,
UAFM, and SMM operating in nonlinear regime. Relying on the high frequency
stiffening of the cantilever, nonlinearities in AFAM have been used for reconstruct-
ing the force–distance curve on stiff samples [54], where the cantilever static spring
constant prevents the acquisition of the same curves by quasi-static AFM indentation
which conversely finds application on compliant materials like polymers [55–57] or
biological samples [58–61]. Nonlinear spectra collected by UAFM that showed either
softening or stiffening typical of nonlinear oscillators have been used for detecting
and imaging subsurface dislocations and lattice defects in high oriented pyrolytic
graphite (HOPG) [62, 63] as well as delamination and voids at thin films/substrates
buried interfaces [45]. Finally, SMM allows acquisition of the characteristic ‘non-
linear signature’ of materials, which is obtained by studying the evolution of the
amplitude of higher harmonics of the fundamental contact resonance frequency as a
function of the excitation signal amplitude for a fixed value of the normal load [64].
Such a ‘nonlinear signature’ has been suggested for the elastic characterization of
materials, the characterization of mechanical inhomogeneity, and the detection of
subsurface defects [64].

Ultrasonic Force Microscopy In contrast to the aforementioned techniques that
require oscillation in the linear regime for the reliable evaluation of the sample elastic
modulus, ultrasonic force microscopy (UFM) [65–67] purposely exploits the nonlin-
ear region of the tip–sample interaction for the qualitative and quantitative imaging
and measurement of sample elastic modulus. In UFM, the tip is in contact with the
surface of a sample whose back side is coupled to a piezoelectric transducer. The
latter is driven by a signal, oscillating at ultrasonic frequency and whose amplitude
is modulated by a ramp, thus setting into out-of-plane vibration the sample surface
with the consequent oscillation of the tip–sample indentation. When the maximum
variation of the indentation equals the static indentation and thus the pull-off point
is reached, a periodic discontinuity in the cantilever static deflection occurs. The
cantilever deflection signal can be visualized by an oscilloscope and analyzed by
a lock-in amplifier in order to estimate the tip–sample contact stiffness, which is
inversely proportional to the amplitude of the driving signal at which the pull-off
occurs [65, 67]. Therefore, UFM is a nonlinear A-SPM technique because the signal
for the elastic imaging and measurement is obtained from the discontinuity between
the in-contact and out-of-contact region of the force–distance curve.
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Scanning Near-Field Ultrasound Holography The intrinsical nonlinearity of the tip–
sample contact is exploited by scanning near-field ultrasound holography (SNFUH)
[68, 69], where the tip is in contact with the surface of a sample bonded to a piezoelec-
tric transducer. Here, the sample surface and the cantilever oscillate at two ultrasonic
frequencies whose difference is the contact resonance frequency of the system. As
a result of the nonlinearity of tip–sample interaction, a signal at the frequency dif-
ference is generated whose phase is collected and mapped simultaneously to the
topographic characterization. On the same principle is based the so-called resonant
difference frequency atomic force ultrasonic microscopy (RDF-AFUM) [70]. In con-
trast to the previously mentioned techniques, where the development of a suitable
model allows the quantitative evaluation of the sample elastic modulus, the contrast
in the SNFUH phase image may be related only qualitatively to the elastic properties
of the sample. Notwithstanding this limitation, SNFUH has been demonstrated to
be a versatile tool for the characterization of nanoscale subsurface features of sam-
ples. SNFUH has been used to detect defects at buried interfaces in interconnect
architectures [71] and for the subsurface imaging of cells, revealing the intracellular
structures [68] as well as the presence of internalized submicrometrical and nano-
metrical objects either biological (malaria parasites) [69] or synthetic (nanoparticles)
[72, 73].

Torsional Harmonic Atomic Force Microscopy Quite outside the classification based
on linear/nonlinear tip–sample interaction and more in general the group of A-SPM
techniques as no oscillations at ultrasonic frequencies are directly excited by the
cantilever nor by the sample, torsional harmonic atomic force microscopy (TH-
AFM) [74, 75] is a tapping-mode based AFM technique that takes advantage of
the use of T-shaped cantilevers with the tip offset from the cantilever long axis.
During tapping (at frequencies of tens of kilohertz), the intermittent tip–sample
interaction generates a torque around the long axis exciting the torsional modes (at
ultrasonic frequencies) of the cantilever which are enhanced by its shape. While
the cantilever vertical deflection signal is used for the morphological reconstruction
as in standard AFM tapping mode, its torsional signal is acquired and analyzed
to extract the tip–sample force waveform. From such a curve, the force-separation
curve is reconstructed and the tip–sample contact stiffness is evaluated, thus allowing
the quantitative sample elastic modulus measurement provided a suitable contact
mechanics model is assumed (as in AFAM, UAFM, SMM, and UFM). TH-AFM has
been demonstrated to allow accurate quantitative elastic modulus measurements and
mapping on several polymeric samples with elastic modulus varying between 1 MPa
and 10 GPa [75].
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1.4 Applications

As evidenced by the above discussion, classical A-SPM applications fall into two
categories, namely the quantitative measurement and imaging of elastic modulus and
the detection of subsurface features, which are associated to both similar and different
problems to be addressed. Obviously, each technique requires suitable electronics for
the acquisition of the specific signal needed for the subsequent analysis. Moreover, the
electronics have to fulfill specifications regarding the acquisition rate when imaging
is to be performed. The reason for this is to avoid too slow scan rates and thus too long
image acquisition times that may compromise the reliability of the measurement due
to drift and variations in the experimental parameters.

1.4.1 Quantitative Elastic Modulus Measurement

1.4.1.1 Cantilever Model

Accurate quantitative measurements of sample elastic modulus require realistic
models of the cantilever and/or the tip–sample contact. Efforts have been made
to take into account as many experimental parameters as possible when describing
the cantilever [76, 77]. From the simplest model where the tip–sample contact is
modeled as an elastic spring of constant k∗ and the cantilever mass is assumed to
be concentrated in a single point, subsequent improvements have introduced the
description of the cantilever as a beam with distributed mass, the tip not placed at
the very end of the beam, nonzero tip height, cantilever and tip inclination, normal
damping at the contact by a dashpot γ ∗ in parallel with k∗ [78, 79], and the effect of
lateral forces by a parallel lateral contact stiffness klat and lateral dashpot γlat [76, 77].
Finally, a nonuniform cantilever cross section along the axis can be taken into account
[80–83]. Such improvement in the models is fundamental in particular for AFAM
and UAFM, which use standard AFM setups, while it is a less pressing requirement
for SMM, which uses ad hoc designed probes. The simpler models permit analytical
solution, while the more comprehensive ones may require approximate solution or
finite element methods (FEM) [80–85].

1.4.1.2 Contact Mechanics

The simplest model for describing the tip–sample contact is assuming a spherical
tip normally indenting an ideally flat surface, with the only forces acting being the
elastic ones generated by the stress field neglecting adhesion (namely, the Hertz
model [28]). Nevertheless, van der Waals, capillary, and adhesive forces have to be
considered for a more realistic description of the contact depending on the specific
experimental conditions. These forces, characterized by different distances where the
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interaction is experienced (being identified as ‘long-range’ and ‘short-range’ forces),
can act either outside or inside the contact area and are described by different models,
namely the Derjaguin-Muller-Toporov (DMT) [86] and the Johnson-Kendall-Roberts
(JKR) [87], respectively. Therefore, for a correct interpretation of experimental data
it is essential to understand the nature of the forces acting between tip and sample,
which consequently is a mandatory issue in all the A-SPM techniques aiming at the
quantitative measurement of sample elastic modulus.

1.4.1.3 Tip Wear

Probably the most intriguing issue to deal with in quantitative A-SPM techniques
is the uncertainty in the geometry and in the mechanical properties of the tip. As
for the former, commercial brand new AFM tips are assured by the supplier to have
a fixed maximum apex curvature radius (generally 10 nm for standard cantilevers),
whose actual value is therefore unknown. Moreover, during a measurement session
the tip geometry may experience both gradual and abrupt modifications [43, 88–90].
The former is produced by continuous wear. The latter can be produced by sudden
crashes with surface asperities, detachment of the layer possibly coating the tip, or
by plastic deformation occurring when the pressure in the contact area is comparable
with the tip yield strength [90].

Tip wear more seriously affects measurements on stiff samples than on soft ones,
where nevertheless contamination of the tip by material from the sample is more
likely to occur. Moreover, tip wear is more severe in contact mode than in tapping
mode as the interaction time in tapping mode is limited to a fraction of the period of
the cantilever oscillation, also considering that normal loads between tip and sample
in contact A-SPM techniques are generally some orders of magnitude higher than
those used in standard AFM imaging. On this basis, TH-AFM is expected to be
the least affected by tip wear among the techniques described in this book, as it
operates in tapping mode on soft samples, while such an effect has to be carefully
considered when using contact mode A-SPM methods. To limit the abrasion of the tip,
the tip–sample interaction has to be reduced. Lower values of static load can be
used, but this could increase the effect of adhesion and capillarity forces. To reduce
interaction time, acquisition time at a single point has to be reduced. Increasing the
images scan rate would be desirable for reducing the time needed for a single image
acquisition, thus reducing drift between two subsequent images, which for instance
is detrimental when two frequency maps have to be acquired on the same area as
for the elastic modulus maps reconstruction by AFAM [38–40]. Nevertheless, the
increase in scan rate has been demonstrated to increase the wear rate [91]. Abrupt
contacts with surface asperities can be limited by reducing vibration of the system and
properly selecting the feedback parameters. Finally, tip wear can be reduced by using
tips entirely made or coated by materials harder than standard Si. The former strategy
is that used in SMM, where sapphire or diamond tips are mounted. Tips coated with
hard materials such as diamond-like carbon (DLC) have been demonstrated to ensure
superior stability under continuous wear during measurements [12], but may incur
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in sudden detachment from the tip itself. Moreover, the mechanical properties of the
coatings are generally unknown, thus undermining the reliability of the measurements
unless they are contextually characterized in the A-SPM experiment as described
below. Finally, a strategy going in the opposite direction and applicable when high
lateral resolution is not needed consists in intentionally flattening standard tips or
tips coated with materials that easily undergo plastic deformations, which increases
the stability during measurements as the relatively wide contact area ensures low
stress at the tip–sample interface [50, 90].

1.4.1.4 Calibrations

Quantitative elastic modulus evaluation from the measurement of k∗ requires knowl-
edge of the tip–sample contact area and of the tip elastic modulus, which can be
evaluated by calibration measurements on reference samples. Supposing a spherical
apex with known elastic modulus, its curvature radius and thus the contact area can
be retrieved by a single measurement on a single reference sample. In this case, the
radius of the tip and that of the contact area are independent and dependent on the
applied load, respectively. Similarly, supposing a flat punch tip, a single measure-
ment on a single reference sample allows calculation of the radius of the contact area,
which is independent on the exerted load. When performing mechanical imaging of
the surface, the calibration of the contact area radius enables conversion of the whole
k∗ map into one of the elastic modulus. To this aim, an ‘external’ sample can be used
as in reference [92] or a ‘self-calibration’ can be performed using a portion of the
k∗ map corresponding to a material with known elastic properties [38, 41, 93, 94].
Moreover, the assumption of a spherical or flat shape of the tip can be removed, and
the real geometry of the apex can be evaluated by contact stiffness measurements as
a function of the applied load [43, 88, 90, 95]. Such curves allow one to identify the
most suitable model for the apex, which is generally intermediate between the two
ideal cases of spherical and flat tip [88, 95]. Finally, performing the tip calibration
before and after the measurement session allows the effect of wear to be monitored
[12]. Reliable measurements of elastic modulus of the sample require knowledge of
the modulus of the tip, unless the latter is much higher than the former, allowing
one to neglect the deformation of the tip during periodical indentation of the sample.
The elastic modulus of standard Si tips can differ from that of monocrystalline Si
in the tip crystallographic direction due to the presence of both the oxide layer and
the amorphous material at the apex [96]. The mechanical properties of coated tips
are generally unknown: this is due to the difference between the elastic properties
of thin films and of the corresponding bulk materials. Moreover, the effect of the
mechanical properties of the tip itself is generally not negligible, since it acts as a
substrate for the few nanometer to few tens of nanometer thick coatings. To measure
the elastic modulus of the tip, the aforementioned calibration procedures have to be
performed using at least a second reference sample [95, 96].
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1.4.1.5 Measurable Mechanical Parameters

Almost all the quantitative A-SPM techniques rely on the evaluation of the tip
sample contact stiffness k∗. This allows estimation of the sample indentation mod-
ulus M that is related to both the Young’s modulus E and the Poisson ratio ν by the
relation M = E/

(
1 − ν2

)
. The evaluation of E requires an independent knowledge

of or an assumption about the value of ν. In a recent development of AFAM, shear
wave piezoelectric transducers have been used in AFAM setup to excite in-plane
oscillation of the sample surface at ultrasonic frequencies. This enabled the acquisi-
tion of both the flexural and torsional contact resonance frequencies from which E
and ν were independently measured [97]. The indentation modulus (or the combina-
tion of Young’s modulus and Poisson ratio) describes the response to quasi-static or
dynamic indentation of an elastic material, when the viscoelastic effect is negligible,
i.e., no delay is observed between the applied force and the resulting penetration.
On the contrary, in case of viscoelastic materials such as polymers, the response to
dynamical indentation is described by a complex modulus or alternatively by two
parameters, the storage modulus E ′ and the loss modulus E ′′. These are respec-
tively the in-phase and quadrature component of the sample mechanical response,
i.e., the real and imaginary part of the viscoelastic complex modulus of the sample.
A well-established macroscopic technique enabling the measurement of E ′ and E ′′
is dynamic indentation or dynamical mechanical analysis (DMA) [98, 99], while at
submicrometer scale a tool has been developed that combines nanoindentation and
force modulation and takes advantage of SPM scanners to produce significant results
[100–102]. A-SPM techniques have been also employed for mechanical character-
ization of viscoelastic materials. AFAM has been recently extended to the study of
such materials by developing suitable models for the analysis of experimental reso-
nance curves to extract storage and loss moduli [103, 104]. The capability of SMM
of allowing the evaluation of E ′ and E ′′ of polymeric samples has been recently
demonstrated by comparison with standard DMA measurements [53, 105]. Finally,
the quantitative measurement of contact stiffness, quality factor, and damping and
their dependence on the applied load enable the investigation of friction [106, 107].

1.4.1.6 Artifacts

The last issue to note when interpreting maps of stiffness or elastic modulus is
the possibility of topography induced artifacts. The measured contact stiffness is
related to the elastic modulus via the contact area. In the aforementioned models,
the sample surface is considered ideally flat due to the nanometer scale of the tip
radius of curvature. Actually, in the case of surfaces with nanoscale features, such
an assumption cannot be verified. In this case, any change in the contact area due
to a change in the topography produces a variation in contact stiffness that could
be misinterpreted as a variation of the elastic modulus. For asperities on the surface
smaller than the contact area, e.g., on the top of nanostructures, the effective contact
area is reduced and thus the contact stiffness. Conversely, at the grain boundaries
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on granular films, contact can be established between the side of the tip and several
grains in the so-called ‘multi-asperities contact’ [108]. In this case, the effective
contact area is increased with respect to the ‘true’ contact area at the top of the grain,
and the apparent result can ensue of grain boundaries stiffer than the core, which is
nonphysical according to general experience [108].

1.4.2 Subsurface Imaging

During the periodical indentation of the surface, a stress field is generated into the
sample. Depending on the amount of stress, the material underneath the surface at
a certain depth contributes to the sample mechanical response [109]. As a rule of
thumb, the volume of material contributing to the contact stiffness has the dimensions
of a few times the contact radius [110]. Therefore, A-SPM techniques can probe the
sample down to a depth of few contact radii and thus have to be considered near-
surface instead of surface characterization techniques. Mechanical inhomogeneities
in this volume, such as buried nanostructures and interfaces, voids, delamination, and
lack of adhesion at buried interfaces, produce a contrast in the acoustic image. This
is expected to be more pronounced when the buried features are near the surface.
Similarly, due to diffraction of the near-field acoustic waves, deeply buried nanostruc-
tures are expected to appear more enlarged with respect to their real dimension than
nanostructures near the surface. A-SPM techniques have indisputably demonstrated
their capability for imaging subsurface features using ad hoc prepared samples [69,
111–114]. In particular, A-SPM quantitative measurements of contact stiffness have
shown good agreement with theoretical calculations of reduced adhesion at buried
interfaces [111, 115] and of subsurface voids [112]. Apart from the admittedly amaz-
ing results attained on test samples, more theoretical and/or experimental efforts are
required for the interpretation of subsurface imaging of real samples. To explain some
features in the contact stiffness versus load dependence and in the nonlinear spectra,
the modeling of cracks and voids as sources of acoustic nonlinearities was performed
[43, 45, 116]. Alternatively, electronic interconnect architectures have been cut to
demonstrate the capability of A-SPM techniques for imaging subsurface voids [71].
Finally, in some cases, as in the subsurface imaging of cells exposed to nanoparticles,
the comparison with blank control samples allowed a better interpretation of A-SPM
images [72, 73].

1.5 Why a Book on Acoustic AFM Techniques?

Since the first pioneering works, where inventors of A-SPM techniques reported
their use in single experiments mainly for validating and demonstrating their poten-
tial for application on different kinds of samples, the community of A-SPM users has
continuously increased. To get an idea of the increasing diffusion of A-SPM tech-
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niques, Fig. 1.1 reports the results of a bibliographic research performed at the begin-
ning of July 2011 using a scientific search engine (SciVerse Scopus). Figure 1.1a
shows the cumulative number of publications from 1986 (first description of AFM
[1]) to each year (partial data are available for 2011) retrieved by inserting the full
name of FMM, AFAM, UAFM, SMM, UFM, SNFUH, RDF-AFUM, and heterodyne
force microscopy (HFM) [117] in Title, Abstract, and Keyword fields. TH-AFM has
been purposely excluded in the research since the technique is not yet a well estab-
lished and accepted name, although it is rapidly emerging and has been used very
recently in several works [118–121]. Note also that some recent publications do not
report the complete name of the techniques in any of the mentioned above searching
fields and, thus, the number of A-SPM publications is expected to be underesti-
mated. Therefore, the following statistics can give only a partial and underestimated
indication of the spreading of A-SPMs. Figure 1.1a indicates an almost constant
increasing rate in the number of scientific works since 1993. Figure 1.1b shows the
cumulative list of authors deduced by the same bibliographic research, which in turn
demonstrates that such an increase is ascribable not only to the continuous scien-
tific production of the original proposers of A-SPMs but primarily to the constant
increase of researchers involved in such techniques. While continuing the research
for improving the existing techniques and developing new ones, some A-SPM tech-
niques are now standardized and are available as tools in commercial SPM setups.
Therefore, a new community of A-SPM users-only researchers is developing besides
that of inventors and improvers. Nevertheless, our personal experience indicates that
A-SPMs are still considered to be niche or at least ‘exotic’ techniques by the scanning
probe and atomic force microscopy community. To ‘quantify’ our feeling, a similar
bibliographic research has been performed using the names of:

• the principal electric AFM (E-AFM) techniques—electric force microscopy
(EFM), spreading resistance microscopy (SRM), scanning capacitance microscopy
(SCM), and scanning Kelvin probe microscopy (SKPM)

• magnetic force microscopy (MFM).

The research was done again in Title, Abstract, and Keyword fields. Figure 1.1c
compares the absolute number of publications for each year on A-SPM, E-AFM,
and MFM. The diffusion of A-SPMs is limited, being two or three times lower
than that of E-AFM techniques and about ten times lower than that of MFM. Note
that a contribution to the higher diffusion of MFM is that it was proposed earlier
[122–124]. Finally, Fig. 1.1d reports the same data of Fig. 1.1c divided by the num-
ber of publications each year retrieved by inserting only AFM in Title, Abstract, and
Keyword fields. Data for A-SPM and E-AFM are approximately constant, indicating
that the diffusion rate of such techniques is the same for AFM, whose primary use is
obviously the topographical characterization. Figure 1.1d gives the impression that
the diffusion MFM does not keep pace with that of AFM. The increasing interest in
acoustic SPM techniques for surface and subsurface mechanical imaging stimulated
the idea of a volume collecting advances in early techniques and describing some of
the most promising recent developments. Some of the techniques described in this
book have been already included in books among other not acoustic SPM techniques
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(a) (b)

(c) (d)

Fig. 1.1 Evolution as a function of the year of: a Cumulative number of publications in A-SPM
field; b Cumulative number of authors publishing in A-SPM field; c Absolute number of publications
on A-SPMs (open squares) compared to that on electric (open circles) and magnetic AFM (open
triangles); d Relative number of publications (i.e., the absolute number of publications divided by
the number of publications on AFM) on A-SPMs (open squares) compared to that on electric (open
circles) and magnetic AFM (open triangles). Partial data (till July) are available for 2011

[125–128]. The primary reason for a book devoted to A-SPM techniques is that it
could be useful both for researchers already expert in one or more A-SPMs, who
would be stimulated to explore and improve new techniques, and for standard SPM
users, who could find among the described techniques the most suitable for their
particular field of interest. To this aim, besides some explanatory examples of appli-
cation reported contextually to the description of the techniques, a few chapters have
been added dealing with the comparison of the potentialities of A-SPM techniques
for particular applications which represent present and future challenges of A-SPMs
(friction, subsurface imaging, polymers, and biological samples), even if this has led
to some overlap.
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1.6 About this Book

The book is divided into three parts. The first part includes three chapters on sub-
jects that form the basis of all A-SPM techniques, namely, the contact mechanics
describing the tip–sample interaction (Chap. 2), the analytical models for the dynam-
ics of the cantilevers interacting with the sample in the different A-SPM modalities
(Chap. 3), and numerical methods for their simulation (Chap. 4). The second section
describes the most important A-SPM techniques emphasizing their recent advances:
AFAM (Chap. 5), UAFM (Chap. 6), SMM (Chap. 8), UFM and related techniques
(Chap. 9), SNFUH (Chap. 10), and TH-AFM (Chap. 11). Chapter 7 deals with a strat-
egy for enhancing the sensitivity in AFAM and UAFM by using cantilevers with a
concentrated mass added at their end. The presentation of A-SPM techniques is com-
pleted with a comparison between quantitative elastic measurements by A-SPMs and
conventional techniques (i.e., nanoindentation and surface acoustic wave spec-
troscopy) which is the subject of Chap. 12. Finally, Chap. 13 discusses the main points
of data post processing, providing hints and strategies for repeatable analysis of sur-
face data sets. The third section reviews some particular applications of A-SPMs. Two
chapters are devoted to quantitative aspects in the characterization of friction/internal
friction (Chap. 14) and subsurface imaging (Chap. 15) by A-SPM techniques. Finally,
Chap. 16 describes some recent results in the quantitative mechanical characteriza-
tion of polymers and Chap. 17 the quantitative mechanical imaging of biological
samples.
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Chapter 2
Contact, Interactions, and Dynamics

E. Barthel

Abstract In this short introduction to tip–surface interaction, we focus on the impact
of adhesion on the elastic contact of small spherical bodies. Standard notions are
first reviewed but more complex contact conditions involving coatings or roughness
are also considered. Special attention is devoted to dynamic response and ensuing
dissipation.

2.1 Introduction: Contact and Adhesion

As the denomination suggests, in force microscopies, such as atomic force mi-
croscopy (AFM), ultrasonic force microscopy (UFM), etc. the interaction between
the tip and the substrate lies at the core of the technique. Despite the A(tomic) in
AFM, several atoms usually participate in the interaction, so that continuum scale
approaches are relevant. The aim of this chapter is to explain some of the basic ideas
underlying the adhesive contact of small objects like tips.

A distinctive feature here is the presence of curvature: one of the surfaces, the tip,
is axisymmetric and curved, with radius of curvature R, so that the tip shape f (r) is
approximately

f (r) = r2

2R
(2.1)

where r is the radial coordinate. Within the limitations of the following developments,
this shape is also a good approximation to the local shape of a sphere, and for historical
reasons we will often refer to the tip as the sphere. The other surface, the substrate,
is flat.
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In a basic view of the tip coming to the surface, the two surfaces initially sit at a
separation distance d (Fig. 2.1a) along the symmetry axis and the gap between the
surfaces is d + f (r). When the surfaces are brought together, they come into contact
as point contact and subsequently develop a contact area with finite size as the
load increases (Fig. 2.1b). In terms of interactions, more or less long-range attractive
interactions result in adhesion while short-range Born repulsion will provide for the
contact side of the problem. It is the coupling of these interactions with continuum
scale mechanical response which we consider here.

Sections 2.2, 2.3, 2.4 and 2.5 consist in an exposition of standard results for sphere
contact mechanics while Sects. 2.6, 2.7 and 2.8 contain developments on the impact
of more advanced features: coatings, roughness, and dissipation, keeping in mind
some dynamic issues relevant for AFM.

The chapter has been designed for a reasonably straightforward reading. Beyond
a mere enumeration of results, we also want to provide some hints as to the physical
origin of the results. These details, and also more advanced ideas, which we believe
would obstruct linear reading, appear in boxes. A first reading could omit all the
frames while more advanced understanding should be obtained by their later perusal.

2.2 Adhesionless Contact: Stiffness

In this section we assume no interaction between the surfaces and investigate elastic
contact. We bring the surfaces from “far away” (Fig. 2.1a) into contact (Fig. 2.1b).
Without loss of generality (see frame 1) we assume that it is the tip which is elastic.
The reduced modulus is E� = E/(1 − ν2), where E is Young’s modulus and ν the
Poisson ratio. The flat is rigid.

Frame 1: Contact—response and boundary conditions

The results presented here are exact under a number of hypotheses, including
absence of friction and small deformations. However, they are quite robust. A
good example of deviations with large deformation and the resulting breakdown
of the sphere/flat symmetry can be found in [1].

Within linear elasticity, if both surfaces are curved, the curvatures R−1
i add up

to provide the overall curvature R−1. If both tip and substrate feature significant
compliances, the compliances add up as

E�−1 =
(

Et/(1 − νt
2)

)−1 +
(

Es/(1 − νs
2)

)−1
(2.2)

Moduli are in the 100 GPa range for stiff materials, but can drop considerably
for polymers, down to 2 GPa for vitreous polymers or 10 MPa for elastomers.
Contact radii in the present context are of the order of 10 nm.
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2.2.1 Hertz: Contact Radius and Loading

We consider quasi-static response at contact. Due to the elastic deformation of the
sphere, contact develops when increasing the load F . Actually, by ‘contact’ we
mean: inside the contact zone the normal displacement at the surface is specified so
as to cancel the initial shape f (r). In this way the contact zone is the area in which
the normal surface displacement (imposed by the contact boundary conditions) are
prescribed for the elastic problem. The short-range repulsion has actually been turned
into displacement boundary conditions [2].

In addition to the load F , another characteristic of the contact is the penetration δ.
It is the rigid body displacement incurred by the undeformed parts of the sphere, far
away from the contact. This rigid body displacement is made possible by the local
deformation close to the contact area. Note that positive δ means penetration while
positive F means compression. For adhesionless contact the geometry is such that
if the sphere were to rigidly interpenetrate the flat by the same penetration δH (a),
then the undeformed sphere would intersect the r axis at a radius equal to

√
2a

(Fig. 2.1b). From force and penetration, we can calculate the work expended by the
remote loading to form the contact (frame 2), and also the work recovered when the
contact breaks. A difference between these two means hysteresis and dissipation.

Coming closer to the contact itself, the geometry of the contact zone is defined by
the contact radius a. To accommodate the deformation and especialy the flattening
of the parabolic profile (Eq. 2.1) of the elastic sphere inside the contact zone, a
distribution of normal surface stresses arises at the interface. Hertz [3] demonstrated
that the solution takes the form of an ellipsoidal distribution of contact stresses

σ(r)

pm
= 3

2

√
1 − (r/a)2 (2.3)

where pm is the mean contact pressure.
The force as a function of contact radius is found from the integration of the

contact stress distribution Eq. 2.3: in the Hertzian theory the (compressive) contact
force is

FH (a) = 4E�a3

3R
(2.4)

and the mean pressure is

pm ≡ FH (a)

πa2 = 4E�

3π

a

R
(2.5)

Finally the relation between penetration and contact radius results from the con-
dition of zero stress at the contact edge and is

δH (a) = a2

R
(2.6)
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(a) (b)

Fig. 2.1 Adhesionless contact: a sphere of radius R approaching a plane at a distance δ; b after
contact, when there is no adhesion: the contact radius is a and the penetration is δH . The undeformed
sphere shape (dashed line) intersects the r axis at

√
2a

Appearances to the contrary this relation is highly non trivial and results from the
calculation of the deformation outside the contact zone due to the stress distribution
Eq. 2.3 inside.

Equations 2.4 and 2.6 are the contact equations for the adhesionless contact of an
elastic sphere on a rigid plane as a function of contact radius a.

Frame 2: Hertz model—Approximate derivation

If we observe the deformation of the elastic body, the surface displacements are
of the order of the penetration δ. By a very approximate geometrical argument,
we estimate

δR = a2 (2.7)

By Saint-Venant’s principle, we know that these displacements penetrate into
the body over a typical distance equal to the contact radius a. As a result, the
typical deformation is δ/a and the elastic energy for the penetration δ can be
calculated as:

ε = 1

2
E

(
δ

a

)2

a3 (2.8)

from which the relation for the force Eq. 2.4 results:

F(a) = dε

dδ
� E�

R
a3 (2.9)
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and the stiffness defined by Eq. 2.11

S(a) � E�a (2.10)

This last result is much more general than the specific case of sphere contact.
Indeed it applies for all axisymmetric geometries (flat punch, cone) and depends
only on the contact radius. The reason for this invariance is the absence of
adhesion. The variation of the contact radius with penetration does depend on
shape, but does not contribute to the stiffness because the stresses at the edge of
the contact are zero. We will see in a later section that this result is significantly
modified with adhesion, in which case these stresses are finite.

2.2.2 Contact Stiffness

For dynamic problems such as those of interest in this book, the quantity which is
directly relevant is the contact stiffness defined by

S(a) ≡ dF

dδ
(2.11)

In the Hertzian theory, the contact stiffness is given by the equation:

S(a) = 2aE� (2.12)

The most interesting feature is that the stiffness depends only on the contact radius
a. This means that for different punch shapes and different loads, the same stiffness
will be obtained if the contact radius is the same.

Since the contact radius a varies with load as Eq. 2.4, it is clear that the sphere
contact—unlike a simple spring—does not have a constant stiffness, but that stiffness
increases as the load increases. The consequences of this intrinsic nonlinearity will
be emphasized in Sect. 2.8.1.

This result is remarkable because it was obtained in the framework of linear
elasticity. The intimate reason is that the area over which the contact boundary
conditions apply (specified by the contact radius a) change as a function of loading.
In this sense, contact is a typical example of geometrical nonlinearity.

2.3 Interactions: Adhesion

Adhesive interactions will modify this picture significantly. Let us consider again
the case where the two surfaces face each other at some distance, as in Fig. 2.1a. We
will briefly discuss these interactions, the force they produce on the tip and finally
their impact when they couple with elastic deformation.
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2.3.1 Interactions: Derjaguin Approximation

When surfaces are brought together within some distance d, they start to experience
“long-range” interactions. The nature of the interactions involved is best investigated
from the interaction force they produce, which can be measured by AFM or other
devices such as Surface Forces Apparatus (SFA) [4]. Here, we consider the case
where this interaction is attractive, eventually leading to adhesion.

We can quantify this attraction by an interaction potential V (h). V is defined for
two unit surface areas facing each other with a gap h. The reference state is for infinite
separation so that V (∞) = 0. In fact infinity is reached rapidly since the range of
the interactions δint is of the order of a few 10 nm or less. For a curved surface facing
a flat at a distance d, there is a simple relation between the interaction force F(d)
and the interaction potential V . This relation, called the Derjaguin approximation [5]
(frame 3), which neglects all deformation induced by the interaction stresses, states
that

F(d) = 2πRV (d) (2.13)

Note that V must be negative for the attractive interactions to result in an attractive
(i.e. negative) force.

Frame 3: Derjaguin approximation

Given the interaction potential, the normal surface stress distribution is obtained
by Eq. 2.18. The surface integral of this stress distribution gives the total force

F(d) = 2π

∞∫

0

drrσ(r) (2.14)

Taking into account the parabolic shape Eq. 2.1, the surface integral can be
turned into an integral over the gap h resulting into

F(d) = −2π

∞∫

d

Rdh(r)
dV

dh
(2.15)

from which Eq. 2.13 results.

2.3.2 Nature of the Interactions

A large variety of interactions has been identified, collectively known as surface
forces. A full gamut of such interactions is to be found in polar liquids, especially
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water, but this is less relevant to the present topic. In vacuum, electrostatic interac-
tions give rise to complex problems due to their long-range nature, whereby simple
calculations such as frame 3 do not apply.

2.3.2.1 Van der Waals Interaction

Van der Waals interactions are often quoted as the typical surface interactions. It is
true that due to material polarisability, van der Waals interactions are always present.
Moreover, they lend themselves to a degree of mathematical sophistication verging
on fine art [6]. Finally, at longer distances they are well approximated by the simple
analytic form:

V (h) = − A

12πh2 (2.16)

where A is the Hamaker constant, of the order of 1 × 10−20 J. For all these reasons,
van der Waals forces have become the archetype of surface forces.

Inserting Eq. 2.16 into Eq. 2.13 we obtain the van der Waals force between tip and
substrate,

F(d) = − AR

6d2 (2.17)

an expression which is often used in the literature (see Sect. 2.3.4).
We now turn to the interaction stresses σ0. The normal stress at the surface

resulting from the interactions is given by the derivative of the interaction poten-
tial:

σ(h) = −dV

dh
(2.18)

Typical values for interaction stresses resulting from van der Waals forces can be
calculated using Eq. 2.18 with a cutoff distance of about 0.1 nm. A stress in the range
of σ0 � 1 GPa appears.

2.3.2.2 Liquid Meniscus

In ambient atmosphere, for hydrophilic surfaces, the interaction will be primarily
mediated by a thin layer of adsorbed water, which forms a capillary bridge between
the surfaces. This example has also been studied in great detail because it is both
very frequent and relatively simple [7].

In this case the interaction stresses are a constantσ0 which is given by the hydrosta-
tic pressure inside the liquid meniscus. If the liquid in the meniscus is at equilibrium,
the chemical potential in the liquid is constant and so is the pressure. Then

σ0 = γ /r0 (2.19)
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Fig. 2.2 Adhesive contact
between sphere–plane silica
surfaces. The interaction is
mediated by a meniscus of
liquid, with a linear force dis-
tance plot typical for an equi-
librium state of the meniscus.
After [8]

where the surface tension of the liquid γ lies around 0.1 J/m2 while the radius of
curvature r0 of the liquid meniscus is, for ordinary vapor pressures, in the nanometer
range. As a result the order of magnitude of the interaction stresses is significantly
smaller for liquid meniscus than for van der Waals interactions, about 100 MPa at
most.

In this case Eqs. 2.13 and 2.18 show that the interaction potential is linear, so that
the force is:

F(d) = −2πR2γ

(
1 − d

2r0

)
(2.20)

for 0 < d < 2r0. The radius of curvature of the meniscus r0 is therefore also the
range of the adhesive interactions. This linear behavior is clearly evidenced in some
SFA experiments (Fig. 2.2).

2.3.3 Adhesive Contact with Weak Interactions

We now bring the surfaces into contact in the presence of adhesive interactions. The
logical extension of the Derjaguin approximation is the Derjaguin Muller Toporov
(DMT) model [9], which assumes that contact occurs exactly as with the Hertzian
model (Sect. 2.2.1). Here, it is considered that the interaction stresses do not bring
about significant deformation of the elastic bodies, and the force resulting from this
interaction Fstress can be calculated as if acting on a body deformed by the contact
stress distribution only. Put otherwise, we assume that the magnitude of the contact
stresses largely exceed the interaction stresses. If calculated strictly, the details of
this model are rather tedious [10] but a good approximation has been provided by
Maugis [11]. He has suggested a Hertzian model plus a constant force offset
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Fig. 2.3 a Hertz versus DMT model in normalized units. The DMT model results from a simple
force offset. b Hertz versus JKR model. The JKR is obtained by point by point translation along
the tangent to the Hertz model by a displacement equal to the neck height δadh. The shaded area
is the energy expended in the stretching of the neck. Also shown as small dashed lines are the
contact stiffnesses for fixed contact radius (Hertzian stiffness, marked ‘h’) and for free contact
radius (JKR stiffness, marked ‘j’) (see Sect. 2.8.5). Note that in the extreme case selected here,
these two stiffnesses actually have opposite signs

Fstress = −2πwR (2.21)

resulting in a remote loading (Fig. 2.3a)

F(a) = FH (a)− 2πwR (2.22)

Continuity with Eq. 2.13 is ensured because the adhesion energy w > 0 obeys

w = −V (d = 0) (2.23)

From Eq. 2.22, it becomes clear that the main effect of adhesion is to increase the
contact radius for a same external load, since the load acting on the contact FH (a)
is the remote loading F(a) plus the adhesive contribution 2πwR. Energy is gained
from the adhesive interactions but balanced by the increased elastic energy stored
due to larger contact area.

In the DMT model however, the contact stiffness is not affected by the interaction.
For the same contact radius it is still given by the Hertzian expression Eq. 2.12.

2.3.4 Impact of Adhesion on Dynamic Response in AFM

Direct evidence for such long-range interactions has been found in various types of
AFM measurements. Here, we illustrate the concept in an experimental configuration
where oscillation amplitudes much larger than the interaction range are used. The
oscillatory motion of the tip can be fully reconstructed, duly taking into account the
small part of the trajectory where interaction of the tip with the surface occurs [12].
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Fig. 2.4 Reconstruction of
the interaction potential from
the large amplitude oscillatory
response of an AFM tip-
cantilever. Beyond 10 Å a van
der Waals attractive potential
is evidenced while the contact
compliance sets in at smaller
relative distances. From [12].
Copyright (1999) by the
American Physical Society

Long-range interactions and contact have been taken into account using Eqs. 2.17 and
2.22 respectively. Profiles of such interactions between a tungsten tip and a silicon
substrate has being inferred from the measured frequency and phase shifts (Fig. 2.4)
and found to agree well with van der Waals forces.

Frame 4: Adhesive contact—Approximate derivation
The true nature of the adhesive contact of a curved body is a competition between
a gain in adhesion and the ensuing elastic energy penalty (Hertzian term). In
the DMT model, the energy gain is obtained from the integral of the interaction
potential over the gap as in the calculation of the Derjaguin approximation
(frame 3).

In another approach [5], the adhesive energy gain is estimated from the ad-
hesion energy w and the contact area so that the total energy is

ε � 1

2
E

(
δ

a

)2

a3 − πwa2 (2.24)

The relation for the force is

F(a) = dε

dδ
� E�

R
a3 − πRw (2.25)

showing that the adhesive contribution is of the order of πRw.
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Although this rough estimate is useful for a preliminary discussion, the
derivation we have used is actually flawed. In writing the adhesive term πwa2

we implicitly assumed that for an infinitesimal variation of the contact radius
a, the variation in adhesion energy is proportional to the variation of contact
area. This implies that the gap shape around the contact edge is sharp enough
to exhaust the interaction range. However such a sharp gap shape has an elastic
energy penalty which must be taken into account as in Sect. 2.4.

2.4 Coupling with Strong Interactions

So far, the coupling was quite simple since elastic deformation results from the
contact stresses only (Eq. 2.3). Further difficulties arise when the adhesive stresses
themselves are large enough to induce significant deformation of the surface, bringing
more than a simple additional load (frame 4).

2.4.1 JKR Model

Taking this additional surface deformation into account is a more complex problem.
Fortunately, the limit case where considerable deformation occurs can be treated
relatively simpley.

Frame 5: The JKR model

The flat punch elastic energy is

ε = 1

2
E

(
δ

a

)2

a3 (2.26)

so that the energy release rate is

G = 1

2πa

dε

da
� E�

δ2

a
(2.27)

Equilibrium results from
G = w (2.28)

so that

δadh �
√

aw

E�
(2.29)
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Fig. 2.5 Adhesive contact:
cusp at the contact edge in the
JKR model, demonstrating
the typical JKR flat punch
displacement

Johnson, Kendall and Roberts (JKR) have shown that the deformation induced
by the interactions amounts to an additional flat punch deformation (Fig. 2.5). The
resulting flat punch displacement (see frame 5) is central to the JKR theory [13]:

δadh =
√

2πaw

E�
(2.30)

Here, we take δadh positive but in fact adhesion induces a reduction of the penetra-
tion (for a given contact radius) so that a minus sign appears in the contact equations:

δJKR(a) = δH (a)− δadh(a) (2.31)

FJKR(a) = FH (a)− S(a)δadh(a) (2.32)

The force has been derived using the flat punch displacement and stiffness according
to Eq. 2.12. This adhesive contribution in Eqs. 2.31 and 2.32 amounts to a translation
along the tangent to the Hertzian curve, which is schematized in Fig. 2.3b. The set
of Eqs. 2.30, 2.31 and 2.32 together forms the JKR theory. Note that these equations
are often presented spelled out, which may be less illuminating.

2.4.2 Pull-Out Force

The pull-out force is the maximum tensile force which needs to be applied to break
the adhesive contact and rip the sphere off the surface. Somewhat by accident, and
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for the sphere only, the pull-out force is nearly independent of the type of adhesive
contact model

F = −απwR (2.33)

It is clear that α = 2 in the DMT limit. From Eq. 2.32 and looking for the minimum,
we can calculate that α = 3/2 in the JKR case. This value results from the balance of
the two energy terms: around pull off, both (compressive) contact load and (tensile)
interaction load are of the order of πwR.

Frame 6: Is adhesion relevant ?

Equation 2.33 is specific to the sphere geometry. Most if not all other cases (tip
shapes or symmetry) do not offer the same simplicity. Under the assumption of
sphere geometry, a question in order is: under which type of loading is adhesion
relevant? To answer this question we balance interaction load (of the order of
πwR) and contact load. From 2.24 we deduce that adhesion steps in when

a �
(
πR2w

E�

)1/3

(2.34)

The contact load turns out to be dominant above these values of contact radius.
In our case, for a comparatively rigid solid, this contact radius is of the order of
1 nm and the load is of the order of 10 nN.

If the pull-out force is barely dependent upon the model, a question may arise: is
the choice of contact model of limited consequences and somewhat arbitrary or is
there a good reason to pay attention to which contact model to use? If the pull-out
force is not very revealing itself, these contact models involve very different stress
distributions: beyond the mere pull-out force, model-dependent responses are to be
expected. This is the case for example in Sects. 2.7 and 2.8. For this reason a more
general picture is needed and we now consider how the adhesive interactions are
coupled with the contact problem in more detail.

2.5 AFM Tips: An Intermediate Case?

2.5.1 Adhesive Interactions Revisited: Contact Problem

In fact in both the DMT and the JKR models, the details of the interactions do not
appear. We are dealing with limit cases and in the end the adhesion energyw remains
as the only relevant parameter for the description of the physical process of adhesion.
In the more general case, the adhesive interactions induce tensile stresses over some
area around the contact zone: this area is called the cohesive zone (Fig. 2.6). Due
to the finite range of the interactions the cohesive zone extends over a distance
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Fig. 2.6 Adhesive contact:
schematics of the impact of
adhesive interactions on the
local deformation around the
contact zone (cohesive zone
model). c is the outer limit
of the region over which
interaction stresses act. Finite
range of the interactions
result in a lateral extension
ε = c − a of the area over
which the interaction stresses
operate

ε = c−a. This distance will come out useful when the dynamics of the contact edge
is calculated (Sect. 2.8).

In the general case, calculation of the impact of the interaction stresses on the
deformation is not an easy task. For recent attempts see [14, 15]. None of these
models lends itself to simple explanations however. Let us only mention that the
calculation proceeds as in frame 3, but this time taking into account the deformation
directly due to the interaction stresses. The contact equations are then

δJKR(a) = δH (a)− δadh(a) (2.35)

FJKR(a) = FH (a)− S(a)δadh(a)− Fstress (2.36)

revealing the mixed JKR–DMT character of the solution. However, neither δadh(a)
nor Fstress is given by the JKR (Eq. 2.30) or DMT (Eq. 2.21) model but rather by one
of the more general expressions available in the literature, such as [2, 11, 16].

In these models the interaction stresses are defined by Eq. 2.18 where h is the gap
between the surfaces. They form the boundary conditions outside the contact area.
There is a difficulty: due to elastic response the gap itself is affected by the interaction
stresses. As a result a self-consistent treatment is called for. It has been shown that
the finer details of the interaction potential (or the surface stress distribution) are not
relevant and play a role only to higher order [2]. Therefore, in most cases, for the
coupling between the interactions and the contact mechanics, only two entities must
be considered: adhesion energy w and the interaction stresses with magnitude σ0. In
this context, following Eqs. 2.18 and 2.23, it appears that the range of the interactions
δint obeys

δintσ0 � w (2.37)

For numerical simplicity, the interaction stresses are often considered constant
throughout the cohesive zone [11]. This is the so-called Dugdale-Barrenblat model.
In the case of the Dugdale-Barrenblat model, in Eq. 2.37 equality applies.
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2.5.2 Which Model: Does Adhesion Induce Deformation?

We now discuss the general features of the adhesive contact depending upon inter-
action, loading, and geometry, in the spirit of the “adhesive map” by Greenwood
and Johnson [17]. The relevance of the adhesive contribution is examined in frame
6. Here, we consider whether adhesion affects deformation or not, i.e., whether we
are close to the DMT or to the JKR model or in some intermediate case. Based on
our earlier considerations on interaction stresses, a characteristic parameter emerges
when comparing interaction stresses and contact stresses. We introduce the Tabor
parameter [18]

λ � σ0

σ
(2.38)

where σ stands for the contact stresses.
In the absence of adhesion σ = pm (Sect. 2.2.1). In the range where adhesion is

significant (frame 6), the load F is of the order of πwR and the contact stresses are

σ = F

πa2 �
(
wE�

2

π2 R

)1/3

(2.39)

An interesting consideration arises if the Tabor parameter λ is expressed in terms
of penetration: then it is found that

λ � δadh

δint
(2.40)

If the flat punch displacement δadh is large compared to the range of the interactions
δint, then the cohesive zone size is small, and adhesion energy is transferred between
the interface and the tip by large elastic deformations located close to the contact
edge as embodied by the flat punch displacement, resulting in the neck at the contact
edge (Fig. 2.5). This is a fracture-like process, central to the JKR limit.

Note however that the neck has to be stretched out upon rupture. However when
the sphere comes to the surface, contact forms at a penetration equal to zero since
the interaction is short ranged. As a result, hysteresis appears, as illustrated by the
shaded area in Fig. 2.5b.

On the contrary, if the flat punch displacement is comparatively small (λ � 1),
adhesion energy transfer operates directly through the work done by the interaction
stresses in the displacement of the sphere surface. This is the DMT limit where the
cohesive zone size is large. Since the interaction range is large the contribution of
the interaction to the stiffness is zero, and the stiffness is the Hertzian stiffness as
already mentioned.

Intermediate cases appear for λ � 1.
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2.5.3 Small Tips

Given the typical values for interactions and the typical contact radii of AFM tips,
we find that for comparatively rigid surfaces δadh is of the order of 0.1 nm. It is quite
clear that the pure JKR theory is unlikely to apply in our case.

This means that the tip has to be considered as comparatively rigid compared
to the attractive interactions. The deformation incurred during the adhesive contact
is primarily the deformation of the Hertzian adhesionless contact but for the stiffer
types of adhesive interactions, with small decay lengths. λ may range around 1 and
the adhesive contact acquires partial JKR character. This is typically the case for
ultra-high vacuum measurements. An example of such a case is shown in Fig. 2.7.
In contrast, under ambient conditions a longer ranged interaction dominates, which is
due to the presence of adsorbed water. The resulting meniscus induces an interaction
shown in Fig. 2.2 with a range of several nanometers, and the contact will be in
a typical DMT state. One of the rare cases where a contact close to a true JKR
case could be obtained is polymeric surfaces where low modulus and high effective
adhesion energies are expected to result in large λ through Eqs. 2.30 and 2.40.

For small tips, in the intermediate range, the cohesive zone size is of the order of
the adhesive contact radius and the typical contact stresses upon pull-off are in the
range of σ0. This is similar to fiber problems: the average stress at the surface of the
tip, or rupture stress increases dramatically and eventually reaches the theoretical
interface stress when the size of the contact area decreases [19, 20].

2.6 Films

Thin films and coatings are ubiquitous in technological applications. Here, we
consider the case of contact to coated substrates.

2.6.1 Stiffness

As mentioned earlier (frame 2), the deformation field affects the elastic body to a
typical depth of the order of the contact radius a. It is important to note that this
depth is only indirectly related to the penetration δ, through Eq. 2.6 for example.
In the case of an elastic property mismatch between the coating and the substrate,
the macroscopic response will be affected by the presence of the substrate beneath
the film if the film thickness is less than several times the contact radius. To estimate
the impact of the film, one can suggest to use Eq. 2.6 with film values to infer the
contact radius. It will be necessary to consider the full solution if this contact radius
is not significantly smaller than the film thickness. If this is the case, exact solutions
have been calculated [23–25] which can be used fairly easily.
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Fig. 2.7 Friction force (assumed to be proportional to contact area) and model for the adhesive
contact area as a function of load. The data are best fitted with an intermediate adhesive contact
model where neither pure JKR nor pure DMT models apply. From [21]. Copyright (1997) by the
American Physical Society

Note that the problem is especially significant in the case of an elastomeric film,
which is somewhat liquid-like and therefore incompressible. Due to the suppression
of shear deformation because of confinement, the effective response of the film
(Fig. 2.8) is driven by the bulk modulus which is considerably larger than the shear
modulus because of incompressibility.

2.6.2 Adhesion

For adhesive contacts, the film may have two very different types of impacts. On the
one hand, the film is likely to change the interactions between the tip and the surface,
and thus the values of the adhesion energy w and the interaction stresses σ0. On
the other if the film thickness is not large enough according to the criterion outlined
above, then the substrate effect will affect the contact response. The contact equa-
tions should then take adhesion into account [26]. In the more elaborate case where
contact zone radius, film thickness, and cohesive zone size become comparable,
recent calculations could become useful although they are by no means numerically
simple [27].

Note however that a most salient feature in this case is that, for identical adhesion
energyw, the pull-out force is barely affected by the presence of the coating. This idea
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Fig. 2.8 Load as a function of normalized contact radius for sphere–plane contacts on acrylate
films. Confinement results in an increase of the film modulus so that the glass sphere compliance
must be taken into account. Adapted from [22] with permission from Springer

must be brought in relation to our previous remark in Sect. 2.4.2: the pull-out force
results from a balance between contact and adhesion energies. The result turns out to
be independent from the mechanical properties of the half-space if it is homogeneous.
In fact, this dependence is only barely reintroduced if homogeneity is lost as when a
coating is present.

2.7 Roughness

Generally speaking, surface roughness impacts contact problems strongly. However,
the real complexity arises from the statistical nature of the roughness coupled to the
nonlinear nature of even the most basic contact, namely Hertzian contact [28]. In this
sense roughness is likely to alter the qualitative response of a contact. The simplest
possible example is an exponential distribution n ∝ exp(−z/τ) of summit heights
with identical curvatures R−1. Here, τ is the standard deviation of the roughness.
Then the density dc of summits in contact with a flat surface obeys

dc ∝ exp(−d/τ) (2.41)

where d is counted from the mid-plane of summit heights. Summing individual
summit areas and forces over this exponential distribution we obtain that both total
area and total force are also proportional to dc. As a result, and in contrast to the
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results of Sect. 2.2.1, force and true contact area are now proportional, an idea which
is central to our understanding of the laws of friction [29].

In addition, roughness will compete with attractive interactions. It is this issue for
which more insight can be provided. In terms of adhesive contact, it is well known in
practice that for rather rigid materials, a very limited amount of roughness suppresses
the adhesion of a sphere brought to a surface. For weak interaction stresses as in the
DMT contact model, the typical lengthscale involved is the interaction range δint.
It is clear that for a roughness τ small compared to this interaction range the attractive
interactions can still be accounted for as in Sect. 2.3.3. In the other limit where the
deformation incurred through attractive interactions are sizeable, the characteristic
distance which emerges is the JKR flat punch displacement δadh. This idea has been
elegantly demonstrated by Fuller and Tabor [30]. A handwaving argument goes as
follows: the (tensile) contribution of each asperity to the adhesion force is a constant
of the order of πwR; on the other end, the (compressive) contact force generated
by each asperity grows faster than linearly with penetration δ, following Eq. 2.4.
For a roughness distribution with standard deviation τ , the sum of the repulsive
contributions will far exceed the attractive contributions if the roughness distribution
obeys

τ � δadh (2.42)

For the case of interest here, it is possible that the tip will interact with a limited
number of asperities. In this case the statistical approaches are of a somewhat limited
relevance and one must rely on the more demanding and less general calculation of
distributions of local configurations [31].

2.8 Dynamics

We now consider a tip impinging on a surface. In keeping with the rest of this
chapter, the viewpoint is the mechanics of a sphere touching a surface. The sphere is
considered as free, with initial velocity v0, and the rest of the system, and especially
the cantilever and its mechanics, is not taken into account. Our aim is to understand
dissipation during contact. However, this part of the question is much less advanced
than the quasistatic part.

In agreement with the views developed here, friction is not considered, although
in some cases it could account for a significant part of dissipation during dynamic
contacts. In this restricted frame, the dissipated energy is all the energy which is not
fed back to the remote loading when the surfaces have ceased to interact. There are
many processes active in this area. For the adhesionless contact, two processes fail to
restore all the energy injected in the contact: (1) acoustic emission and (2) material
dissipation, which may occur through delayed elastic response (viscoelasticity) or
non-elastic response (plastic deformation). If adhesion is present, several additional
processes must be mentioned: (3) the physics of adhesion may be partly irreversible
(the adhesion energy is different for a growing and a receding interface); and if
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adhesion induces additional deformation, as in cases close to the JKR limit: (4) the
rupture may occur by instability and part of the energy involved is not restored to
the remote loading; (5) material dissipation (as in 2) may result from deformations
specific to the adhesive process.

In this area, the number of in-depth studies is quite restricted. Here, we will only
hint at a few directions. We will start from the (reversible) elastic rebound of an
adhesionless sphere. Then we will qualitatively consider the impact of dissipative
mechanisms (1), (2), (4), and (5).

2.8.1 Sphere Impact

If we assume a free sphere of mass m impinging on an elastic adhesionless surface,
contact leads to rebound. Taking into account the non-constant stiffness at contact
(Sect. 2.2.2), conservation of energy during rebound implies

1

2
m

(
dδ

dt

)2

+ 8

15
E�

√
Rδ5/2 = 1

2
mv0

2 (2.43)

where v0 is the sphere velocity at impact. Maximum penetration occurs when dδ
dt = 0

so that
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(
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To evaluate the rebound, dδ/dt can be integrated numerically from Eq. 2.43. In fact
a linear approximation

δ

δmax
= sin

(
π

t

Tc

)
(2.46)

has been shown to perform well [32], where the typical contact time is

Tc = α
δmax

v0
� 3

(
m2

E�2 Rv0

) 1
5

(2.47)
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2.8.2 Inertial Effects

Dealing with acoustic frequency excitations, it is useful to estimate whether inertial
effects are significant, that is to say whether acoustic waves will be generated during
such a contact. An estimate can be obtained as follows: an acoustic mode obeys

ρ
dv

dt
= −divσ (2.48)

where v is the velocity field, ρ the density, and σ the stress field. Order of magnitude
estimates from frame 2 show that we remain in the quasistatic limit as long as

ρ
δ

Tc
2 � E

δ

a2 (2.49)

or amax

Tc
� √

E/ρ (2.50)

which is the sound velocity. For a free sphere with incident velocity v0 and mass m,
the criterion is

(
E�v0

3 R3

m

) 1
5

� √
E/ρ (2.51)

which is consistent with standard estimates of the dissipation induced by acoustic
waves during contacts (Eqs. 11 and 12 in [32]). For a free sphere of mass m, the
criterion becomes independent upon radius since m ∝ ρR3. For an incident velocity
of about 1 × 10−2 ms−1, a high value for a tip touching a surface, it appears that
acoustic emission is negligible.

2.8.3 Material Dissipation: Contact Area

To account for dissipation during contact, we couple contact zone deformation
with out-of-phase material response. This case has been considered in a classical
paper [33] with a viscous type of dissipation. The viscous constant η relates dissi-
pative stress to deformation rate. If v1 is the velocity of the sphere after contact (see
frame 7)

v1

v0
= 1 − gv1/5

0 (2.52)

where

g � η
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(2.53)
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To relate the viscous parameter ηwith materials properties, it should be noted that
the characteristic frequency is

ω � 1

Tc
(2.54)

For elastomers the estimate seems consistent with the observed dissipation parameter
v/v0 � 0.65 [34].

Frame 7: Contact—Dissipation

In the spirit of frame 2, we assume the elastic solution is perturbed by a first
order dissipative term.

σvisc � ηε̇ (2.55)

where strain is

ε � δ

a
(2.56)

and strain rate

ε̇ � δ

aTc
(2.57)

The elastic and the dissipative terms are in parallel. Then the energy dissipated
during one contact is

Ediss � ηε̇εa3 � ηδmaxamaxv0 (2.58)

From energy balance
1

2
mv1

2 + Ediss = 1

2
mv0

2 (2.59)

so that for small velocity variations

v1

v0
� Ediss

1
2 mv0

2
(2.60)

from which Eq. 2.52 results.

2.8.4 Adhesion Hysteresis: Elastic Instability

If the contact is in a JKR type of limit, then the neck formed upon contact needs
to extend up to δadh before rupture occurs. Using Eqs. 2.30 and 2.34 this stretching
energy is about
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E �
(
π2 R4w5

E2

) 1
3

(2.61)

This energy is spent by the remote loading to stretch the neck but is not gained
upon coming-in since the interaction range δint � δadh is small and the neck does
not form during surface approach. In short, this is the amount of energy lost in one
contact cycle. This elastic instability is a common mechanism for adhesive energy
dissipation [35, 36]. Of course, if λ is of the order of one (i.e. we are not in a full
JKR case) only a fraction of this energy will be dissipated by instability.

2.8.5 Material Dissipation: Contact Edges

In the same regime, dissipation induced by material response may occur due to
high rate deformation close to the contact edge. This is often the case for polymeric
materials. The additional dissipation incurred can be phenomenologically modeled
as an effective adhesion which depends upon contact edge velocity da/dt [37] as

G(da/dt) = w(1 + φ(da/dt)) (2.62)

where power laws are often used for the dissipative function φ. Relation be-
tween φ and the dynamic response of the polymer involved has been demonstrated
experimentally [37] but theoretical justifications involving contact edge deformation
processes are only partly successful to date [38–41].

Nonetheless, the phenomenological relation Eq. 2.62 is very useful. As an example
we consider again the rebound dynamics for macroscopic balls [34]. During rebound,
the characteristic velocity is

da

dt
� amax

Tc
(2.63)

and the characteristic angular frequency is

ω � 1

ε

da

dt
� amax

ε

1

Tc
(2.64)

where ε is the cohesive zone size. Note that for a macroscopic sphere, this frequency
is much higher than for contact zone dissipation (Eq. 2.54), due to the typical small
size of the cohesive zone. The additional dissipated energy is

Ediss � πamax
2G(da/dt) (2.65)

The results fit rebound experiments on elastomers extremely well [34].
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Another remarkable result is that in an oscillatory experiment the stiffness of a
JKR contact depends upon frequency in a non-trivial manner. Indeed, for dissipative
materials, the high frequency motion of the contact edge may be hindered by large dis-
sipation at high strain rates. Then the stiffness must be calculated at constant contact
radius: it is the Hertzian stiffness. On the other hand, at comparatively low frequen-
cies, the contact edge is free to move during oscillations and the contact stiffness must
be calculated from Eq. 2.32 at constant adhesion energy. These two cases have been
shown in Fig. 2.3b) as two straight lines marked h (Hertzian stiffness) and j (JKR
stiffness). This transition has been very clearly observed for polydimethylsiloxane
(PDMS) elastomers by oscillatory nanoindentation experiments with a micron-sized
sphere [42].

2.9 Conclusion

We have outlined a few results on the adhesive contact of tips to surfaces. We have
drawn on the body of theories devoted to spheres to discuss contact and the resulting
contact stiffness.

We have emphasized the fact that in the presence of attractive interactions, leading
to adhesion, the results are impacted in a non-trivial way. We have briefly discussed
typical interactions which can be met with during AFM operation. We have shown
in which way these interactions couple with elastic deformation. If the surface com-
pliance is low enough, the adhesive interactions induce additional local deformation
which alter the physics of the contact. Due to their small radius, AFM tips were
shown to lie in the stiff to intermediate regime. Pure JKR case is not expected.

The impact is not directly perceptible from the bare pull-out force. Even when
homogeneity breaks down, such as with a coating, the pull-out force is still only
very moderately affected. More contrast appears when dealing with rough surfaces.
However, it is when the dynamics of the response is considered that the strong impact
of the low surface compliance really appears in full light, resulting in additional,
specific dissipation mechanisms.
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Chapter 3
Cantilever Dynamics: Theoretical Modeling

John H. Cantrell and Sean A. Cantrell

Abstract To provide a measure of flexibility and symmetry regarding the descrip-
tion of tip-sample interactions, a dynamical model is presented for which the can-
tilever tip and the sample surface are treated as independently damped simple har-
monic oscillators passively coupled via the nonlinear tip-sample interaction forces.
The sample oscillations are assumed to occur in the coupling from a small ele-
ment of surface mass (active mass) attached to the remainder of the sample for
which the spring constant is the sample stiffness constant. The analytical model
reduces to a pair of coupled nonlinear differential equations, the general solutions
of which are obtained using a matrix iteration procedure. The general solutions are
applied to the quantitative assessment of signal generation and contrast mechanisms
in atomic force acoustic microscopy (AFAM), force modulation microscopy (FMM),
ultrasonic force microscopy (UFM), ultrasonic atomic force microscopy (UAFM),
amplitude modulation atomic force microscopy (AM-AFM), and scanning near-
field ultrasonic holography (SNFUH) including the related heterodyne force atomic
force microscopy (HF-AFM) and resonant difference-frequency atomic force ultra-
sonic microscopy (RDF-AFUM). In addition to obtaining quantitative expressions
for surface contrast mechanisms, contrast mechanisms from subsurface features are
accounted in the model for AFAM, FMM, UFM, and SNFUH.
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3.1 Introduction

Atomic force microscopy (AFM) [1] has rapidly developed from a quasi-static detec-
tion technology into a fully dynamic nanoscale characterization tool. The devel-
opment of new materials and devices produced from nanostructural constituents
has placed increasing demands on the development of new measurement meth-
ods to assess physical properties at the nanoscale. Dynamic implementations of
the AFM, collectively called dynamic atomic force microscopy (d-AFM) (known
also as acoustic-atomic force microscopy and scanning probe acoustic microscopy),
utilize the interaction force between the cantilever tip and the sample surface to
extract information about sample physical properties. Such properties include elastic
moduli, adhesion, viscoelasticity, embedded particle distributions, device integrity,
and topography. The most commonly used d-AFM modalities include amplitude
modulation-atomic force microscopy (AM-AFM) (including intermittent contact
mode or tapping mode) [2], ultrasonic atomic force microscopy (UAFM) [3], force
modulation microscopy (FMM) [4], atomic force acoustic microscopy (AFAM)
[5, 6], ultrasonic force microscopy (UFM) [7, 8], heterodyne force microscopy
(HFM) [9] scanning near-field ultrasonic holography (SNFUH) [10], resonant
difference-frequency atomic force ultrasonic microscopy (RDF-AFUM) [11], and
variations of these techniques [12–19].

To model properly the various d-AFM modalities, it is necessary to reduce the
modalities to their basic operational characteristics. Central to all d-AFM modalities
is the AFM. The basic AFM consists of a scan head, an FM controller, and an
image processor. The typical scan head consists of a cantilever with a sharp tip, a
piezoelement stack attached to the cantilever for cantilever control, and a light beam
from a laser source that reflects off the cantilever surface to a photo-diode detector
used to monitor the motion of the cantilever as the scan head moves over the sample
surface. The output from the photo-diode is used in the image processor to generate
the micrograph.

The d-AFM output signal is derived from the interaction between the cantilever
tip and the sample surface. The interaction occurs via an interaction force F that is
highly dependent on the tip-sample separation distance z. A typical force-separation
curve is illustrated in Fig. 3.1. Above the separation distance z A the interaction force
is negative, hence attractive, and below z A the interaction force is positive, hence
repulsive. The separation distance zB is the point on the curve at which the maximum
rate of change of the slope of the curve occurs and is thus the point of maximum
nonlinearity on the curve (the maximum nonlinearity regime).

Modalities such as AFM, AM-AFM, and UAFM are available for surface and
near-surface characterization, while UFM, AFAM, FMM, HFM, SNFUH, and RDF-
AFUM are generally used to assess deeper (subsurface) features at the nanoscale.
A schematic of the basic equipment arrangement for various d-AFM modalities is
shown in Fig. 3.2. The arrangement used for AFAM and FMM is shown in Fig. 3.2
where switch A is closed and switch B is open. AFAM and FMM utilize ultrasonic
waves transmitted into the material by a transducer attached to the bottom of the
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Fig. 3.1 Interaction force
plotted as a function of the
separation distance z between
cantilever tip and sample
surface

Fig. 3.2 Equipment config-
uration for various dynamic
atomic force microscopies.
Switch A is closed and switch
B is open for AFAM, FMM,
and UFM. Switch A is open
and switch B is closed for
AM-AFM and UAFM. Both
switches are closed for HFM,
SNFUH, and RDF-AFUM

sample. After propagating through the bulk of the sample, the wave impinges on
the sample top surface where it excites the engaged cantilever. The basic equipment
arrangement used for UFM is the same as that for AFAM and FMM. However, the
cantilever tip for UFM is set to assure tip-sample engagement near the maximum
nonlinearity regime of the force-separation curve. The UFM output signal is a static
or “dc” signal resulting from the interaction nonlinearity.

The equipment arrangement for HFM, SNFUH, and RDF-AFUM is shown in
Fig. 3.2 where the indicated switches are in the closed positions. Similar to the AFAM,
FMM, and UFM modalities, HFM, SNFUH, and RDF-AFUM employ ultrasonic
waves launched from the bottom of the sample. However, in contrast to the AFAM,
FMM, and UFM modalities, the cantilever in HFM, SNFUH, and RDF-AFUM is also
driven into oscillation. HFM, SNFUH, and RDF-AFUM operate in the maximum
nonlinearity regime of the force-separation curve, so the nonlinear interaction of
the surface and cantilever oscillations produces a strong difference-frequency output
signal. For the AM-AFM modality only the cantilever is driven into oscillation and
the rest or quiescent tip-sample separation distance may be set to any position on the
force-separation curve, even for operation where the quiescent separation distance
lies well beyond the region of strong tip-sample interaction, i.e., where the quiescent
separation z0 � zB . For UAFM the cantilever is set in constant forced contact with
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the sample surface, while the cantilever is driven at ultrasonic frequencies with small
oscillation amplitudes.

Various approaches to assessing cantilever probe dynamics have been published
[7, 8, 20–35]. We present here a general, yet detailed, analytical treatment of the
cantilever and the sample as independent systems in which the nonlinear interaction
force provides a coupling between the cantilever tip and the volume element of
sample surface involved in the coupling [coupled independent systems (CIS) model].
The general equations of cantilever dynamics are reduced to a set of local, phase-
correlated, damped harmonic oscillator equations corresponding to the temporal
components in the solution space of the governing dynamical equation. The set
collectively defines the eigenmodes of cantilever motion.

A polynomial expansion is developed to represent the tip-sample interaction force
that accounts for cantilever-to-sample energy transfer. The polynomial expansion is
first applied in obtaining solutions to the commonly used single system model of
cantilever dynamics where the cantilever, as a single dynamical system, is subjected
to external forces and boundary conditions. Analytical expressions for the image
contrast mechanisms are obtained with particular emphasis on the contributions of
conservative and non-conservative forces to the contrast. Finite drive amplitudes are
shown to generate harmonics of the drive frequency resulting from the nonlinear-
ities in the tip-sample interaction forces. The finite drive amplitudes are shown in
Appendix B also to generate fractional harmonics (including subharmonics) result-
ing from the nonlinearities in the tip-sample interaction forces. The stability of the
subharmonic solutions is discussed analytically and routes to chaotic cantilever
motion are addressed. The higher order expansion coefficients in the polynomial
expansion are shown in Appendices A and C to be responsible for the occurrence of
both amplitude bifurcation and resonance bifurcation, respectively, which are often
observed upon cantilever-sample contact.

Also addressed in Appendix C is the concern, sometimes cited in the literature,
that conventional spring models (i.e., spring models with fixed spring constants) fail
to describe cantilever dynamics adequately, particularly at drive frequencies much
larger than the fundamental cantilever resonance frequency. It is shown from group
renormalization methods (often used in high energy physics and in descriptions of
critical phase transitions in condensed matter) that over a small range of frequencies
near the arbitrarily chosen renormalization scale (reference frequency), cantilever
dynamics can be treated quite accurately as that of a conventional spring with a point
mass. Outside this frequency range, the cantilever dynamics is modeled accurately by
the renormalization method as spring dynamics with frequency-dependent stiffness
and damping parameters.

Limitations of the single system model are discussed that beg consideration of
the CIS model of cantilever-sample dynamics wherein the cantilever and sample are
treated as fully symmetric, independent, oscillatory systems coupled by a mutual
interaction force. The symmetry of the governing dynamical equations in the CIS
model allows direct application of the model to the various d-AFM modalities cited
above. General solutions of the CIS model are found to first order in the nonlinearity



3 Cantilever Dynamics: Theoretical Modeling 51

and applied to the assessment of signal generation for each of the d-AFM modalities
cited. Contrast mechanisms in the CIS model are addressed.

3.2 General Dynamical Equations and Eigenmodes of Cantilever
Motion

The cantilever of the AFM is able to vibrate in a number of different modes in free
space corresponding to various displacement types or modes (flexural, torsional,
longitudinal, shear, etc.) with corresponding resonant frequencies and effective stiff-
ness constants. Although any cantilever shape or displacement type of cantilever
oscillation can in principle be used in the analysis to follow, for definiteness and
expediency we consider only the flexural modes of a cantilever modeled as a rec-
tangular, elastic beam of length L, width a, and height b. We assume the beam to be
clamped at the position x = 0 and unclamped at the position x = L , as indicated in
Fig. 3.3. We consider the flexural displacement y(x, t) of the beam to be subjected
to some general force per unit length H(x, t), where x is the position along the beam
and t is time. The dynamical equation for such a beam is [36]

EB I
∂4 y(x, t)

∂x4 + ρB AB
∂2 y(x, t)

∂t2 = H(x, t) (3.1)

where EB is the elastic modulus of the beam, I = ab3/12 is the bending moment of
inertia, ρB is the beam mass density, and AB = ab is the cross-sectional area of the
beam.

The solution to Eq. (3.1) can be obtained as a superposition of the natural vibra-
tional modes of the unforced cantilever as

y(x, t) =
∞∑

n=1

Yn(x)ηcn(t) (3.2)

where ηcn is the nth mode cantilever displacement (n = 1, 2, 3, . . .) and the spatial
eigenfunctions Yn(x) form an orthogonal basis set given by [36]

Yn(x) =
(

sin qn x − sinh qn x

cos qn x + cosh qn x

)
(sin qn x − sinh qn x)+ (cos qn x − cosh qn x) .

(3.3)
The flexural wave numbers qn in Eq. (3.3) are determined from the boundary

conditions as cos(qn L) cosh(qn L) = −1 and are related to the corresponding modal
angular frequencies ωn via the dispersion relation q4

n = ω2
nρB AB/EB I . The general

force per unit length H(x, t) can also be expanded in terms of the spatial eigenfunc-
tions as [37]
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Fig. 3.3 Schematic of cantilever tip-sample surface interaction: z0 is the quiescent (rest) tip-surface
separation distance (setpoint), z the oscillating tip-surface separation distance, ηc the displacement
of the cantilever tip (positive up), ηs the displacement of the sample surface (positive down), kcn
is the nth mode cantilever stiffness constant (represented as an nth mode spring), mc the cantilever
mass, ks the sample stiffness constant (represented as a spring), ms the active sample mass, and
F0, F1, and F2 are the first three interaction force ‘conservative’ expansion coefficients

H(x, t) =
∞∑

n=1

Bn(t)Yn(x). (3.4)

Applying the orthogonality condition

L∫

0

Ym(x)Yndx = Lδmn (3.5)

(δmn are the Kronecker deltas) to Eq. (3.4), we obtain

Bn(t) =
L∫

0

H(ξ, t)Yn(ξ) dξ. (3.6)

We now assume that the general force per unit length acting on the cantilever
is composed of a cantilever driving force per unit length Hc(x, t), an interaction
force per unit length HT (x, t) between the cantilever tip and the sample surface,
and a dissipative force per unit length Hd(x, t) [35]. Thus, the general force per
unit length H(x, t) = Hc(x, t)+ HT (x, t)+ Hd(x, t). We assume that the driving
force per unit length is a purely sinusoidal oscillation of angular frequency ωc and
magnitude Pc. We also assume the driving force to result from a drive element (e.g.,
a piezo-transducer) applied at the point xc along the cantilever length. We thus write
Hc(x, t) = Pc(cosωct)δ(x − xc) where δ(x − xc) is the Dirac delta function. The
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interaction force per unit length HT (x, t) of magnitude PT is applied to the cantilever
tip at x = xT and is not a direct function of time, since it serves as a passive
coupling between the independent cantilever and sample systems. We thus write the
interaction force per unit length as HT (x, t) = PT δ(x − xT ). We assume the modal
dissipation force per unit length Hd(x, t) to be a product of the spatial eigenfunction
and the cantilever displacement velocity given as Hd(x, t) = −PdYn(x)(dηcn/dt).
The coefficient Bn(t) is then obtained from Eq. (3.6) as

Bn(t) = PcYn(xc)(cosωct)+ PT Yn(xT )− [Pd ∫ Yn(x)dx](dηcn/dt) (3.7)

where the integration in the last term is taken over the range x = 0 to x = L .
Substituting Eqs. (3.2) and (3.4) in (3.1) and collecting terms, we find that the dynam-
ics for each mode n must independently satisfy the relation

ρB ABYn(x)
d2ηcn(t)

dt2 + EB I
d4Yn(x)

dx4 ηcn = PcYn(xc)Yn(x) cosωct

+ PT Yn(xT )Yn(x)+ [Pd

L∫

0

Yn(x)dx]dηcn

dt
. (3.8)

From Eq. (3.3) we write d4Yn(x)/dx4 = q4
n Yn . Using this relation and the dis-

persion relation between qn and ωn , we obtain that the coefficient of ηcn in Eq. (3.8)
is given by EB I (d4Yn(x)/dx4) = ω2

nρB AB . Multiplying Eq. (3.8) by Ym(x) and
integrating from x = 0 to x = L , we obtain

mcη̈cn + γcn η̇cn + kcnηcn = Fc cosωct + F (3.9)

where the overdot denotes the time derivative operator d/dt, mc = ρB AB L is the
total mass of the cantilever and Fc = PB LYn(xc). The tip-sample interaction force
F is defined by F = PT LYn(xT ) and the cantilever stiffness constant kcn is defined
by kcn = mcω

2
n . The damping coefficient γcn of the cantilever is defined as γcn =

Pd L ∫ Yn(x)dx . Note that for a given mode n the effective magnitudes of the driving
term Fc and the interaction force F are dependent via Yn(xc) and Yn(xT ), respectively,
on the positions xc and xT at which the forces are applied. The damping factor, in
contrast, results from a more general dependence on x via the integral of Yn(x) over
the range zero to L. If the excitation force per unit length is a distributed force over
the cantilever surface rather than applied at a point, then the resulting calculation for
Fc would involve an integral over Yn(x) as obtained for the damping coefficient.

The interaction force F in Eq. (3.9) is derived without regard to the cantilever
tip-sample surface separation distance z. Realistically, the magnitude of F is quite-
dependent on the separation distance. In particular, various parameters derived from
the force-separation curve play essential roles in the response of the cantilever to all
driving forces. We consider that the interaction force not only involves the cantilever
at the tip position xT but also some elemental volume of material at the sample
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surface. To maintain equilibrium it is appropriate to view the elemental volume of
sample surface as a mass element ms (active mass) that, in addition to the interaction
force, is subjected to a restoring force from material in the remainder of the sample.
We assume that the restoring force per unit displacement of ms is quantified by the
sample stiffness constant ks .

The interaction force F is in general a nonlinear function of the cantilever
tip-sample surface separation distance z, as shown in Fig. 3.1. The interaction force
results from a number of possible fundamental mechanisms including electrosta-
tic forces [38], van der Waals forces [39], interatomic repulsive (e.g., Born-Mayer)
potentials [40], Casimir forces [41], chemical bonding forces [42], and hydroxyl
groups formed from atmospheric moisture accumulation on the cantilever tip and
sample surface [43].

Since the force F(z) is common to the cantilever tip and the sample surface
element, the cantilever and the sample form a coupled dynamical system. Figure 3.3
shows a schematic representation of the various elements of the coupled system.
The dynamical equations expressing the responses of the cantilever and the sample
surface to all driving and damping forces may be written for each mode n of the
coupled system as

mcη̈cn + γcn η̇cn + kcnηcn = Fc cosωct + F(z) (3.10)

ms η̈s + γs η̇s + ksηs = Fs cos(ωs t + θ)+ F(z) (3.11)

where ηcn (positive up) is the cantilever tip displacement for mode n, ηs (posi-
tive down) is the sample surface displacement from its equilibrium position, ωc is
the angular frequency of the cantilever oscillations, ωs is the angular frequency of
the sample surface vibrations, γc is the damping coefficient for the cantilever, γs is
the damping coefficient for the sample surface, Fc is the magnitude of the cantilever
driving force, Fs is the magnitude of the sample driving force that we assume here
to result from an incident ultrasonic wave generated at the opposite surface of the
sample. F(z) is the nonlinear tip-sample interaction force and z is the instantaneous
distance between the cantilever tip and the sample surface. We assume, as shown in
Fig. 3.3, that z−z0 = (ηc +ηs)where z0 is the quiescent separation distance between
the cantilever tip and sample surface. The factor θ in Eq. (3.11) is a phase contribution
resulting from the propagation of the ultrasonic wave through the sample material
and is considered in more detail in Sect. 3.4.1.

3.3 Single System Model of Cantilever Dynamics

In most treatments of cantilever dynamics the cantilever is considered to be a sin-
gle dynamical system subjected to external forces and constraints, including the
cantilever tip-sample surface interaction forces. As shown by the solution to the
beam equation given in Sect. 3.2, the cantilever dynamics at a given point on the
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cantilever can be represented by a set of oscillators with each oscillator being mod-
eled as a mass attached to a damped spring. Each spring has a stiffness constant and
damping coefficient appropriate to the mode under consideration and is subjected to
external forces. The model is often referred to as the spring model and the cantilever
dynamics is assessed from the modal solutions of Eq. (3.10) alone. In other single
system approaches the dynamics is obtained by absorbing the driving and damping
forces in the boundary conditions for the elastic beam equation. The sample sur-
face displacement ηs is not generally considered directly in single system models
of cantilever dynamics in part because the focus has been on the dynamics of the
cantilever only. The influence of ηs on the cantilever dynamics is usually considered
only indirectly by assuming such influences to be manifested in the interaction force
or in the boundary conditions. Strictly, neglecting ηs completely would correspond to
assuming the sample stiffness constant ks to be infinitely large in Eq. (3.11). Before
developing the CIS model, it is useful to consider the implications of the single
system approach as represented by the spring model.

3.3.1 Polynomial Expansions of the Interaction Force

To explore the features of the single system model, we ignore ηs directly [and thus
Eq. (3.11)] and consider an appropriate expansion of the interaction force F that
accounts for the relevant influences of the cantilever-sample interactions. Although
the dependence of the interaction force F on z alone accounts for effects associated
with the instantaneous separation between the cantilever tip and sample surface, it
does not account for the dynamic transfer of energy from the cantilever to the sample
surface without specifically solving for the effects of surface dynamics. Such an
accounting can be obtained indirectly in the single system spring model by absorbing
the effects of the surface dynamics in the interaction force. We absorb the surface
dynamics by assuming a dependence of the interaction force on the time derivative
of the cantilever sample separation distance dz/dt = ż = ∑

n (dηcn/dt) = ∑
n η̇cn

in addition to z − z0 = ∑
n ηcn such that F = F(z, ż). We thus seek solutions to

Eq. (3.10) by expanding F = F(z, ż) in a polynomial series which we write as [44]
(note: We have taken Fi0 → Fi , F0i → Si , and Fi, j (i, j �= 0) → Ri, j (i, j �= 0) in
reference [44])

F(z, ż) = [F0 + F1(z − z0)+ F2(z − z0)
2 + · · · ]

+ [S1 ż + S2 ż2 + · · · ] + [R11(z − z0)(ż)+ · · · ]
= [F0 + F1ηcn + F2η

2
cn + · · · ] + [S1η̇cn + S2η̇

2
cn + · · · ]

+ [R11ηcn η̇cn + · · · ] (3.12)

where the Fi , Si , and Ri j are expansion coefficients (i and j are nonnegative integers).
In the last equality of Eq. (3.12) mode coupling has been ignored, resulting in a
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suppression of the sum over the various modes (i.e., we assume that z − z0 = ηcn

and ż = η̇cn for each mode n). The mode decoupling is justified on the grounds that to
a reasonable approximation only the mode whose resonance is closest to the driving
frequency dominates the interaction. The cantilever response from the inclusion of
all modes is the focus of Appendix C where group renormalization methods are used
to obtain the cantilever dynamics from the coupling of the modes via interaction
force nonlinearities.

The expansion coefficient F1 is the interaction force gradient and plays a role in
the interaction force similar to that of the cantilever spring constant. The Si (i =
1, 2, 3, . . .) coefficients in Eq. (3.12) account for the transfer of energy from the
cantilever to the sample during tip-sample interactions and are thus ‘dissipation’
coefficients in the expansion. This is easily seen by substituting Eq. (3.12) in (3.10)
and comparing terms on each side of the resulting equation. It is apparent that the
S1 coefficient plays a role in the interaction force similar to that of the cantilever
damping term γc. The remaining Si coefficients are higher order dissipative terms.
Zero values of the dissipative terms thus imply that no cantilever-to-sample energy
transfer occurs and that the sample surface is infinitely stiff (i.e., no sample surface
oscillations occur). We also note the appearance of cross terms in Eq. (3.12) with
expansion coefficients Ri j (i, j �= 0) that make a contribution to both conservative
and dissipative forces and also vanish in the limit of an infinitely stiff surface.

We point out that if Eq. (3.12) were a Taylor series, the coefficients in the expan-
sion would be evaluated as derivatives of the interaction force function at a given
cantilever tip-sample separation. Although the agreement between the function and
a truncated polynomial series of the function in this case would be optimized in
the immediate vicinity of a given tip-sample separation z and time derivative ż, the
truncation could result in a sharp divergence from that of the actual function over
the range of cantilever oscillation as the result of a complicated dependence of the
interaction force on z and ż. In such case the cantilever dynamics may not be accu-
rately predicted by a truncated Taylor series expansion. This is particularly true if
the cantilever oscillations span a range of tip-sample separation between the nearly
free-space and highly nonlinear interactive regimes such that the period of cantilever
oscillation spends a non-trivial amount of time in regions for which the divergence
is pronounced. Increasingly more terms in the expansion are needed to properly
represent the cantilever oscillations as the amplitude of the drive force Fc increases.
Even for small oscillation amplitudes more terms in the expansion are needed, if the
quiescent separation between the cantilever and sample surface is near the highly
nonlinear portion of the force-separation curve.

An alternative and improved evaluation of the expansion coefficients of Eq. (3.12)
that accounts for the functional behavior of the interaction force over the entire range
of cantilever oscillations can be obtained from considerations of linear algebra and
inner product spaces. Assuming symmetry of the oscillations about the cantilever
quiescent position, we place the interaction force function in the space of smooth
functions over the relevant ranges of cantilever displacements, η ∈ [−ηmax, ηmax],
and displacement rates, η̇ ∈ [−η̇max, η̇max], and equip the space with an inner product
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〈g, h〉 =
ηmax∫

−ηmax

η̇max∫

−η̇max

g(η, η̇)h(η, η̇)dηdη̇. (3.13)

where g and h are elements of the inner product space. (If the oscillations are not
symmetric, the inner product can be modified phenomenologically to account for
the deviation from symmetry.) In this scheme, we minimize the square of the norm
of the difference between the actual function and its projection onto the span of the
second-order of truncation of the polynomial series. The square of the norm of a
function is the inner product of the function with itself. We thus write the second
order truncation of the series in Eq. (3.12) as f (η, η̇) = [F0 + F1ηcn + F2η

2
cn] +

[S1η̇cn + S2η̇
2
cn] + [R11ηcn η̇cn], let g = h = (F–f) and from Eq. (3.13) minimize

〈(F − f ), (F − f )〉 =
ηmax∫

−ηmax

η̇max∫

−η̇max

[F(η, η̇)− f (η, η̇)]2 dηdη̇ (3.14)

with respect to Fi , Si , and Ri j .
The expansion coefficients are obtained by substituting f (η, η̇) in Eq. (3.14),

taking derivatives with respect to each of the coefficients Fi , Si , and Ri j in f (η, η̇),
setting each derivative to zero, and solving the resulting system of linear equations.
Performing this procedure, we find that the first few expansion coefficients are given
as

F0 = 1

16η3
maxη̇

3
max

[
14η2

maxη̇
2
max〈F, 1〉 − 15η2

max〈F, η̇2〉 − 15η̇2
max〈F, η2〉

]
,

(3.15)

F1 = 3

4η3
maxη̇max

[〈F, η〉] , (3.16)

F2 = 15

16η5
maxη̇max

[
3〈F, η2〉 − η2

max〈F, 1〉
]
, (3.17)

S1 = 3

4ηmaxη̇3
max

[〈F, η̇〉] , (3.18)

S2 = 15

16ηmaxη̇5
max

[
3〈F, η̇2〉 − η̇2

max〈F, 1〉
]
, (3.19)

and

R11 = 9

4η3
maxη̇

3
max

[〈F, ηη̇〉] . (3.20)

We note that the series in Eq. (3.12) is quite different from that of the Taylor
series. The coefficients of the Taylor series are evaluated at a single point, while the
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coefficients in Eq. (3.12) are determined by appropriate averages of the interaction
force F(η, η̇) over the entire range of oscillatory motion as obtained in Eqs. (3.15)–
(3.20). Such averaging provides a more robust accounting of the interaction force
over the entire range of oscillatory motion and leads to requiring fewer terms in
the expansion than would be needed in a Taylor series to cover the same range of
oscillation amplitude.

3.3.2 Dynamical Effects of the Expansion Coefficients

Substituting Eq. (3.12) in (3.10), we obtain [44]

mcη̈cn + (γcn − S1)η̇cn + (kcn − F1)ηcn = Fc cosωct + F0 + F2η
2
cn + F3η

3
cn + · · · .

(3.21)
It is apparent from Eq. (3.21) that F1 leads to a change in the effective spring stiffness
constant of the cantilever as the result of cantilever-sample contact and thus plays the
role of an effective interaction force gradient. We point out that ‘contact’ is defined
as that period of time, however briefly, that the cantilever is under the influence of
the tip-sample interaction force F[z(t), ż(t)]. Similarly, it is seen from Eq. (3.21)
that S1 plays the role of a damping coefficient resulting from the interaction force
that occurs in addition to the damping coefficient γcn provided by the cantilever.
A negative value of S1 means that energy is transferred from the cantilever to the
sample via the interaction force coupling [44].

Since the transfer of energy is a dynamic process in d-AFM, the sample surface
must necessarily oscillate during the energy transfer. If the interaction force were
dependent only on z(t), there would be no accounting for surface oscillations, since
from Eqs. (3.18)–(3.20) the dissipative Sn (and Rmn) terms are then zero. This implies
that the sample surface is infinitely stiff (no energy transfer). However, the inclusion
of an independent dissipative (time derivative) term ż in the interaction force leads
to nonzero Sn (and Rmn) terms and allows for the possibility of surface oscillations
[44]. For Sn to be nonzero it is thus essential that contributions from sample surface
oscillations appear via ż in the interaction force F.

The various expansion coefficients, F0 , F1,F2 , etc., play significant, sometimes
surprising, roles in the d-AFM output signals. For example, amplitude bifurcation
is well-documented in the literature and is a significant source of image “streaking”
[34, 45, 46]. The role that the expansion coefficients play in the solution to Eq. (3.21)
leading to amplitude bifurcation is shown in Appendix A.

3.3.3 Image Contrast in Dynamic Atomic Force Microscopy

Any change affecting the oscillatory characteristics of the cantilever in d-AFM can
lead to a change in the amplitude and phase of the cantilever output signal. Variations
in material physical properties, such as the elastic moduli, viscosity, or even surface
topography can lead to such changes. If the change results from signals acquired
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at two different points in a line scan, the difference in the cantilever output signal
from the two points defines the ‘contrast’ between the two points. Image contrast
can be generated either from changes in the amplitude or phase signal from the can-
tilever. The choice depends on the d-AFM modality being used and the information
needed for the sample material. In UFM only the amplitude signal is available for
image contrast. In AM-AFM, HFM, SNFUH, and RDF-AFUM, however, contrast is
usually generated from the phase signal using constant amplitude control, since it
allows simultaneous images to be acquired from both variations in sample material
properties and topographies. The operation of AM-AFM in constant amplitude con-
trol is commonly called frequency modulation AFM or FM-AFM, since the output
signal is derived from shifts in the resonance frequency during scanning.

It is often assumed that image contrast for relevant d-AFM modalities operating
in constant amplitude control results only from dissipative forces acting in the can-
tilever tip-sample surface interaction region of the AFM. The assumption is based on a
misinterpretation of the findings of several papers published in the late 1990s per-
taining to AM-AFM [47–49]. For example, Cleveland et al. [48] show that “phase
imaging is performed with the amplitude held constant by a feedback loop, so it is only
when the tip–sample interaction losses vary that phase contrast will be observed.”
Although their finding is certainly true, it is often interpreted to mean that variations
in the dissipative forces alone generate the image contrast using constant amplitude
control.

More recently, Schröter et al. [50] argue that for images generated at constant
amplitude the variation in the ‘dissipative’ forces are not the result of a variation in a
true material property but are driven by the variation in the conservative forces. They
conclude that the only directly measurable true material property that drives phase
contrast in constant amplitude control are the variations in the conservative forces. We
show analytically that both conservative and dissipative forces must be considered
in constant amplitude d-AFM operation but that phase contrast can be assessed
either from conservative or dissipative force parameters alone when operating near
cantilever resonance.

We consider the assessment of contrast mechanisms within the context of the
single system spring model using the polynomial expression given in Eqs. (3.12)
and (3.21) to characterize the interaction force F(z, ż) [44]. The salient features of
phase contrast can be obtained from a consideration of the linear terms alone in the
expansion. We assume a solution of the form ηcn = Reηcn0 exp(iωct ), and substitute
the expression in Eq. (3.21), neglecting the static and nonlinear terms. We obtain the
solution ηcn = ηcn0 cos(ωt + φ) where the amplitude ηcn0 of the cantilever output
signal is given by

ηcn0 = Fc

[(keff − mcω2)2 + γ 2
effω

2]1/2
, (3.22)

the output phase φ by

φ = − tan−1 γeffω

keff − mcω2 , (3.23)
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the effective stiffness constant keff by

keff = kcn − F1, (3.24)

and the effective damping coefficient γeff by

γeff = γcn − S1. (3.25)

Resonance occurs at a frequency ωc = ω1 such that dηcn0/dω2
c = 0. From

Eq. (3.22) we obtain that at resonance

keff − mcω
2
1 = γ 2

eff

2mc
. (3.26)

During scanning the only variables in the spring model are keff and γeff . For constant
amplitude control,�ηcn0 = 0 and we obtain from Eq. (3.22) that the variation�keff
is related to the variation �γeff as

�keff = − γeffω
2
c

keff − mcω
2
1

�γeff . (3.27)

For operation near resonance, we substitute the resonance condition Eq. (3.26) in
(3.27) to obtain

�keff = −2mcω
2
1

γeff
�γeff = −

ω1

√
2mcω

2
1(keff − mcω

2
1)

keff − mcω
2
1

�γeff . (3.28)

The phase variation �φ (phase contrast) that occurs during constant amplitude
scanning is obtained from Eq. (3.23) as

�φ = γeffωc

(keff − mcω
2
1)

2 + γ 2
effω

2
c

�keff − (keff − mcω
2
c )ωc

(keff − mcω2
c )

2 + γ 2
effω

2
c

�γeff (3.29)

where the first and second terms in the equality represent the conservative and
dissipative contributions, respectively. Equation (3.29) can be written in terms of
a relationship between �φ and conservative force parameters alone by employing
Eqs. (3.26) and (3.28) to obtain

�φ =
{

√
2mcω

2
1(keff − mcω

2
1)

(keff − mcω
2
1)

2 + 2mcω
2
1(keff − mcω

2
1)

+ (2mcω
2
1)

−1/2(keff − mcω
2
1)

3/2

(keff − mcω
2
1)

2 + 2mcω
2
1(keff − mcω

2
1)

}
�keff (3.30)
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when operating in constant amplitude control near the cantilever resonance. Note
that �keff = �(kcn − F1) = −�F1. A similar equation can be written for �φ in
terms of dissipative force parameters γeffand�γeff = �(γcn − S1) = −�S1 as

�φ = −
{

8m3
cω

3
1

γ 4
eff + 4m2

cγ
2
effω

2
1

+ 2mcγ
2
effω1

γ 4
eff + 4m2

cγ
2
effω

2
1

}

�γeff . (3.31)

Although both terms in the brackets of Eqs. (3.30) and (3.31) are written in terms
of either conservative or dissipative force parameters alone, the first term in the
brackets of each equation is the contribution associated with conservative forces and
the second term is that associated with dissipative forces. It is interesting to note that
the ratio of the dissipative to the conservative contributions in Eq. (3.30) is (keff −
mcω

2
1)/2mcω

2
1, while from Eq. (3.31) the ratio is given as γ 2

eff/4m2
cω

2
1. Although

the equations hold strictly for operation at the contact resonance frequency ω1, the
expressions yield a useful approximation for d-AFM operation in constant amplitude
control when operating near the free-space resonance. Under such conditions the ratio
(keff −mcω

2
c )/2mcω

2
c ≈ −F1/2mcω

2
c . Assuming a typical value mc ≈ 10−10 kg, F1

of order 1 N m−1, and operating frequenciesωc in the range 0.05–1.0 MHz, we obtain
that the magnitude of (−F1/2mcω

2
1) ranges from roughly 2.0 at ωc = 0.05 MHz to

roughly 0.005 at ωc = 1.0 MHz. Thus, the relative dissipative and conservative
force contributions to the phase contrast are highly sensitive to the oscillation drive
frequency. At low drive frequencies dissipative forces dominate phase contrast, while
at high drive frequencies conservative forces dominate phase contrast. It is important
to remember that both F1 and S1 are coefficients in the polynomial expansion of the
interaction force F(z, ż).

The above derivation is based on the assumption of operation in the linear regime
of the force-separation curve for the relevant d-AFM modalities. For the nonlinear
regime of operation the inclusion of nonlinear terms in Eq. (3.21) leads to more
complicated expressions for the cantilever output amplitude and phase signals, as
shown in Sect. 3.3.4. However, the conclusion that both conservative and dissipative
forces contribute to the phase image contrast remains true, even for constant ampli-
tude control. It is, of course, apparent that both conservative and dissipative forces
contribute to amplitude contrast.

3.3.4 Harmonic Generation

We consider in more detail the effects on the cantilever dynamics of the static and
nonlinear terms in the polynomial expansion of the interaction force by includ-
ing the terms in the dynamical equation for the cantilever given by Eq. (3.21). We
solve the equation using a perturbative procedure [35, 44, 51] whereby we re-write
Eq. (3.21) as
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mcη̈cn + γeff η̇cn + keffηcn = Fc cosωct + F0 + εs F2η
2
cn + · · · (3.32)

and let
ηcn = η(0)cn + εsη

(1)
cn + ε2

s η
(2)
cn + · · · (3.33)

where η(0)cn is the zeroth-order solution to Eq. (3.32), η(1)cn is the first-order solution,
η
(2)
cn is the second-order solution, etc. The parameter εs in Eqs. (3.32) and (3.33) is a

scaling factor used to track the order of the approximation being considered. When
εs is set to unity, we recover the solution to the original Eq. (3.21). We consider
only solutions to first order, which is also first order in the nonlinearity. Substituting
Eq. (3.33) in (3.32) and equating terms of the same degree in εs , we obtain the
zeroth-order equation

mcη̈
(0)
cn + γeff η̇

(0)
cn + keffη

(0)
cn = Fc cosωct + F0 (3.34)

and the first-order equation

mcη̈
(1)
cn + γeff η̇

(1)
cn + keffη

(1)
cn = F2(η

(0)
cn )

2. (3.35)

The solution to Eq. (3.34) is

η(0)cn = ε + ξ0 cos(ωct + φ) (3.36)

where

ε = F0

keff
, (3.37)

ξ0 = Fc√
(keff − mcω2

c )
2 + γ 2

effω
2
c

, (3.38)

and
φ = − tan−1 γeffωc

keff − mcω2
c
. (3.39)

We substitute the solution η(0)cn given by Eq. (3.36) in (3.35) and solve the resulting
expression to obtain the first order solution

η(1)cn = ζ0 + ζ1 cos(ωt + 2φ)+ ζ2 cos(2ωt + 2φ + α) (3.40)

where

ζ0 = F2(ε
2 + 1

2ξ
2
0 )

keff
, (3.41)
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ζ1 = 2F2εξ0√
(keff − mcω2

c )
2 + γ 2

effω
2
c

, (3.42)

ζ2 = F2ξ
2
0√

(keff − 4mcω2
c )+ 4γ 2

effω
2
c

, (3.43)

and

α = − tan−1 2γeffωc

keff − 4mcω2
c
. (3.44)

The solution to Eq. (3.21) to first order in the nonlinearity is obtained from
Eqs. (3.33), (3.36), and (3.40) after setting the scaling parameter εs = 1. We get

ηcn = η(0)cn + η(1)cn = Q0 + Q1 cos(ωt + β)+ Q2 cos(2ωt + 2φ + α) (3.45)

where
Q0 = (ε + ζ0), (3.46)

Q1 = (ξ2
0 + ζ 2

1 + 2ξ0ζ1 cosφ)1/2, (3.47)

Q2 = ζ2, (3.48)

and

β = tan−1 ξ0 sin φ + ζ1 sin 2φ

ξ0 cosφ + ζ1 cos 2φ
. (3.49)

We see from Eq. (3.45) that the solution of Eq. (3.21) to first order has static,
linear oscillatory, and nonlinear oscillatory components resulting from the first-order
nonlinear term F2η

2
cn in the polynomial expansion of F(z). Further iterations in the

perturbation procedure corresponding to higher order in the scaling factor εs lead to
the inclusion of higher order harmonics in the solution to Eq. (3.21).

For an appropriate range of values of the dynamical parameters, including drive
frequency, the interaction force nonlinearities that lead to the generation of harmon-
ics are known to stimulate the generation of subharmonics [51]. The nonlinearities
also lead to modal interactions that result in the resonance bifurcations reported in
the literature [52, 53] whereby a cantilever resonance mode is split into multiple
modes upon cantilever-sample ‘contact.’ An analytical discussion of subharmonic
generation and routes to chaos in d-AFM is given in Appendix B. Resonance bifur-
cations in d-AFM are shown in Appendix C to be predicted from an application of
the group renormalization method to the nonlinear coupling of cantilever modes.
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3.3.5 Connection Between Model Parameters and Material
Properties

The results so far obtained are derived from the single system model where the
effects of the sample surface displacements ηs are absorbed in the interaction force
in the spring model representation (or for equivalent representations where the
effects of ηs are absorbed in the boundary conditions). One of the critical con-
nections, explicitly or implicitly stated, between the cantilever oscillations and the
sample physical properties occurs in the spring model through the relation k* = F1,
where k* is an effective spring constant of the interaction force. The connection
occurs via the shift in the cantilever resonance frequency. The only other possible
link between cantilever oscillations and the sample physical properties in the spring
model is via the interaction-force damping coefficient S1. Indeed, as pointed out in
Sect. 3.3.2, S1 accounts for the transfer of energy from the cantilever to the sample
via the interaction force. Although the parameters F1 and S1 collectively account for
the effects of the sample physical properties in the spring model, the de-convolution
of specific sample physical properties from an assessment of F1 and S1 is not at all
straightforward.

The transfer of energy from an oscillating cantilever through S1 in the spring
model implies that the sample surface receiving the energy must itself oscillate. To
maintain equilibrium the amplitude of surface oscillations for a given energy input is
necessarily determined by a sample restoring force that, like the restoring force for
cantilever dynamics, can be modeled as a surface spring with a an effective stiffness
constant ks . The magnitude of ks is often assessed by the Hertzian contact method
that provides a static measurement of ks . The transfer of energy from the cantilever,
however, does not occur statically but rather at cantilever oscillation frequencies. The
energy transfer is dynamic and must be accounted dynamically, just as the effective
nth mode cantilever stiffness constant kcn(n = 1, 2, 3, . . .) is a dynamic quantity
whose magnitude is assessed in free-space by its dependence on the modal oscillation
frequency ωcn . Evidence for the necessity of a dynamic modulus is apparent in
certain applications of d-AFM. For example, the use of an effective dynamic modulus
or equivalently of the surface acoustic impedance is central to the assessment of
delaminations and voids in layered materials using UAFM [16].

From physical and symmetry considerations it is advantageous and appropriate
to view the vibrating sample as a system independent of the cantilever and to assess
ks in free-space, just as kc is evaluated in free space. It is reasonable to expect that
ks depends on the various free-space vibration modes of the sample in a way similar
to that of kcn for the cantilever. For present considerations, however, we assume that
the value of ks is adequately approximated by the value obtained from the Hertzian
contact method. It is important to note that just as the cantilever stiffness constant kcn

is independent of the interaction force, so ks must be independent of the interaction
force.
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3.4 Coupled Independent Systems Model of Cantilever-Sample
Dynamics

The occurrence of independent stiffness constants kcn and ks for the cantilever and
sample, respectively, begs direct consideration of the surface displacement ηs in
tip-sample dynamics. The inclusion of the variable ηs in addition to the cantilever
displacement ηc in the expansion of the interaction force F(z) means from Fig. 3.3 that
we must write (z − z0) = (ηc +ηs). The inclusion of ηs in the expansion necessitates
two dynamical equations for solution. One dynamical equation is Eq. (3.10). The sec-
ond dynamical equation is Eq. (3.11) describing damped oscillatory displacements
ηs of the sample surface that is subject to the same cantilever tip-sample surface
interaction force F(z) as that of the cantilever. We thus consider that the cantilever
and sample can be treated analytically as two independent, damped, oscillatory sys-
tems coupled by a mutual interaction force. We shall call this model the coupled
independent systems (CIS) model.

From Eqs. (3.10), (3.11), and (3.16) we accordingly write the governing temporal
equations as

mcη̈cn+γcη̇cn+(kc−F1)ηcn−F1ηs = Fc cosωct+F0+F2(ηcn+ηs)
2+· · · (3.50)

ms η̈s + γs η̇s + (ks − F1)ηs − F1ηcn = Fs cos(ωs t + θ)+ F0 + F2(ηcn + ηs)
2 + · · ·
(3.51)

where ms is the “active” mass of the sample participating in the surface oscillations.
We note that it is no longer necessary to include the time derivative ż in the interaction
force F(z), since the transfer of energy from the cantilever to the sample is accounted
directly in the CIS model by the mutual coupling defined by F(z). Thus, the interaction
force damping (energy transfer) coefficient S1 is eliminated in Eqs. (3.50) and (3.51).
The sample damping coefficient, in analogy to the cantilever damping coefficient, is
denoted by γs .

We point out that Eqs. (3.50) and (3.51) are obtained assuming that the cantilever is
a rectangular beam of constant cross-section. Such a restriction is not necessary, since
the mathematical procedure leading to Eqs. (3.10) and (3.11), hence to Eqs. (3.50)
and (3.51), is based on the assumption that the general displacement of the cantilever
can be expanded in terms of a set of eigenfunctions that form an orthogonal basis set
for the problem. For the rectangular beam cantilever the eigenfunctions are shown in
Sect. 3.2 to be Yn(x) defined by Eq. (3.3). For some other cantilever shape a different
orthogonal basis set of eigenfunctions would be appropriate. However, the mathe-
matical procedure followed in Sect. 3.2 would lead again to Eqs. (3.50) and (3.51)
with values of the coefficients appropriate to the different cantilever geometry.

The phase factor θ in the driving term of Eq. (3.51) results from the difference in
phase between the ultrasonic wave launched at the sample surface opposite to that of
cantilever contact and the oscillations resulting from the ultrasonic wave incident on
the cantilever side of the sample. Variations in θ result from features embedded in the
sample that produce changes in the ultrasonic velocity and wave amplitude, hence
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cantilever output signal. Before obtaining solutions to Eqs. (3.50) and (3.51) for the
various d-AFM modalities cited in the introduction, we consider an assessment of θ .

3.4.1 Variations in Signal Amplitude and Phase from Subsurface
Features

Following the “propagating wave” approach for assessing continuous waves [54], we
consider a traveling stress wave of unit amplitude of the form e−αx cos (ωs t − kx) =
Re[e−αx ei(ωs t−kx)], where α is the attenuation coefficient, x is the propagation
distance,ωs is the angular frequency, t is time, k = ωs/c, and c is the ultrasonic phase
velocity, propagating through a sample of thickness a/2.We assume that the wave is
generated at the bottom surface of the sample by an ultrasonic transducer attached at
the position x = 0 and that the wave is reflected between the top and bottom surfaces
of the sample. We assume that the most important effect of the reflections is simply
to change the direction of wave propagation. Phase changes from transducer bonding
and compound transducer-sample resonances are not included. The following results
are thus most applicable for measurements using non-contacting ultrasonic excita-
tion sources such as capacitive transducers, electromagnetic acoustic transducers,
and optical excitation sources, since compound resonator effects are avoided.

For continuous waves the complex waveform at a point x in the material consists
of the sum of all contributions resulting from waves which had been generated at the
point x = 0 and have propagated to the point x after multiple reflections from the
sample boundaries. We thus write the complex wave Ā(t) as

Ā(t) = e−αx ei(ωs t−kx)[1 + e−(αa+ika) + · · · + e−n(αa+ika) + · · · ]

= e−αx ei(ωs t−kx)
∞∑

n=0

[
e−(αa+ika)

]n = e−αx ei(ωs t−kx) 1

1 − e−(αa+ika)
(3.52)

where the last equality follows from the geometric series generated by the infinite
sum. The real waveform A(t) is obtained from Eq. (3.52) as

A(t) = Re[ Ā(t)] = e−αx (A2
1+A2

2)
1/2 cos(ωs t−kx−φ) = e−αx B cos(ωs t−kx−φ)

(3.53)
where

A1 = eαa − cos ka

2(cosh αa − cos ka)
, (3.54)

A2 = − sin ka

2(cosh αa − cos ka)
, (3.55)

φ = tan−1 sin ka

eαa − cos ka
, (3.56)
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and
B = (A2

1 + A2
2)

1/2 = (1 + e−2αa − 2e−αa cos ka)−1/2. (3.57)

The evaluation (detection) of a continuous wave at the end of the sample opposite
to that of the source is obtained by setting x = a/2 in the above equations. It is
at x = a/2 that the AFM cantilever engages the sample surface. In the following
equations we set x = a/2.

The above results are derived for a homogeneous specimen. Consider now that
the specimen of thickness a/2 having phase velocity c contains embedded mate-
rial of thickness d/2 having phase velocity cd . The phase factor ka = ωsa/c in
Eqs. (3.53)–(3.57) must then be replaced by ka − ψ where

ψ = ωsd

(
1

c
− 1

cd

)
= ωsd

�c

cdc
= kd

�c

cd
, (3.58)

and �c = cd − c. We thus set x = a/2 and re-write Eqs. (3.53), (3.56),
and (3.57) as

Â(t) = e−αa/2 B̂ cos

[
ωs t − (ka − ψ)

2
− φ̂

]
(3.59)

where

φ̂ = tan−1 sin(ka − ψ)

eαa − cos(ka − ψ)
, (3.60)

and
B̂ = [1 + e−2αa − 2e−αa cos(ka − ψ)]−1/2. (3.61)

We have assumed in obtaining the above equations that the change in the attenuation
coefficient resulting from the embedded material is negligible.

For small ψ we may expand Eq. (3.59) in a power series about ψ = 0. Keeping
only terms to first order, we obtain

φ̂ = φ +�φ (3.62)

where

�φ = −ψ
[

eαa cos ka − 1

(eαa − cos ka)2 + sin2 ka

]
. (3.63)

Equation (3.59) is thus approximated as

Â(t) = e−αa/2 B̂ cos

(
ωs t − ka

2
− φ + ψ

2
−�φ

)
= e−αa/2 B̂ cos(ωs t + θ)

(3.64)
where

θ = − (χ +�χ) = −
(

ka

2
+ φ − ψ

2
+�φ

)
, (3.65)
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χ = ka

2
+ φ, (3.66)

and

�χ = −ψ
2

+�φ = −ψ
[

1

2
+ eαa cos ka − 1

(eαa − cos ka)2 + sin2 ka

]
. (3.67)

Equation (3.67) reveals that the total phase contribution at x = a/2 is θ and, from
Eqs. (3.65) and (3.67), that the phase variation resulting from embedded material
is −�χ .

The fractional change in the Young modulus �E/E is approximately related
to the fractional change in the ultrasonic longitudinal velocity �c/c as �E/E ≈
�C11/C11 = (2�c/c) + (�ρ/ρ) where ρ is the mass density of the sample and
C11 is the Brugger longitudinal elastic constant. If the fractional change in the mass
density is small compared to the fractional change in the wave velocity, we estimate
the relationship between �E/E and �c/c as �E/E ≈ 2�c/c. This relationship
may be used to express ψ , given in Eq. (3.58) in terms of �c/cd = (c/cd)(�c/c),
in terms of �E/E .

3.4.2 Solution to the Coupled Dynamical Equations

We solve the coupled nonlinear Eqs. (3.50) and (3.51) for the steady-state (particular)
solution by first writing the coupled equations in matrix form as [35]

M η̈ + γ η̇ + kη − F1η = Fd T + F0 + F2ηcs + · · · (3.68)

where

M =
(

mc 0
0 ms

)
, η =

(
ηcn
ηs

)
, γ =

(
γc 0
0 γs

)
, k =

(
kcn − F1 0

0 ks − F1

)
,

Fd =
(

Fc 0
0 Fs

)
, T =

(
cosωct

cos(ωs t + θ)

)
, F0 =

(
F0
F0

)
, F1 =

(
0 F1
F1 0

)
,

F2 =
(

F2 0
0 F2

)
, and ηcs =

(
(ηcn + ηs)

2

(ηcn + ηs)
2

)
.

We solve Eq. (3.68) using the perturbative procedure given in Sect. 3.3.4 where
the zeroth-order solution is obtained by neglecting the nonlinear expansion terms in
Eq. (3.68) and solving the resulting expression. The first-order solution is obtained by
substituting the zeroth-order solution in the nonlinear terms of Eq. (3.68) and solving
the resulting expression. It is important to recognize that the procedure provides
solutions for both the cantilever tip and the sample surface displacements—a result
stemming from the symmetry of the governing dynamical equations, Eqs. (3.50) and
(3.51). The procedure is much too lengthy to reproduce here in full detail. Thus,
only the salient features of the procedure leading to the steady state solution for the
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cantilever displacements ηcn are given. The solutions for the sample displacements
ηs mostly correspond to an interchange of cantilever and sample parameters in the
solution set for ηcn .

We begin by writing

ηcn = η(0)cn + η(1)cn = εcn + ξcn + ζcn, (3.69)

and
ηs = η(0)s + η(1)s = εs + ξs + ζs (3.70)

whereη(0)cn = εcn+ξcn with εcn and ξcn representing the zeroth-order (i.e. linear) static
and oscillatory solutions, respectively, for the nth mode cantilever displacement. The
term η

(1)
cn = ζcn is the first-order (i.e., nonlinear) solution for the nth mode cantilever

displacement. The terms η(0)s = εs + ξs and η(1)s = ζs are the corresponding zeroth-
order and first-order displacements for the sample surface.

3.4.2.1 Zeroth-Order Solution

The zeroth-order solution is obtained by neglecting the nonlinear terms in the matrix
Eq. (3.68) to obtain a static solution εcn and an oscillatory solution ξcn for the
cantilever. The static solution is given by

εcn = ks F0

kcnks − F1(kcn + ks)
. (3.71)

The oscillatory solution is given by

ξcn = Qcc cos(ωct + αcc − φcc)+ Qcs cos(ωs t − φss + θ) (3.72)

where

φcc =

tan−1 ωc(γskcn + γcks )− ω3
c (γsmc + γcms )− F1ωc(γs + γc)

kcnks + msmcω
4
c − ω2

c (mskcn + mcks + γcγs )− F1(kcn + ks − msω
2
c − mcω

2
c )
,

(3.73)

φss =

tan−1 ωs (γskcn + γcks )− ω3
s (γsmc + γcms )− F1ωs (γs + γc)

kcnks + msmcω
4
s − ω2

s (mskcn + mcks + γcγs )− F1(kcn + ks − msω
2
s − mcω

2
s )
,

(3.74)
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Qcc = Fc{[ks − F1 − msω
2
c ]2 + γ 2

s ω
2
c }1/2{[kcnks + msmcω

4
c

− ω2
c (mskcn + mcks + γcγs)− F1(kcn + ks − msω

2
c − mcω

2
c )]2

+ [ωc(γskcn + γcks)− ω3
c (γsmc + γcms)− F1ωc(γs + γc)]2}−1/2,

(3.75)

and

Qcs =Fs F1{[kcnks + msmcω
4
s − ω2

s (mskcn + mcks + γcγs)

− F1(kcn + ks − msω
2
s − mcω

2
s )]2

+ [ωs(γskcn + γcks)− ω3
s (γsmc + γcms)− F1ωs(γs + γc)]2}−1/2.

(3.76)

3.4.2.2 First-Order (Nonlinear) Solution

The first-order (nonlinear) solution η(1)cn = ζcn for each mode n of the cantilever is
considerably more complicated, since it contains sum-frequency, difference-
frequency, and generated harmonic-frequency components in addition to linear and
static components. The solution η(1)cn = ζcn is thus written as

η(1)cn = ζcn = ζcn,stat + ζcn,lin + ζcn,diff + ζcn,sum + ζcn,harm (3.77)

where ζcn,stat is the static or “dc” contribution generated by the nonlinear tip-surface
interaction, ζcn,lin is the generated linear oscillatory contribution, ζcn,diff is the
generated difference-frequency contribution resulting from the nonlinear mixing of
the cantilever and sample oscillations, ζcn,sum is the generated sum-frequency contri-
bution resulting from the nonlinear mixing of the cantilever and sample oscillations,
and ζcn,harm are generated harmonic contributions.

Generally, the cantilever responds with decreasing displacement amplitudes as the
drive frequency is increased above the fundamental resonance, even when driven at
higher modal frequencies (Note: for some cantilevers the second resonance mode has
the largest amplitude). Dynamic AFM methods do not generally utilize harmonic or
sum-frequency signals. For expediency, such signals from the first-order solution will
not be considered here. Only the static, linear, and difference-frequency terms from
the first-order solution are relevant to the most commonly used d-AFM modalities.

The static contribution generated by the nonlinear interaction force is obtained
to be

ζcn,stat = 1

2

ks F2

[kcnks − F1(kcn + ks)] [2ε
2
o + Q2

cc + Q2
cs + Q2

sc + Q2
ss

+ 2Qcc Qsc cos(αcc − 2φcc)+ 2Qcs Qss cosαss] (3.78)
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where

εo = (kcn + ks)F0

kcnks − F1(kcn + ks)
, (3.79)

Qsc = Fc F1{[kcnks + msmcω
4
c − ω2

c (mskcn + mcks + γcγs)

− F1(kcn + ks − msω
2
c − mcω

2
c )]2

+ [ωc(γskcn + γcks)− ω3
c (γsmc + γcms)− F1ωc(γs + γc)]2}−1/2,

(3.80)

Qss = Fs{[kcn − F1 − mcω
2
s ]2 + γ 2

c ω
2
s }1/2{[kcnks + msmcω

4
s

− ω2
s (mskcn + mcks + γcγs)− F1(kcn + ks − msω

2
s − mcω

2
s )]2

+ [ωs(γskcn + γcks)− ω3
s (γsmc + γcms)− F1ωs(γs + γc)]2}−1/2,

(3.81)

αcc = tan−1 γsωc

ks − F1 − msω2
c
, (3.82)

αss = tan−1 γcωs

kcn − F1 − mcω2
s

(3.83)

and φcc is given by Eq. (3.73), Qcc by Eq. (3.75) and Qcs by Eq. (3.76).
The linear oscillatory contribution ζcn,lin generated by the nonlinear interaction

force in the first order solution is obtained to be

ζcn,lin = 2
Dc

Rcc
εo F2[Q2

cc + Q2
sc + 2Qcc Qsc cosαcc]1/2 cos(ωct − 2φcc + βc + μcc)

+ 2
Ds

Rss
εo F2[Q2

ss + Q2
cs + 2Qss Qcs cosαss]1/2

cos(ωs t − 2φss + βs + μss + θ) (3.84)

where

μcc = tan−1 Qcc sin αcc

Qcc cosαcc + Qsc
, (3.85)

μss = tan−1 Qss sin αss

Qss cosαss + Qcs
, (3.86)

βc = tan−1 γsωc

ks − msω2
c
, (3.87)

βs = tan−1 γsωs

ks − msω2
s
, (3.88)
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Dc = [(ks − msω
2
c )

2 + γ 2
s ω

2
c ]1/2, (3.89)

Ds = [(ks − msω
2
s )

2 + γ 2
s ω

2
s ]1/2, (3.90)

Rss = {[kcnks + msmcω
4
s − ω2

s (mskcn + mcks + γcγs)

− F1(kcn + ks − msω
2
s − mcω

2
s )]2 + [ωs(γskcn + γcks)

− ω3
s (γsmc + γcms)− F1ωs(γs + γc)]2}1/2, (3.91)

and

Rcc = {[kcnks + msmcω
4
c − ω2

c (mskcn + mcks + γcγs)

− F1(kcn + ks − msω
2
c − mcω

2
c )]2 + [ωc(γskcn + γcks)

− ω3
c (γsmc + γcms)− F1ωc(γs + γc)]2}1/2. (3.92)

The difference-frequency contribution ζcn,diff generated by the nonlinear interac-
tion force in the first-order solution is obtained to be

ζcn,diff = Gn cos[(ωc − ωs)t − φcc + φss + βcs − φcs + � − θ ] (3.93)

where

Gn = Dcs

Rcs
F2{Q2

cc Q2
cs + Q2

sc Q2
ss + Q2

cc Q2
ss + Q2

cs Q2
sc

+ 2Qcc Qcs Qsc Qss cos(αcc + αss)+ 2Q2
cc Qcs Qss cosαss

+ 2Qcc Q2
cs Qsc cosαcc + 2Q2

sc Qss Qcs cosαss

+ 2Qcc Qss Qcs Qsc cos(αcc − αss)}1/2, (3.94)

Dcs =
√

[ks − ms(ωc − ωs)]2 + γ 2
s (ωc − ωs)2, (3.95)

Rcs =
√

R2
cs1 + R2

cs2, (3.96)

Rcs1 = kcnks − mskcn(ωc − ωs)
2 − mcks(ωc − ωs)

2 + msmc(ωc − ωs)
4

− γcγs(ωc − ωs)
2 − F1[kcn + ks − ms(ωc − ωs)

2 − mc(ωc − ωs)
2],
(3.97)

Rcs2 = (ωc − ωs)(γskc + γcks)− (ωc − ωs)
3(γsmc + γcms)

− F1(ωc − ωs)(γs + γc), (3.98)
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φcs = tan−1 Rcs2

Rcs1
, (3.99)

βcs = tan−1 γs(ωc − ωs)

ks − ms(ωc − ωs)2
, (3.100)

and

� = tan−1 Qcc Qcs sin αcc − Qsc Qss sin αss + Qcc Qss sin(αcc − αss)

Qcc Qcs cosαcc + Qsc Qss cosαss + Qcc Qss cos(αcc − αss)+ Qcs Qsc
.

(3.101)

3.4.3 Signal Generation for Various d-AFM Modalities
in the CIS Model

The treatment in the CIS model of the cantilever and sample as coupled indepen-
dent systems introduces a high degree of symmetry in the mathematical analysis.
The symmetry allows considerable flexibility in quantifying the cantilever-sample
dynamics for a variety of d-AFM modalities. We apply the CIS model to the assess-
ment of the cantilever output signal for the most frequently used d-AFM modalities
including heterodyne force microscopy, scanning near-field ultrasonic holography,
resonant difference-frequency atomic force ultrasonic microscopy, ultrasonic force
microscopy, atomic force acoustic microscopy, force modulation microscopy, ampli-
tude modulation atomic force microscopy, and ultrasonic atomic force microscopy.

We note that for the range of frequencies generally employed in d-AFM the
contribution from terms in the solution set involving the mass of the sample element
ms is small compared to the remaining terms and may to an excellent approximation
be neglected in the following applications of the CIS model.

3.4.3.1 Heterodyne Force Microscopy, Scanning Near-Field Ultrasonic
Holography, and Resonant Difference-Frequency Atomic Force
Ultrasonic Microscopy

Heterodyne force microscopy [9], scanning near-field ultrasonic holography [10], and
resonant difference-frequency atomic force ultrasonic microscope [11] employ an
ultrasonic wave launched from the bottom of a sample, while the AFM cantilever tip
engages the sample top surface. The cantilever in RDF-AFUM is driven at a frequency
differing from the ultrasonic frequency by one of the contact resonance frequencies of
the engaged cantilever. As pointed out in the introduction the tip-sample interaction
force varies nonlinearly with the tip-surface separation distance (see Fig. 3.1). During
the mixing of the forced cantilever and sample oscillations the nonlinearity of the
mutual interaction force generates a difference-frequency output signal from the
cantilever. The maximum difference-frequency signal amplitude occurs when the
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cantilever oscillation amplitude and tip-sample quiescent separation distance are
optimized to produce the maximum magnitude of the nonlinearity parameter F2
in the polynomial expansion of Eq. (3.16). Maximum nonlinearity occurs near the
bottom of the force curve as shown in Fig. 3.1. There the maximum change in the slope
of the force versus separation curve (hence maximum interaction force nonlinearity)
occurs. We shall call this region of operation the maximum nonlinearity regime.

Variations in the amplitude and phase of the bulk wave due to the presence of
subsurface nano/microstructures and features as well as variations in near-surface
material parameters produce variations in the amplitude and phase of the difference-
frequency signal. The variations in the difference-frequency signal are used to
generate spatial mappings (micrographs) of the subsurface and near-surface struc-
tures. Most commonly, the micrographs are obtained from variations in phase (phase
imaging) using constant amplitude control.

The dominant term or terms for the cantilever difference-frequency displacement
in Eqs. (3.2) and (3.69) depend on the values of kcn for the free-space modes of
cantilever oscillation, �ω = (ωc − ωs), and the value of the nonlinearity coef-
ficient F2 obtained for an appropriate oscillation amplitude and quiescent separa-
tion distance z0 for which the maximum difference-frequency signal occurs. The
maximum difference-frequency signal occurs when the tip-sample separation dur-
ing oscillation encompasses the region near zB in Fig. 3.1. We designate the free-
space mode n corresponding to the difference-frequency contact resonance occurs as
n = p. The dominant difference-frequency component in Eqs. (3.2) and (3.69) is thus
ηcp = ηcp,diff = ζcp,diff and is given by Eq. (3.93) for n = p as

ζcp,diff = G p cos[(ωc − ωs)t − φcc + φss + βcs − φcs + � − θ ] (3.102)

where Gp, given by Eq. (3.94), and the phase terms in Eq. (3.102) are obtained
from Eqs. (3.65), (3.73), (3.74), (3.82), (3.83), (3.99)–(3.101). Since Eqs. (3.99) and
(3.100) only involve factors pertaining to the difference-frequency �ω, the appro-
priate cantilever stiffness constant to use in the equations is kcp. Equations (3.73)
and (3.82), however, only involve factors pertaining to the cantilever drive frequency
ωc, while Eqs.(3.74) and (3.83) only involve factors pertaining to the sample drive
(ultrasonic) frequency ωs . The cantilever drive frequency ωc and ultrasonic fre-
quency ωs are usually set near (but not necessary equal to) higher resonance modes
n = q and n = r, respectively, of the engaged cantilever. In such case the appropriate
cantilever stiffness constant is kcq for n = q and kcr for n = r. For relatively small
difference-frequencies, it may occur that q = r. If ωc and ωs are not set at or near
a resonance modal frequency of the engaged cantilever, then it may be necessary to
include several terms in Eqs. (3.2) and (3.69) corresponding to multiple values of q
and r.

The equations for Gp and the phase terms in Eq. (3.102) may be obtained from
Eqs. (3.80), (3.81), (3.94)–(3.98) where the terms involving the sample mass ms may
be dropped to an excellent approximation. For ultrasonic wave and cantilever drive
frequencies in the low megahertz range we obtain, setting�ω = (ωc − ωs), that
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βcs ≈ tan−1 γs(�ω)

ks
, (3.103)

φcs ≈ tan−1 (γcks + γskcp)(�ω)− γsmc(�ω)
3 − F1(γc + γs)(�ω)

kcpks − (mcks + γcγs)(�ω)2 − F1[kcp + ks − mc(�ω)2] , (3.104)

φcc ≈ tan−1 (γcks + γskcq)ωc − γsmcω
3
c − F1(γc + γs)ωc

kcqks − (mcks + γcγs)ω2
c − F1(kcq + ks − mcω2

c )
, (3.105)

φss ≈ tan−1 (γcks + γskcr )ωs − γsmcω
3
s − F1(γc + γs)ωs

kcr ks − (mcks + γcγs)ω2
s − F1(kcr + ks − mcω2

s )
, (3.106)

and Gp is given by Eq. (3.94) where

Dcs

Rcs
≈{k2

s + γ 2
s (�ω)

2}1/2{[kcpks − (�ω)2(mcks + γcγs)

− F1(kcp + ks − mc(�ω)
2)]2

+ [(�ω)(γskcp + γcks)− (�ω)3γsmc − F1ωc(γs + γc)]2}−1/2, (3.107)

Qcc ≈ Fc{[ks − F1]2 + γ 2
s ω

2
c }1/2[kcqks

− ω2
c (mcks + γcγs)− F1(kcq + ks − mcω

2
c )]2

+ [ωc(γskcq + γcks)− ω3
cγsmc − F1ωc(γs + γc)]2 − 1

2
, (3.108)

Qss ≈ Fs{[ks − F1]2 + γ 2
s ω

2
s }1/2[kcr ks

− ω2
s (mcks + γcγs)− F1(kcr + ks − mcω

2
s )]2

+ [ωs(γskcr + γcks)− ω3
s γsmc − F1ωc(γs + γc)]2 − 1

2
, (3.109)

Qcs ≈ Fs F1[kcr ks − ω2
s (mcks + γcγs)− F1(kcr + ks − mcω

2
s )]2

+ [ωs(γskcr + γcks)− ω3
s γsmc − F2ωs(γs + γc)]2 − 1

2
, (3.110)

and

Qsc ≈ Fc F1[kcqks − ω2
c (mcks + γcγs)− F1(kcq + ks − mcω

2
c )]2

+ [ωc(γskcq + γcks)− ω3
cγsmc − F1ωc(γs + γc)]2 − 1

2
(3.111)
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The phase term � in Eq. (3.102) is given by Eq. (3.101) and is quite complicated.
However, advantage can be taken of the fact that ks is generally large compared
to other terms in the numerators of Qcc, Qss , Qcs , and Qsc; the denominators of
these terms are very roughly all equal. Hence, the magnitudes of Qcc and Qss are
usually large compared to those of Qcs and Qsc. The Qcc Qss term thus dominates
in Eq. (3.101) and we may approximate � as

� ≈ αcc − αss = tan−1 γsωc

ks − F1
− tan−1 γcωs

kcr − F1 − mcω2
s
. (3.112)

To the extent that � may be approximated by Eq. (3.112) we may approximate Gp

as

G p ≈ F2
Dcs

Rcs
Qcc Qss . (3.113)

RDF-AFM operation requires that the difference-frequency correspond to a
contact resonance mode of the cantilever. No such requirement is imposed on HFM
or SNFUH. However, it is important to be aware that if the difference-frequency is
larger than the lowest contact resonance but not near a higher contact resonance,
a single difference-frequency mode p does not generally dominate the signal out-
put. For such cases a sum of the largest modal contributions must be used to assess
the signal output. If the difference-frequency is set well below the lowest modal
frequency of the engaged cantilever, the appropriate equations are those with p equal
to the lowest modal frequency of the engaged cantilever but the magnitude of the
output signal would not be optimized.

3.4.3.2 Ultrasonic Force Microscopy

In ultrasonic force microscopy [7, 8] the cantilever drive frequency ωc and drive
amplitude Fc are zero, while the surface drive amplitude Fs and the drive frequency
ωs of the wave generated by the transducer at the bottom of the sample are nonzero.
UFM can be operated at very large frequencies, even in the gigahertz range. Although
the vibration response of the cantilever is certainly quite small at such frequencies,
operation at a quiescent separation distance z0 corresponding to the nonlinear regime
of the force-separation curve, such that F2 is maximum, will produce a detectable
static or “dc” signal from the interaction nonlinearity. The generated static signal is
called the ultrasonic force.

The nonlinear force-separation interaction in the CIS model results in a static
displacement of the cantilever ηc,stat given as

ηc,stat =
∑

n

Yn(xL)ηcn,stat (3.114)

where ηcn,stat is the contribution from mode n given by
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ηcn,stat = εcn + ζcn,stat, (3.115)

and the zeroth-order contribution εcn and the first-order contribution ζcn,stat are given
by Eqs. (3.71) and (3.78), respectively. Terms in Eq. (3.78) involving Qcc and Qsc

are zero, since Fc is zero for UFM. We assume operation of the UFM in the nonlinear
regime of the force curve where F2 is maximized. We approximate the nonzero terms
Qss and Qcs in Eq. (3.78) by (3.109) and (3.110), respectively. We obtain

ηcn,stat = ks

kcnks − F1(kcn + ks)
{F0

+ F2

2
[2ε2

o + Q2
cs + Q2

ss + 2Qcs Qss cosαss]} (3.116)

where ε0 is given by Eq. (3.79) and αss is given by Eq. (3.83). To the extent that Qss

is much larger than Qcs because of the occurrence of ks and γsωs in the numerator
of Qss , Eq. (3.116) may be simplified by dropping the terms involving Qcs .

It is interesting to note that the εcn and εo terms in Eqs. (3.115) and (3.116) do not
explicitly involve the sample surface drive amplitude Fs and frequency ωs . These
terms predict that a static signal exists even without the presence of an ultrasonic
wave propagating through the sample and results directly from the interaction of the
cantilever with the sample surface via the static term F0 in the polynomial expansion
of the interaction force. The ζcn,stat terms in Eqs. (3.115) and (3.116) involving the
Q factors depend directly on the magnitude of F2 and strongly on the surface drive
amplitude Fs and frequency ωs . This means that only the contributions stemming
from the nonlinearity in the cantilever tip-sample surface interaction force respond
directly to variations in the surface drive amplitude and thus to surface and subsurface
physical features of the material giving rise to variations in Fs . The magnitude of the
contribution ζcn,stat is strongly dependent on the surface oscillation amplitude and the
cantilever tip-sample surface quiescent separation zo, since the value of the nonlinear
stiffness constant F2 that dominates these contributions is highly sensitive to the
oscillation amplitude and zo. Indeed, F2 attains a maximum value for oscillations
near the bottom of the force-separation curve of Fig. 3.1.

Since ηcn,stat is dependent on both Fs and ks , amplitude scans of the sample
contain information about the elastic stiffness of the sample through ks as well as
information about subsurface features via the dependence of the amplitude on Fs .
The dependence on γs means that UFM is sensitive to viscous properties of the
sample as well.

3.4.3.3 Atomic Force Acoustic Microscopy and Force
Modulation Microscopy

For both atomic force acoustic microscopy [5, 6] and force modulation microscopy
[4] the cantilever drive amplitude Fc and frequency ωc are zero. As in UFM, the
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surface drive amplitude Fs and the frequencyωs are nonzero. However, unlike UFM,
the surface drive frequency is limited to a range of frequencies that produce measur-
able displacement amplitudes of cantilever oscillation. The cantilever displacement
amplitude ηcn,lin corresponding to the nth mode is obtained as ηcn,lin = ξcn + ζcn,lin,
where the zeroth-order contribution ξcn is given by Eq. (3.72) with the term involving
Qcc set equal to zero and the first-order contribution ζcn,lin is given by Eq. (3.85) with
all terms involving Qsc and Qcc set equal to zero. We obtain

ηcn,lin = H1 cos(ωs t − φss + θ +�1) (3.117)

where
H1 = [Q2

cs + W 2
1 + 2Qcs W1 cos(βs + μss − φss)]1/2, (3.118)

W1 = 2
Ds

Rss
ε0 F2[Q2

ss + Q2
cs + 2Qss Qcs cosαss]1/2, (3.119)

and

�1 = tan−1 sin(βs + μss − φss)

cos(βs + μss − φss)+ (Qcs/W1)
. (3.120)

If the oscillation amplitude and quiescent distance z0 are set for AFAM operation
well away from the highly nonlinear region of the force-separation curve where F2 is
sufficiently small, then we may approximate ηcn from the zeroth contribution alone
as

ηcn,lin ≈ ξcn ≈ Qcs cos(ωs t − φss + θ) (3.121)

where Qcs is given by Eq. (3.110), φss by Eq. (3.106), and θ by Eq. (3.65). Small
values of F2 can be achieved when operating in the region of the force-separation
curve well above zB or well below zB (see Fig. 3.1). Usually, the AFAM is operated
in hard contact where the tip-sample interaction force is repulsive over at least a
portion of the oscillation cycle. If the oscillation amplitude and quiescent distance z0
are sufficiently small, F1 is large and negative, and F2 is negligible. The harmonically
generated signals resulting from the interaction force nonlinearity are then negligible
and the AFAM may be said to operate in the “linear detection regime.”

3.4.3.4 Amplitude Modulation-Atomic Force Microscopy

The amplitude modulation-atomic force microscope modality (also called intermit-
tent contact mode or tapping mode) [2] is a standard feature on many atomic force
microscopes for which the cantilever is driven in oscillation (Fc andωc are nonzero),
but no surface oscillations resulting from bulk ultrasonic waves are generated (i.e.,
Fs and ωs are zero). The cantilever is driven at ultrasonic frequencies. As with
AFAM and FMM, the general equation for the cantilever output ηcn is given as
ηcn,lin = ξcn + ζcn,lin, where for AM-AFM ξcn is given by Eq. (3.72) with the term
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involving Qcs set equal to zero and ζcn,lin is given by Eq. (3.74) with all terms involv-
ing Qcs and Qss set equal to zero.

The expression for ηcn,lin is

ηcn,lin = H2 cos(ωct − φcc +�2) (3.122)

where

�2 = tan−1 sin(βc + μcc − φcc − αcc)

cos(βc + μcc − φcc − αcc)+ (Qcc/W )
, (3.123)

H2 = [Q2
cc + W 2

2 + 2QccW2 cos(βc + μcc − φcc − αcc)]1/2, (3.124)

and

W2 = 2
Dc

Rcc
ε0 F2(Q

2
cc + Q2

sc + 2Qcc Qsc cosαcc)
1/2 (3.125)

where Qcc is given by Eq. (3.108), Qsc by Eq. (3.111), φcc by Eq. (3.105), μcc by
Eq. (3.85), ε0 by Eq. (3.79); acc, βc, Dc, and Rcc, are given by Eqs. (3.82), (3.87),
(3.89), and (3.92), respectively, with the terms involving ms set equal to zero.

The complexity of the cantilever response ηcn,lin is greatly reduced, if, as for
AFAM and FMM, the oscillation amplitude and quiescent distance z0 are set for AM-
AFM operation well away from the highly nonlinear region of the force-separation
curve where F2 is sufficiently small. As for AFAM and FMM, small values of F2 can
be achieved when operating in the region of the force-separation curve well above
zB or well below zB (see Fig. 3.1). Usually, AM-AFM is operated such that z0 is
well above zB . If the oscillation amplitude is such that the tip-sample separation also
remains well above zB , then F2 is relatively small and the AM-AFM is said to operate
in the soft contact (also called non-contact) regime of operation. Otherwise, the
operation is considered to occur in the hard contact regime, especially if intermittent
contact is made with the sample surface. For the non-contact regime of AM-AFM
operation, we obtain to a reasonable approximation

ηcn,lin ≈ Qcc cos(ωct − φcc). (3.126)

3.4.3.5 Ultrasonic Atomic Force Microscopy

UAFM [3] utilizes a cantilever tip in permanent forced contact with the sample
surface. Ultrasonic oscillations are usually induced in the cantilever either through
the cantilever base or directly through the cantilever. The oscillation amplitude is
usually kept small, so that F2 is sufficiently small that harmonic oscillations are not
generated. The operational characteristics of UAFM usually falls in the linear range
of the force-separation curve where Eq. (3.126) for AM-AFM applies. It is clear
from Eqs. (3.126), (3.105), and (3.108) that the output signal from the cantilever is
dependent on ks , γs , and F1, and is thus sensitive to both conservative and dissipative
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forces. The polynomial coefficient F1 is an independent parameter in the CIS model,
but can be related to ks and γs by invoking the resonance condition ∂ηcn,lin/∂ω

2 = 0.
We emphasize, as pointed out in Sect. 3.3.5, that ks is a dynamic modulus and is thus
dependent on the frequency of the drive oscillation, as in the case for the cantilever
stiffness constant kcn . The use of an effective dynamic modulus [3], or equivalently
of the surface acoustic impedance [16], is central to the detection of delaminations
and voids in the assessment of layered materials using UAFM. The success of UAFM
in detecting subsurface features serves to validate the view that ks in the CIS model
is a dynamic modulus.

For sufficiently hard contact and sufficiently small oscillation amplitude, F1 is
large and negative. We approximate φcc and Qcc in such case as

φcc ≈ tan−1 (γs + γc)ωc

kcn + ks − mcω2
c
, (3.127)

and

Qcc ≈ Fc

[(kcn + ks − mcω2
c )

2 + (γs + γc)2ω2
c ]1/2 . (3.128)

3.4.4 Image Contrast in the CIS Model

The equations for cantilever signal generation are derived in the CIS model in terms
of the sample stiffness constant ks , the sample damping coefficient γs , and the inter-
action force polynomial expansion coefficients F0, F1, and F2. If, in an area scan of
the sample, these parameters remain constant from point-to-point, the image gener-
ated from the scan would be flat and featureless. However, the parameters generally
vary from point to point on the sample surface and lead to variations in the cantilever
output signal that is interpreted as material contrast. Indeed, variations in the sample
stiffness constant ks , for example, can lead to an assessment of variations in the
Young modulus, since ks is dependent on the Young modulus, and when combined
with variations in the damping coefficient γs can lead to an assessment of material
viscoelasticity.

The variations in the material and interaction force expansion parameters pro-
duce changes in both the amplitude and phase of the cantilever output signal
for HFM, SNFUH, RDF-AFUM, FMM, AFAM, AM-AFM, and UAFM but only
changes in the amplitude are relevant to UFM. In the single system model the mate-
rial and interaction force parameters are keff and γeff and lead to the variations
�keff = �(kc − F1) = −�F1(kc is constant) and�γeff = �(γc − S1) = −�S1(γc

is constant) in the expressions for phase image contrast. Phase image contrast in
the linear approximation for AM-AFM operation in constant amplitude control is
specifically addressed in Sect. 3.3.3 for the single system model where it is shown
that the equations for phase contrast are simplified considerably when operating in
cantilever resonance with constant amplitude control.
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In the CIS model the independent material and interaction force parameters are ks ,
F1, and γs . The occurrence of three independent parameters leads to more compli-
cated expressions for image contrast, even in the linear approximation. For example,
phase contrast for AM-AFM operation in the non-contact regime is obtained in the
CIS model from Eq. (3.105) as the variation in φcc. We get from Eq. (3.105) that

�φcc = −[(γc + γs )ωc F1 + γ 2
c ω

3
cγs ]�ks + [γcωck2

s + (γc + γs )γcγsω
3
c ]�F1 + [γ 2

c ω
3
c ks + ωcks F2

1 ]�γs

{γ 2
c ω

2
c k2

s + [(γc + γs )2ω
2
c + k2

s ]F2
1 − 2γ 2

c ω
2
c ks F1 + γ 2

c γ
2
s ω

4
c } (3.129)

We note from Eq. (3.129) that phase contrast in the CIS model depends not
only on variations in the parameters ks , F1, and γs , but on the initial values of ks ,
F1, and γs as well. For operation near the resonant frequency, however, one of the
parameters can be expressed in terms of the other two parameters via the solution to
the resonance relation ∂Qcc/∂ω

2
c = 0. If also operating in constant amplitude control,

the solution to the relation �Qcc = 0 allows the expression of one of the parameter
variations in terms of variations in the other two parameters. Thus, when operating
in constant amplitude control near resonance, the solutions to ∂Qcc/∂ω

2
c = 0 and

�Qcc = 0 can be used to reduce Eq. (3.129) to an expression involving only two
of the variables ks , F1, and γs , and two of the variations �ks , �F1, and �γs . The
procedure does not lead to the degree of simplification for Eq. (3.129) that occurs
for the corresponding equation in the single system model (see Sect. 3.3.3), but the
reduction to two independent variables is nonetheless helpful in assessing the phase
contrast analytically and experimentally.

Expressions for both amplitude and phase image contrast, similar to that of
Eq. (3.129) for phase contrast, can be obtained for each of the other d-AFM modali-
ties, but page limitations prevent such an assessment here. The reader can obtain the
contrast equations for a particular regime of operation for a given d-AFM modality
straightforwardly from the signal generation equations for the modality of interest.
For example, phase contrast in the nonlinear regime of operation for AFAM can be
obtained from the variations �φ = (−�φss + �θ + ��1) in Eq. (3.117) or for
amplitude contrast from the variation �H1 where H1 is given by Eq. (3.118).

Notwithstanding the more complicated expressions for image contrast, the advan-
tage of the CIS model is that all material and interaction force parameters appear
directly in the signal generation and contrast equations; and that each model parame-
ter is unambiguously linked to a specific material property. The material properties
are thus in principle assessable utilizing a particular d-AFM modality or a combina-
tion of d-AFM modalities. Further, the sample stiffness constant ks is decoupled from
F1 and the symmetry of the governing dynamical equations places the analysis of
cantilever and sample oscillations on equal footing. The physical and mathematical
symmetry of the cantilever and sample dynamics enables the direct evaluation of the
various d-AFM modalities presented here.
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3.5 Conclusion

The various dynamical implementations of the atomic force microscope have become
important nanoscale characterization tools for the development of novel materials and
devices. To understand the operational characteristics, signal generation, and image
contrast from the various d-AFM modalities we have presented a general, yet detailed,
mathematical model of cantilever dynamics as an oscillating cantilever coupled to
a sample through a mutual interaction force. For definiteness we assume that the
cantilever is a rectangular beam of constant cross-section, the dynamics of which are
characterized by a set of eigenfunctions that form an orthogonal basis for the solution
set. The general equations of cantilever dynamics are reduced to a set of local, phase-
correlated, damped harmonic oscillator equations. The set reflects the geometrical
space defined by the cantilever shape and collectively defines the eigenmodes of
cantilever motion. The equations account for the positions on the cantilever of drive
forces, damping forces, tip contact with the sample, and boundary conditions. For
some other cantilever shape a different orthogonal basis set of eigenfunctions would
be appropriate. However, the mathematical procedure used here would lead again to
a set of local, phase-correlated, damped harmonic oscillator equations with values
of the coefficients appropriate to the different cantilever geometry. Practicably, this
means that the shape of the cantilever is not as important in the solution set as knowing
the cantilever modal resonant frequencies, obtained experimentally. An advantage
of the approach is that the solution set can be expanded to include nonlinear modes
generated by the nonlinearity of interaction forces for large cantilever or sample drive
amplitudes.

One of the most significant factors affecting the cantilever dynamics is the can-
tilever tip-sample surface interaction force. The analytical solution to the dynamical
equations usually entails a series expansion of the interaction force. Even for small
oscillation amplitudes, more terms in the expansion are needed, if the quiescent
separation between the cantilever and sample surface is near the highly nonlinear
portion of the force-separation curve. Although using more expansion terms leads to
increasingly better approximations to the solution, the task becomes ever more daunt-
ing algebraically as the number of terms increases. A polynomial expansion based
on linear algebra and inner product spaces is developed to represent the tip-sample
interaction force that somewhat reduces the number of terms needed in the iterative
approximation procedure for solving the dynamical equations. The coefficients in
the polynomial expansion are responsible for significant features of the cantilever
dynamics. For example, the higher order coefficients in the expansion explain the
occurrence of amplitude bifurcation (see Appendix A) as well as the generation of
both harmonic and subharmonic modes of oscillation (see Appendix B). The cou-
pling of the cantilever oscillation modes by the interaction force nonlinearity leads
via the group renormalization method to an explanation of often observed resonance
bifurcation upon cantilever-sample contact (see Appendix C). The general validity
of the spring model is also addressed in Appendix C.
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The cantilever dynamics are first treated using the single system model for which
the effects of sample surface oscillations are absorbed within the interaction force
itself. The model leads to expressions of image contrast involving, in the linear
approximation, only variations in the F1 and S1 interaction-force expansion coeffi-
cients. The connection between the cantilever oscillations and the sample physical
properties occurs implicitly in the single system model through the relation k* = F1,
where k* is an effective spring constant of the interaction force. The connection
occurs via the measured shift in the cantilever resonance frequency determined by
F1. Another link between the cantilever oscillations and the sample physical prop-
erties in the single system model is via the interaction-force damping coefficient S1.
Although the parameters F1 and S1 collectively account for the effects of the sam-
ple physical properties in the single system model in the linear approximation, the
de-convolution of specific sample physical properties from an assessment of F1 and
S1 is not at all straightforward and has sometimes led to confusion and controversy.

To provide a greater measure of flexibility and symmetry regarding the description
of tip-sample interactions, a dynamical model is presented for which the cantilever tip
and the sample surface are treated as independently damped simple harmonic oscil-
lators passively coupled via the nonlinear tip-sample interaction forces. The analyt-
ical model, called the CIS model, reduces to a pair of coupled nonlinear differential
equations. The general solutions, obtained using a matrix perturbation procedure, are
applied to the quantitative assessment of signal generation for the most commonly
used d-AFM modalities. A notable feature of the CIS model is the treatment of the
sample stiffness constant ks similarly to that of the cantilever stiffness constant kcn .
No effective spring constant k* is necessary to connect to sample physical properties
as for the single system model. The sample physical properties in the CIS model
are ascertained in the linear approximation through ks , the sample damping coef-
ficient γc, and the expansion coefficient F1. Although the occurrence of the three
independent parameters ks , γc, and F1 leads to more complicated expressions for
signal generation and image contrast, notable advantage is gained in having a more
direct link between the cantilever output signal and the sample physical properties.
For d-AFM operation in the highly nonlinear regime of the force-separation curve
(as is always the case for HFM, SNFUH, RDF-AFUM, and UFM) the analytical
expressions for the amplitude must also include higher order expansion terms such
as F2. The nonlinearity also results in phase terms that appear in both the output
amplitude and phase signal in addition to that obtained in the linear approximation.

Acknowledgments SAC thanks the US Department of Energy, Washington, DC, for support under
Prime Award DE-SC0001764.

Appendix A: Amplitude Bifurcations

A general assessment of the effects of the various expansion coefficients F0, F1, F2,
etc., on the frequency and amplitude in the solution to Eq. (3.21) can be achieved



84 J. H. Cantrell and S. A. Cantrell

Fig. 3.4 Amplitude bifurcation resulting from the creation of a fold in the amplitude versus fre-
quency curve. The left-oriented fold for the case depicted in the figure gives rise to stable upper
(ηc < 0) and lower (ηc < 0) oscillation amplitudes (amplitude bi-stability) represented by the
solid portion of the curves for drive frequencies below the free-space resonance frequency ω0. The
dashed portion of the lower curve is an unstable region of the curve that produces a third oscillation
amplitude not observed experimentally

most expediently by taking ηcn → ηc, γcn → γc, and kcn → kc in Eq. (3.21), and
assuming that in first-order approximation ηc = c+ηc0 cosωct where c is a constant.
Substituting the expression in Eq. (3.21), neglecting harmonic frequency terms in the
resulting expression, and solving the resulting equation, we obtain

ωc ≈
⎧
⎨

⎩

[(
ω2

0 − F1

mc

)2

− 4F0 F2

m2
c

− 2F2
2

m2
c
η2

c0

]1/2

− Fc

mcηc0

⎫
⎬

⎭

1/2

(A.1)

where ω0 is the free-space resonance frequency of the cantilever. It is seen directly
from Eq. (A.1) that F1 leads to a shift in ω0 that is dependent via Eqs. (3.14) and
(3.16) on the amplitude of cantilever oscillation, the quiescent separation distance
z0, and the sign of F1.

The product term F0 F2 in Eq. (A.1), where F0 is the static term and F2 is the first
nonlinear term in the polynomial expansion of the interaction force, also leads to a
shift in ω0, the shift direction being dependent on the signs of F0 and F2. However,
the F2 term alone in Eq. (A.1) leads to a bifurcation in the cantilever oscillation
amplitude that produces upper and lower amplitude versus frequency curves over
specific ranges of drive frequency. The bifurcation results from the left-oriented fold
shown in Fig. 3.4 where from Eq. (A.1) the absolute oscillation amplitude |ηc| is
plotted as a function of the drive frequency ωc. We point out that since Eq. (A.1)
does not include the effects of damping, the resonance “peak” in the figure is not
closed. The factor (2F2

2 η
2
c0/m2

c) in Eq. (A.1) is responsible for the frequency shift in
the “peak” of the resonance curve that increases with an increase in the oscillation
amplitude ηc0. The increasing shift in the resonance peak with increasing amplitude
produces the fold shown in Fig. 3.4.
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Since F2 is squared in Eq. (A.1), the frequency of the resonance “peak” decreases
with increasing amplitude irrespective of the sign of F2, and results in the left-oriented
fold shown in the figure. It is apparent from the figure that three possible oscillation
amplitudes ηc0 are possible when the drive frequency ωc lies within the fold. Only
the upper and lower amplitudes are stable and lead to the experimentally observed
amplitude bi-stability; the middle amplitude is unstable and not seen in experiments.
It is emphasized that the curve folding (peak frequency shifting) from F2 is quite
independent of the frequency shift produced by F1 and the product F0 F2. F1 and
F0 F2 shift the entire resonance curve to larger or smaller frequencies – not a portion
of the curve leading to folding, as is the case for F2.

To more clearly delineate the role of F3 in the frequency-amplitude relation, we
repeat the derivation leading to Eq. (A.1) using only the terms F1 and F3 in the
polynomial expansion. We now assume that in first-order approximation ηc =
ηc0cosωct and substitute the expression in Eq. (3.21). Again neglecting harmonic
frequency terms in solving the resulting expression, we obtain

ωc =
(
ω2

0 − F1

mc
− 3

4

F3

mc
η2

c0 − Fc

mcηc0

)1/2

. (A.2)

Equation (A.2) shows that F3 plays a role similar to that of F2 in the frequency-
amplitude relationship. However, unlike F2 in Eq. (A.1), F3 appears to the first power
in Eq. (A.2). This means that the frequency of the resonance “peak” increases or
decreases in accordance with the sign of F3, producing either a right-oriented or
left-oriented fold, respectively.

Amplitude bifurcation is well-documented in the literature [34, 45, 46] and is
often attributed to the occurrence of attractive and repulsive components in the
force-separation curve. Equations (A.1) and (A.2) show, however, that amplitude
bi-stability is a consequence only of the nonlinearity in F(z) (represented in Eq. (A.1)
by the tem F2 and in Eq. (A.2) by F3). The attractive and repulsive components in the
interaction force affect only the magnitude and sign of the expansion coefficients.
The upper amplitude curve in Fig. 3.4 corresponds to the case where the cantilever
oscillations are 180 degrees out of phase with the drive force (Fc/ηc0 < 0), while
the lower amplitude curve corresponds to the case where the cantilever oscillations
and drive force are in phase (Fc/ηc0 > 0).

Appendix B: Subharmonic Generation and Routes to Chaos

We show in Sect. 3.3.2 that nonlinearity in the interaction force leads to a shift in
the resonance frequency with increasing drive amplitude. In Sect. 3.3.4 we find that
the nonlinearity also generates harmonics of the driving force frequency. For an
appropriate range of values of the dynamical parameters, including drive frequency,
the interaction force nonlinearities that lead to the generation of harmonics is known
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to stimulate the generation of subharmonics [51]. This is seen, for example, from a
consideration of the forced Duffing equation ẍ + αx + εx3 = � cosωt .

Let τ = ωt and re-write the Duffing equation as [51]

ω2x ′′ + αx + εx3 = � cos τ (B.1)

where the prime symbol in Eq. (B.1) denotes the operator d/dτ . We look for solu-
tions of Eq. (B.1) having period 6π (corresponding to frequency ω/3). Letting ω
= ω0 + εsω1, substituting in Eq. (B.1), and using the perturbation procedure given
Sect. 3.3.4 where ε = εs , we obtain the zeroth- and first-order perturbation equations,
respectively, as

ω2
0x ′′

0 + αx0 = � cos τ (B.2)

and
ω2

0x ′′
1 + αx1 = −2ω0ω1x ′′

0 − x3
0 . (B.3)

The periodicity condition, 6π , applied to Eq. (B.2) means that ω0 = 3
√
α. The

solution to Eq. (B.2) [zeroth-order solution to Eq. (B.1)] is thus

x0(τ ) = a1/3 cos
1

3
τ + b1/3 sin

1

3
τ − �

8α
cos τ. (B.4)

Although Eq. (B.4) suggests the possibility of a period-3 solution, it does not
guarantee the solution. The second-order perturbation equation, Eq. (B.3), is used to
determine the conditions on the coefficients a1/3 and b1/3 that allows the generation of
a subharmonic. Such a determination is not straightforward and shall not be presented
here (for details see Jordan and Smith [51]). We simply point out that the conditions
allow the generation of the 1/3 subharmonic for Eq. (B.1), but a similar solution
for the 1/2 subharmonic is not allowed when ε is small. Even when the conditions
permit a given subharmonic, the subharmonic may not be observed experimentally.
Whether a given subharmonic is observed experimentally depends on the stability
of the subharmonic.

We now consider the cantilever dynamical equation. Subharmonic stability for the
cantilever dynamical equation (3.21) is more conveniently addressed by re-writing
Eq. (3.21) in dimensionless form as

x ′′ + �cx ′ +�2x = fc cos τ + f0 + f2x2 + · · · (B.5)

where

x = ηcn, τ = ωt, �c = γeff

mcω2 , �2 = keff

mcω2 = ω2
0

ω2 ,

fc = Fc

mcω2 , f0 = F0

mcω2 , f2 = F2

mcω2 .

(B.6)
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Equation (B.5) is an example of a second-order nonlinear ordinary differential equa-
tion of general form

x ′′ = f (x, x ′, τ ). (B.7)

The stability of any solution to Eq. (B.7) can be assessed by first reducing Eq. (B.7)
to a system of first-order equations as

x ′ = g1(x, y, τ ), y′ = g2(x, y, τ ) (B.8)

or in matrix form as
X ′ = G (X, τ ) (B.9)

where

X =
(

x
y

)
, X ′ =

(
x ′
y′
)
, G (X, τ ) =

(
g1(x, y, τ )
g2(x, y, τ )

)
. (B.10)

Let Xs be a solution to Eq. (B.9) and � be a small perturbation to the solution
such that

X = Xs +� (B.11)

where

Xs =
(

xs

ys

)
, � =

(
ξ

η

)
. (B.12)

Substituting Eq. (B.11) in Eq. (B.9), we obtain

X ′
s +�′ = G (Xs +�, τ) . (B.13)

If � is sufficiently small, we may reduce Eq. (B.13) to the linear matrix equation

�′ = G (Xs +�, τ)− G (Xs, τ ) ≈ A(τ )� (B.14)

where A is a 2 x 2 linear matrix. Equation (B.13), known as the first variational
equation, implies that the stability of the solution xs to Eq. (B.5) is the same as the
stability of solutions � to Eq. (B.9) and, hence, to Eq. (B.7) [51].

We apply the above results to Eq. (B.5) by re-writing Eq. (B.5) as a pair of first
order differential equations given in matrix form by

X ′ =
(

x ′
y′
)

=
(

y
−�c y −�2x + f0 + f2x2 + fc cos τ

)
=
(

g1(x, y, τ )
g2(x, y, τ )

)
= G (X, τ ) .

(B.15)
It is straightforward to show that Eq. (B.15) is identical to Eq. (B.5) by differentiating
the top element on both sides of the second equality and substituting the bottom
elements in the resulting expression. We now write
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X =
(

x
y

)
=
(

xs + ξ

ys + η

)
= Xs +� (B.16)

and substitute Eq. (B.16) in (B.14) to get

(
x ′
y′
)

=
(

x ′
s + ξ ′

y′
s + η′

)
=
(

ys + η

−�c(ys + η)−�2(xs + ξ)+ f0 + f2(xs + ξ)2 + fc cos τ

)
.

(B.17)
Expanding the quadratic term in Eq. (B.17), retaining only the first power of ξ , and
subtracting X ′

s = G (Xs, τ ) from the resulting expression, we obtain

(
ξ ′
η′
)

=
(

η

−�cη −�2ξ + 2 f2xsξ

)
. (B.18)

Differentiating the top elements on both sides of the equality in Eq. (B.18) and
substituting the bottom elements in the resulting expression, we obtain the second
order linear differential equation

ξ ′′ + �cξ
′ + (�2

c − 2 f2xs)ξ = 0. (B.19)

The factor xs in Eq. (B.19) is a solution to Eq. (B.5) which, from Sect. 3.3.4, we
approximate to first order as xs ≈ ( f0/�

2)+ A cos τ . Writing

ξ(τ ) = e−(1/2)�cτ ζ(τ ) (B.20)

and substituting both xs and Eq. (B.20) in (B.19), we obtain Mathieu’s equation (in
standard form) [55]

ζ ′′ + (α + β cos τ)ζ = 0 (B.21)

where in the present case

α = �2
c − 1

4
�2

c − 2
f0 f2

�2
c

= ω2
0

ω
− 1

4

(
γeff

mcω2

)2

− 2
F0 F2ω

2

ω2
0

, (B.22)

and

β = −2 f2 A = −2
F2 A

mcω2 . (B.23)

The solutions to Mathieu’s equation for a given value of α occur in alternating
regions or bands of stability and instability as the magnitude of β increases [note
from Eq. (B.23) that β increases with oscillation amplitude A]. The Mathieu equation
belongs to the class of linear differential equations with periodic coefficients. The
general solutions to such equations, known as Floquet solutions, are of the form [51]

ζ(τ ) = ceρτ P(τ ) (B.24)
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where P(τ ) is a periodic function with minimum period T, ρ is the Floquet index,
and c is a constant. The Floquet indices for Eq. (B.21) are obtained from solutions
to the expression

e2ρT − φ(α, β)eρT + 1 = 0. (B.25)

The factor φ(α,β) is not known explicitly. However, writing μ = exp(ρT) and sub-
stituting in Eq. (B.25) yields a quadratic equation that can be solved for μ, hence
for ρ, as a function of φ(α,β). Thus, the solution ρ to Eq. (B.25) in terms of
φ(α,β) determines the stability or instability of the solution to the Mathieu equation,
Eq. (B.21), for a range of values of φ(α, β). The ranges of values of φ(α,β) lead to
a plot of α versus β showing alternating regions of stability and instability.

The solutions to Eq. (B.25) corresponding to regions of stability lead to solutions
of the Mathieu equation of the form [56]

ζ(τ ) = eiντ
∞∑

n=−∞
cneinτ = eiνωt

∞∑

n=−∞
cneinωt (B.26)

where the Floquet index takes the value ρ =iν (ν real) and cn are constants. A
fractional value of ν leads to fractional harmonics (including subharmonics). In the
unstable regions of the α-β plot the solutions are given as [56]

ζ(τ ) = c1eστ P1(τ )+ c2e−στ P2(τ ) (B.27)

where ρ = σ (σ real), c1 and c2 are constants, and P1(τ ) and P2(τ ) are periodic
functions. It is clear from Eq. (B.25) that in the regions of instability at least one
solution is unbounded as the result of exponential growth and is, in fact, the origin
of the instability.

Numerical solutions of the Mathieu equation reveal that not all solutions in the
regions of instability are unbounded. Kim and Hu [57] show from numerical calcu-
lations that upon entering regions of instability from a region of stability the fun-
damental oscillation undergoes a cascade of period-doubling or pitchfork bifurca-
tions that culminates in the establishment of bounded, chaotic motion. They also
found that upon encountering the region of stability from a region of instabil-
ity, the instability becomes stable through a reverse pitchfork or period-doubling
bifurcation. However, the occurrence of a stable oscillation does not necessarily mean
re-establishment of the fundamental oscillation frequency. For example, numerical
solutions of the damped Duffing equation with α = −1 and ε = 1 reveal the appear-
ance of a period-five stable solution upon entering the second stable region from the
preceding unstable region [51]. Such a solution is allowed by Eq. (B.26). Experimen-
tal AM-AFM measurements show that the stable oscillation frequency upon entering
a second stability region is highly dependent on the initial conditions [58].

It is important to note from Eqs. (B.22) and (B.23) that both α and β are dependent
on F2 andω, whileα depends additionally on γeff andω0. From Eqs. (3.19) and (3.20)
F2 and γeff = γc − S1 vary with the amplitude of oscillation. When the amplitude
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of oscillation is such that the tip-sample separation distance enters the strong force
region (near the sample surface) of the force-separation curve, the variation in F2
and S1 can be substantial. Such changes affect α and β and thus the solutions of the
Mathieu equation with an increase in drive amplitude.

Appendix C: Renormalization Methods

As indicated in Sect. 3.2 the general cantilever dynamics is quite properly described
in terms of an infinite set of superimposed, damped, harmonic oscillators (modes),
each with an associated free-space resonance frequency. Typically, the mode with the
largest contribution to the cantilever displacement amplitude is chosen for consider-
ation, the others ignored, and the cantilever modeled as a set of decoupled oscillators
as given by Eqs. (3.21). However, the nonlinearity of the tip-sample interaction force
leads to the possibility of interactions among the modes that produce significant
effects in the cantilever dynamics. Such possibilities are affirmed in amplitude ver-
sus frequency spectra taken from AFAM experiments [52, 53]. The spectra very
often reveal the bifurcation of a single free-space resonance into multiple resonances
upon cantilever-sample contact.

We show that resonance bifurcation is analytically predictable and occurs as the
result of nonlinear modal interactions [44]. Our analytical approach is quite similar to
that of group renormalization used in quantum field theory and in the description of
critical phase transitions in materials. In the present application of renormalization,
deviations of the cantilever displacements ηcn from that expected for the spring
model at frequencies well away from some initially chosen renormalization reference
frequency are formally absorbed into the model by allowing the parameters in the
model to vary with frequency. Since the mathematical machinery is analogous to
that of the renormalization group, we adopt the language used in the mathematical
formalism for renormalization: in the present model the chosen reference frequency
is the ‘renormalization scale,’ the model parameters are said to ‘run’ with the scale,
and the theory is said to be ‘renormalized.’

To obtain the appropriate equations of motion that couple the separate modes, we
take ηcn → ηn , γcn → γn , and kcn → kn on the left-hand side of Eq. (3.21), and
ωc → ω and ηcn → ∑

m∈Z+
ηm (where Z+ = {1, 2, . . .}) on the right-hand side of

Eq. (3.21). For present purposes it is expedient to ignore the dissipative terms in the
expansion of Eq. (3.12) involving the coefficients Sn . The implications of nonzero
Sn will be considered following the renormalization. We thus obtain the dynamical
equations that account for mode coupling as [44]

Lnηn = Fc cosωt + F00 + F10

∑

m∈Z+
ηm + F20

⎛

⎝
∑

m∈Z+
ηm

⎞

⎠

2

+ · · · (C.1)
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where the operator Ln =
(

mc
d2

dt2 + γn
d
dt + kn

)
. The greater difficulty in accounting

for mode coupling is apparent: a single, nonlinear differential equation, Eq. (3.21),
has been traded for an infinite number of coupled ones, Eq. (C.1). The renormalization
method is quite appropriate to handle such a situation.

Ln can be inverted outside its nullspace to obtain the particular solution [44]

ηn = 2π G̃0
n(0)F00 + 1

2
Fc

(
2π G̃0

n(ω)e
iωt + 2π G̃0

n(−ω)e−iωt
)

+ F10

∫
dt ′G0

n(t − t ′)

⎛

⎝
∑

m∈Z+
ηm(t

′)

⎞

⎠

+ F20

∫
dt ′G0

n(t − t ′)

⎛

⎝
∑

m∈Z+
ηm(t

′)

⎞

⎠

2

+ · · · (C.2)

(Note: the 0 superscript is a label, not an exponent) where G0
n(t − t ′) is the Green

function for Ln , LnG0
n = δ(t − t ′):

G0
n(t − t ′) =

∫
dω′G̃0

n(ω
′)eiω′(t−t ′), (C.3)

G̃0
n(ω

′) = −1

2πmc

(
ω′2 − kn

mc
− i

γn

mc
ω′
) . (C.4)

We sum over all modes to obtain the total cantilever deflection ηc and define the
function

G0 ≡
∑

n∈Z+
G0

n (C.5)

along with the corresponding Fourier transform G̃0 ≡ ∑

n∈Z+
G̃0

n . We obtain from

Eq. (C.2) an integral equation for the total cantilever deflectionηc (the exact parameter
of interest) as [44]

ηc(t) =
∑

n∈Z+
ηn =2π G̃0(0)F00 + 1

2
Fc

(
2π G̃0(ω)eiωt + 2π G̃0(−ω)e−iωt

)

(C.6)

+ F10

∫
dt ′G0(t − t ′)[ηc(t

′)] + F20

∫
dt ′G0(t − t ′)[ηc(t

′)]2 + · · · .

For a given driving frequency ω, the nonlinearity of the tip-sample interaction
force is known to generate harmonic terms Iω (I ∈ Z+) as shown in Sect. 3.3.4. In
solving Eq. (C.6) the generation of harmonics leads us to consider the ansatz [44]
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ηc(t) =
∑

I∈Z

aI ei Iωt ⇒ (C.7)

∑

I∈Z

aI ei Iωt = 2π G̃0(0)F00 + 1

2
Fc

(
2π G̃0(ω)eiωt + 2π G̃0(−ω)e−iωt

)

+ F10

∑

J∈Z

G̃0(Jω)aJ ei Jωt

+ F20

∑

(J,K )∈Z2

G̃0[(J + K )ω]aJ aK ei(J+K )ωt + · · · (C.8)

where Z is the set of integers. The Fourier coefficients a±I determine the cantilever
amplitude that is experimentally observed at the frequency |I|ω. Explicitly, the ampli-
tude is given as A(Iω) = 2 |aI |, which follows from the reality condition ηc = η∗

c ,
where the star denotes complex conjugation. The non-triviality of the coefficients
aI |I| > 1) reflects the nonlinearity of the interaction force.

Using the orthogonality of the Fourier basis, we obtain from Eq. (C.8) the recursion
relation [44]

aI = 2π G̃0(Iω)

[
1

2
Fc(δI,1 + δI,−1)+ F00δI,0 + F10aI + F20

∑

J∈Z

aJ aI−J + · · ·
]

(C.9)
We note that if G̃0(Iω) were the Fourier-space Green function G̃0

n(Iω) for a single
harmonic oscillator mode n, Eq. (C.9) would have the same form as that for the
typical solution found for a decoupled mode n. In such case the exact solution for the
total cantilever displacement would look identical to that of a linear spring subjected
to nonlinear forces—a more immediately tractable problem mathematically than the
one at hand. This suggests that, in analogy to Eq. (C.4) for G̃0

n(Iω), G̃0 should be
expressed as

G̃0(ω) = −1

2πmc

(
ω2 − K (ω)

mc
− i

G(ω)

mc
ω

) (C.10)

where K and G are the renormalized cantilever spring and damping coefficients,
respectively.

When transforming Eq. (C.10) to ‘time’-space, the Green function is completely
characterized for purposes of integration by its poles and residues. Poles must nec-
essarily occur in Eq. (C.10) at

�n = i
γn

2mc
+
√

4knmc − γ 2
n

4m2
c

(C.11)
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where the real part of�n is the free-space resonance of the cantilever corresponding
to the nth mode. K and G must be real-valued functions that, due to constraints on
the location of the poles, must satisfy

K (�n) = kn (C.12)

G(�n) = γn . (C.13)

With these constraints the poles of G̃0 are {�n} and Re s
[
G̃0(�n)

]
=

Re s
[
G̃0

n(�n)
]

= −
(

2π
√

4mckn − γ 2
n

)−1
. Equations (C.10)–(C.13) lead to the

explicit functional forms

K (ω) = Im(ω)

Re(ω)
Im

[
mcω

2 + 1

2π G̃0(ω)

]
+ Re

[
mcω

2 + 1

2π G̃0(ω)

]
(C.14)

G(ω) = 1

Re(ω)
Im

[
mcω

2 + 1

2π G̃0(ω)

]
(C.15)

where G̃0 in Eqs. (C.14) and (C.15) is calculated from the infinite sum given by
Eqs. (C.4) and (C.5).

From Eqs. (C.9) and (C.10) we re-write the recursive solution as

aI = 2π G̃(Iω)

⎡

⎣F00δI,0 + 1

2
Fc(δI,1 + δI,−1)+ F20

∑

J∈Z\{0,I }
aJ aI−J + · · ·

⎤

⎦

(C.16)
where the interaction force-modified Green function G̃ is given by

G̃(ω) ≡
[
1 − 2πσ G̃0(ω)

]−1
G̃0(ω)

= −1

2πmc

(

ω2− (K (ω)+ Re(σ ))

mc
−i
(ωG(ω)+ Im(σ ))

mc

) (C.17)

σ = (F10 + 2F20a0 + · · · ). (C.18)

We note that for nonzero dissipation terms Sn and Rmn the expansion in Eq. (C.1)
would pick up Sn and Rmn terms that lead to additional sigma-like terms, similar to
that of Eq. (C.18), in the denominator of Eq. (C.17).

We now consider a particular application of the renormalized model that demon-
strates resonance bifurcation. Since the running of the renormalized parameters with
frequency necessarily results in the appropriate multi-peak, free-space resonance
spectrum, it is reasonable to suspect that the nonlinear interactions, smoothly intro-
duced to the cantilever system as the cantilever engages the sample surface, would
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mix the peaks and bifurcate the resonances. For example, the running of the parame-
ters in the vicinity of a given resonance peak from one parameter value to a second
value should result in two contact resonance peaks in place of the given free-space
resonance peak. To demonstrate resonance bifurcation, we wish to plot the cantilever
amplitude as a function of its driving frequency and observe a splitting in the local
maxima of the curve.

We begin by assuming that the cantilever output signal is passed through a lock-in
amplifier such that all frequencies except the drive frequency are filtered out. Thus,
only the amplitudes corresponding to I = ± 1 are of interest and the amplitude is
A = 2|aI |. In such case the nonlinear components of the interaction force vanish
from the recursion relation given by Eq. (C.16), if Eq. (C.16) is solved iteratively for
a±1 by recursively substituting the relation in Eq. (C.16) into the aI on the right-hand
side. The resulting expression is

a±1 = π G̃(±ω)Fc. (C.19)

It is emphasized that for an infinitely stiff sample surface Eq. (C.19) is exact and
is numerically equivalent to results obtained by starting with the beam equation and
applying a nonlinear interaction force at the tip-sample boundary. In most cases
the sums defining G̃0 and σ converge quite rapidly, so practicably the sums can
be truncated with accurate results. The extension of the model to include the more
realistic case of an elastic sample surface is more complicated and is the subject of
current research. The present model, nonetheless, predicts the resonance bifurcation
observed in AFAM experiments quite well.

To calculate the right-hand side of Eq. (C.19), we must determine G̃0(±ω) and
σ , and use the relationship given by Eq. (C.17) to obtain G̃(±ω). To determine
G̃0(±ω), we use the rough approximations kn ≈ k1n4 and γn ≈ γ1n2 in Eqs. (3.14)
and (3.15) for the cantilever modal stiffness constants and damping coefficients,
respectively [44]. The exact relationships depend, of course, on the cantilever shape
and the experimental environment. If the driving frequency is close to the free-
space cantilever resonance frequency, then large n terms contribute minimally to the
calculation of G̃0. a0, used in Eq. (C.18) to obtain σ , is calculated recursively from
Eq. (C.16) to order (Fc)

2 F2 as

a0 ≈ 2π G̃0(0)
[

F00 + (2π G̃0(ω))2(Fc)
2 F20

]
. (C.20)

We assume a damping coefficient γ1 = 10−6 N s m−1, cantilever mass mc =
10−9 kg, fundamental resonance frequency ω1 = 22 kHz, and cantilever stiffness
constant k1 = 0.484 N m−1. We assume typical force parameters Fc = 10−7 N,
F00 = −10−6 N, F10 = −1 N m−1, and F20 = 106 N m−2. We point out that not all
values of the force and damping parameters are found experimentally to give rise to
resonance bifurcations. The same is true for the present renormalization model. The
values chosen above are all within the range of parameter values typically found for
AFAM operation. The specific values given above are found to generate the triple
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Fig. 3.5 Cantilever displacement amplitude plotted as a function of drive frequency for free-space
cantilever oscillations (dashed curve) and for cantilever engagement with the sample surface (solid
curve) [44]

bifurcation resonance bifurcation given in Fig. 3.5, while many other parameters
values do not generate resonance bifurcations in the model at all.

The calculated amplitude of the cantilever as a function of the driving frequency
ω is plotted in Fig 3.5 for both the free-space and surface-engaged cantilever using
the renormalized model. The multiple free-space resonance modal peaks (dashed
line) are clearly shown. Resonance bifurcation and frequency shifting is apparent in
the curve for the engaged cantilever (solid line). The free-space resonance at angular
frequency 22 kHz is shown to bifurcate into three resonances: at angular frequencies
19, 22, and 51 kHz. We point out that the number of bifurcation resonances predicted
in the present model is quite sensitive to the values of the cantilever parameters used
in the calculation. This is in agreement with the findings of Arnold et al. [52] who
report both double and triple bifurcation resonances in the frequency spectra for
various materials and cantilevers. Zhao et al. [53] report experimental data showing
the bifurcation of a 22 kHz free-space resonance (ω/2π) into resonances at roughly
19, 31, and 60 kHz.

Renormalization can also be used to address the concern that conventional spring
models (for which the cantilever has fixed cantilever spring and damping constants)
fail to describe cantilever dynamics adequately, particularly at drive frequencies much
larger than the fundamental cantilever resonance frequency. We begin by noting that
although the form of the Fourier-space Green function in Eq. (C.10) is similar to that
of the harmonic oscillator, the differential operator associated with the Green function
G0(t − t ′) = − ∫ [2π(mcω

2 − K (ω) − iG(ω)ω]−1 exp[iω(t − t ′)]dω does not
actually correspond to that of a conventional harmonic oscillator due to the running
of the renormalized stiffness and damping parameters with frequency. Rather, it
corresponds, as shown above, to that of a superposition of harmonic oscillators



96 J. H. Cantrell and S. A. Cantrell

due to the structure of the poles. However, Eq. (C.9) reveals that the amplitude of
the cantilever at the excited frequencies (ω and its harmonics) depends solely on
the Fourier-space Green function at those frequencies. Thus, if the renormalization
scale ω0 is chosen to be sufficiently close to an integral multiple of the driving
frequency of interest, we can use the renormalized values K (ω0) and G(ω0) in G̃0 to
recover approximately harmonic behavior in a neighborhood of frequencies around
the renormalization scale.

To better illustrate why this is so, consider a function f(x) in a neighborhood of
some point x0. One can obtain a good approximation to f(x) in a given neighborhood
by expanding f(x) about x0 in a Taylor series and keeping only the zeroth order term
provided the neighborhood is sufficiently small. As one moves the neighborhood
by changing x0, the parameter f(x0) also changes. In the case of the renormalized
cantilever parameters, if one intends to measure cantilever behavior at a frequency Iω,
it is necessary to determine experimentally K (ω0) and G(ω0) for a renormalization
scaleωo near Iω before the theoretical spring model gains predictive power. Once the
parameters at the renormalization scale are determined, ω can be changed slightly
without necessarily needing to determine new values.

There may be situations where the frequency at which cantilever dynamics of
interest are probed is not an integral multiple of the driving frequency. In such
cases, the procedure generalizes naturally to choosing a renormalization scale in
the neighborhood of this probed frequency. In application, this is similar to the
previously established practice of throwing away the least excited modes in the
modal sum that determines the total cantilever deflection amplitude and keeping only
the mode with resonance closest to the probed frequency. However, in this former
practice, it would become awkward to choose a ‘most excited’ mode if the probed
frequency were between two resonance frequencies. Moreover, throwing away an
infinite number of modes could underestimate the total cantilever deflection even if
the mode contributions are individually small.

Quantitatively, the above amounts to the following. Eq. (C.6) demonstrates that
the cantilever deflection can be expressed as

ηc(t) =
∫

dt ′G0 (t − t ′
)
N [ηc

(
t ′
)
, t ′] (C.21)

where N is some function that characterizes the interactions governing cantilever
dynamics. Writing N [ηc(t), t] = 1

2π

∫
dωÑ (ω)eiωt and using Eqs. (C.3), (C.5), and

(C.10), we obtain

ηc(t) =
∫

dωG̃0(ω)Ñ (ω)eiωt =
∫

dω
−1

2πmc

(
ω2 − K (ω)

mc
− i G(ω)

mc
ω
) Ñ (ω)eiωt .

(C.22)
If Ñ (ω) is sharply peaked in the range [ω1, ω2] or if the signal is probed in a frequency
range [ω1, ω2], then we have
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ηc(t) =
ω2∫

ω1

dω
−1

2πmc

(
ω2 − K (ω)

mc
− i G(ω)

mc
ω
) Ñ (ω)eiωt

≈
ω2∫

ω1

dω
−1

2πmc

(
ω2 − K (ω0)

mc
− i G(ω0)

mc
ω
) Ñ (ω)eiωt (C.23)

for some ω0 ∈ [ω1 − ε1, ω2 + ε2], 0 < εi � ωi .
Remarkably, Eq. (C.23) shows that the (observed) cantilever behavior is very

nearly identical to that of a conventional spring. We note that in most cases, the
integral bounds should symmetrically include [−ω2,−ω1], but, due to the reality
conditions imposed on the integrand, the bounds [−ω2,−ω1] can be accounted by
keeping the original bounds and adding a term in the integrand that differs triv-
ially from the integrand already considered. Consequently, the above result is quite
general.

If the probed frequency deviates significantly from ω0 (that is, if in the above
ω0 /∈ [ω1 − ε1, ω2 + ε2]), it becomes necessary to calculate K (ω) and G(ω), or G̃0,
explicitly, or to measure a new set of renormalized parameters at a new renormal-
ization scale. Exact precision requires calculating G̃0 using an infinite sum of terms,
each term being given by Eq. (C.4). However, calculations to any desired accuracy
can be obtained by truncating the sum and measuring a finite number of parameters
kn and γn corresponding to modes {n} closest to ω0 and ω.

Although renormalization methods are initially applied here as a means to explain
resonance bifurcation, the utility of renormalization in AFM modeling cannot be
over-stated. Since d-AFM modalities are controlled completely by the cantilever
driving frequency, the application of the renormalization method allows for the
accurate interpretation and modeling of cantilever dynamics as conventional spring
and point-mass dynamics with fixed cantilever parameters for driving frequencies
sufficiently close to the renormalization scale regardless of the value of scale. This
suggests that although quantitative, conventional spring models of cantilever dynam-
ics are insufficient over a large range of frequencies, they can be ‘tuned’ to any fre-
quency such that over a given, sufficiently smaller range they, indeed, yield accurate
predictions. Over wider ranges, cantilever dynamics can be understood qualitatively
as spring dynamics with frequency-dependent stiffness and damping parameters.
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Chapter 4
One-Dimensional Finite Element Modeling
of AFM Cantilevers

Richard Arinero and Gérard Lévêque

Abstract In order to account for realistic cantilever geometries and tip–sample
interactions, finite element methods (FEM) can be powerful alternatives. In this
chapter, we opted to use a one-dimensional (1D) FEM model for the cantilever
beam, which permits to treat the exact vibration of the beam in the contact mode,
regardless of its shape (rectangular as well as triangular beams) and excitation mode
(by the beam holder, by the sample, by a localized, or distributed force). Based on
a classic finite element scheme, it is easy to program for a non-specialist user and
as rapid as the usual analytical models. We demonstrate that the mode of excitation
of the beam strongly influences the cantilever’s frequency response in the contact
mode. This chapter is therefore an attempt to propose in a simple numerical model,
a tool allowing a deeper understanding of the dynamic mechanical response of the
AFM probe in contact with a viscoelastic sample.

4.1 Introduction

All methods consisting of making vibrate the AFM cantilever in contact mode
and recording the parameters of the vibration are generally identified as “acoustic
methods”. Some methods are often based on the analysis of amplitude (and phase)
after a periodic excitation (either at low or high frequency), whereas some others
focus on contact resonance frequency measurements. All these methods concern not
only flexural vibrations, but also torsional vibrations. The major problem encountered
is related to the observed contrast which is not always precisely quantified. Indeed,
many factors like adhesion and friction are involved in the tip–sample interaction and
play a role in image formation. Other constraints come from cantilever-tip-sample
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models which are often over-simplified. For instance, it is admitted that spring-mass
models [1, 2] are only valid under certain conditions and do not predict the true fre-
quency response. The best approximation is the cantilever beam model [3–7] where
an inclined beam and tip are coupled with a sample represented by vertical and
horizontal springs. But only rectangular beams are modeled and always in a linear
regime. Moreover, for large amplitudes, nonlinear effects may occur [5–8] (diode
effect) but have not been introduced yet in the beam equations. In order to account
for realistic cantilever geometries and tip–sample interactions, finite element meth-
ods (FEM) can be powerful alternatives. Several authors have already followed this
option. In most cases, they used commercial software [9–13]. These tools are easy to
implement but are not very adaptable to all the situations encountered during AFM
operations. They can be considered as black boxes to which it is not possible to access
and to perform some specific task. Mendels et al. [9] used Ansys™ FEM codes for
evaluating the spring constant of AFM cantilevers. They introduced a hybrid method
based on the minimization of the difference between the modeled and experimentally
full-field displacement maps of the cantilever’s surface at different resonant frequen-
cies. A similar approach was adopted by Espinoza-Beltran et al. [10]. They followed
a specific procedure in which they considered the main geometrical features of com-
mercial cantilevers, as well as the elastic anisotropy of silicon single crystals. The
data were fitted in a two-step procedure using the free and contact resonances of the
first and third bending mode. Muller et al. [11] have investigated the 3D mechanical
deformations of V-shaped cantilevers. They were able to calculate force constants
and detection angles for tip displacement in the three spatial directions. Caron et al.
in Ref. [12] carried out FEM calculations to identify lateral cantilever modes. They
have shown that in AFM experiments in-plane deflection of standard cantilevers is
not negligible and can also be used for imaging shear elastic properties of a sample
surface. Finally, we can also mention the work of Parlak et al. [13] who described
a 3D FEM analysis of the contact between the AFM tip and a substrate with finite
subsurface structures. They were able to simulate the contact stiffness measured by
the AFM tip on the surface of a sample with buried nanoscale structures. This 3D
model was destined to be applied to electromigration defects detection.

Homemade FEM models exist and are much more versatile. A 3D FEM model of
tip-cantilevers systems was proposed by Song et al. [14, 15]. This versatile model
was adapted to tapping-mode simulations, as well as torsional resonance and lateral
excitation mode, but has not been applied to model contact resonance and flexural
amplitude as studied in the frame of acoustics methods.

In this chapter, we preferred to use a 1D FEM model for the cantilever beam, which
permits to treat the exact vibration of the beam in the contact mode, disregarding its
shape (rectangular as well as triangular beams) and excitation mode (by the beam
holder, by the sample, by a localized, or distributed force). Based on a classic finite
element scheme, it is easy to program for a non-specialist user and as rapid as the usual
analytical models. We demonstrate that the mode of excitation of the beam strongly
influences the cantilever’s frequency response in the contact mode. This chapter is
therefore an attempt to propose in a simple numerical model a tool allowing a deeper
understanding of the mechanical response of the AFM microscope.



4 One-Dimensional Finite Element Modeling of AFM Cantilevers 103

We begin by describing in detail the 1D FEM model. The kinematic parameters
involved in the discretization of the beam are first identified and the construction
of the mass and stiffness matrix associated with each element is then explained, as
well as the steps leading to the global system matrix. Then, we describe how the tip
and the contact with the sample are introduced in the model. Finally, in the last part,
we analyze the solutions obtained from the FEM model. The effect of the excitation
mode is studied, as well as the effects of both normal and tangential contact stiffness.
The concepts of apparent and real force, providing a complete description of the
tip–sample interaction, are finally discussed.

4.2 Finite Element Model for a Beam

The cantilever geometry is described in a transverse plane in Fig. 4.1, in the same
way as in Refs. [4] and [5]. The beam is tilted by an angle α relative to the sample.
It is defined by the length L , the width b (depending on x in the case of a triangular
cantilever), the thickness e, the tip height h (supposed of conical shape), the tip
mass M , and the mechanical properties of the beam material (Silicon oriented in the
< 110 > crystallographic direction). The tip–sample interaction is described in the
linear regime by two complex constants, the normal stiffness kN and the tangential
stiffness kT , which include all forces and damping at the working frequency. We
chose a finite element model for the beam vibration, because all the above features
can be included easily.

4.2.1 Kinematic Parameters

We used a classic FEM, as described in Ref. [16], limited to the pure flexion case
(there is no extension of the beam). The beam is decomposed in N thin slices (or
elements) perpendicular to the (Ox) axis, and a “1D” description of the beam flexure
is adopted, as detailed below. Each element AB is taken with the same length �
(� = 2 µm) and has four degrees of liberty, also called kinematic parameters, which
are the transverse displacements z A et zB , and the corresponding slopes θA et θB at
the extremities nodes A and B (Fig. 4.2).

We define {q} the vector composed of the kinematic parameters:

{q} = {
qi=1,4

} = {
z A θA zB θB

}
(4.1)

We make the assumption that at each instant t, the deformation of the element
AB (which will be an element of the cantilever) can be expressed by a third-order
polynomial function of the form:

Z (y) = a1 + a2 y + a3 y2 + a4 y3 (4.2)

where a1, a2, a3 and a4 are adjustable constants.
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Fig. 4.1 On Scale scheme of
the vibrating cantilever beam
in contact with a sample, for
the two extreme positions.
The shape of the cantilever
is deduced from the model,
with a tip supposed to slide on
a hard sample. Amplitude is
amplified by a factor 1,000, in
order to make the deformation
visible. Reproduced with per-
mission from [21]. Copyright
2003, American Institute of
Physics

Fig. 4.2 Beam element
defined 4 kinematic para-
meters

Introducing particular values of Z at points A and B, we can write:

Z (y) = z A�1 (y)+ θA�2 (y)+ zB�3 (y)+ θB�4 (y) (4.3)

where �i (y) are also third-order polynomial functions obtained by identification
with Eq. (4.3). These functions are called interpolation functions of the element AB.

A classical calculation [14] yields the following expression:
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Z (y) =
[

1 − 3y2

�2 + 2y3

�3

]
z A +

[
y − 2y2

�
+ y3

�2

]
θA

+
[

3y2

�2 − 2y3

�3

]
zB +

[
− y2

�
+ y3

�2

]
θB (4.4)

which can be written under a matricial form:

Z (y) =
4∑

i=1

�i (y) qi (4.5)

qi are sinusoidal functions of the pulsation ω, in such way that:

∂qi

∂t
= jωqi (4.6)

4.2.2 Matricial Form of Kinetic Energy: Mass Matrix

The kinetic energy of an element AB expresses as:

TAB = 1

2

�∫

0

ρeb

(
∂Z

∂t

)2

dy (4.7)

where ρ is density of silicon.
By derivating expression (4.5) with respect to time, we obtain:

(
∂Z

∂t

)2

= −ω2
4∑

i=1

4∑

j=1

�i (y)� j (y)qi q j (4.8)

Thus, it comes:

TAB = −ω2

2

∑

i

∑

j

mi j qi q j = −ω2

2
{q}T [MAB] {q}

= ω2

2
{z AθAzBθB}T [MAB] {z AθAzBθB} (4.9)

The coefficients mi j are relative to the (symmetrical) mass matrix [MAB] of the
element AB. They are defined by:
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mi j =
�∫

0

ρeb�i (y)� j (y) dy = m ji (4.10)

Integer calculations in expression (4.10) lead to the following form of [MAB]:

[MAB] = ρeb�

420

⎡

⎢⎢⎢
⎢
⎣

156 22� 54 −13�

22� 4�2 13� −3�2

54 −13� 156 −22�

13� −3�2 −22� 4�2

⎤

⎥⎥⎥
⎥
⎦

(4.11)

4.2.3 Matricial Form of Elastic Potential Energy: Stiffness Matrix

The elastic potential energy of an element AB expresses as:

WAB = 1

2

�∫

0

E I

(
∂2 Z

∂y2

)2

dy (4.12)

where I = e3b/12 is the moment of inertia of the beam section and E is the Young’s
modulus of silicon in the < 110 > direction (169 GPa).

By derivating expression (4.5) with respect to y, we obtain:

∂2 Z

∂y2 =
∑

i

∂2�i (y)

∂y2 qi (4.13)

Thus, it comes:
(

∂2 Z

∂y2

)2

=
∑

i

∑

j

qi q j

[
∂2�i

∂y2 .
∂2� j

∂y2

]
(4.14)
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Finally, we have:

WAB = 1

2

∑
i
∑

j ki j qi q j = 1
2 {q}T [K AB] {q}

WAB = 1

2
{z AθAzBθB}T [K AB] {z AθAzBθB}

(4.15)

The coefficients ki j are relative to the (symmetrical) stiffness matrix [K AB] of the
element AB. They are defined by:

ki j =
l∫

0

E I
∂2�i

∂y2 .
∂2� j

∂y2 .dy = k ji (4.16)

Integer calculations in expression (4.16) lead to the following form of [K AB]:

[K AB] = Ee3b

12�3

⎡

⎢⎢
⎣

12 6� −12 6�
6� 4�2 −6� 2�2

−12 6� 12 −6�
6� 2�2 −6� 4�2

⎤

⎥⎥
⎦ (4.17)

4.2.4 Mesh with N Elements: Global Matrix Construction

Let us consider a cantilever beam of length L discretized in N elements of matricial
indexes n(n = 1, N ) and of width � = L/N as shown in Fig. 4.3. Both extremities
of each element are called � nodes�. There are thus N +1 nodes for the whole beam.
An element of index n is localized between nodes of index n′ = n and n′ = n + 1;
it possesses four degrees of freedom (zn′=n, θn′=n, zn′=n+1et θn′=n+1).

Finally, the whole beam is well defined by 2N + 2 parameters, included in the
vector {q}:

{q} = {z1 θ1 z2 θ2 · · · · · · zn′ θn′ · · · · · · } (n′ = 1, N + 1) (4.18)

The mass matrix [Mn] and the stiffness matrix [Kn] relative to elements of index
n are given by expressions (4.11) and (4.17), respectively. It is possible to introduce a
particular value of the width b (n) and the thickness e (n) for each element. This is how
we take into account the specific geometry of cantilever, rectangular or triangular.

The coefficients of the matrix [Mn] et [Kn] are noted m(n)
i j et k(n)i j with i = 1, 4 and

j = 1, 4. Then, we can build the global mass matrix [Mtot] and the global stiffness
matrix [Ktot], which are matrix of dimension 2N + 2, according to the method of
assembly described in Fig. 4.4. On the diagonal, the terms correspond to the sum
of the matrix coefficients of two consecutive beam elements. Finally, we obtain the
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Fig. 4.3 Discretization of the cantilever beam in N elements of length �. The extremities of each
element are called “nodes”

Fig. 4.4 Construction of the global mass matrix by assembly of the matrix relative to each beam ele-
ment. On the diagonal, the terms correspond to the sum of the matrix coefficients of two consecutive
beam elements. The global stiffness matrix is built in an identical way

global matrix [Mtot] and [Ktot] of coefficients mIJ and kIJ where I = 1, 2N + 2 and
J = 1, 2N + 2, in such way that:

m2n+1 2n+1 = m(n+1)
11 + m(n)

33

m2n+2 2n+2 = m(n+1)
22 + m(n)

44 (4.19)

m2n+2 2n+1 = m2n+1 2n+2 = m(n+1)
12 + m(n)

34

The other coefficients are equal to zero.
The coefficients kI J of the global stiffness matrix are obtained in an identical way.
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4.2.5 Free and Forced Vibration Analysis

Let us consider the matrix [S]:

[S] = [Ktot] − ω2 [Mtot] (4.20)

The coefficients of [S] are given by SI J = kIJ − ω2mIJ where I = 1, 2N + 2 and
J = 1, 2N + 2.

By analogy with classical point mechanics, free vibrations (natural frequencies
and mode shapes) are calculated by solving the following linear system:

[S] {q} = 0 (4.21)

The system is homogeneous and to obtain nontrivial solutions, we need to solve
the following equation:

det [S] = 0 (4.22)

To study the forced vibrations response, the Lagrange equation of the system has
to be solved:

[S] {q} = {F} (4.23)

The vector {q} [expression (4.18)] is the solution of the system at the angular fre-
quency ω and {F} is a vector formed by forces Fn′ et moments �n′ applied at each
node.

To take into account the air damping, one can introduce a force at each node
Fdamping = iωaz proportional to the velocity. The damping coefficients a can be
calculated theoretically according to the laws of aerodynamics applied to thin plates,
but one can rather find them by an empirical adjustment of experimental free reso-
nance curves.

The air damping matrix [A] for the whole beam can be written as:

[A] =

⎡

⎢
⎢⎢⎢⎢⎢⎢
⎢
⎣

a 0 0
0 0 0 0
0 0 a
0 0 0 0

0 0
. . .

0 0
. . .

⎤

⎥
⎥⎥⎥⎥⎥⎥
⎥
⎦

(4.24)

Finally, [S] expresses as:

[S] = [Ktot] − ω2 [Mtot] + iω [A] (4.25)
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Fig. 4.5 Schema of the tip
attached to the cantilever at
a node n′

p and the contact
with the sample occurs at
point c. The tip is supposed
to be rigid and to interact
with only one beam node.
The contact interaction is
modeled by two springs
with stiffness kN and kT .
Reproduced with permission
from [21]. Copyright 2003,
American Institute of Physics

4.3 Model for the Tip

The presence of the tip at the extremity of the cantilever is schematized on Fig. 4.5.
The tip is supposed of conical shape and indeformable. It is attached to the beam
at a node n′

p and the contact with the sample at point c is modeled by the normal
contact stiffness kN and the tangential contact stiffness kT . The tip mass mt and
inertia moment IG with respect to the center of mass G, are given by:

mt = πr2hρ

3
and IG = mt

(
3h2

80
+ 3r2

20

)
(4.26)

where h is the tip height, r the radius of the cone’s base and ρ the density of silicon.
In the coordinate system (Oyz), the velocity of the center of mass G is:

�VG = iω

(
zn′

p
k + h

4
θn′

p
i
)

(4.27)

Then, the kinetic energy of the tip can be written as:

TTip = 1

2
m pV 2

G + 1

2
IG

(
∂θn′

p

∂t

)2

= 1

2
m pω

2
[

z2
n′

p
+

(
h2

10
+ 3r2

20

)
θ2

n′
p

]
(4.28)

An additional mass matrix�Mn′
p

relative to the node n′
p is deduced from expres-

sion (4.28). It can be expressed as:
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�Mn′
p

= −ω2m p

[
1 0

0 h2

10 + 3r2

20

]
(4.29)

The coefficients of�Mn′
p

are summed with the other coefficients m2n′
p−1 2n′

p−1 and
m2n′

p 2n′
p
of the global mass matrix [Mtot].

The potential elastic energy of the contact expresses as (The elastic energy of the
tip is supposed to be null):

Wcontact = 1

2

(
kN Z2

c + kT Y 2
c

)
(4.30)

Yc and Zc are the coordinates of the contact point c in the coordinate system (OY Z).
They verify the relations:

Yd = hθn′
p

cos α + zn′
p

sin α and Zd = −hθn′
p

sin α + zn′
p

cos α (4.31)

An additional stiffness matrix�Kn′
p

relative to the node n′
p is deduced from expres-

sion (4.30). It can be expressed as:

�Kn′
p

=
[

kT sin2 α + kN cos2 α h sin α cos α (kT − kN )

h sin α cos α (kT − kN ) h2
(
kT cos2 α + kN sin2 α

)
]

(4.32)

The coefficients of �Kn′
p

are summed with the other coefficients k2n′
p−1 2n′

p−1,
k2n′

p 2n′
p
, k2n′

p−1 2n′
p

et k2n′
p 2n′

p−1 of the global stiffness matrix [Ktot].

The values of kN and kT depend on the contact mechanical properties and will be
detailed further.

4.4 Solutions of the Finite Element Model

The solution of the forced vibration analysis (4.23) gives the deformation of the
beam as a complex transverse amplitude z (y), for each frequency. The photodetector
signal recorded by the microscope (in the case of a laser detection), and analyzed by a
lock-in amplifier, is proportional to the flexion slope z′ (yl) at the abscissa yl of the
laser impact on the beam. Assuming small-amplitude oscillations z′ (yl) is nearly
equal to the flexion angle θn′

l
calculated at the corresponding node n′

l . The photode-
tector signal is usually calibrated, using static force-distance mode, to directly give
the tip vertical displacement. In vibrating mode, however, the flexure of the beam
is different than in static mode, then the measured signal amplitude is not equal to
the true amplitude of vibration of the tip. Then we introduce the notions of: true
normal (vertical) and true tangential (horizontal) amplitudes, AN and AT respec-
tively, corresponding to the amplitude of the beam at the node n′

p where the tip apex
is located, and apparent amplitude AA measured directly from the lock-in amplifier.
This allows a complete study of cantilevers vibrating in contact with a sample. AA,



112 R. Arinero and G. Lévêque

Fig. 4.6 Amplitude of oscillation of a free cantilever beam (Cantilever A in Table 4.1), with an
electrostatic excitation. The true vertical amplitude of the tip apex (AN normal), the true horizontal
amplitude (AT tangential), and the apparent amplitude (AA), as measured by the lock-in amplifier
are reported. Reproduced with permission from [21]. Copyright 2003, American Institute of Physics

AN and AT are defined by:
AA = sθn′

l
(4.33)

AN = Zc = −hθn′
p

sin α + zn′
p

cos α (4.34)

AT = Yc = hθn′
p

cos α + zn′
p

sin α (4.35)

where s is the coefficient of proportionality between the apparent amplitude AA and
the flexion angle θn′

l
.

Figure 4.6 represents the amplitude of vibration of a free cantilever (Cantilever A
in Table 4.1), excited by a distributed electrostatic force. In this example the relative
position of tip yn′

p
and and the laser yl are considered to be the same, i.e., 95 % of

the total cantilever length. We have AA = AN at low frequencies as expected, and
large differences elsewhere in the curves. The free resonance frequency appears at
34 kHz and the second harmonic resonance occurs at 202 kHz, where AA , AN and AT

present simultaneous maxima. This is not the case for anti-resonance, for instance
an anti-resonance in the apparent amplitude is obtained near 119 kHz, indicating that
the beam at the abscissa yl (laser impact) vibrates in pure translation (without slope
variation), at this frequency. We also observe anti-resonance on the true amplitude
AN and AT curves (150 and 159 kHz), indicating that the tip apex moves either
horizontally or vertically at these frequencies.
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Table 4.1 Dimensions of the cantilever and of the tip

Type A B C D

Cantilever shape Triangle Rectangle Rectangle Triangle
Beam length L 180 180 180 265
Beam width b 50 50 50 85
Beam thickness e 0.8 0.8 0.8 0.8
Tip length h 5 5 20 17
Tip base radius r 1 1 4 4
Tip apex radius R .050 .050 .050 .100
Free first frequency f1 34.19 27.37 25.30 17.82
Free second frequency f2 202.5 171.6 161.8 98.5
Sliding contact frequency f ′

1 128.7 129.1 134.8 74.5
Nonsliding contact frequency f ′′

1 161.1 184.5 184.5 92.8
Ratio f2/ f1 5.92 6.27 6.40 5.52
Ratio f ′

1/ f1 3.77 4.72 5.33 4.18
Ratio f ′′

1 / f1 3.84 6.74 7.29 5.21

The dimensions are in µm, and the frequencies in kHz. Resonance frequencies are obtained by finite
elements analysis. Reproduced with permission from [21]. Copyright 2003, American Institute of
Physics

Using the proposed 1D finite element model, it is now tried to appreciate the
importance of various specific factors to each experiment, such as the excitation
mode, the shape of the cantilever, or normal and tangential contact stiffness effects.

4.4.1 Effect of the Excitation Mode

It is pointed out that different methods are employed to excite the cantilever,
either by using the bimorph actuator fixed near the clamped extremity of the beam
[17, 18] or by using a piezoelectric element located under the sample holder
[19, 20]. Other methods consist of applying external forces, distributed along the
cantilever by means of an electrostatic pressure [21, 22] or localized on one single
part via a magnetic element [23–25]. The excitation mode is taken into account in the
finite element model by introducing, in each case, the corresponding external force
vector {F}.

4.4.1.1 Excitation by the Cantilever Holder

If the beam holder is moved in sinusoidal translation, with an amplitude a, then
z1 = a and θ1 = 0, and system (4.23) is modified as follows:
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⎡

⎢⎢⎢⎢⎢
⎢⎢⎢
⎣

1 0 0 0
0 1 0 0
0 0 S33 S34 S35 S36
0 0 S43 S44 S45 S46

S53 S54 S55 S56 S57 S58
S63 S64 S65 S66 S67 S68
. . . . . . . . . . . . . . . . . .

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥
⎦

×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

z1
θ1
z2
θ2
z3
θ3
. . .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

a
0
0
0
0
0
. . .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.36)

4.4.1.2 Excitation via the Sample Holder

If the sample is moved in sinusoidal translation, with an amplitude a, then a normal
force FN = akN is applied at point c. The resulting action on the node n′

p is composed
of a force and a moment: Fn′

p
= akN cos α and �n′

p
= −ahkN sin α. The clamped

end condition (appearing in cases 4.4.1.2– 4.4.1.4) expresses as z1 = 0 and θ1 = 0.
Then, the two first lines of the system are ignored and will not be reported in the
following cases. The resulting system is:

⎡

⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎣

S33 S34 S35 S35
S43 S44 S45 S46
S53 S54 S55 S56 S57 S58
S63 S64 S65 S66 S67 S68

. . .

. . .

. . .

⎤

⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎦

×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z2
θ2
z3
θ3
. . .

zn′
p

θn′
p

. . .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0
0
0
0
. . .

Fn′
p

�n′
p

. . .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.37)

4.4.1.3 Excitation by a Localized Magnetic Force

If a force of magnitude Fmag is applied via a magnetic element supposed punctual and
situated on the node n′ (not necessarily identical to node n′

p, the resulting system is:

⎡

⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎣

S33 S34 S35 S35
S43 S44 S45 S46
S53 S54 S55 S56 S57 S58
S63 S64 S65 S66 S67 S68

. . .

. . .

. . .

⎤

⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎦

×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z2
θ2
z3
θ3
. . .

zn′
θn′
. . .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0
0
0
0
. . .

Fmag
0
. . .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.38)
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4.4.1.4 Excitation by a Distributed Electrostatic Force

If an electrostatic force is applied on the beam, a force is applied on each node.
The expression of the elemental forces depends on the geometry of the capacitor
formed by the beam and the sample holder. For an insulating sample, electrostatic
charges at the sample surface must also be taken into account. Generally, the exact
electrostatic pressure on the beam is difficult to estimate and an approximate value
Pelec = 1/2ε0V 2/d2 is taken, depending on the variable beam-sample distance d (the
expression is exact for a plane parallel metallic capacitor). Then, Felec = �bPelec is
estimated on each node and noted F2, F3, . . .

The system becomes:

⎡

⎢⎢⎢
⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎣

S33 S34 S35 S35
S43 S44 S45 S46
S53 S54 S55 S56 S57 S58
S63 S64 S65 S66 S67 S68

. . .

. . .

. . .

⎤

⎥⎥⎥
⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎦

×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z2
θ2
z3
θ3
. . .

zn′
θn′
. . .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F2
0
F3
0
. . .

Fn′
0
. . .

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4.39)

4.4.1.5 Comparison of Excitation Modes

The results obtained for cases presented in Sects. 4.4.1.2–4.4.1.4 (Cantilever A in
Table 4.1), introducing a typical value for the contact stiffness of a polymer are
reported on Fig. 4.7.
The conclusions are obvious:

• The resonance frequency is the same for any excitation mode. This first remark
is evident, if we consider that the resonance frequency, in absence of damping,
is given by det

(
[Ktot] − ω2 [Mtot]

) = 0 [Eq. (4.22)], which is independent of the
force distribution;

• The true amplitude AN is very different to the measured AA;
• The true amplitudes are very sensitive to the excitation modes, and may exhibit

anti-resonance for some frequencies;
• The ratio AN/AA and AT /AA are given by the numerical model, which can serve

to estimate the true amplitudes in any case. At the resonance, they are only deter-
mined by the proper vectors of Eq. (4.22), and are also independent of the force
distribution.

To resume, the finite element model allows a complete description of the vibration
of the beam, in any excitation case. Moreover, the model predicts the true vibration
amplitude and the apparent amplitude as recorded by the lock-in amplifier. It is
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Fig. 4.7 Amplitude of oscil-
lation of a cantilever beam, in
contact with a sample charac-
terized by arbitrary stiffness
values kN = 100 N/m and
kT = 67 N/m, for the types
of excitation mentioned in
Sect. 4.4.1. Solid thick line
apparent amplitude (AA
normalized to 1 nm at zero
frequency). Thin line vertical
amplitude (AN ). Dotted line
horizontal amplitude (AT ).
Reproduced with permission
from [21]. Copyright 2003,
American Institute of Physics
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Fig. 4.8 Forces between the
sample and the tip in function
on the normal stiffness kN cal-
culated at the first resonance
frequency and in absence of
viscous damping. The tan-
gential stiffness is supposed
equal to kT = 2/3kN for a
nonsliding contact. The exci-
tation force is taken constant.
Reproduced with permission
from [21]. Copyright 2003,
American Institute of Physics

evident in Fig. 4.7, that in the used frequency range, the apparent vibration amplitude
is very different to the true amplitude, which can now be estimated.

4.4.2 Concepts of Apparent and Real Force

The same results like in previous section can be presented in the form of apparent force
FA = kl AA, real normal force FN = kN AN and real tangential force FT = kT AT

applied on the sample. The case of cantilever A in Table 4.1 is represented in Fig. 4.8.
Forces have been calculated at first contact resonance frequency. The curves indicate
that normal and tangential forces very strongly and differently depending on the
sample stiffness. For soft samples, the sinusoidal part of the normal force is greater
than the tangential force, whereas the opposite occurs for hard samples. This point
also has repercussions in the analysis of nonlinearity effects due to large vibration
amplitude, because the larger force will be the first to reach the nonlinear threshold,
which is not always the normal force, as assumed in the “diode effect” [5, 8] analysis.
Another possible interpretation of Fig. 4.8 is that when the sample is soft (low values
of kN ), the normal force being superior to the tangential force, the conditions are
optimized for a nonsliding contact, whereas for rigid samples (high values of kN ), a
sliding contact may occur. This hypothesis will be verified in Sect. 4.4.4.

4.4.3 Effect of the Beam Shape

The beam shape can be taken into consideration by introducing in the model a variable
width along the cantilever as presented in Fig. 4.9. The function b (n) represents the
value of the width attributed at each element n. It is shown that a triangular shape is
equivalent to a rectangular one of which the width would be the double of each arm
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Fig. 4.9 Top view of the real geometry of a triangular cantilever as taken into account in the Finite
Element Model (Cantilever A in Table 4.1). A variable value of the width is attributed to each
element (180 elements in that case)

Fig. 4.10 Resonance frequency of the cantilever, the tip being in contact with a sample, character-
ized by its normal stiffness kN . The tangential stiffness is assumed to be kT = 2/3kN . Triangular
cantilever A (Black line) and rectangular cantilevers B and C (Red and Blue lines respectively)
are compared, as well as the effect of tip height (short tip 5µm, long tip 20µm). Cantilever and
tip dimensions (for A, B and C) are given in Table 4.1. Reproduced with permission from [21].
Copyright 2003, American Institute of Physics

and would be terminated by a function reproducing the diminution of the total width
at the extremity. b (n) can be estimated from optical observations.

Resonance frequency versus the normal stiffness is plotted in Fig. 4.10 for two
classic cantilever shapes (A and B in Table 4.1), rectangular or triangular (all dimen-
sions of the cantilever and tip are taken equal). The tangential stiffness is supposed
equal to kT = 2/3kN .
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Fig. 4.11 Resonance fre-
quency (Cantilever D) in
Table 4.1, in two cases:
the sliding contact case
kT = 0 and the nonsliding
contact kT = 2/3kN . The
anti-resonance frequency is
indicated by the small segment
of curve. Dots experimental
points corresponding to two
polyurethane samples. Repro-
duced with permission from
[21]. Copyright 2003, Ameri-
can Institute of Physics

The effect of the beam shape is mainly to modify the frequencies of the two
extreme cases, the free (kN = 0 and the clamped cases (kN → ∞). For hard samples
(kN in the 1,000 N/m range), the rectangular beam appears superior to the triangular
one, because of the greater slope d f1/dkN , indicating a better sensitivity to the sample
stiffness.

We reported also on Fig. 4.10 the effect of the tip height h for the rectangular
beam (B and C in Table 4.1). We observe that the free resonance frequency and the
hinged frequency are only slightly modified. The main effect lies in the 10–100 N/m
range, where the curve for the long tip presents much higher slope than the curve
corresponding to the short tip. The long tip induces a strong bending moment on
the beam, resulting in a greater sensitivity to the sample properties. For quantitative
experiments, it is desirable to count on a precise frequency–stiffness curve, which can
be used as a reference function. The curve then allows us to deduce from the measured
frequency, the stiffness, and the elastic constant of the sample. The curve obtained
by taking the beam and tip dimensions as given by the constructors is generally
approximate, and it is preferable to adjust the dimensions in order to obtain a good
fit of the free frequencies (first and second modes) and of some contact frequencies
on known standard samples.

4.4.4 Effect of Normal and Tangential Stiffness

Figure 4.11 presents the calculated resonance frequency of the beam (Cantilever
D in Table 4.1) in function of the normal stiffness. Two cases for the tangential
stiffness are introduced (kT = 0 for a sliding contact and kT = 2/3kN for a nonsliding
contact), which gives different calculated resonance frequencies. We observe that the
tangential stiffness has little influence on the resonance frequency of the beam, up to
a certain kN value (around 10 N/m in Fig. 4.11), and diverges strongly for superior
values. This means that experiments in the lower part of the curve is not sensitive to
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Fig. 4.12 Top apparent
amplitude versus excitation
frequency (Cantilever D in
Table 4.1) calculated for a
different contact stiffness. The
tangential stiffness is taken
as kT = 2/3kN . All curves
include a damping effect,
obtained by multiplying the
stiffness real values by the
arbitrary complex number:
1 + i/5, in order to be more
similar to the experimental
curves below. Bottom appar-
ent amplitude measured on
a polyurethane sample (PU
3420) for an applied force
increasing from −8.7 nN
(closed to the pull-off force)
to 89 nN. Reproduced with
permission from [21]. Copy-
right 2003, American Institute
of Physics

the tangential forces, the opposite behavior occurs in the upper part. The origin of
this behavior is probably related to the remark made above relative to the amplitude
of the forces in Fig. 4.8.

This discussion cannot be made without a experimental illustration, then experi-
mental results for two known polyurethane samples are also presented in Fig. 4.11.
One sample (PU3420) has a low stiffness, and lies in the part of the calculated curve
independent on kT . The other sample (PU3558) is stiffer and agrees well with the
nonsliding curve. We conclude that, at the frequency of the experiments, the tip
and the sample can be considered as “stuck together,” and that a strong tangential
force is acting on the tip.

The dots in Fig. 4.11 report the experimental data for different applied normal
forces. Changing the normal force induces a change in the contact area and contact
stiffness. The contact stiffness in Fig. 4.11 is calculated according to the DMT model,
and line up correctly on the calculated curves. The JKR model gives a slightly
inferior fit for these samples. We also observe that the points for the PU3420 sample
seems to arrange in two groups, with a gap near 46 kHz. This strange behavior is
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interpreted here by the presence of an anti-resonance in that frequency range. This
anti-resonance induces a dissymmetry in the resonance curve (Fig. 4.12), which shifts
the measured resonance frequencies. Theoretically, the frequencies for resonance
and anti-resonance are equal for kN ≈ 1.2 nN , and for this value the resonance
disappears. This corresponds to a range of bad experimental conditions, for this
particular cantilever.

The calculated and experimental curves reported in Fig. 4.12 are very similar,
indicating that the numerical model fits the reality well. A constant damping has
been introduced in the calculated curves, in order to be more similar to the experi-
mental curves, by taking the stiffness complex value proportional to (1 + i/5). The
experimental widths of the resonance still appear larger than the calculated ones,
indicating that a larger imaginary part is needed to fit the observed width.

4.5 Conclusion

In this chapter, a 1D finite element model of AFM cantilevers is described. The dis-
cretization process is detailed and the matricial form of kinetic and elastic potential
energy of each element is defined. These steps allow building the system to solve,
composed of global mass and stiffness matrixes. It is explained how both free and
forced vibration analysis can be carried out. The proposed model made possible to
analyze the exact vibration in the contact mode, whatever the shape and the excitation
mode. Moreover, it is simple to program and as rapid as the usual analytical meth-
ods. It was shown that excitation mode strongly influences the frequency response
of the cantilever. Anti-resonances were observed on the frequency response. Those
can sometimes disturb measurement on certain samples. We analyzed the real ampli-
tudes, normal and tangential, as well as the real forces. We established assumptions
concerning the nature of tip–sample contact during experiments. For the samples of
low rigidity, the presence of a nonsliding contact is highlighted, and the threshold
of nonlinearity can be reached under the effect of the normal force. For more rigid
samples, this is the opposite assumption that can be made.
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Chapter 5
Atomic Force Acoustic Microscopy

U. Rabe, M. Kopycinska-Müller and S. Hirsekorn

Abstract This chapter shortly reviews the scientific background of Atomic Force
Acoustic Microscopy (AFAM), the basic theoretical models, the experimental tech-
niques to obtain quantitative values of local elastic constants, and non-linear AFAM.
Analytical and finite element models describing transverse flexural vibrations of
AFM cantilevers with and without tip-surface contact are recapitulated. The mod-
els are suitable for micro fabricated silicon cantilevers of approximately rectangular
cross section which are typically used in AFAM. Experimental methods to obtain
single-point as well as array measurements and full spectroscopy images are dis-
cussed in combination with the respective reference methods for calibration. In a
non-linear AFAM experiment, the vibration amplitudes of the sample surface and
the cantilever are measured quantitatively with an interferometer at different excita-
tion amplitudes, and the full tip-sample interaction force curve is reconstructed using
a frequency dependent transfer function.

5.1 Introduction

In the beginning of the 1990s, atomic force microscopy (AFM) [1] became increas-
ingly well known, commercial instruments were available and relatively easy to
handle, and images demonstrating nanometer scale and even “atomic resolution”
were published. On the other hand, the emerging progress in nanotechnology pro-
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vided a need to examine materials non-destructively at nanometer scale. A common
non-destructive inspection method is ultrasonic microscopy [2], which is used to
reveal flaws and inhomogeneities inside components and materials and to measure
elastic properties with high precision. However, as implied by Abbe’s principle,
a conventional acoustic microscopy can hardly reach nanometer local resolution.
Therefore, a variety of combinations of AFM with acoustic microscopy were devel-
oped with the aim to make atomic or nanometer local resolution available to ultrasonic
probing. Examples for such inventions are atomic force acoustic microscopy (AFAM)
[3], Ultrasonic Force Microscopy (UFM) [4], ultrasonic atomic force microscopy
(UAFM) [5], scanning acoustic force microscopy (SAFM) [6], and scanning microde-
formation microscopy (SMM) [7]. The main difference to conventional microscopy
is that—instead of using a focusing lens or transducer—the ultrasonic waves are
detected or excited locally with the tip of a scanning force microscope. In this case,
the local resolution is determined by the tip-sample contact radius of a few nanome-
ters, and not by the acoustic wavelength, which can be orders of magnitude larger.
One general limitation of such near-field microscopes is that the high local resolu-
tion is only attained in the near field, i.e., in close proximity to the tip. This means
that AFAM and related techniques provide mainly information on the sample sur-
face or sample regions in close proximity to the surface—in contrast to conventional
ultrasonic techniques using propagating waves. Ongoing research on subsurface con-
trast using mixing and heterodyning techniques is currently extending these limits
(Chap. 10).

Different strategies are possible to detect ultrasonic vibration with an AFM. In
techniques like UFM (Chap. 9) and SAFM the AFM sensor is treated as an oscillator
having a resonant frequency that is considerably lower than the ultrasonic frequency.
The nonlinearity of the tip-sample interaction forces is exploited to down-convert
the high-frequency ultrasonic signal into a frequency range, which is detectable by
the AFM cantilever. In techniques like AFAM, UAFM (Chap. 6), or SMM (Chap. 8)
ultrasonic sample surface vibration is directly detected by exciting vibration modes
of the cantilever beams with frequencies equal to the excitation frequencies. A variety
of other dynamic operation modes of the AFM are known, in which the cantilever is
vibrated while the sample surface is scanned, and the amplitude, phase, or resonant
frequency is recorded. In AFAM and related modes, the sensor tip of the AFM is
constantly in contact with the sample surface while the cantilever vibrates (Fig. 5.1).
The flexural and torsional resonance frequencies of commercial cantilevers with
lengths of a few hundreds micron are predominantly higher than 20 kHz, and hence
in the ultrasonic frequency range. The tip-sample forces in the contact area influence
the mechanical boundary conditions of the cantilever, and therefore its frequencies
increase considerably compared to the frequencies in air. The shift of the resonance
frequencies is evaluated to measure lateral and normal sample surface stiffness and
elasticity, and the width of the resonance peaks is used to measure viscoelasticity
[8] and internal friction [9] (Chap. 14) in the sample. If the amplitude of vibration
is increased above a critical threshold, the resonance curves develop plateaus or
asymmetries, which are typical for nonlinear oscillators (Sect. 5.5).

http://dx.doi.org/10.1007/978-3-642-27494-7_10
http://dx.doi.org/10.1007/978-3-642-27494-7_9
http://dx.doi.org/10.1007/978-3-642-27494-7_6
http://dx.doi.org/10.1007/978-3-642-27494-7_8
http://dx.doi.org/10.1007/978-3-642-27494-7_14
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Fig. 5.1 AFM cantilever vibrating in contact with a sample surface. The vibration of the cantilever
is excited by an out-of-plane sample surface vibration. The mechanical forces of the tip-sample
contact area influence the resonance frequencies of the system. The repulsive tip-sample contact is
visualized on the right hand side

In the AFAM-mode, an ultrasonic wave is excited inside the sample by a conven-
tional transducer (a piezoelectric element) attached to one side of the sample. The
ensuing out-of-plane or in-plane sample surface vibration transfers to the tip of the
AFM and excites a forced flexural (Fig. 5.1), lateral bending, or torsional vibration
of the cantilever, respectively. Wave phenomena in the sample such as reflection and
interference are not exploited in AFAM, in contrast, multiple reflections in the sam-
ple should be avoided because interference patterns at the sample surface can lead
to sample surface areas with low vibration amplitudes. A sample surface amplitude
as homogeneous as possible in the scanned area is favorable. AFAM is a contact-
resonance technique, which probes the local elastic properties of the sample. In the
last years, the term contact-resonance AFM (CR-AFM) [10, 11] has been intro-
duced as a generic term comprehending all methods, in which the contact-resonance
frequencies of the cantilevers are measured as a function of position and evaluated
to obtain elastic and inelastic sample surface properties. Some authors understand
CR-AFM as an extension of force modulation microscopy [12] to higher frequencies
[13, 14]. Contact resonances can not only be used to measure mechanical properties
of the sample surface, but they are also proved to be useful for signal enhancement
in other contact techniques such as piezo-mode AFM [15, 16].

5.2 Analytical and Finite-Element Models for AFAM

AFM cantilevers are small flexible beams, which are suspended at one end and free
at the other end that carries the sensor tip (Fig. 5.2). As a response to dynamic exci-
tation, AFM cantilevers exhibit different sets of vibration modes, such as transverse
and lateral flexural and torsional modes. All types of modes show an infinite set
of resonance frequencies, which depend on the shape, the geometrical dimensions,
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Fig. 5.2 Scanning electron micrographs showing a a side-view of an AFM cantilever made of
single crystal silicon, b a view from the bottom side where the tip is mounted, and c the mechanical
model of an AFM cantilever with constant cross-section (clamped-free beam)

the material of the cantilever, and on its mechanical boundary conditions. A vari-
ety of microfabricated cantilevers are available. Cantilevers with triangular shape
(V -shape) were used for contact-resonance spectroscopy [17], and their vibration
modes were studied with analytical and finite-element models [18, 19]. In the follow-
ing, only cantilevers with approximately rectangular shape will be treated, because
their vibration can be described with relatively simple analytical models. Lateral
contact-modes of rectangular cantilevers with bending vibration in width direction
[20] and torsional modes can be used to measure in-plane elastic tip-sample forces
and friction [21, 22]. If torsional contact-resonances are evaluated quantitatively in
addition to flexural modes, a second elastic constant of the sample, the Poisson’s
ratio, can be obtained [10]. However, this chapter will restrict to transverse flexural
modes, i.e., flexural modes with deflections in thickness direction of the cantilever.

5.2.1 Analytical Model of the Cantilever Vibrating in Air

The Euler–Bernoulli equation describes transverse flexural vibration of a straight
beam with constant cross-section [23]:

E I
∂4 y

∂x4 + ηρA
∂y

∂t
+ ρA

∂2 y

∂t2 = 0. (5.1)

Here, x is the coordinate in length direction of the beam (Fig. 5.2c), E is the Young’s
modulus of the cantilever, ρ is its mass density, A is the area of its cross-section, I
is the area moment of inertia, and η is a damping constant expressing the internal
friction in the cantilever and dissipation caused by air. In case of a rectangular cross-
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section of the cantilever with width w and thickness b, the area moment of inertia
is I = wb3/12. A harmonic solution in time with angular frequency ω = 2π f is
searched for the local deflection y(x, t) at position x:

y(x, t) = y(x) · y(t) = (a1eαx + a2e−αx + a3eiαx + a4e−iαx )eiωt , (5.2)

where a1, a2, a3, and a4 are constants and i is the imaginary unit. By substituting
the general solution Eq. 5.2 into the equation of motion Eq. 5.1, one obtains the
dispersion relation for a flexural wave with complex wave number α:

E Iα4 + iρAηω − ρAω2 = 0 ⇒ α± = ± 4

√
ρA

E I
(ω2 ∓ iηω). (5.3)

If the second term in the partial differential Eq. 5.1, which contains the damp-
ing is omitted, the wave number k = 2π/λ is real, and the dispersion equation
simplifies to:

E I k4 − ρAω2 = 0 ⇒ k = 4

√
ρA

E I
ω2 ⇒ f = (kL)2

2π

1

L2

√
E I

ρA
. (5.4)

The boundary conditions of the beam of finite length L depend on its suspension and
on the tip-sample forces. Without surface contact a cantilever can be considered as
a clamped-free beam Fig. 5.2c, the small mass of the sensor tip is neglected. In this
case, the mechanical boundary condition at the clamped end (x = 0) and at the free
end (x = L) are as follows:

x = 0 :
{

y(x) = 0

∂y(x)
∂x = 0

x = L :
⎧
⎨

⎩

∂2 y(x)

∂x2 = 0

∂3 y(x)

∂x3 = 0
. (5.5)

By substituting the general solution 5.2 into the boundary conditions, a characteristic
equation is found, which defines the discrete wave numbers kn, n = {1, 2, 3, · · · } of
the resonant modes of the system:

cos kn L cosh kn L + 1 = 0. (5.6)

The first seven roots of Eq. 5.6 are listed in Table 5.1.
The resonance frequencies of the clamped-free beam are obtained by using the

normalized wave numbers in Table 5.1 and the dispersion Eq. 5.4. For a beam with
rectangular cross-section (A = wb) the result is:

fn = (kn L)2

2π

b

L2

√
E

12ρ
= (kn L)2

c2
C

. (5.7)
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Table 5.1 The first seven normalized wave numbers kn L of the clamped-free beam and the corre-
sponding resonance frequency ratio fn / f1

n 1 2 3 4 5 6 7

kn L 1.875 4.694 7.855 10.996 14.137 17.279 20.420
fn/ f 1 1 6.27 17.55 34.39 56.84 84.91 118.60

The geometrical and material data of the cantilever can be combined in a constant
cC defined as:

cC = L

√

2π

√
12ρ

b2 E
. (5.8)

The resonance frequencies fn are proportional to the square of the wave numbers,
which means that the phase velocity of the flexural modes is not constant, i.e., the
modes are dispersive and not equidistant. However, equation 5.7 shows that the
frequency ratio of the flexural modes is independent of the material and geometry
data of the cantilever. The ratio of the higher resonance frequencies to the first flexural
frequency is shown in the third row of Table 5.1.

The resonance frequencies of the clamped-free cantilever play an important role in
quantitative AFAM. The geometrical data of the commercial cantilevers made of sin-
gle crystal silicon are subject to unavoidable deviations caused by the batch fabrica-
tion process. These geometrical variations cause wide frequency and spring-stiffness
ranges for the same type of cantilever (up to 100 % variation is possible depending
on the beam type). It is time consuming to measure the geometrical dimensions of
individual beams by optical or electron microscopy. Furthermore, the errors in the
obtained geometry data are so high that the resonance frequencies calculated with
these data are not precise enough. It is relatively easy to measure the first few flexural
resonance frequencies of a cantilever in air either using forced vibration excited at the
cantilever holder or just by observing the noise spectrum. In spite of the air damping
the Q-values of the lower modes are generally much higher than 50 [24], therefore
the free resonance frequencies can be measured with high precision, and they can
be used to calculate the cantilever constant cC. Some authors suggest to retrieve the
geometrical cantilever dimensions from the frequencies of their higher modes and
use these data for calibration of the spring constants [25–27].

A comparison of the experimental frequency ratio to the theoretical one shows how
well commercial rectangular cantilevers fit the model [24, 28]. The Euler–Bernoulli
beam equation does not take into account shear deformation and rotary inertia, which
is only a good assumption if thickness b and width w are much smaller than the length
L. Thin, long, and soft cantilevers like the ones used for contact and lateral force
mode obey much better this requirement than the thicker, shorter, and stiffer can-
tilevers with static spring constants of 20 N/m and more that are used for intermittent
contact and non-contact techniques. Furthermore, the geometry of real cantilevers
differs from the model, for example the cross-section is not exactly constant and of
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Fig. 5.3 Mechanical model of
an AFM cantilever with con-
stant cross-section vibrating
in contact with a sample sur-
face (clamped spring-coupled
beam)

trapezoidal form, and the suspension is not infinitely stiff and symmetrical [29] but
made of silicon like the cantilever (see Fig. 5.2). For example, the higher resonance
frequencies of silicon cantilevers of the approximate dimensions (225 µm × 30 µm
× 7 µm [30]) are slightly lower than the frequencies predicted by the flexural beam
model [28]. The same tendency and order of magnitude of frequency deviation from
the Euler model is obtained theoretically when the flexural vibration frequencies of
AFM cantilevers are calculated with the more precise Timoshenko beam model [31].
The difference between the Euler–Bernoulli model and the Timoshenko model was
examined theoretically for the free resonance frequencies and the contact-resonance
frequencies including damping [32].

5.2.2 Contact-Resonance Models

In linear AFAM, the vibration amplitude of the tip is assumed to be small, and the
tip-sample forces such as elastic forces, adhesion forces and viscoelastic forces are
represented by linear springs and dashpots. The complete mechanical model for
linear contact resonance vibration is shown in Fig. 5.3.

The length of the cantilever from the clamped end to the free end is L. The sensor
tip is located at position L1, and L2 = L − L1 is the distance between the sensor tip
position and the free end. Forces normal to the surface are represented by the normal
contact stiffness k∗ and the contact damping γ, and forces lateral to the surface are
represented by the lateral contact stiffness k∗

Lat and a lateral contact damping γLat.
For technical reasons the cantilever is tilted with respect to the surface by an angle
α0 (11–15◦). The characteristic equation of the model defined in Fig. 5.3 can be
found by defining two solutions for the two parts of the cantilever. The boundary
conditions at the clamped end (zero displacement and slope) and the free end (zero
bending moment and shear force) are the same as in Eq. 5.5. At the tip position
x = L1, additional boundary conditions arise, which contain the shear force and the
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bending moment caused by the tip-sample forces, and which ensure the continuity
of displacement and slope at x = L1 where the two partial solutions meet.

The characteristic equation of the complete system including tip position, lateral
forces and damping can be found in the literature [28]. Four simpler versions of
models for quantitative AFAM without contact damping are shown in Fig. 5.4. The
models and their characteristic equations are special cases of the complete solution
in [28]. The characteristic equations of these models are as follows:

(a) Simple model (24):

1

3

kC

k∗ (kn L)3 (1+ cos kn L cosh kn L) + (sin kn L cosh kn L − sinh kn L cos kn L)=0

(5.9)

(b) Tip-position model [8, 24, 33]:

2

3

kC

k∗ (kn L1)
3 (1 + cos kn L cosh kn L)

+ (sin kn L1 cosh kn L1 − sinh kn L1 cos kn L1) · (1 + cos kn L2 cosh kn L2)

− (sin kn L2 cosh kn L2− sinh kn L2 cos kn L2) · (1− cos kn L1 cosh kn L1) =0
(5.10)

(c) Lateral force model without tip position [13, 34]

1

3

kC

k∗ (kn L)4 A + (kn L)3 h2

L2

(
sin2 α0 + k∗

Lat

k∗ cos2 α0

)
D

+ 2 (kn L)2 h

L
sin α0 cos α0

(
k∗

Lat

k∗ − 1

)
sin(kn L) sinh(kn L)

+ kn L

(
cos2 α0 + k∗

Lat

k∗ sin2 α0

)
B + 3

k∗
Lat

kC

h2

L2 C = 0 (5.11)

(d) Lateral force and tip-position model [10]:

2

3

kC

k∗ (kn L1)
4 A + (kn L1)

3 h2

L2
1

(
sin2 α0 + k∗

Lat

k∗ cos2 α0

)
· [D1 A2 − D2C1]

+ 2 (kn L1)
2 h

L1
sin α0 cos α0

(
k∗

Lat

k∗ − 1

)

· [sin(kn L1) sinh(kn L1)A2 + sin(kn L2) sinh(kn L2)C1]

+ kn L1

(
cos2 α0 + k∗

Lat

k∗ sin2 α0

)
[B1 A2 − B2C1]

+ 3
k∗

Lat

kC

h2

L2
1

C1 A2 = 0, (5.12)
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Fig. 5.4 Mechanical models without damping for contact-resonance vibration. a simple model b
tip-position model c lateral force model d tip-position and lateral force model

where

A = 1 + cos(kn L) cosh(kn L)

B = sin(kn L) cosh(kn L) − sinh(kn L) cos(kn L)

C = 1 − cos(kn L) cosh(kn L)

D = sin(kn L) cosh(kn L) + sinh(kn L) cos(kn L). (5.13)

The subscripts 1, 2 are used in cases where the argument is kn L1, or kn L2,
respectively. For example:

A1 = 1+cos(kn L1) cosh(kn L1) and A2 = 1+cos(kn L2) cosh(kn L2). (5.14)

The same holds for B, C, and D. The static flexural spring constant kC of the cantilever
is used to normalize the contact stiffness k∗. A variety of methods are known to
determine the static spring constant kC [35, 36].

The contact-resonance frequencies are obtained numerically by finding the roots
kn L of the characteristic equations, and by using the dispersion relation 5.7 to cal-
culate the resonance frequencies fn . In a contact-resonance experiment, the inverse
problem arises: contact-resonance frequencies fn are measured, and the aim is to
calculate the contact stiffness. As already discussed above, it is favorable to use the
resonance frequencies of the clamped-free beam and the known wave numbers in
Table 5.1 to calculate the cantilever parameter cC . In cases where the frequency
ratio of the modes deviates from the Euler model, each contact-resonance frequency
should be used in combination with the free resonance frequency of the same mode
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number:

(kn L)Cont = cC
√

fn,Cont = (kn L)Free

√
fn,Cont

fn,Free

for example: (k1L)Cont = 1.8751

√
fn,Cont

fn,Free
(5.15)

Equation 5.9 describing the model in Fig. 5.4a can then be solved for the normal-
ized contact stiffness k∗/kC :

(a) Simple model:

k∗
kC

= (kn L)3 (1 + cos kn L cosh kn L)

3(− sin kn L cosh kn L + sinh kn L cos kn L)

=
(
cC

√
fn,Cont

)3 [
1 + cos

(
cC

√
fn,Cont

)
cosh

(
cC

√
fn,Cont

)]

3
[− sin

(
cC

√
fn,Cont

)
cosh

(
cC

√
fn,Cont

) + sinh
(
cC

√
fn,Cont

)
cos

(
cC

√
fn,Cont

)] .

(5.16)

Tip position as a parameter to fit the analytical model to the real cantilever
has been discussed in different publications [37, 38]. The tip position L1/L has
either to be estimated from optical micrographs or it can be determined by fitting
the tip position using at least two different contact-resonance frequencies. The
wave numbers of the two parts of the cantilever are:

(kn L1)Cont = L1

L
(kn L)Free

√
fn,Cont

fn,Free
(kn L2)Cont = L2

L
(kn L)Free

√
fn,Cont

fn,Free
.

(5.17)
The contact stiffness for the tip-position model is obtained by solving the char-
acteristic Eq. 5.10 for k∗/kC .

(b) Tip-position model:
k∗

kC
= 2 (kn L1)

3 A

3(−B1 A2 + B2C1)
(5.18)

With increasing complexity of the models, more parameters are needed for the
evaluation. The height of the sensor tip h (typical values 10–17µm) is usually
specified by the cantilever manufacturers, and the cantilever tilt angle α0 is a
technical parameter of the AFM instrument. Models (c) and (d) contain two
unknown tip-sample spring constants, the normal contact stiffness k∗, and the
lateral contact stiffness k∗

Lat. The ratio k∗
Lat/k∗ ranges between 2/3 and 18/19

for most materials with an average value of 0.85 (13). If one assumes the ratio
k∗

Lat/k∗to be known, Eqs. 5.11 and 5.12 can be solved for k∗/kC :
(c) Lateral force model without tip position (k∗

Lat �= 0):
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(
k∗

kC

)

1;2
= − ςL2

6cP h2C
±

√(
ςL2

6cP h2C

)2

− (kn L)4 L2 A

9cP L2C
, (5.19)

where cP = k∗
Lat/k∗ is the known lateral to normal contact stiffness ratio and

ς = (kn L)3 h2

L2

(
sin2 α0 + cP cos2 α0

)
D

+ 2 (kn L)2 h

L
sin α0 cos α0

(
cP − 1

)
sin(kn L) sinh(kn L)
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(
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)
B (5.20)

(d) Lateral force and tip-position model (k∗
Lat �= 0)

(
k∗

kC

)

1;2
= − υL2

1

6cP h2C1 A2
±

√√√
√

(
υL2

1
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− 2 (kn L1)
4 h2 A

9cP h2C1 A2
, (5.21)

where cP is again the lateral to normal contact stiffness ratio and

υ = (kn L1)
3 h2

L2
1

(
sin2 α0 + cP cos2 α0

)
[D1 A2 − D2C1]

+ 2 (kn L1)
2 h

L1
sin α0 cos α0

(
cP − 1

)

· [sin(kn L1) sinh(kn L1)A2 + sin(kn L2) sinh(kn L2)C1]

+ kn L1

(
cos2 α0 + cP sin2 α0

)
[B1 A2 − B2C1] (5.22)

The advantage of analytical models is that they can be directly solved for the
contact stiffness and that they can be quickly evaluated with varying parameters.
Analytical models become increasingly complicated if more details in the shape of
the cantilever like the triangular end (dagger shaped cantilever) [39], the suspension
[29] or shear stiffness and rotary inertia are considered [32].

5.2.3 Finite-Element Models (FEM)

Several publications can be found in the literature presenting numerical models and
finite-element (FE) calculations of AFM cantilevers and their vibrations [14, 26]
[17, 27] (Chap. 4). In order to improve quantitative evaluation of AFAM by FEM,
important details in the geometric shape, the elastic anisotropy of single crystal
silicon cantilevers, and the elasticity of the suspension of AFM cantilevers should be
considered in the model. An FE model was created, which considers the geometrical

http://dx.doi.org/10.1007/978-3-642-27494-7_4
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Fig. 5.5 Schematic sketch
of the cantilever a with its
coordinate system {x′,y′,z′}
inclined by an angle θ relative
to the sample surface coor-
dinate system {X,Y,Z}. The
tip-sample forces are modeled
by three springs with spring
constants k∗ and k∗

Lat for
vertical and lateral contact
stiffness, respectively; b FE
model of the cantilever after
meshing [40]

shape of the cantilevers with a trapezoidal cross-section and a triangular free end, the
cubic symmetry of silicon single crystal, and the elastic coupling of the cantilevers to
the holder [40]. Figures 5.2a and 5.2b show scanning electron micrographs (SEM) of
a commercial single crystal silicon cantilever. For the geometrical model, a Cartesian
coordinate system with the x ′-, y′-, and z′-axes in the cantilever length, thickness,
and width directions, respectively, was used (Fig. 5.5). These axes coincide with the
crystallographic axes [110], [001], and [11̄0] of the cubic single crystal material,
respectively. Figure 5.5b shows the FE model of the cantilever after meshing. It
comprises 3D tetrahedral elements with linear dimensions of about 1.5 µm in average
for both the beam and the tip. In the regions where higher strain was to be expected,
the density of the grid elements was increased. The tip-sample contact forces were
modeled as three springs in a coordinate system {X, Y, Z} aligned to the sample
surface (Figs. 5.5b). The coordinate system {X, Y, Z} was chosen to coincide with
the cantilever system {x ′, y′, z′} for θ = 0◦. The spring constants k∗ and k∗

Lat are the
tip-sample contact stiffness values in out-of-plane (Y -axis) and in-plane direction
(X - and Z -axes), respectively. The FE model was fitted to the experiments in a two-
step iterative procedure. In a first step, the measured free resonance frequencies of
the lowest bending, torsional, and lateral bending modes of an individual cantilever
were used to fit the geometrical cantilever dimensions. Subsequently, tip length and
cantilever inclination α0 were fitted to match the measured CR frequencies of the
first and the third bending mode. The FE model also allows a precise calculation
of the spring constant kC of the cantilever. With the obtained FE cantilever model,
the remaining free bending as well as the torsional resonances were predicted and
compared to the experimental spectra. For the first three bending modes and for the
first free torsional mode errors less than 1 % were achieved [40], which means that
the model presented in Fig. 5.5 is able to simulate the free resonance frequencies of
the cantilevers more precisely than the usual analytical models.
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In order to investigate the influences of the different geometrical parameters on
the resonance frequencies, several cantilevers of similar shape with only small differ-
ences in their geometrical dimensions were examined. It was shown that the modeling
of the shape and elasticity of the sensor tip and of its contact to the sample surface
are the most critical points rather than the differences in the analytical and the more
realistic FE model of the cantilever geometry.

AFAM measurements on fused silica and nickel were numerically modeled to
obtain values of out-of-plane, k∗, and in-plane, k∗

Lat, stiffness [40]. The normal
spring constant for a cantilever inclined relative to the sample surface was determined
by FEM, and used to calculate the static force from the static cantilever deflection.
The obtained normal contact stiffness values were within the range covered by the
theoretical values for nickel and for fused silica calculated with the Hertzian contact
model and a tip radius of 80 nm. The values obtained for the in-plane surface stiffness
k∗

Lat were too low as compared to those calculated from contact mechanics theories.
This was probably due to tip-sample interactions involving contamination layers that
were not included in the model.

5.3 Experimental Methods for Quantitative AFAM

The AFAM technique employs the contact-resonance frequencies of an AFM can-
tilever for quantitative measurement of elastic properties of sample surfaces. In the
last years, several methods have been developed to measure the contact-resonance
frequencies and to determine the sample surface properties. An important aspect of
quantitative AFAM is the strategy to determine the geometrical and material para-
meters of the tip and the cantilever [41], which have to be known in order to calculate
the sample surface properties.

5.3.1 Experimental Setup

A schematic sketch of a typical AFAM setup is shown in Fig. 5.6. In the configurations
discussed here, the investigated sample is placed on top of an ultrasonic transducer.
The amplitude of the cantilever vibrations is measured with the laser beam deflection
detector of the AFM. The frequency and the amplitude of the longitudinal wave that
propagates in the sample are controlled by a waveform generator. Contact-resonance
spectra are measured by recording the amplitude of the cantilever vibration as a
function of the excitation frequency.

As indicated in Fig. 5.6, one can utilize different approaches to acquire a contact-
resonance spectrum. One can use a lock-in amplifier to analyze the photodiode sig-
nal at the excitation frequency. In this case, the transducer is excited with a single
frequency. To create the contact-resonance spectrum, the frequency is changed step-
wise, and the amplitude component of the lock-in output signal is digitized, sent to
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Fig. 5.6 Schematic representation of the AFAM experimental set-up

a computer and plotted as a function of the excitation frequency. A lock-in amplifier
can be easily combined with AFM instruments, and it can be used for the real-time
acquisition of qualitative AFAM images, where the amplitude of the cantilever vibra-
tions at a fixed frequency is evaluated as a function of position and used as an imaging
quality. However, even in combination with a down-converter [37], lock-in amplifiers
are relatively slow when used in the spectroscopy mode. A short sweep time is essen-
tial for the acquisition of a statistically significant amount of data. For a fast spectral
analysis, an analog frequency modulation detector [42] and a digital-signal-processor
based resonance tracking system were developed [43]. Furthermore, one can excite
the transducer with a pulse and extract the spectrum by fast fourier transformation
(FFT) of the cantilever vibration signal. It is favorable to tailor the frequency content
of the pulse in such a way that its spectrum comprehends an appropriate interval
around the center frequency of the contact resonance, like in the band excitation
method [44].

5.3.2 Single Point Measurements

In the early work in AFAM single point measurements were performed, i.e., the
contact-resonance spectra were acquired at a single position on the sample surface at
several static loads [33, 39, 45, 46]. The CR frequencies of at least two contact modes
are needed to allow for the tip-position determination required for models Fig. 5.4c
and d. Figure 5.7 presents the CR frequencies measured on fused silica and single
crystal silicon samples for the first and the second contact modes. A commercially
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Fig. 5.7 a Contact-resonance frequencies f1,Cont and f2,Cont measured on the single crystal silicon
(Si) and fused silica reference samples. b Normalized contact stiffness k∗/kC calculated from the
resonance frequencies presented in a

available AFM beam (L = 225 µm, b = 8 µm, w = 38 µm) was used, with free
resonance frequencies of 175 kHz and 1,081 kHz for the first and the second mode,
respectively. The spring constant of the cantilever was about 45 N/m. The static load
applied to the tip increased from 90 nN to 1350 nN in 20 steps.

As can be seen in Fig. 5.7a, the contact-resonance frequencies recorded for the
fused silica sample are significantly lower than those measured on the single crystal
silicon sample because the elastic constants of fused silica are lower than those of
silicon. Accordingly, the values of the normalized contact stiffness k∗/kC calculated
for fused silica are lower than those calculated for silicon for each value of the applied
static load (Fig. 5.7b). In addition, the dependence of the resonance frequency values
on the applied static load contains information about the tip-sample geometry. A
systematic record of stiffness–load curves during a series of measurements also
holds information on the changes in the tip shape and dimension.

Usually, the single point measurements are done in a precisely defined sequence.
First, the contact-resonance frequencies are measured on a reference sample for at
least two contact modes at several values of the static load. Then, the resonance
frequencies are measured on the unknown sample at exactly the same values of the
static loads like those used on the reference sample. The recurrence of the refer-
ence measurement closes the sequence, which is usually repeated several times. The
repetition with recurrence to the reference sample is necessary to account for the
influence of the tip wear on the accuracy of the AFAM measurement.

The single point measurements must be repeated at several random locations on the
sample surface to create a statistically significant data base. The tip-sample contact
occurs at an area of few tens of nanometers squared. Small local differences in the
surface morphology and the unpredictable progress of the tip wear [47] influence the
measurement of the CR frequency values (Chap. 13). In typical AFAM measurements
with a stiff cantilever (kC = 30 – 40 N/m), the contact-resonance frequencies can be
measured with an accuracy of about 0.2 and 1 % for the first and the second mode,

http://dx.doi.org/10.1007/978-3-642-27494-7_13
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Fig. 5.8 Grid measurements of the contact-resonance frequencies performed on surfaces of Au
and MgF2 samples for the (a) first and (b) second mode. Histograms of the occurrence of a contact-
resonance frequency value for the (c) first and (d) second contact mode (49). The data used to create
the images and histograms were provided by G. Stan, NIST, Gaithersburg, Maryland, USA

respectively [48]. These relatively small values of the measurement error may lead
to about 5–10 % of uncertainty in the calculated values of the tip-sample contact
stiffness k∗.

5.3.3 Grid Measurements

An alternative to the single point measurements are grid measurements, where an
array of measurement points is distributed over a certain area [49]. Figures 5.8a and
b present the grid images obtained on Au and MgF2 samples for the first and the
second mode, respectively.

The images consist of 10 × 10 points measured on an area of 3×3 µm. The free
resonance frequencies of the cantilever used in this experiment were 114 and 725 kHz
for the first and the second mode, respectively. The contact-resonance frequency data
were evaluated statistically to obtain a histogram of occurrence of a given frequency
value. Examples of such histograms calculated form the grid images presented in
Fig. 5.8a and b are presented in Fig. 5.8c and d for the first and the second mode,
respectively. As can be easily seen, the distribution of the contact-resonance fre-
quency values measured for the first mode on Au and for the first and second modes
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on MgF2 can be described by a Gaussian curve. The values of the second contact-
resonance frequency measured for the gold sample show a bimodal distribution. In
this case, the split in the values of the CR can be associated with a sudden change
in the tip shape, which also explains the sudden change in the contrast of the corre-
sponding grid image (Fig. 5.8b). The CR frequency value with the highest occurrence
count is determined from the histograms and used to calculate the tip-sample contact
stiffness k∗.

Grid measurements deliver low resolution images, which inform immediately on
the uniformity of the samples in their elastic properties. Furthermore, the grid mea-
surement yields values of the contact resonance-frequencies that are representative
for the tested area. However, the tip scans the sample surface while relatively high
static loads are applied. Continuous scanning of the sample promotes tip wear, which
changes the contact-resonance frequencies. Therefore, the tip should be worn inten-
tionally to a certain amount prior the grid measurement such that the progress in wear
is less pronounced than in the case of a new, sharp tip [50]. As all the measurements
are performed at the same static load, no additional information on the tip geometry
is available. Such information can be either obtained by performing additional single
point measurements on a reference sample or by for example SEM studies of the tip
geometry [33, 51].

5.3.4 Contact-Resonance Frequency Images

Single-point or grid measurements work well on flat, homogenous samples. However,
in case of multiphase materials, such as polycrystalline samples or composites con-
taining phases with different elastic properties, difficulties arise in the interpretation
of the frequency statistics.

Therefore, the number of points in the frequency image must be increased to
generate a more detailed map. In most of the reported studies the CR images consist
of 128 × 128 points or more [34, 53–58]. In most of the cases, the images are acquired
for the first and the second contact mode. The contact-resonance frequencies of the
two modes are used later for calculation of the contact stiffness image. Figure 5.9
shows topography (a) and contact-resonance frequency images (b, c) of a blanket
film of organosilicate glass (SiOC) containing trenches filled with deposited copper
lines [52]. The SiOC film was approximately 280 nm thick. The topography image
shows the blanket film and the copper “fingers.” The contact-resonance frequency
images clearly reveal the areas corresponding to the glass and copper “fingers.”

5.4 Contact Mechanics and Calibration Methods

The previous sections dealt with the experimental procedures to measure contact-
resonance frequencies. The contact-resonance frequencies and one of the mod-
els describing the cantilever dynamics that are explained in detail in Sect. 5.2 are
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Fig. 5.9 a Topography and contact-resonance frequency images obtained for b the first and c the
second mode for an organosilicate glass containing copper filled trenches [52]. The images were
provided by D.C. Hurley, NIST, Boulder, Colorado, USA

utilized to calculate the normalized contact stiffness k∗/kC . In order to obtain elastic
constants of the sample surface from the local contact stiffness, contact mechanics
models, such as for example Hertz or Maugis models [59] are needed. The Hertzian
model describes the contact between two nonconforming elastic bodies of general
anisotropy [60]. In the simplest case, the bodies are mechanically isotropic, the
sample is considered as flat and the sensor tip is represented by a hemisphere with
radius R (see Fig. 5.1). If a normal force Fn acts, a circular contact area forms with
radius aC :

aC = 3
√

3Fn R/4E∗. (5.23)

It is important for the validity of the model that the contact area is small compared
to the tip radius, i.e. aC � R. If the adhesion forces are so small that they can
be neglected, the normal force Fn is given by the static deflection of the cantilever
multiplied with the spring constant of the cantilever Fn = dkC , where d is the
cantilever deflection. The normal contact stiffness k∗ is in this case:

k∗ = 2aC E∗ = 3
√

6E∗2 RFn . (5.24)

E∗ is the reduced Young’s modulus that combines the elastic properties of the tip (t)
and the sample (s) in the following equations:

1

E∗ = 1 − ν2
t

Et
+ 1 − ν2

s

Es
, (5.25)

where Es , Et , νs , νt , are the Young’s moduli and the Poisson’s ratios of the surface
and the tip, respectively. AFM sensor tips made of single crystalline silicon are not
elastically isotropic, and this holds for other tip and sample materials as well. In
special cases of symmetry Eqs. 5.24 and 5.25 remain valid if the isotropic reduced
elastic modulus E /(1-ν2) is replaced by an indentation modulus that is calculated
numerically from single crystal elastic constants [61, 62]:

1

E∗ = 1

Mt
+ 1

Ms
, (5.26)
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where Ms and Mt are the indentation modulus of the sample and the tip, respectively.
The required symmetry holds for silicon sensor tips, which are oriented in (001)
crystallographic direction.

5.4.1 Single Reference Method

The expression for the contact stiffness presented in Eq. 5.24 contains two unknown
parameters, namely, the tip radius R and the reduced Young’s modulus E∗ of the sam-
ple. One method to obtain these data involves using a reference sample with known
elastic properties [45]. The contact stiffness k∗ is determined at several static loads
for the reference sample. These values of k∗ will be referred to as “reference contact
stiffness” k∗

ref . They are compared to the values of the contact stiffness obtained for
the sample with unknown elastic properties k∗

s at the same static load Fn as used for
the reference measurements. Using Eqs. 5.24–5.26, an expression for the indentation
modulus of the sample Ms can be derived that is independent of the tip radius and
the static load:

k∗
s

k∗
ref

= 3

√
6RFn E∗2

s

6RFn E∗2
ref

= 3

√
E∗2

s

E∗2
ref

, (5.27)

E∗
s = E∗

ref

(
k∗

s

k∗
ref

)3/2

, (5.28)

Ms =
(

1

E∗
s

− 1

Mt

)−1

. (5.29)

As already mentioned in Sect. 5.3.2, the contact stiffness variation as a function of
static load contains information on the tip geometry. An increase of the contact stiff-
ness k∗ with the static load Fn , follows from Eq. 5.24 if the tip apex has hemispherical
geometry. As the tips wear and break, different tip shapes arise (see Fig. 5.10). If the
values of k∗ remain constant, a flat punch geometry can be assumed, and the radius
of the contact area aC can be assumed to be constant. Different tip shapes can be
considered by introducing a tip geometry factor n, changing between 1 and 3/2 for
a flat punch and a sphere, respectively. Equation 5.28 is replaced by

E∗
s = E∗

ref

(
k∗

s

k∗
ref

)n

. (5.30)

SEM images of various AFM tips used in AFAM experiments confirmed that the
contact stiffness—load dependence is strongly influenced by the tip geometry and
that consideration of the geometry factor n may improve the accuracy of the AFAM
measurement [33]. Figure 5.10 shows examples of the normalized contact stiffness
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Fig. 5.10 a Normalized contact stiffness k∗/kC as a function of cantilever deflection d. The data
sets were obtained with tips with geometries of b flat punch and c hemisphere confirmed by corre-
sponding scanning electron micrographs [51]

values obtained for a fused silica sample with two cantilevers with very similar spring
constants kC but sensor tips of different geometries [51].

The single reference sample calibration does not only allow for efficient elimina-
tion of the dependence of the contact stiffness on the tip geometry but also eliminates
the static spring constant of the cantilever. However, a detailed analysis of AFAM
experimental data showed that the values obtained for the indentation modulus Ms

were either too large if the reference sample was much stiffer than the unknown
sample or too low if the reference sample was more compliant than the tested sample
[48, 63]. Furthermore, the elastic constants of the sensor tips were not always known,
especially in cases where the tip was coated for example with a diamond layer or
diamond like carbon layer to improve its wear resistance.

5.4.2 Dual Reference Method

If two different reference samples are available, each of the samples can be used
for calibration, and the results can be averaged, or the contact stiffness data can be
used to eliminate not only the tip geometry parameter, but also the tip indentation
modulus Mt . The two reference samples are chosen such that their elastic constants
bracket the elastic properties of the unknown samples. By comparing the values of
the contact stiffness k∗

1 and k∗
2 measured for two reference samples at the same static

load and using Eqs.5.24 and 5.26, the expression for the indentation modulus Mt

takes the following form [48]:

Mt =
M1 M2

(
1 −

(
k∗

1
k∗

2

)n)

((
k∗

1
k∗

2

)n
M2 − M1

) , (5.31)
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Table 5.2 AFAM results for the indentation modulus of a niobium film

Sample Literature values [GPa] AFAM results [GPa]
Reference: Glass Reference: Si Average
n = 1 n = 3/2 n = 1 n = 3/2 n = 1 n = 3/2

Niobium 116–133 88 ± 9 90 ± 14 127 ± 7 122 ± 10 106 ± 12 105 ± 18

The values were obtained using the single reference method for each of the two reference sam-
ples individually and subsequent averaging. Two different tip geometries, flat punch (n = 1) and
hemisphere (n = 3/2) [39], were used

where M1 and M2 are the indentation moduli of the two different reference samples.
With this method, the elastic properties of diamond coated tips [62] were determined,
using silicon and strontium titanate single crystal samples as a reference. Hurley et al.
[39] used two reference samples of borosilicate glass (Mg = 85 GPa) and silicon single
crystal (MSi = 139 GPa) that bracketed the expected values of the indentation modulus
for a tested niobium sample (MNb = 116–133 GPa). The indentation modulus of
niobium was calculated by using each reference material individually and subsequent
averaging of the results. As can be seen from the data presented in Table 5.2, the values
of the indentation modulus MNb obtained for niobium films depended strongly on
the choice of the reference material. Employing the glass reference sample yielded
values of MNb that were much lower than those expected from the literature values.
On the other hand, using silicon as a reference sample, the values of MNb were
close to the upper limit expected for the indentation modulus of niobium. Averaging
yielded results that were in good agreement with the literatures data as well as the
indentation modulus MNb obtained by nanoindentation measurements performed on
the same niobium film.

Several authors observed an increasing difference between the expected inden-
tation modulus and the value obtained by AFAM with increasing difference in the
elastic properties of the unknown and the reference samples [48, 63]. This prob-
lem is especially pronounced for sharp tips. Stan et al. [49] used the dual reference
method and Eq. 5.31 to determine the indentation modulus of a silicon tip. A variety
of samples such as Au (111), CaF2 (100), Si (100), and MgF2 (001) were used and
yielded results in the range from 60 to 180 GPa, depending on the choice of the ref-
erence sample, the tip position parameter, the influence of the lateral stiffness, and
the tip geometry. The authors explained these large variations in the values of Mt by
discrepancy in the actual shape of the AFM tip and the assumptions of the existing
models for the contact mechanics. Despite these variations, the reason of which will
have to be examined in future, it was also shown in this study that the dual reference
method allows to measure the indentation modulus with an accuracy of about 3 %.
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Fig. 5.11 a Normalized contact stiffness and b indentation modulus images obtained for SiOC
thin film sample with copper filled trenches [52]. The images were provided by D.C. Hurley, NIST,
Boulder, Colorado, USA

5.4.3 AFAM Image Calibration

During the last ten years, the development of methods for fast acquisition of contact-
resonance spectra [43, 42] opened the possibility to take contact-resonance frequency
images with an increasing number of points. Once such contact-resonance frequency
images are obtained for at least two modes, the calibration techniques discussed in the
previous sections can be applied to create a contact stiffness image. Figure 5.11 shows
(a) the normalized contact stiffness and (b) the indentation modulus obtained for the
SiOC glass thin-film sample with the copper filled trenches presented in Fig. 5.9.

The contact stiffness image was calculated pixel-by-pixel from the contact res-
onance images of the two modes. To obtain a calibrated image of the indentation
modulus, one can use the single or dual reference method [55, 62]. However, a cali-
bration before or after taking an image with 16,000 points and more is problematic, as
the tip shape might change because of wear. The elastic constant image in Fig. 5.11b
was obtained using a part of the contact stiffness image with known elastic constants
for calibration [64]. For this “self calibration,” additional single point measurements
were performed directly on the SiOC film using a borosilicate glass as a reference
material. Then, the value of the reduced Young’s modulus of 44 GPa obtained for the
SiOC film was used as a reference E∗

re f for the rest of the image. In order to obtain
a value for the reference contact stiffness k∗

re f /kC , an average value was calculated
directly from the contact stiffness image in the SiOC region. A similar self-calibrating
approach was used in Refs. [53, 57].

5.5 Nonlinear AFAM

In most of the quantitative contact-resonance spectroscopy measurements the
tip-sample contact is modeled as a system of linear springs and dashpots. However,
the various physical forces acting between the tip and the surface depend nonlinearly
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on the distance. Linear approximations are restricted to tip-sample displacements
covering small parts of the interaction force curve, i.e., to small vibration amplitudes
of the tip-sample distance. If operated beyond these limits the nonlinearity of the sys-
tem becomes noticeable. In the regime of small nonlinearity, when the tip remains
in contact with the sample surface during its vibration cycle, the contact resonance
curves become asymmetric. They develop a steep edge at frequencies below the
contact resonances, and the maximum shifts to lower frequencies in case of soften-
ing nonlinearity [65]. Hardening nonlinearity causes a reversed behavior. Nonlinear
effects are further noticeable by higher or subharmonics in the spectrum of the can-
tilever vibration [66–68]. An experimental procedure based on perturbation analysis
and higher order spectra measurements was proposed [67, 68] to identify the inter-
action force in a third-order polynomial approximation around the static set-point.
Single mode excitation [67] and modal interactions in the presence of two-to-one
auto-parametric resonance between two modes [68] was considered.

The downwards shift of the contact- resonance frequency as well as the genera-
tion of higher and subharmonics in the cantilever vibration with increasing excitation
amplitude were numerically simulated for a pure Hertzian contact [69, 70] and for
a Hertzian contact with adhesion forces added [71]. Experimental investigations of
contact-resonance frequency variations and higher harmonics generation caused by
the nonlinear part of a Hertzian contact were carried out by a scanning microde-
formation microscope [72]. Different vibration amplitudes and static loads were
considered.

An analytical model of the nonlinear dynamics of cantilever tip-sample inter-
actions for various acoustic AFM modes treats the cantilever and the substrate as
independent linear systems coupled by a nonlinear force acting between the sensor
tip and a small sample volume [73] (Chap. 3). Equations for the maximum nonlinear-
ity regime, i.e. around the minimum of the force curve, were obtained by perturbation
theory using a second order polynomial expansion of the force curve. Equations for
the hard contact (linear) regime were also derived.

5.5.1 Evaluation of the Full Force Curve

The nonlinear AFAM methods mentioned above have access only to a small part
of the tip-sample interaction force curve around the static set-point. A more gen-
eral approach allows the reconstruction of the full curve as a function of the tip-
sample distance [74, 75]. A frequency dependent transfer function (T ω) was derived
for the flexural contact modes of an AFM cantilever modeled as a beam with
constant cross-section. The cantilever contact-vibration amplitudes were measured
quantitatively at increasing amplitudes of excitation. The time signals were Fourier
transformed to obtain the spectra of the cantilever vibration. By multiplying the
measured cantilever vibration spectra with the transfer function and subsequent
Fourier back-transformation, the nonlinear contact and adhesion forces were calcu-
lated as a function of time. Additionally, the sample surface vibration was measured

http://dx.doi.org/10.1007/978-3-642-27494-7_3
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Fig. 5.12 a Set-up of a commercial AFM combined with a heterodyne interferometer to measure
absolute vibration amplitudes of the cantilever and the sample surface; b Examples for calibrated
spectra Y(f) of the cantilever vibration obtained by FFT [74]

in close proximity to the cantilever tip. With these data the tip-sample interaction
forces as a function of the tip-sample distance were reconstructed.

A schematic sketch of the experimental setup is shown in Fig. 5.12. Like in linear
AFAM the cantilever was forced to flexural vibrations by vertical sample surface
vibrations excited with an ultrasonic transducer below the sample. The static set-point
of the cantilever was controlled by the beam-deflection detector and the feedback loop
of the AFM. A heterodyne Mach–Zehnder interferometer (bandwidth: ∼100 kHz–
80 MHz) was used for calibrated detection of ultrasonic vibrations. By a dichroic
beam splitter added to the AFM the green beam of the interferometer was directed
to the cantilever. Two mirrors were used to position the focal spot on the surface of
the cantilever. The mirrors and the focusing lens were mounted on a motor-driven
translation stage. In this way, the focal spot could be exactly positioned and the entire
cantilever could be scanned during experiments to examine the shapes of the modes.

Figure 5.13 shows scans of the surface of the cantilever during nonlinear contact
vibration. A single crystal silicon cantilever (Nanosensors, NanoWorld, Neuchâtel,
Switzerland, length ∼485 µm, static spring constant ∼0.2 N/m) and a polished PZT
ceramic sample were used for these experiments. For reconstruction of the force
curve, the focal spot of the interferometer was directed to a fixed position on the
cantilever as close to the tip position as possible. The calibrated time signal of the
interferometer y(t) was stored by a fast digitizer card and subsequently filtered and
Fourier transformed. Thus, the spectral representation of the cantilever deflection
Y(f) was obtained. Examples for spectra at different amplitudes of excitation are
shown in Fig. 5.12b. The spectra contain the amplitude of the excitation frequency,
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Excitation frequency 175 kHz,
2nd flexural eigen-mode

2nd Harmonic 3rd Harmonic

4th Harmonic 5th Harmonic 6th Harmonic

Fig. 5.13 Measured cantilever vibration in contact with a PZT sample, excitation at the 2nd flexural
contact eigen-mode of 175 kHz; the mode shapes of the vibration of the 1st to the 6th harmonic
were detectable

and it can be clearly seen that the amplitudes of the harmonics increase with increas-
ing amplitude of excitation. In order to improve the signal-to-noise ratio multiple
spectra were acquired and averaged continuously. By repositioning the focal spot of
the interferometer, the amplitudes and phases of the sample surface vibration were
measured in the vicinity of the sensor tip. Fourier transformation revealed a spectrum
containing only the excitation frequency proving that there was no signal distortion
by the transducer.

The frequency dependent transfer function (T ω) follows from the theory of
flexural vibrations of a rectangular beam of constant cross-section [74, 76]. The
deflection y(x, t) of the beam is a function of the spatial coordinate x in longitudinal
direction and of the time t described by the Euler–Bernoulli equation 5.1. Due to
the linearity of this differential equation the principle of superposition is valid, and
the general solution may be written as the sum of a part constant in time (the static
deflection of the beam) and an infinite number of harmonic oscillations of circular
frequency ω [77, 78]:

y(x, t) =
3∑

v=0

Bνxν+
∑

ω

[
Y (x,ω)eiωt +

(
Y (x,ω)eiωt

)∗]
,

y(t) = y(L1, t), L1 = tip position; (5.32)

Y (x,ω) =
3∑

ν=0

[
Aν(ω)eiνα(ω)x

]
,α(ω) = 4

√
ρA

E I
ω2

(
1 − i

η

ω

)
, Y (ω) = Y (L1,ω).

(5.33)

The constants Bv and Av(ω), v = {0, 1, 2, 3}, are determined by the mechanical
boundary conditions of the beam.

Once the tip is in contact to the vibrating sample surface the cantilever is forced
to vibrations via the tip-sample interaction forces F. The forces depend on the tip-
sample distance and on the relative tip-sample velocity, which in turn are time-
dependent because of the vibration. As a consequence the force acting onto the tip
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Fig. 5.14 a Tip vibration ydyn(t); b amplitude and c phase of the transfer function T(ω);
d reconstructed force F(t). The four different signals in figures (a) and (d) correspond to four
different amplitudes of excitation (0.5, 2, 5, and 10 Vpp), which were applied to the ultrasonic
transducer

and indirectly onto the cantilever becomes a function of time, F(t), which may be
expressed in terms of a Fourier series f(ω). Note, F is not directly, but indirectly
time-dependent due to its distance and velocity dependency. The described relations
yield the frequency dependent transfer function T(ω). A detailed derivation is given in
[74]. Multiplication of the cantilever vibration spectra Y(ω) with the transfer function
T(ω) yields the Fourier components f(ω) of the force F(t), which then follows by
Fourier back-transformation. This procedure is schematically depicted in Fig. 5.14.
Figure 5.14a shows a small time interval of filtered tip vibration signals ydyn(t),
Figs. 5.14b and c show amplitude ‖T ‖ and phase θ(T) of the transfer function T(ω),
and Fig. 5.14d shows a small time interval of the force F(t). The four signals in
Figs. 5.14a and d were obtained with the same static deflection of the cantilever, but
with different amplitudes of excitation applied to the transducer.

Dynamic interaction forces as function of the tip-sample distance can be obtained
by correlating the difference of the measured cantilever vibration and sample surface
vibration, i.e., the dynamic part of the tip-sample distance zdyn(t) = ydyn(t) – a(t),
(see Figs. 5.14a and 5.15a) and the force F(t) (Fig. 5.14d). As shown in Fig. 5.15c
for several different excitation amplitudes, dynamic force–distance hysteresis loops
were obtained. The extrema in distance of the loops are reversal points in the relative
sample surface–sensor tip movement, i.e., points with a relative sample surface–
sensor tip velocity of zero. Those points cannot contain damping forces, i.e., can be
used to reconstruct the quasistatic force curve from dynamic force–distance hystere-
sis loops. This means that each force hysteresis loop will yield at least two points
of the quasistatic force curve. The map of all extrema of 20 force loops is shown
in Fig. 5.16a. The force loops were obtained from a measurement series with 20
different amplitudes of excitation ranging from 0.5 to 10 V [75].

Due to the lower cutoff frequency of 100 kHz of the heterodyne interferometer, it
was not possible to measure the absolute static cantilever and sample surface posi-
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Fig. 5.15 a Surface vibration amplitude a(t); b dynamic part of the tip-sample distance zdyn(t) =
ydyn(t) − a(t), and c time-dependent force as a function of tip-sample distance. The four different
signals in the figures correspond to four different amplitudes of excitation 0.5, 2, 5, and 10 Vpp,
which were applied to the ultrasonic transducer. The points with zero tip-sample velocity correspond
to the maxima and minima of zdyn(t) and are marked with arrows in c [75]

Fig. 5.16 Reconstructed force curve, a quasistatic forces obtained from the turning points of the
hysteresis loops some of which are shown in Figs. 5.15c and 5.15b corrected force curve obtained
by shifting each pair of turning points in horizontal direction as indicated by the arrows in a
[74, 75]

tions. The static cantilever deflection was kept constant during the measurements by
the feedback loop of the AFM. Only ac-signals were applied to the ultrasonic trans-
ducer. However, the nonlinearity of the interaction forces can cause an increase of
the mean tip-sample distance with increasing ultrasonic excitation amplitudes. The
feedback loop of the AFM compensates for this additional static tip deflection as it
does for thermal drifts. The distance between the cantilever and the rest position of
the sample surface is unknown. Therefore, the force curve reconstructed as described
above (Fig. 5.16a) has to be corrected with respect to an unknown static shift. In a
simple tentative approach, it was assumed that the contact stiffness was approxi-
mately constant in the repulsive region entailing a force curve being approximately
linear at high loads in the repulsive region. The slope of the linear force curve was
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defined by the pair of turning points deduced from the elliptic hysteresis loop with
the lowest amplitude of excitation stemming from a vibration, which covers only an
approximately linear range of the interaction force curve. Each pair of data points
from the other hysteresis loops was shifted parallel to the horizontal axis, so that the
left points of the pairs formed a straight line corresponding to the contact stiffness
in the repulsive region. The arrows in Fig. 5.16a show an example of how one pair
of points was shifted. The quasistatic force curve corrected in this way is plotted in
Fig. 5.16b. The center of the linear hysteresis loop generated by the low amplitude
excitation was chosen as zero-point of the horizontal axis displaying the corrected
tip-sample distance z∗. As the vibration is sinusoidal and consequently symmetric to
the origin, this zero-point corresponds to the initially chosen static set-point position.

A direct and quantitative measurement of the cantilever vibrations was achieved
by combining an AFM with a heterodyne Mach–Zehnder interferometer. No a pri-
ori assumptions about the shape of the force curve and the kind of forces were
required. The force curve shown in Fig. 5.16c was obtained with a soft cantilever
with a spring constant of approximately 0.15 N/m. In quasistatic measurements the
cantilever jumps into contact when the tip-sample force gradient becomes larger than
the spring constant of the cantilever. The dynamic approach presented here allows
one to reconstruct intervals of the force curve which are not accessible in quasistatic
measurements.

5.6 Conclusions

In this chapter frequently used mechanical models and experimental methods were
reviewed, which have been used in quantitative AFAM. In many different applica-
tions AFAM or CR-AFM has proven to be a very useful tool for measurement of
elastic constants with high local resolution. Since the invention of AFAM, there has
been strong progress in its theoretical as well as in its experimental aspects. For
example, the analytical and finite-element models for the theoretical description of
the cantilever vibrations have been improved, the influence of the different parame-
ters on the quantitative results, and various aspects of sensitivity have been examined.
While the first quantitative AFAM results were obtained with single point measure-
ments, the acquisition of contact-resonance frequency images is now state of the art
due to the development of methods for fast acquisition of contact-resonance spectra.
However, despite the advantages of CR imaging, AFAM amplitude imaging can be
the technique of choice in cases where the contact-resonance frequency variations
in the scanned area are small. In addition to linear AFAM, nonlinear AFAM tech-
niques were treated. With an approach based on a transfer function of the cantilever
beam, the full non-linear tip-sample force curve can be reconstructed from mea-
surements with soft cantilevers with spring constants of approximately 0.2 N/m. In
contrast to linear contact-resonance spectroscopy, which exploits the shift of the res-
onant frequencies, the reconstruction of the nonlinear forces is based on amplitude
measurements, which are more difficult in AFM than frequency measurements.
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Chapter 6
Ultrasonic Atomic Force Microscopy UAFM

Kazushi Yamanaka and Toshihiro Tsuji

Abstract A version of scanning probe acoustic technique was developed as
ultrasonic atomic force microscopy (UAFM), where higher order mode cantilever
vibration is excited at its base (support). It enables precise imaging of both topography
and elasticity of stiff samples such as metals and ceramics, without a need for bonding
a transducer to the sample. By virtue of this advantage, a range of unique analysis and
hardware has been developed. In this chapter, after briefly summarizing the concept
of UAFM, basic mathematical analysis, mechanical, and electronic instrumentation
are described, including a noise-free cantilever holder and analogue/digital fast res-
onance frequency tracking circuit. The final section describes illustrative examples
first realized by this technique as an introduction for later chapters of applications
(e.g. subsurface defects).

6.1 Conceptual Design

6.1.1 Forced Vibration of Cantilever from the Base

An atomic force microscope (AFM) [1] uses a cantilever to measure nanoscale irregu-
larities on the surface of a sample, utilizing the deflection of the cantilever supporting
a tip owing to the force acting between the sample surface and the tip. Methods have
been proposed to measure the distribution of contact stiffness by detecting the vibra-
tion of the AFM cantilever when the sample is vibrated at or higher frequency than
its resonance frequency (frequency range of ultrasound), while the vertical control
is realized via the static cantilever deflection [2–5]. They can measure the elasticity
of stiff materials. Note that it is not possible in the force modulation mode where the
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sample is vibrated at a frequency much lower than resonance frequency in vertical
direction [6], not in the lateral direction [7].

However, since the sample has to be bonded to an ultrasonic vibrator,

(1) Selection of optimum adhesive for each sample is required.
(2) Adhesives contaminate the sample and cannot be used with LSI wafers and other

samples requiring a high degree of cleanness.
(3) A large or irregularly shaped sample is hard to vibrate uniformly.
(4) Unwanted resonance peaks of the sample overlap cantilever resonances, degrad-

ing the precision.

These disadvantages are overcome by the ultrasonic atomic force microscopy
(UAFM) [8–21] in which the cantilever rather than the sample is vibrated, without
requiring the sample to be bonded to a vibrator. With suppression of both spurious
vibration of cantilever base (chip to mount the cantilever to cantilever holder) and
nonlinear jumping of the tip, a wealth of information is conveniently obtained from
the clear spectra of fundamental and higher order modes of deflection, torsion, and
lateral bending vibration of the cantilever.

6.1.2 Tracking Quantitative Information, Directional Control, and
Resonance Frequency

The cantilever vibration spectra in contact with the sample were found to be strongly
dependent on the excitation power [10]. However, if the excitation power is small
enough, the resonance peak width decreases and the peak frequency increases to
a certain limiting value. In this condition the tip-sample contact is kept linear, and
satisfactory agreement between the measured and calculated frequency is obtained.
The agreement is further improved by taking into account the lateral stiffness. More
quantitative information on the elasticity of the sample is obtained from the contact
load dependence of the frequency, where contact stiffness of a non-spherical tip
shape is derived from the Sneddon–Maugis formulation, and the tip shape index is
estimated by an inverse analysis of the load–frequency relation. A further advantage
is the evaluation of not only the vertical, but also the lateral stiffness by simultaneous
measurement of deflection and torsional vibration [9]. It was demonstrated on a
ground silicon wafer [10].

The modulus can be calculated using the resonance frequency obtained from the
peak frequency of a spectrum, and the loss modulus is calculated using the Q factor
defined as the ratio of the peak frequency to its width. However, measurement of
spectra takes a long time (typically 5 s for one point for an average of 10 times).
Consequently, mapping of the resonance frequency and the Q factor takes a very
long time (∼91 h for a 256 × 256 pixels image).

A resonance-tracking scheme was developed to reduce the time required for map-
ping the resonance frequency [13]. Furthermore, if we use the analytical relationship
between the peak height of resonance and the Q factor obtained by the theory of
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UAFM, we can measure the Q factor from the vibration amplitude at resonance.
Based on this i.e., advanced UAFM was developed for mapping both the resonance
frequency and Q factor of the sample. Here the frequency is not fixed but automat-
ically tuned to instantaneous resonance frequency determined by the stiffness of
sample.

6.2 Analysis

6.2.1 Effective Enhancement of Cantilever Stiffness

As an essential point of UAFM, cantilever stiffness is effectively enhanced by higher
order resonances, as pointed out by the first paper of UAFM [8].

As the most comprehensive introduction, the first five vibration modes are illus-
trated in Fig. 6.1. The cantilever with a fixed boundary at the right-hand side has an
elastic boundary shown by the small rectangular column which represents stiffness of
sample. The deformation is negligible in n = 1 and 2 modes. Consequently, a small
variation of stiffness of sample would not cause significant change in the cantilever
vibration amplitude. On the other hand, the sample is significantly compressed at
the n = 4 mode and stretched at n = 5 mode. Consequently, a small variation of
stiffness of sample would cause some change in the deformation of sample and thus
the cantilever vibration amplitude. And this change will be detected by the laser
probe.

This is the clearest demonstration of the property that the cantilever softer than
the sample stiffness is effectively stiffened at higher order modes. This property is
used to measure elasticity of stiff samples using a soft cantilever. The reason for this
stiffening is explained by the inertia of the cantilever as well as the formation of nodes
along the cantilever axis. The distance between the sample and the closest node is
much less than the original cantilever length, resulting in the effective shortening of
the cantilever.

6.2.2 Stiffness, Q Factor, and Nonlinear Parameter in Resonance
Spectra

6.2.2.1 Criterion to Avoid Plastic Deformation

The start point for any reliable measurement is the repeatability. Plastic deformation
of tip and/or the sample are the most serious obstacle to repeatability since it is a
irreversible process. But it is lucky that we have a good criterion to judge if plastic
deformation takes place.



158 K. Yamanaka and T. Tsuji

Fig. 6.1 Effective enhance-
ment of cantilever stiffness at
higher modes (FEM analysis
of cantilever vibration) [8]

If the von Mises stress σV calculated from stress components is larger than the
yield stress, plastic deformation will take place. Maximum σV under the tip-sample
contact is approximately given by

σv ∼= 0.3σ0 (6.1)

where σ0 = 1.5F⊥/(πa2
c ) is the maximum normal stress in the contact area, where

ac = (3RF⊥/4K ∗)1/3 is the contact radius, R is the tip radius, K ∗ is the effective
modulus of tip/sample pair, and F⊥ is the contact force. Assuming typical parameters
of AFM, K ∗of 100 GPa, and contact force of 250 and 2,400 nN, the contact diameter
and Mises stress are evaluated in Table 6.1.

In Table 6.1, it is noted that σv is fairly large in spite of small F⊥, due to very
small ac. Therefore, we have the following concern about;

(1) Yield and wear of samples
The cases (a) and (b) are for radius R = 50 nm of slightly worn tip and (c) and (d)
are for R = 100 nm of severely worn tip. At (a), σv is as large as 3.2 GPa, much
larger than yield stress σy of typical metals listed in Table 6.2, which is usually
less than 1 GPa = 1000 MPa. Since some metals such as Gold (Au) is very soft,
it easily undergo plastic deformation at the contact force F⊥ exceeding 1000 nN.
This point should be taken care when applying not only UAFM but also related
techniques in this book. One should always know approximate tip radius R. It
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Table 6.1 Von Mises stress for some sets of tip radius R and contact force F⊥
Tip Contact Contact Max normal Von Mises
radius R(nm) force F⊥(nN) diameter 2ac(nm) stress σ0(GPa) stress σv(GPa)

(a) 50 250 6.7 10.7 3.2
(b) 50 2,400 14.2 22.7 6.8
(c) 100 250 11.4 3.6 1.1
(d) 100 2,400 24.3 7.7 2.3

Table 6.2 Yield stress σy of typical materials

Material Yield strength σy (MPa)

Structural steel ASTM A36 steel 250
Steel, API 5L X65 (Fikret Mert Veral) 448
High density polyethylene (HDPE) 26–33
Polypropylene 12–43
Stainless steel AISI 302 –Cold-rolled 520
Titanium alloy (6 % Al, 4 % V) 830
Aluminum alloy 2014-T6 400
Copper 99.9 % Cu 70
Silkworm silk 500
Kevlar 3620

is useful to observe the appearance of sample surface in the noncontact mode
AFM image after spectra measurement.

(2) Wear of tip
Even for a silicon tip whose σy is 5 to 9 GPa, yield may occur at σv larger than
5 GPa. Moreover, the tilt of cantilever (typically about 11◦ in common AFM)
further increases the σv due to surface friction. Consequently, severe wear of Si
tip should take place at condition above σv = 5 GPa. The tip will be worn and
the radius increases to e.g. 100 nm (d), and the resonance frequency will also
increase. Hence, frequent measurement of reference sample is required when
they use F⊥ > 1000 nN to obtain reliable data.

(3) Spatial resolution degradation
The contact diameter representing the resolution is more than 10 nm in Table 6.1,
except for the case (a). Therefore, to achieve spatial resolution about 5 nm, con-
tact force should be less than 250 nN with a tip without wear. Hence, users need
care if images are taken at high loads.
The worn tip also causes artifacts. The contrast of grooves and grain boundary
can be inverted by the compensation of multi-asperity contact. Moreover, the
simple relation

k∗ = 2ac K ∗ (6.2)



160 K. Yamanaka and T. Tsuji

Fig. 6.2 Principle of UAFM.
a AFM. b UAFM in the first
resonance. c UAFM in the
second resonance

CantileverTip
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(c)

Subsurface 
Defect and 
Delamnation Node

cannot be employed for contacts without axial symmetry. If it is used, over
compensation may easily take place resulting in an inverted artifact. There is
no established relation to be employed to convert the contact stiffness to local
modulus value.

6.2.2.2 Analysis of Stiffness and Q Factor

The principle of UAFM for the analysis of stiffness and subsurface defects is shown
in Fig. 6.2 [10]. When resonance vibration is excited to the cantilever, elastic defor-
mation of the sample is caused by effective stiffening of the cantilever due to the
inertia effect (Fig. 6.2b) as well as shortening of the lever due to the formation of
nodes (Fig. 6.2c) as proposed previously.

In a model of UAFM cantilever with distributed mass, the slope of the cantilever
is given by

V (x) = ∂z(x)

∂x

= (u0/2)
β

L1
eiωt

[
sinh β

x

L1
− sin β

x

L1
− B(ω)(sin β

x

L1
+ sinh β

x

L1
x)

+D(ω)(cos β
x

L1
x − cosh β

x

L1
)

]

B(ω) = − SSh + α(C Sh + SCh)

(1 + CCh)+ α(C Sh − SCh)
, D(ω) = C Sh + SCh + 2αCCh

(1 + CCh)+ α(C Sh − SCh)
(6.3)
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Fig. 6.3 Relation between
the Q factor and the maximum
peak height Vmax of a peak
formed around Ω ≈ 0.87
when and k∗/kc = 200.
Five different values of Γ ≡
γ/

√
Mkc were assumed ∼0.5,

1 ,2, 5, and 10

where z is the deflection of cantilever, u0 is the vibration amplitude of cantilever
base, ω is the angular frequency, L1 is the actual distance between the tip and the
base (cantilever length), and S = sin β, Sh = sinh β, C = cos β, Ch = cosh β,
α = −1/β3(3k∗/kc + i

√
3Γ β2), β = 31/4

√
Ω [13]. The factor Ω = ω/

√
kc/M is

the normalized frequency and Γ = γ/
√

Mkc is the normalized damping coefficient,
where M is the mass of cantilever, kc is the cantilever stiffness, k∗ and γ are the
contact stiffness and damping coefficient between tip and sample. Because the slope
is proportional to the signal measured by optical-deflection AFM, Eq. (6.3) is an
analytical expression of the UAFM spectrum at a given location x of the laser beam
spot.

Figure 6.3 shows spectra calculated using Eq. (6.3) with Γ ≡ γ/
√

Mkc =
0.5, 1, 2, 5, 10 and k∗/kc = 200, for the laser beam spot at the end of cantilever
(x = L1) [13]. The Q factor is calculated as the ratio of peak frequency Ω0
to the 3 dB-width �Ω . Inset of Fig. 6.3 shows the relation between the Q factor
and the peak height of resonance Vmax, showing clear linearity between them. Though
the linearity is an approximate relation, it holds over a reasonably wide range of nor-
malized damping coefficient Γ . For example, the ratio between the Q factor and the
maximum peak height Vmax, Q/Vmax, remains almost constant (0.413∼0.422) over
a range of Γ from 0.1 to 10.0 for the normalized contact stiffness k∗/kc of 200. For
k∗/kc larger than 200, the variation of Q/Vmaxis even smaller. Thus, the peak height
of resonance can be employed as a measure of the Q factor. The analysis can be
further improved by considering the lateral stiffness [22], tilt of the cantilever [10],
and shape of the tip.

The Q factor is determined by the internal friction of the sample and by the water
or contaminant film on the sample. Although other factors such as the air damping,
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clamp of cantilever base to the ultrasonic transducer and defects within the cantilever
change the Q factor, their effect is usually small or uniform, and therefore, does not
significantly affect the contrast in the image.

To verify quantitatively such an effect, we use the continuum theory to describe
vibration of the cantilever with a tip in contact with the sample. For analysis of exper-
iments, lateral stiffness [9, 22] and the oblique sample surface [23] are considered.
The frequency equation of the cantilever is

C ·Ch(P Q −1+ D2)+ S ·Ch(P + Q)+C · Sh(P − Q)+2S · Sh
√

P Q D+1+ P Q − D2 = 0
(6.4)

P = β3

3(k∗/kc)(r sin2 ϕ + cos2 ϕ)
Q = β(L1/h)2

3(k∗/kc)(r cos2 ϕ + sin2 ϕ)

D = (1 − r)2 tan2 ϕ

(r + tan2 ϕ)(r tan2 ϕ + 1)
and r = k∗

Lat

k∗ (6.5)

in which β = κL1 is the product of the wavenumber κ and the cantilever length L1,
k∗ is the vertical (out-of-plane) contact stiffness, k∗

Lat is the lateral (in-plane) contact
stiffness, kc is the cantilever stiffness, and ϕ is the angle between the lever axis (the
x-axis) and the sample surface. When the parameters (r,ϕ, L1/h, k∗/kc) are given,
Eq. (6.4) is solved for β and Eq. (6.4) gives the resonance frequency

κ4 =
(

β

L1

)4

= ω2ρA

E I
= 3ω2ρA

kc L3
1

(6.6)

In the limit of r → 0 and ϕ → 0, we obtain Q → ∞ and hence

kc

3k∗ β3(1 + cos β cosh β) = cos β sinh β − sin β cosh β (6.7)

which is the original equation for ultrasonic AFM [5, 8].

6.2.2.3 Detrimental Nonlinear Spectra

Another obstacle to achieve reliable measurement is the nonlinearity. To show this,
three silicon cantilevers with a silicon tip were used. The nominal length, width,
thickness, and stiffness of the cantilever were L1 = 444 µm, a = 73 µm, b = 3.5 µm
and kc = 1.5 Nm−1, respectively. The spectra of tip 1 around the second resonance at
the static load of 30 nN on a soda-lime glass are shown in Fig. 6.4. Different level of
excitation power was applied to the piezoelectric transducer attached to the cantilever
holder. For clear comparison, each spectrum is shifted by 5 dB from preceding spectra
[9].
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Fig. 6.4 Deflection vibration
spectra with different excita-
tion power of cantilever

Fig. 6.5 Variation of reso-
nance frequency and Q factor
(3 dB) with excitation power
of cantilever
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Although the first step for quantitative evaluation is the precise measurement of
resonance frequency, it turned out that this is not an easy task. It was found that the
width decreases and the peak frequency increases as the excitation power is reduced
from −10 to −25 dBm. However, if the resonance frequency fr and Q factor are
plotted as functions of excitation power in Fig. 6.5, it was possible to estimate the
limiting value of fr and Q as 321.5 kHz and 162, respectively, as the power was
extrapolated to zero. Moreover, approximately constant values were obtained by
reducing the excitation power to less than −25 dBm. We name the spectra measured
in such conditions ‘linear spectra’.

It has been suggested that the width of the spectra is related to the viscosity or
energy dissipation at the tip-sample contact [5, 22, 23] and it is possible to evaluate
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Fig. 6.6 Surface tip-sample
contact vibration for different
excitation power levels. a low
power. b high power

the viscosity from the peak width. However, because the width is generally dependent
on the excitation power, as shown in Figs. 6.4 and 6.5, it is not possible to evaluate
correctly the viscosity from the nonlinear spectra. It is essential to suppress the
nonlinearity for reliable viscosity measurement.

To explain the shape of the observed linear and nonlinear spectra, an intuitive
model is shown in Fig. 6.6 [10]. If the excitation power is low, the variation of
the tip-sample indentation during one cycle of vibration should be small and the
contact stiffness at every moment can be regarded to be constant during one vibration
cycle. Then the spectra consist of a single peak corresponding to a single value of
contact stiffness. However, if the excitation power is increased, an intermittent contact
results and the contact stiffness changes its magnitude during the vibration circle.
The stiffness is small while the tip is detached from the sample. Then, the vibration
spectra averaged over one cycle may be approximated by the sum of component
spectra for different contact stiffness. The total spectra are therefore broader and
the peak frequency is lower than the linear spectra. If the amplitude of component
vibration is not uniform, then the total spectra will be asymmetric. The qualitative
features of the observed spectra are consistent with this model. For quantitative
prediction of the observed spectra, more precise analysis of the nonlinear vibration
is introduced in later part of this chapter.

6.2.2.4 Relation Between UAFM and UFM

Similar but another type of nonlinearity is described in the model of UFM [2, 3].
When an amplitude-modulated (AM) high-frequency vibration is excited on the sam-
ple or on the cantilever support, a vibration at the modulation frequency is generated
by a demodulation or ‘mechanical diode’ effect due to the nonlinear tip-sample con-
tact. In order to understand the relation between these two nonlinear effects, it is
useful to compare the threshold power for linear spectra PL with that for nonlinear
demodulation of the AM vibration PD .

According to investigation in the same experimental conditions as these of Fig. 6.4,
the threshold power PD was ∼0 dBm, which is significantly higher than the threshold
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Fig. 6.7 Contact acoustic nonlinearity (CAN) in closed crack. a A linear gap decreases the contact
stiffness (widest). b A wide gap is closed during downward motion (dotted line) of the tip. c The
narrow gap is already closed but opened during upward motion (dotted line) of the tip (subsurface
pull off). d Contact stiffness as a function of tip position. Thick arrows indicate the variation of tip
position, and the open circle shows the average position in the case of (c)

for linear spectra PL (−25 dBm, as shown previously). Correspondingly, the carrier
frequency providing the maximum demodulation was 300 kHz at just above PD

which is lower than the linear resonance frequency of 321 kHz. This result shows
that the tip-sample contact is still nonlinear even at a power of <PD . The reason
why PD is higher than PL is because a stronger nonlinearity is required for the
demodulation effect than for the resonance shift.

Although both effects have the same physical origin, i.e. the nonlinear force-
distance (or indentation) relation, they can be distinguished because the influence
of the excitation power on the visibility of these effects is opposite. As shown in
Fig. 6.4, the resonance frequency can be measured only in the low power range,
where well-defined spectra are obtained. It becomes difficult to identify the peak at
powers above −5 dBm, where the spectra are severely broadened and distorted. On
the other hand, in our theoretical study on the nonlinear imaging method UFM, we
showed that the demodulation effect becomes significant only at powers higher than
PD . Moreover, it was found that above the threshold power PD the tip is pulled off
from the sample surface, overcoming the adhesion force Fc. Therefore, the nonlinear
effect responsible for the demodulation depends not only on the elasticity but also
on the adhesion force, bringing another complexity into play.

The images obtained in the demodulation or the mechanical diode mode are some-
times very clear and sensitive to variation of material properties or to the existence of
subsurface defects. However, it is difficult to extract quantitative information from
these nonlinear modes because the nature of the tip-sample contact is quite complex
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at large amplitude vibration under the adhesion force, as discussed above. Further
study is needed on this subject.

6.2.2.5 Useful Nonlinear Spectra

Although nonlinearity is usually an obstacle for reliable measurement, nonlinearity
might be useful for some kinds of measurements. Which are employed in difficult
objects where other method using linear measurement is not available. In macro-
scopic ultrasonics, the typical object is closed cracks or delaminations [16]. In UAFM,
dislocations in graphite is most clearly characterized not only by linear but also by
nonlinear spectra [12, 14, 15]. Though dislocation observation had been for acad-
emic interests when it was first reported, it may help diagnosis of recent graphene
devices.

In Fig. 6.7, origin of the linear and nonlinear spectra at a subsurface gap is illus-
trated [15, 21]. First, note that the load acting on the contact area between the UAFM
tip and sample is the sum of the static load and the vibration force. In terms of these
two forces, the behavior of a subsurface gap is classified into three cases as shown
in Fig. 6.7a–c. Solid lines represent the tip position and the gap deformation due to
the static load and dotted lines represent those due to the vibration force.

Figure 6.7d shows the contact stiffness as a function of tip position. Thick solid
and broken lines represent the contact stiffness at defect-free areas and defect areas,
respectively. Broken arrows indicate the vibration of the tip position, and the open
circle shows the average position in the case of Fig. 6.7c. When the gap is sufficiently
wider than the vibration amplitude of the tip, the gap is not closed during the vibration
(Fig. 6.7a). When the gap is slightly wider than the static displacement of the tip, the
gap is not closed by static displacement but by the increasing load period of the vibra-
tions (Fig. 6.7b). Since the contact stiffness increases as the gap is closed (Fig. 6.7d),
it is called a stiffening nonlinear spring and may be called the ‘subsurface tapping
mode’. On the other hand, when the gap is narrower than the static displacement, it
is closed by static displacement but opened during the decreasing load period of the
vibrations (Fig. 6.7c). Since the contact stiffness decreases as the gap is opened, it
is called a softening nonlinear spring. It is similar to the typical behavior at the pull
off, so it may be called the ‘Subsurface pull off’.

This type of nonlinear vibration can be analyzed by a number of different
approaches. But, in this work we adopt the simplest approach using the Duffing
equation for a nonlinear vibration, since it gives a simple analytic solution for the
stiffening or softening stiffness during vibration. The Duffing equation is given by

ζ̈ + Γ ζ̇ + χ1ζ + χ3ζ
3 = ζE

√
Ω2 + Γ 2 cosΩτ , (6.8)

where ζ is the tip displacement, τ is time, Γ is a damping coefficient, χ1 is a linear
stiffness coefficient, χ3 is a nonlinear stiffness coefficient, ζE is an excitation ampli-
tude,Ω is an excitation frequency. All quantities are dimensionless. The positive χ3
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represents the stiffening spring and the negative χ3 represents the softening spring.
For the harmonic vibration, since the fundamental frequency component having the
period 2π/Ω predominates over the higher harmonics, the periodic solution takes
the form

ζ = ζ1 sinΩτ + ζ2 cosΩτ . (6.9)

Substituting Eq. (6.9) into Eq. (6.8), and equating the coefficient of the terms
containing sinΩτ and cosΩτ separately to zero yields

[(
Ω2 − χ1 − 3/4χ3ζ

2
0

)2 +Ω2Γ 2
]

ζ2
0 = ζ2

E

(
Ω2 + Γ 2

)
, (6.10)

where ζ2
0 = ζ2

1 + ζ2
2 .

Figure 6.8a shows calculated spectra for the Duffing oscillator, where frequency
is gradually increasing. Parameters are chosen so as to qualitatively reproduce the
measured spectra at the subsurface dislocation in graphite shown in Fig. 6.8b where
kc = 4.6 N/m and f0 = 38.2 kHz.

Spectrum 1 is a linear spectrum with χ3 = 0 (χ1 = 52.0, ζE = 0.3, Γ =
0.04). The linear spectrum is symmetric with regard to the peak frequency. Spectrum
2 is a nonlinear spectrum with χ3 = −0.9 (χ1 = 50.0, ζE = 0.3, Γ = 0.05),
representing the softening spring since the peak is shifted to a lower frequency
owing to the third-order term. Spectrum 3 is a nonlinear spectrum with χ3 = 0.9
(χ1 = 45.0, ζE = 0.3, Γ = 0.05), representing the stiffening spring. The behavior
is the opposite of the situation in spectrum 2 and the peak is shifted to a higher
frequency. Branches represented by dashed lines are unstable solutions, which cannot
be realized physically. The softening spring can be explained by the gap behavior
shown in Fig. 6.7c and the stiffening spring is explained by the gap behavior shown
in Fig. 6.7b.

Figure 6.9 shows the observation of the subsurface edge dislocation in a highly
oriented pyrolytic graphite (HOPG) crystal where kc = 2.4 N/m and f0 = 28 kHz.
Figure 6.9a is the topography showing small depression due to subsurface stacking
fault. Figure 6.9b is an UAFM image showing a pair of dislocations. Figure 6.9c is a
schematic illustration showing narrow and wide gaps with respect to the tip vibration
amplitude (∼0.1 nm).

Figure 6.8b shows the resonance spectra measured at the positions L, N, and W of
the images in Fig. 6.9c. Spectrum L is symmetric with regard to the peak. However,
spectrum N shows the peak shifted to a lower frequency and W shows the peak shifted
to a higher frequency. The essential features of these spectra are reproduced by the
calculated spectra shown in Fig. 6.8a. Therefore, it has been proved that the nonlinear
analysis was reasonable and the gap under position W was an open gap, given in
Fig. 6.7b and that under position N was a closed gap given in Fig. 6.7c. For more
rigorous analysis of nonlinear vibration, the theory of contact acoustic nonlinearity
in the field of nonlinear ultrasonic nondestructive evaluation may be applied.
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Fig. 6.8 Nonlinear cantilever
vibration. a Spectra calcu-
lated using Duffing nonlinear
vibration equation. b Related
experimental observation (see
Fig. 6.9)
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More practical example of nonlinear spectra is found in microelectronic devices
[19–21]. A chromium (Cr) electrode was fabricated on a lead magnesium niobate–
lead titanate (0.65 Pb(Mg1/3Nb2/3)O3 − 0.35 PbTiO3, PMN–PT) substrate using
the lift-off process. Figure 6.10 was obtained using the cantilever with kc = 5.0 N/m
and f0 = 36.1 kHz. The topography of an area on the edge of an electrode shows a
thickness of 240 nm in Fig. 6.10a. In the UAFM resonance frequency image shown in
Fig. 6.10b, the darker area had lower resonance frequency, indicating lower contact
stiffness. The low frequency region was probably due to delamination. To confirm
this, spectra were measured at positions A, B, C, and D in Fig. 6.10b. The peak
frequency decreased from A to D, indicating a decrease in contact stiffness. Moreover,
asymmetric shapes of spectrum B and C indicate the contact vibration of the gap,
typically predicted by the calculated spectra of Fig. 6.8a.
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Fig. 6.9 Edge dislocation of HOPG crystal. a Topography showing small depression due to subsur-
face stacking fault. b UAFM image showing a pair of dislocation. c Schematic illustration showing
narrow and wide gaps with respect to tip vibration amplitude (∼0.1 nm)
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Fig. 6.10 Observation of subsurface delamination of Cr electrode. a Topography of Cr electrode
deposited on substrate with thickness of 240 nm. b UAFM resonance frequency image in second
deflection mode. c Spectra measured at positions A to D

6.2.3 Quantitative Evaluation of Elasticity

When and only when the linear spectra are obtained, quantitative evaluation of elas-
ticity becomes feasible [10].
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Fig. 6.11 Spectra of three
different materials : glass,
GL; graphite (HOPG), GR;
polystyrene, PS

Fig. 6.12 Calculated and
measured resonance fre-
quency as a function of rela-
tive contact stiffness over the
cantilever stiffness
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The linear spectra of three different materials (soda-lime glass, GL; graphite, GR;
polystyrene, PS) are presented in Fig. 6.11. Figure 6.11a represents the first resonance
(such as in Fig. 6.1b) and Fig. 6.11b the second resonance (Fig. 6.1c). Both spectra of
different materials are separated according to the difference in contact stiffness, but
the second resonance has better separation due to the effective stiffening by inertia
and the formation of nodes as predicted in the reference 8. The peak frequency f
of each spectra together with the free resonance frequency are plotted in Fig. 6.12
against the contact stiffness k∗ normalized by the lever stiffness kc. The contact
stiffness was estimated by using the approximated equation (Eq. 6.7). For estimation
of the contact radius, the tip was imaged using a porous silicon sample with remaining
sharp silicon crystals within it. The contact radius ac was estimated to be 20 nm. More
precise estimation of the contact radius is presented in a later section.

The calculated resonance frequency, assuming E = 169 GPa, ρ = 2.3 ×
103 kgm−3 and using Eq. (6.7), is also plotted by the solid curve in Fig. 6.12. The
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agreement between measured and calculated frequencies is acceptable. Because the
agreement for tip 3 at a large value of sv/k was rather poor, we examined the effect
of lateral stiffness by Eq. (6.5) and the ratio r = 0.8. The angle ϕ was assumed to be
zero. The agreement was then improved as shown by dotted curve and it is shown that
quantitative evaluation of the sample contact stiffness is thus possible using the linear
theory of UAFM and linear spectra. We may conclude that the ‘linear’ spectra really
reflect the linear tip-sample contact described by linear theory. In contrast, under
conditions where the resonance frequency and Q factor vary as the excitation power
varies, we have a certain kind of nonlinearity. Such nonlinear spectra should not be
used in quantitative analysis. The nature of nonlinear spectra have been discussed in
Sect. 6.2.2.3.

6.2.4 Frequency-Stiffness Relation Depending on the Type
of Differential Equation

In the preceding part of this chapter, we assumed that the vibration is deflection
mode shown in Fig. 6.13a. The deflection vibration of a cantilever in the x − z plane
is expressed as

ρA
d2z

dt2 + E I
d4z

dx4 = 0 (6.11)

where E is Young’s modulus, ρ is the density, A is the cross-section and I is the area
moment of inertia.

However, Eq. (6.11) has a rather special property that the spatial derivative of x
is in fourth order. This property brings important feature of stiffness enhancement
at higher order modes. To show this, it is useful to study another type of differential
equation of torsional vibration shown in Fig. 6.13b excited by a transducer attached
to a cantilever base. It was introduced into the field of this book in 1998 as lateral
UAFM [9], followed by later publications (e.g. [24, 25]). The equation of motion
for the torsional vibration is

ρJP
∂2θ

∂t2 − Ct
∂2θ

∂x2 = 0 (6.12)

where θ (x, t) is torsional angle, JP is polar moment of inertia and Ct is torsional
rigidity of the cantilever. Note that the spatial derivative of x is in second order.

For a rectangular cantilever, JP = a3b/12 and Ct = (1/3)Gab3(1 − 0.63b/a)
where G is the shear modulus. The solution to (6.12) is given by

θ(x, t) =
(

C1 cos
ω

b
x + C2 sin

ω

b
x
)
(A cos ωt + B sin ωt), (6.13)
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where b = √
Ct/(ρJP ). The boundary condition at x = 0 is θ = 0 (no torsion). If we

assume that the tip stick to the sample and there is no slip, the boundary condition
at x = L is Ct∂θ/∂x = F//h (balance of the torsional moment) where F//is the
lateral force exerted on the cantilever by the sample and h is the height of tip. Since
the lateral displacement of the tip is hθ, the lateral force is given by F// = −k∗

Lathθ,
where k∗

Lat is the shear stiffness of contact of the tip and sample. Substituting the
solution of (6.13) into the boundary conditions, we obtain a frequency equation,

Ct
ω

b
cos

ω

b
L1 + h2k∗

Lat sin
ω

b
L1 = 0. (6.14)

A typical relation between the resonance frequencies of the first three modes
and the ratio of shear stiffness k∗

Lat and cantilever torsional rigidity Ct is plotted in
Fig. 6.14b. It is interesting to note that the resonance frequency of the three modes
changes in almost the same range of log

(
L1h2k∗

Lat/Ct
)

between −1 to 2. This is
in contrast to the deflection vibration (Fig. 6.14a, where the range of log (k∗/kc)

producing resonance frequency shift differs among the different modes. It is worth-
while mentioning here that it is not easy to establish the no-slip contact of the tip
and sample, but it may be realized by increasing the normal force and monitoring
the phase of the cantilever torsional vibration as the sample is laterally vibrated.

If the resonance frequency is measured, k∗
Lat is obtained from (6.14) as

k∗
Lat = −CtωL1

L1h2

√
ρJP

Ct
cot

(√
ρJP

Ct
ωL1

)

. (6.15)

At first sight, (6.15) gives negative-stiffness k∗
Lat, but the angular resonance fre-

quency is allowed only in the range where the cotangent term on the right-hand side
is negative and hence k∗

Lat is always positive. The shear stiffness k∗
Lat is related

to the shear moduli and Poisson’s ratio of both tip and sample and the contact
radius ac. Since we have other two equations connecting the elastic constants, that

is, K ∗ = [(
1 − ν2

T

)
/ET + (

1 − ν2
S

)
/ES

]−1
and GS = ES/2(1+vS), we have three

equations for three unknown constants ES ,GS , and vS . Then, these constants can
be uniquely determined from measurements of k∗ and k∗

Lat. The feasibility of this
approach will be investigated in a future work.

Although perfect determination of vertical and lateral stiffness is a difficult task,
the simultaneous measurement of deflection and torsional vibration is the first step
for this goal. The benefit of simultaneous measurement of deflection and torsional
vibration is appreciated in this respect.

As an illustrative example, evaluation of defects on machined surface is shown.
At ten different points on the surface of a machined silicon surface ground with a
diamond wheel, second-order deflection, and first torsional spectra were recorded
as in Fig. 6.15. General trends are noticed: when the deflection resonance frequency
is low, the torsional resonance frequency is also low; when the deflection resonance
frequency is high, the torsional resonance frequency is also high. This result shows
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that when the vertical stiffness is reduced due to machining damage, the lateral
stiffness is also reduced, which implies that the damage is rather isotropic, probably
due to averaging of numerous small defects.

Another possible reason for the variation of resonance frequency is the effect
of sample tilt, as theoretically predicted by Eq. (6.4). However, although a tilt in a
particular direction does not always shift the deflection and torsional resonance to
the same direction, the measured resonance frequency was usually shifted to the
same direction. Therefore, the effect of tilt is not so dominant as the reduction of
stiffness, in the present case. This conclusion can only be derived by simultaneous
measurement of deflection and torsional vibration.

Moreover, because the tilt can be measured in AFM from the topographic data,
there is in principle a way to compensate for the effect of tilt on the variation of
resonance frequency. To demonstrate experimentally the possibility of this approach,



174 K. Yamanaka and T. Tsuji

Fig. 6.15 Deflection (left) and torsional (right) spectra of a cantilever with the tip in contact with
ten different points on a ground silicon wafer

the reliability of experiment should be enhanced by using the improved measurement
and analysis described in the previous sections.

6.3 Instrumentation

6.3.1 Possibility of Large Sample Stage

Figure 6.16 shows an implementation of UAFM based on a contact mode AFM. A
high frequency vibrator attached to the cantilever base is driven in the high frequency
range of 50 kHz to 10 MHz. Resultant vibration of the cantilever is detected by
a photodiode and processed by using a lock-in amplifier, network analyzer or a
special phase-locked loop (PLL) circuit. Linear and nonlinear detection schemes are
employed. In the linear detection scheme, the high frequency signal is measured at
the same frequency. In the nonlinear scheme, the high frequency signal is amplitude-
modulated by a low frequency signal in the frequency range of 1 to 10 kHz. Instead
of the high frequency signal, the low frequency signal is measured. The advantage
of nonlinear scheme is that we can use commercial AFM without modification.
Moreover, use of low frequency signal is favorable for achieving a high signal to
noise ratio. However, the analysis is not simple and precise. Further comparison
between these two modes has been discussed in Sect. 6.2.2.4.

Since we directly vibrate the cantilever in UAFM, it is similar to the noncontact
(NC) mode and tapping mode AFM. However, the use of higher mode is unique
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Fig. 6.16 An implementation of UAFM [8]

to UAFM. Also, we use very low vibration amplitude of less than 1 nm, so that we
can control the contact force to a very low level of less than 0.1 nN. Finally, it is
emphasized that there is no problem in the inspection of large samples (e.g. silicon
wafers for VLSI) and irregularly shaped samples (e.g. turbine blades or magnetic
disk heads), since the tedious transducer bonding to the samples is not required.

6.3.2 Suppression of Spurious Vibration

To improve the precision of dynamic AFM using cantilever vibration spectra, a
simple but effective method for suppressing spurious response (SR) was developed.
The dominant origin of SR was identified to be the bending vibration of the cantilever
substrate, by the analysis of the frequency of SR.

Here, we show a convenient method for clamping the displacement of the base,
where the bending rigidity of the base is enhanced by gluing a rigid plate (clamping
plate: CP) to the base for the suppression of SR. The purpose of this method is
not a shift of SR to higher frequencies but significant reduction of SR amplitude.
Figure 6.17 shows a cantilever chip onto which a Si wafer as the CP is glued with
epoxy adhesive (CP chip). The CP chip can be used with an ordinary cantilever
holder.
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Fig. 6.18 Improvement of spectra by CP, a non-contact, b contact on Si wafer (100)

Figure 6.18 shows a set of spectra measured under the NC and contact conditions.
In these figures, black curve shows spectra using the as-purchased chip and blue
curve shows the CP chip, where the latter is shifted by −50 dB. It was found that the
response S was suppressed by the CP. Therefore, the enhancement of the bending
rigidity of the base by using the CP is proved to be useful for the suppression of SR.
This method is more convenient than the first method using the rigid cover, since an
ordinary cantilever holder can be used here.

Successive NC spectra of the first deflection (NCD1) mode obtained to investigate
the reproducibility when attaching and detaching the cantilever chip to the holder.
It was shown that the reproducibility of SR suppression was sufficiently high. It
was also found that the method with the CP was more effective than the method
with the trenches [26], considering that the reproducibility of the former method was
significantly higher than that of the latter method. It is noted that the same effect of
the CP is achieved by fabricating base with a thicker plate than that used for ordinary
cantilever chips.
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6.3.3 Electronics for Resonance Frequency Tracking and Q Factor
Mapping

In the present instrumentation, the mapping of resonance frequency and Q factor is
realized by the PLL circuit depicted in Fig. 6.19, where the cantilever vibration is
excited by a voltage-controlled oscillator (VCO) [13, 27]. The input voltage V of the
VCO is adjusted to realize resonance when the tip is in contact with the sample. Then,
the cantilever deflection signal detected by the photodiode (PD) is split into two parts
and one part is low-pass-filtered (LPF) to control the z position of the sample. The
other part is band-pass-filtered (BPF) and its phase is compared with that of the VCO
output signal. The phase difference between them is adjusted with a variable phase
shifter φ to equate the phase comparator output VI N to a reference voltage VRE F .

After connecting the switch, we start raster scanning of sample. If the resonance
frequency is changed, the phase signal is also changed. Then, the output VE of
the error amplifier caused by the phase change is added to the VCO input in order
to recover the resonance. In this manner, the cantilever is always vibrated at the
resonance frequency and the vibration amplitude represents the Q factor.

Whereas the resonance frequency tracking described above is similar to that of the
frequency modulation mode of noncontact AFM (NC-AFM), the vibration amplitude
of the cantilever is quite different. Although it is very large (>10 nm) in NC-AFM, it
should be small (<1 nm) in UAFM, in order to keep the tip always in linear contact
with the sample, namely the contact stiffness k∗ should not deviate from its static
value. Thus, we should control carefully the driving power of the cantilever in UAFM.
To determine the optimum driving power, we monitor the vibration spectrum and
find the largest possible power where the spectrum still remains symmetrical and
sharp, immediately before becoming asymmetrical and broad. Thus, both a good
signal-to-noise ratio and linear contact are realized.
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Fig. 6.20 Images of carbon fiber and epoxy resin in a CFRP

6.4 Illustrative Examples

6.4.1 Heat Treatment of Advanced Carbon Fiber for Reinforced
Plastics

As an application, we show images of a carbon fiber and epoxy resin in a carbon
fiber reinforced plastics (CFRP) in Fig. 6.20, at a contact force of 200 nN including an
adhesion force Fc of −70 nN, using a diamond-coated silicon tip. The cantilever had
a stiffness of 5 N/m and length of 450 µm [13]. The vibration amplitude and phase
are determined by the measurement of spectra, when the piezoelectric transducer
at the base of the cantilever was driven at a power of −35 dBm (10−3.5 mW). The
resonance frequency increased from 38.5 kHz at free resonance to 176 kHz for the
carbon and 171 kHz for the epoxy. The Q factors were 180–200 for the carbon and
100–110 for the epoxy. The peak for both the carbon and epoxy had a symmetrical
shape, indicating the linear contact stiffness at this driving power for the particular
transducer used. It should be noted that we obtained the nonlinearity at power levels
above −25 dBm.

Figure 6.20b, c are the resonance frequency and Q factor images obtained at
a contact force of 200 nN corresponding the topography in Fig. 6.20a. Conversion
from the maximum peak height to the Q factor was experimentally performed using
power spectra obtained at the carbon and epoxy area such as those shown in Fig. 6.3.
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The measurement of spectra provides useful information, but it takes a long time
(typically 5 s for one point for an average of 10 times). Consequently, mapping of the
resonance frequency and Q factor takes a very long time (∼91 h for a 256×256 pixels
image). On the other hand, the method using PLL circuit succeeded in mapping them
in 45 min as shown in Fig. 6.20b, c. As a result, 121 times speeding up was attained.
Moreover, more than 1,300 times speeding up was possible for smaller area.

The images Fig. 6.20b, c showed that epoxy was much softer and more viscous
than the carbon. Within the carbon and epoxy areas, the brightness was almost uni-
form. However, we noted a small but reproducible variation within the carbon area.
As shown in the frequency and Q factor profiles in Fig. 6.20 obtained along the ver-
tical lines in Fig. 6.20b, c, the resonance frequency at the core was lower than that
at the rim by 0.5–1 KHz. Similarly, the Q factor at the core was lower than that at
the rim by 20–40. These differences are probably due to the radial difference in the
degree of stabilization during heat treatment, an important parameter for achieving
high strength.

6.4.2 Extremely Soft Domain Boundary of Efficient Ferroelectric
Materials

The development of ferroelectric materials and devices has required the better under-
standing of not only the ferroelectric domain but also the ferroelectric domain bound-
ary (DB) called domain wall. For example, the movement of ferroelectric and fer-
roelastic DB significantly enhanced the piezoelectric coefficient of the ferroelectric
thin film. One of the origins of the polarization fatigue in ferroelectric thin film is
the pinning of the movement of the ferroelectric DB.

The width of the DB was attributed in the order of 1–10 nm [28], which has been
studied by several methods, such as the transmission electron microscopy [29], scan-
ning nonlinear dielectric microscopy (SNDM) [30], and atomic force microscopy
[31]. Although the SNDM may provide dielectric information, we believe that the
mechanical information is also important because the piezoelectric deformation and
the polarization switching are related to the mechanical behavior of the domain and
the DB.

We reported an evidence of the reduction of the stiffness at the ferroelectric DB
in a lead zirconate titanate (Pb(Zrx ,Ti1−x ))O3, PZT) ceramic [17, 18]. We observed
ferroelectric domains in PZT ceramics by the 2D mapping of the resonance frequency.

For imaging the ferroelectric domains, piezoresponse force microscopy (PFM)
was used [32]. Commercially available bulk PZT ceramics were investigated (sam-
ple 1: NEC Tokin Cooperation N-21, sample 2: Fuji Ceramics Cooperation C-82).
Sample 1 was an unpoled material. Because sample 2 was a poled material, it was
annealed in order to obtain random domain configuration. These were lapped by
diamond slurry and polished by colloidal silica slurry and alumina paste for sample
1 and sample 2, respectively. They were glued to sample holders with silver paste. We
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Fig. 6.21 Observation of domains in a PZT

used an Au coated and a CVD diamond film coated Si cantilevers for sample 1 and
sample 2, respectively, purchased from Nanosensor. We performed the experiments
in ambient air at 23 ◦C with the relative humidity in the range of 40–60 %.

First, we show the applicability of the UAFM to the stiffness evaluation of the PZT.
Figure 6.21(a) shows a contact AFM topography of an area of sample 1. Figure 6.21b
shows a PFM image of the same area as Fig. 6.21a representing the phase shift of the
deflection vibration to the AC voltage applied between the tip and the bottom elec-
trode (PFM image). The frequency and the amplitude of the AC voltage were 4 kHz
and 5 Vp-p, respectively. There was a stripe pattern with a period of 250 nm repre-
senting differently oriented domains. It may be 90◦ domain structure. Figure 6.21c
shows a UAFM image representing the resonance frequency at the third deflection
mode (UAFM image). Darker color represents higher resonance frequency, indicat-
ing higher contact stiffness. The stripe pattern in the UAFM image was related to the
domains. As a result, it was demonstrated that the UAFM can evaluate the different
elasticity due to the differently oriented domains of PZT. This is a result similar to
Ref. [33].

After confirming the applicability of the UAFM to PZT, we now applied it to the
evaluation of the stiffness at the DB. Figure 6.22a shows a topography of an area
of sample 2 with the load F of 1,200 nN. Figure 6.22b shows a PFM image of the
same area where the applied AC voltage was the same as that in Fig. 6.21b. Because
uniformly bright and dark regions represent the ferroelectric domains, the boundaries
between them represent the DBs. It may be 180◦ DBs because of the wavy shape.
Although the phase difference was much less than 180◦, it may be explained by
the integral piezoelectric response due to randomly polarized grains stacked in the
normal to the surface and the capacitive force between the cantilever and the bottom
electrode. Figure 6.22c shows a UAFM image at the second deflection mode.

There were string-like structures showing lower resonance frequency. When we
compare the same area surrounded by the dotted squares, we note that the string-
like structures observed in Fig. 6.22c corresponded to the DBs observed in the PFM
image, Fig. 6.22b. At the same time, it does not correspond to the edge of the surface
relief because the edge is out of the zone surrounded by the dotted square in Fig. 6.22a.
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Table 6.3 Variation in the stiffness of the DB normalized by that of domain, EDB/ED , depending
on the half width of the DB, w

w (nm) 1 2 5 8.72

EDB/ED 0.179 0.587 0.826 0.880

The relation between the DB and the edge is illustrated in Fig. 6.2d. Therefore, it was
verified that the string-like structures were the DBs and not topographic artifacts.

Figure 6.23 shows a bird’s-eye view of the zone surrounded by the dotted square
shown in Fig. 6.22c. The apparent half width of the DB was in the range of 20–30 nm,
which was widened due to finite contact area.

In order to obtain an insight into the nature of the DB based on the above observa-
tion, we analyzed the stiffness on the DB. The resonance frequency fr = 492.7 kHz
within the domain gives the contact stiffness k∗ = 1, 305 N/m, using cantilever
vibration theory. When the load F , the Young’s modulus at the domain ED and the
Poisson’s ratio ν are 1,200 nN, 117 GPa and 0.34, respectively, the tip radius R and
the contact radius ac are 55.1 and 8.72 nm, respectively, using Hertzian contact the-
ory. When F , R, ac are identical within the image, fr = 489.7 kHz on the DB gives
the averaged Young’s modulus Ē = 103 GPa.

In order to evaluate the contribution of the Young’s modulus of the DB EDB to
the E , we approximate the application of the stress in the experiment to that in the
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unidirectional fiber-reinforced composite materials and apply the linear mixture law
of the Young’s modulus [34]. The averaged modulus E is expressed by

E = (1 − RDB) ED + RDB EDB, (6.16)

where ED and EDB are the Young’s moduli of the domain and the DB and RDB is
the area ratio of the DB to the total contact, respectively. The RDB is expressed by

RDB = 2

π

⎧
⎨

⎩
wDB

ac

√

1 −
(
wDB

ac

)2

+ π

2
− arccos

wDB

ac

⎫
⎬

⎭
, (6.17)

where wDB is the half width of the DB. We estimated the stiffness of the DB nor-
malized by that of the domain, EDB/ED , for 4 different values of wDB as listed in
Table 6.3. As a result, we found, for the first time, that the stiffness at the DB is much
lower than that of the domain when we assume that the width of the DB is smaller
than the calculated contact radius (8.72 nm). As shown in Table 6.3, EDB/ED is as
low as 0.587 if wDB is 2 nm.
Finally, we discuss possible explanations of this finding.

(i) The disorder of the lattice at the DB; the imperfection of the crystal may reduce
the stiffness.

(ii) The ability of the switching of the domain; the switching accompanies the move-
ment of the DB. It may be facilitated by the reduction of the stiffness at the DB
because the polarization of the domain is constrained by the minimum state of
the sum of the strain energy and the electrostatic energy. Therefore, the ability
of the switching of the domain may reduce the stiffness.

(iii) The reduction of the piezoelectric stiffening; when the polarization charge is
not compensated during the application of the stress, the stiffness is enhanced
because of the depolarization field (piezoelectric stiffening).

In the experiment of the UAFM, the polarization on the domain may lead to
the piezoelectric stiffening, because the small contact area cannot compensate all
polarization charge over the domain. On the other hand, because the spontaneous
polarization of the lattice is rotated at the DB, the average polarization on the DB
is smaller than that on the domain. As a result, the piezoelectric stiffening on the
DB is smaller than that on the domain. Therefore, the reduction of the piezoelectric
stiffening may reduce the stiffness.

We estimate the order of the reduction in the case of (iii), using the variation in
stiffness coefficient c between the electrical conditions of the constant electric field
and the constant electric displacement, represented by the superscripts of E and D,
respectively [35]. The ratio of stiffness coefficients is expressed by

cE

cD
= 1 − k2, (6.18)
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where k represents the electromechanical coupling coefficient in the poling direction.
When we use the coupling coefficient, cE

33/c
D
33 becomes 0.44 that is consistent with

the result of EDB/ED=0.587.

6.4.3 Friction and Shear Elasticity on Surface Layer by Lateral
Force Modulation

As explained in Sect. 6.2, UAFM has modes of deflection and torsion. Since the tor-
sional stiffness of cantilever is usually comparable to that of shear stiffness of sample,
lower frequency than resonance may be used for the shear stiffness evaluation. In this
frequency range, vibration of sample is not difficult using standard scanner for the
AFM raster scan. Therefore, a technique was developed as lateral force modulation
LM–AFM [7], a closely related technique of UAFM [8]. It is useful for evaluation
of friction and shear elasticity on surface layer.

Figure 6.24 shows the principle of LM–AFM where the sample is laterally
vibrated at a frequency much lower than that of torsional resonance. As shown in
Fig. 6.24a, a flat area with high friction leads to a small static angle θ and a large
vibration amplitude �θ of cantilever torsion when the sample is laterally vibrated.
A tilted area with low friction shown in Fig. 6.24b leads to a large θ and small �θ.
Thus, when a conventional friction force microscopy (FFM) is used, it is difficult to
precisely measure frictional force because of the curvature of the surface, as shown
in Fig. 6.24c. However, the LM–AFM is not significantly affected by the local tilt
angle θ because it uses the vibration amplitude �θ of cantilever torsion to evaluate
the friction.
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Fig. 6.25 Observation of CNT on PS. CNT partially covered by PS. a Topography (0–18.9 nm).
b FFM image of right scan. c FFM image of left scan. d LM–AFM amplitude image. e LM–AFM
phase image

Figure 6.25 shows a carbon nanotube (CNT) PS (polystylene) composite [21].
The CNT is emerging on a polystyrene (PS) matrix, a promising light-weight high-
strength conductive material, whose section is illustrated in Fig. 6.24c. Figure 6.25a
shows the topography of an area with embedded and partially exposed CNT. The



6 Ultrasonic Atomic Force Microscopy UAFM 185

cantilever with kc = 0.098 N/m and f1 = 11 kHz was used. FFM images shown in
Fig. 6.25b, c demonstrate geometrical artifacts of PS owing to the large tilt θ.

A LM–AFM image of Fig. 6.25d demonstrates only CNT with lower friction or
lateral contact stiffness. This feature of LM–AFM is useful for precise evaluation
of magnetic recording instruments, lubricant on a medium, and contamination of
engineering surfaces that are not necessarily atomically flat. For precise evaluation
of lateral contact stiffness, the sliding of the tip needs to be suppressed. In LM–AFM,
this has been achieved by monitoring the phase signal of torsion vibrations.

6.5 Conclusion

It was shown that the vibration spectra of UAFM and related techniques are strongly
dependent on the excitation power of the cantilever vibration. The resonance peak
width decreases and the peak frequency increases as the excitation power is reduced
while the power is above a certain threshold level. Controlling the excitation power,
we obtained linear spectra independent of the excitation power. Using the linear spec-
tra, satisfactory agreement between the measured and calculated peak frequency was
obtained by assuming a consistent tip-sample contact stiffness. Further improvement
by taking into account the non-spherical tip shape will be described somewhere in this
book using the Sneddon–Maugis formulation of contact elasticity, and the tip shape
index was estimated by an inverse analyzes of load–frequency relation. Application
to evaluation of vertical and lateral stiffness on a ground silicon wafer is described
by the simultaneous measurement of deflection and torsional vibration.

Appendix A

The deflection vibration of a cantilever is expressed in the x − −z plane as

ρA
d2z

dt2 + E I
d4z

dx4 = 0 (A1)

where E is Young’s modulus, ρ is the density, A is the cross-section and I is the
area moment of inertia. In the case of a rectangular lever of width a and thickness b,
I = ab3/12. At the end of the lever where x = L1 , the deflection of the lever z (x, t)
produces a displacement of the apex of the tip of length h as [h(∂z/∂x), z] and the
−z component of the shear force E I (∂3z/∂x3) caused by the vertical (out-of-plane)
contact stiffness k∗ of sample is

Fv = k∗
(

−h
∂z

∂x
sin ϕ cos ϕ + z cos2 ϕ

)
(A2)
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and the bending moment E I (∂2z/∂x2) is

MV = −hk∗
(

h
∂z

∂x
sin2 ϕ − z sin ϕ cos ϕ

)
(A3)

when the tip is in contact with the sample with oblique angle ϕ with respect to the
x-axis. Similarly, those forces caused by the lateral (in-plane) contact stiffness k∗

Lat
are

F1 = k∗
Lat

(
h

∂z

∂x
sin ϕ cos ϕ + z sin2 ϕ

)
(A4)

and

M1 = −hk∗
Lat

(
h

∂z

∂x
cos2 ϕ − z sin ϕ cos ϕ

)
(A5)

Then the boundary conditions at x = L1 are

E I
∂3z

∂x3 = k̂∗
V z + k̂∗

LatVh
∂z

∂x
(A6)

E I
∂2z

∂x2 = −k̂∗
Lath

2 ∂z

∂x
− k̂∗

LatVhz (A7)

where k̂∗
V = k∗ cos2 θ + k∗

Latsin2ϕ, k̂∗
Lat = k∗

Lat cos2 ϕ + k∗sin2ϕ and k̂∗
LatV =

(k∗
Lat − k∗) cos ϕ sin ϕ. It is noted that if the vertical and lateral stiffness are identical

(k∗ = k∗
Lat) then k̂∗

LatV = 0 and k̂∗
V = k̂∗

Lat = k∗ and Eqs. (A6) and (A7) do not

depend on the tilt angle ϕ. This is in contrast to Ref. [6] where k̂∗
LatV = 0 does

not hold when k̂∗
V = k̂∗

Lat. Equation (6.4) is obtained by substituting a solution of
Eq. (A1) into the boundary conditions (A6) and (A7).
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Chapter 7
Enhanced Sensitivity of AFAM and UAFM
by Concentrated-Mass Cantilevers

Mikio Muraoka

Abstract The mechanical resonance of an atomic force microscopy (AFM)
cantilever whose tip is in contact with a sample surface, namely the contact res-
onance, provides a measure of the local elasticity of a sample. It has been applied to
measurements of the elastic modulus on a nanometer scale in dynamic AFM, such as
atomic force acoustic microscopy (AFAM) and ultrasonic atomic force microscopy
(UAFM). For stiff samples such as metals and ceramics, the contact stiffness between
a tip and a sample is much larger than the stiffness of a cantilever, and thus the tip
can hardly penetrate a sample. It results in a reduced sensitivity in the elasticity
measurements. This chapter introduces a solution to the problem, that is the use of
concentrated-mass (CM) cantilevers. We discuss the theoretical background of CM
cantilevers in AFAM and UAFM to clarify the enhanced sensitivity and some advan-
tages, and present some experimental results including the measurements of elastic
modulus of thin films.

7.1 Introduction

It is well-known that when an atomic force microscopy (AFM) cantilever is driven
to vibrate with small deflection amplitude, the presence of an interactive force F
between a tip mounted on the cantilever and a sample surface, or more precisely
the gradient dF/dz, modifies the resonant frequency [1]. When the force gradient is
small, the vibration dynamics is approximately expressed with a point-mass model,
and the fundamental resonant frequency of the cantilever is simply given by:
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fres = 1

2π

√
kc − (dF/dz)ze

meff
= f0

√

1 − (dF/dz)ze

kc
, (7.1)

where kc and meff are the spring constant and effective mass of the cantilever, respec-
tively. The coordinate z denotes a separation between the tip and sample, and ze is
its value at an initial equilibrium. If the sample exerts an attractive force on the tip
with a positive force-gradient, the spring constant will effectively soften. As a result,
the resonant frequency will decrease. Then the force gradient can be detected by
measuring the amplitude, phase or frequency change of the vibration [1]. This is
the principle of the so-called non-contact (NC) mode, which has been applied to
magnetic-force or electrostatic-force imaging (e.g., [2, 3]).

In contrast to the NC mode, where the tip is initially positioned away from a
sample (ze>0), let the tip be initially in contact with a sample (ze < 0). When the
tip is driven to vibrate with amplitude small enough for linear vibration under the
contact-mode operation, one can detect the contact stiffness k∗

V , which is defined as
k∗

V = −(dF/dz)ze . The contact resonance is shifted to a higher frequency when the
contact stiffness is larger, as expected from Eq. (7.1). Because the contact stiffness
reflects the elastic modulus of the sample on the nanometer scale, one could determine
the elastic modulus from measuring the contact resonant frequency. In 1996, the
detection of elasticity was first achieved by sinusoidally modulating the position
of the sample [4] and of the cantilever [5] at ultrasonic frequencies. The former
and latter instrumentations are called atomic force acoustic microscopy (AFAM)
and ultrasonic atomic force microscopy (UAFM), respectively. It is also noted that
a scale-up version, i.e., micrometer-resolution version, had been reported, named
scanning microdeformation microscopy (SMM) [6].

While the force gradient is significantly small in the case where the tip is separated
from the sample, the contact stiffness normally takes large values. For stiff sam-
ples such as metals and ceramics, the normalized contact stiffness k∗

V /kc reaches to
around 103. The relation of the resonant frequency (fres) versus contact stiffness (k∗

V )

drastically changes from the point-mass model that gives Eq. (7.1). The sensitivity
of fres to k∗

V is reduced because the vibration modes of a relatively soft cantilever
tend to be in energetically low states where the tip can hardly penetrate a sample.
To overcome the problem, the use of higher resonance modes of the cantilever is
suggested, where effectively stiffening of the cantilever at higher modes improves
the sensitivity to some extent [4, 5].

The nonzero tip height provides another difficulty in detecting the contact stiffness.
The tip motion vertical to a sample surface is always accompanied by the rotational
motion around the tip-mounted site of the cantilever. The resulting lateral motion of
the tip apex increases with the tip height. Therefore, the resonant frequency depends
on the lateral contact stiffness as well as on the vertical contact stiffness. The deter-
mination of the vertical stiffness requires additional measurements or assumptions
on the lateral stiffness.

As an alternative way of enhancing the sensitivity, concentrated-mass (CM)
cantilevers were introduced in 2002 [7]. CM cantilevers are fabricated by gluing
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Fig. 7.1 SEM image of
a concentrated-mass (CM)
cantilever for enhancing the
sensitivity to the contact stiff-
ness in the contact resonance
techniques, where the tungsten
particle with a mass of madd
= 540 ng is glued on the tip
and the mass ratio is α = 12.
Reprinted with permission
from [9]. Copyright 2005
Institute of Physics Publishing

a heavy particle at the extremity of a cantilever, see Fig. 7.1. The particle, which
is located on the tip, generates an inertia force enough for the tip to penetrate stiff
samples. When the mass of an attached particle is approximately four times larger
than that of the cantilever, the vibration dynamics can be approximated by that of the
point-mass model. Therefore, CM cantilevers allow one to use the simple formula
Eq. (7.1) even for large values of k∗

V /kc. In addition, the inertia enhancement at the
tip site reduces the rotational tip motion, and thus the resonant frequency depends
only on the vertical stiffness [8]. The enhanced sensitivity due to the use of CM
cantilevers has been demonstrated in AFAM [9].

Meanwhile, mass-loaded cantilevers can be found in the literatures for various
purposes [7, 10–13]. To make clear the difference between the CM cantilevers and
the others, we here give a brief review. Attachment of a tungsten sphere as a known
mass to the end of a cantilever was used to calibrate the spring constant of the can-
tilever [10], where the sphere was detachable because they were attached with natural
adhesion. A magnetic particle glued at the end of a cantilever was utilized to directly
exert a magnetic force on the tip by applying a magnetic field to the particle in mag-
netic force modulation microscopy (MFMM) [11]. MFMM works below the contact
resonant frequency, i.e., in quasistatic situation, to detect the elasticity of a sample.
Therefore, it seems to have the less sensitivity in the detection, especially for stiff
samples, than that of the resonance techniques, i.e., AFAM and UAFM. It should
be noted that MFMM uses the attached particle for the magnetic force excitation,
not for the inertia enhancement as in the CM cantilevers. In magnetic resonance
force microscopy (MRFM), which is a scanning probe technology that measures the
weak magnetic force between a microscopic magnet and the magnetic moments in a
sample, a mass-loaded cantilever that was monolithically microfabricated was devel-
oped to reduce thermal noise coming from higher order modes of the cantilever [12].
A CM attachment to a certain position across the length of a cantilever was proposed
to tune the resonant frequencies to coincide with the higher harmonics generated in
a tapping mode AFM by the nonlinear tip–sample interaction force [13]. The mass-
loaded cantilevers addressed above differ from the CM cantilevers [7] in that the
attached or loaded masses are not used to enhance the inertia force of the tip.
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In the contact resonance techniques, i.e., AFAM and UAFM, the cantilever vibra-
tion changes from linear to nonlinear when the excitation amplitude is increased.
The nonlinear phenomena were investigated experimentally [14, 15] and theoreti-
cally [16, 17]. They suggested that the cyclic jumping of the tips near the contact
resonance could be useful to experimentally determine the attractive force. The CM
cantilevers would be also useful for such nonlinear applications because the vibration
dynamics can be approximately simplified to that of a point-mass model.

In the subsequent sections, we discuss why the CM cantilevers make the con-
tact resonance sensitive to the contact stiffness and obey the simple dynamics of
a point mass model. We start with some investigations of theoretical formulas on
forced vibrations of CM cantilevers whose tip interacts with a sample, where some
closed-form solutions are given for steady-state forced-vibrations under nonlinear
tip–sample interactions. Then the tip height effects on the resonant frequency are
discussed. The final section demonstrates applications of CM cantilevers in AFAM
and UAFM, including measurements of the elastic modulus of diamond-like carbon
thin film on a substrate.

7.2 Theory of Concentrated-Mass Cantilevers

7.2.1 Forced Vibration

7.2.1.1 Nonlinear Tip–Sample Interaction

Let us consider a typical case of the contact resonance techniques, AFAM and UAFM,
in combination with a concentrated-mass (CM) cantilever. The cross-section of the
cantilever is rectangular and uniform along the longitudinal axis. The fundamental
natural frequency f (1)free of the free cantilever before the CM attachment and the spring
constant (kc) are usually given as specifications of a commercial AFM cantilever,
or can be experimentally determined [10, 18, 19]. By driving a z-scanner, a sample
surface is brought into contact with the tip, and then the equilibrium contact force Fe

is set to an arbitrary constant value, where Fe (= kcwe) is determined by measuring
the equilibrium deflection we of the cantilever end.

After this initial setting, the cantilever in contact with the sample surface is oscil-
lated by application of an AC voltage to the piezoelectric element attached on the
base plate where the cantilever is supported in UAFM [5, 15, 20–22]. In another type
of excitation, i.e., AFAM, the sample is oscillated by use of a piezoelectric element
inserted beneath the sample [4, 14, 23–26]. The sample oscillation method is also
used for nonlinear detection of tip–sample interactions in ultrasonic force microscopy
(UFM) [27]. The induced deflection is denoted by w(x, t) (i.e., total deflection minus
equilibrium deflection), where x is an axial coordinate originating at the fixed end
and t is the time. To analyze w(x, t), we consider forced vibration of a cantilever
which is modeled as having its end connected to a nonlinear spring and a dashpot,
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Fig. 7.2 A model of
concentrated-mass (CM)
cantilevers, which are driven
to vibrate by the modulation
of the sample or cantilever
positions, under nonlinear
tip–sample interactions. The
cases of ub0=0, us0=0, and
ub0 =us0, correspond to
AFAM, UAFM, and the direct
force modulation, respectively

as shown in Fig. 7.2. The nonlinear spring represents the effect of tip–sample inter-
action on vibrations around the equilibrium position. The dashpot expresses viscous
and friction damping near the tip–sample contact region. This damping is dominant
over the others coming from the cantilever itself such as aerodynamic and internal
damping of the cantilever. For the sake of simplicity, the CM attached at the end
of the cantilever is assumed to be a point mass with a mass of madd, the height and
mass of the tip are neglected, and the slight tilt (≈15 ◦) of the cantilever relative to a
sample surface in the actual setting is also neglected. These simplifications are vali-
dated for CM cantilevers as shown in Sect. 7.2.2. The fixed end of the cantilever and
the sample surface are oscillated with the forced displacements ub = ub0sinωt and
us = us0sinωt , respectively, where ω (= 2π f) is the angular frequency. The deflection
of the simplified cantilever corresponds to w(x, t) in AFAM when ub0 = 0 and in
UAFM when us0 = 0. In addition, when equating the amplitude ub0 with us0, one can
equivalently deal with the direct force modulation where the CM is directly oscillated
by force, see Sect. 7.2.1.3. The case of cantilevers without CMs in UAFM (madd =
us0 = 0) has already been analyzed in our work [17], which gives some analytical
closed-form solutions. This section extends our analysis into the case of madd �= 0
and us0 �= 0.

Let wr (x, t) be the relative deflection defined as wr (x, t) = w(x, t)− us . On the
basis of beam vibration theory [28, 29], the equation of motion is described by

ẅr (x, t)+
(

2π f (1)free

)2 (
l/λ(1)free

)4
w′′′′

r (x, t) = us0ω
2 sinωt, (7.2)

where the dots and the primes denote the partial derivatives with respect to t and x,

respectively. The coefficient of the second term,
(

2π f (1)free

)2 (
l/λ(1)free

)4
, equals flex-

ural rigidity EI divided by mass per unit length ρA of the cantilever, where λ(1)free
(=1.875) is the smallest root of the frequency equation for free cantilevers with-
out CMs, and l is the length of the cantilever. Also the coefficient is expressed by
kcl4/(3mcan), where the formula kc = 3EI/l3 and mcan = ρAl are used. The boundary
conditions are given as
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wr (0, t) = (ub0 − us0) sinωt, w′
r (0, t) = w′′

r (l, t) = 0, (7.3a)

− (kcl3/3)w′′′
r (l, t) = �F − cẇr (l, t)− madd[ẅr (l, t)+ üs]. (7.3b)

Equation (7.3b) expresses a condition imposed on the force acting on the cantilever
edge (x = l), where the coefficient equals flexural rigidity, �F is the restoring force
of the nonlinear spring, and c denotes the damping coefficient.

Due to the nonlinearity of the spring, wr (x, t) contains several frequency com-
ponents (i.e., a DC component, harmonics, and subharmonics) in addition to the
fundamental component of ω in steady-state vibration. The motion can be expressed
as the Fourier series:

wr (x, t) = w(x, t)− us = W0(x)+
∞∑

n=1

Wn(x) sin[nωt − φn(x)]. (7.4)

If the subharmonic components are negligibly small, the terms in the summation in
Eq. (7.4) correspond directly to the fundamental and harmonic components. For this
case, the harmonic balance method is effective for the nonlinear analyzes [30]. Using
Eqs. (7.2–7.4), we can derive the following conditions imposed on harmonic balance
(see Appendix I):

W0(l) = 1

kcT

T∫

0

�Fdt, (7.5a)

Wn(l) sin φn(l)

[
	(λn)+ 1

3
αλ4

n

]
+

(
cnω

kc

)
Wn(l) cosφn(l)

= 2

kcT

T∫

0

�F cos nωtdt (n = 1, 2, 3, . . .), (7.5b)

− Wn(l) cosφn(l)

[
	(λn)+ 1

3
αλ4

n

]
+

(
cnω

kc

)
Wn(l) sin φn(l)

+
{
(ub0 − us0)
(λn)− us0

[
	(λn)+ 1

3
αλ4

n

]}
δ1n

= 2

kcT

T∫

0

�F sin nωtdt (n = 1, 2, 3, . . .), (7.5c)

where

	(λn) = λ3
n(1 + cos λn cosh λn)

3(cos λn sinh λn − sin λn cosh λn)
, (7.6a)
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(λn) = 	(λn)

(
cos λn + cosh λn

1 + cos λn cosh λn

)
, (7.6b)

λn = λ
(1)
free

√
n f

f (1)free

= l

(
ρA

E I

)1/4 √
nω =

(
3mcan

kc

)1/4 √
nω, (7.6c)

α = madd/mcan. (7.6d)

The important parameter α is the ratio of the CM (= madd) to the mass mcan of the
cantilever without the CM. T = 1/f = 2π /ω, and δ1n is the Kronecker symbol; i.e.,
δ1n = 0 (n �= 1) and δ11 = 1. All the components Wn(l) (n = 0, 1, 2, …) and the phase
delay angles φn(l) (n = 1, 2, 3, . . .) must satisfy Eq. (7.5a–c).

The relationship between the force acting on the AFM tip and the tip–sample
separation z [i.e., the force curve F(z)] is generally complex, and an exact, explicit
description is difficult. For the contact states (z< 0), we use the half-empirical, half-
theoretical formula [31]:

F(z) = 4

3
E∗√−Rz3 − FC − √

2πwad E∗(−Rz)3/4 ≡ Fcont(z) (z ≤ 0), (7.7)

where E∗ is the effective Young’s modulus, which is defined as

1/E∗ =
(

1 − ν2
s

)/
Es +

(
1 − ν2

t

)/
Et , (7.8)

where Ei and νi (i = s and t) are the Young’s moduli and the Poisson’s ratios,
respectively. The subscripts s and t denote the sample and the AFM tip, respectively.
R is the tip radius, wad is the Dupré adhesion energy (the work per unit area for
separating the interface), and FC is the attractive force at zero separation. The first
term of Eq. (7.7) represents Hertzian contact repulsion, and the remaining terms
approximate the adhesion effect. The two parameters; i.e., the adhesion energy (wad)

and the attractive force at zero separation (FC ), characterize the surface chemical
properties. When the attractive effect is due to van der Waals attractive interaction,
the so-called DMT theory [32] gives the simple relation FC = 2 πRwad. However, in
the general case, relating FC with wad is difficult.

Also, for small separations 0 < z � R, we introduce a master curve applicable
to several attractive interactions:

F(z) = −
s∑

k=1

Fk

1 + z/Dk
−

m∑

k=s+1

Fk

(1 + z/Dk)2
≡ Fsepa(z) (0 < z � R), (7.9a)

m∑

k=1

Fk = FC , (7.9b)
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where Fk and Dk (k = 1, 2, . . . , m) are fitting parameters. The first summation can
represent capillary forces due to water adsorption on the surfaces, and capacitance
forces due to a potential difference between the sample and tip [31]. The second
summation can express van der Waals forces and electrostatic forces due to electric
charges (patch charges) [31].

In our nonlinear vibration model, the restoring force from the nonlinear spring
(�F) is expressed by

�F = F [ze + wr (l, t)] − Fe, (7.10)

where ze(<0) is the equilibrium z position (–ze is the equilibrium penetration depth)
and Fe = F(ze). The contact stiffness (k∗

V ) corresponds to –dF/dz at z = ze, as men-
tioned in Sect. 7.1. While the tip is in contact with the sample [ze + wr (l, t)< 0], the
first term takes the form of Eq. (7.7). For the other intervals, when the tip is jumping
off the sample surface [ze + wr (l, t) > 0], the first term is described by Eq. (7.9a).

It is difficult to analytically integrate Eq. (7.5a– c). Here we approximate w(x, t)
by taking into account only the two main components W0(x) and W1(x):

wr (x, t) = W0(x)+ W1(x) sin[ωt − φ1(x)]. (7.11)

For W0(l), W1(l), and φ1(l), we use the simple notations W0, W1, and φ1, respectively.
The component W0 corresponds to the DC liftoff or diode effect, which has been
used for detecting the tip–sample interaction in UFM [27]. Also, we may assume
W1 > 0. Then, the integrals (n = 1) in Eq. (7.5b, c) can be related with each other as
follows:

1

sin φ1

T∫

0

�F cosωtdt = − 1

cosφ1

T∫

0

�F sinωtdt . (7.12)

Here we introduce the function defined as

χ1(W0,W1; ze) = 2

kcT W1 sin φ1

T∫

0

�F cosωtdt . (7.13)

Using Eqs. (7.5b, c), (7.12), and (7.13), we obtain the following equations for the
deflection amplitudes of the cantilever end and the delay phase angle:

W 2
1 =

{
(ub0 − us0)
(λ1)− us0

[
	(λ1)+ αλ4

1/3
]}2

[
	(λ1)+ αλ4

1/3 − χ1(W0,W1; ze)
]2 + (cω/kc)2

, (7.14a)

tan φ1 = −(cω/kc)

	(λ1)+ αλ4
1/3 − χ1(W0,W1; ze)

. (7.14b)
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The DC and ω components of amplitude must satisfy Eqs. (7.5a) and (7.14a). The
delay of phase angle (φ1) is determined by Eq. (7.14b). The other equations (n ≥ 2)
in Eq. (7.5b, c) are neglected, in accordance with the concept of the harmonic balance
method [30].

The phase angles at the transition from contact to separation θ1(= ωt1– φ1) and
from separation to contact θ2(= ωt2– φ1) are described by

θ1 = π − θ2 = Arc sin
−ze − W0

W1
. (7.15)

Then, analytically integrating the right-hand side of Eq. (7.5a), we obtain


W0 = 1

2πkc R

θ1∫

θ2−2π

Fcont(z)dθ + 1

2πkc R

θ2∫

θ1

Fsepa(z)dθ − Fe

kc R

= C0(
W0, 
W1; z̄e)+ S0(
W0, 
W1; z̄e)− Fe

kc R
, (7.16)

where z = ze + W0+ W1sinθ and the upper bar denotes the value normalized by R; i.e.,
( ) = ( )/R. The first term C0(
W0, 
W1; z̄e) is expressed as an infinite series, and the
second term S0(
W0, 
W1; z̄e) is expressed in closed form (see Appendix II). Similarly,
for Eq. (7.13), we have

χ1 = 1

πkcW1 sin φ1

⎡

⎢
⎣

θ1∫

θ2−2π

Fcont(z) cos(θ + φ1)dθ +
θ2∫

θ1

Fsepa(z) cos(θ + φ1)dθ

⎤

⎥
⎦

= C1(
W0, 
W1; z̄e)+ S1(
W0, 
W1; z̄e). (7.17)

The expressions of C1(
W0, 
W1; z̄e) and S1(
W0, 
W1; z̄e) are shown in Appendix II.
Equation (7.16) gives the relationship between the shift in average position (W0) and
amplitude (W1). The amplitude is determined from Eqs. (7.14a) and (7.17).

In the case of perfect contact, where the tip is always in contact with the sample
surface during vibration, we obtain relatively simple formulas for nonlinear vibration
(set �θ = θ2– θ1 to zero in Appendix II):



198 M. Muraoka


W0 =
∞∑

k=1

g(k)(z̄e)

k!

⎡

⎣
W k
0 +

[k/2]∑

p=1

(
k

2p

)(
2p
p

)

W k−2p

0

( 
W1

2

)2p
⎤

⎦,

(7.18)

χ1(
W0, 
W1; z̄e) = −1

2

∞∑

k=1

g(k)(z̄e)

k!

×
⎡

⎣
[(k+1)/2]∑

p=1

(
k

2p − 1

)(
2p
p

)

W k−2p+1

0

( 
W1

2

)2p−2
⎤

⎦ ,

(7.19)

where the Gauss notation and the simple notation of a binomial coefficient are used
(see Appendix II). The function g(z̄) [= Fcont/(kcR)] represents normalized interactive
force in the contact situation, and the derivative is given by

g(k)(z̄) = dk g(z̄)

dz̄k

= �(k − 3/2)

�(−3/2)

(
4E∗ R

3kc

)
(−z̄)3/2−k

− �(k − 3/4)

�(−3/4)

(√
2πwad E∗ R

kc

)
(−z̄)3/4−k, (7.20)

where �(x) is the Gamma function [�(x+1) = x �(x)].
Figure 7.3 shows an example of theoretical predictions (broken curves) by using

Eqs. (7.14–7.20) for the second resonance spectra measured in UAFM [15] (solid
curves), where a glass surface was observed with a normal cantilever. The simulations
were carried out by finding the roots W0 and W1 of Eqs. (7.14a) and (7.16) under the
condition of us0 = 0 and appropriate values on the tip–sample interaction [17]. Our
simulation explains well the drastic change in a shape of resonance curves due to the
increase in excitation power P. For low excitation powers (−20,−25, and −30 dBm),
the amplitudes simulated around the resonance frequency almost coincide with the
experimental amplitudes. However, the simulation deviates from the experimental
amplitudes for larger excitation powers (>–20 dBm). It is noted that these cases
of discrepancy correspond to large nonlinear vibrations where the tip jumps out of
the sample surface. In such large nonlinear vibrations, harmonics and subharmonics
appear and the damping effect becomes stronger than that at perfect contact. The
discrepancy is considered to be due to the neglect of the appearance of harmonics and
subharmonics and the assumption of constant damping coefficient. For the situation
of perfect contact, the theory was successfully applied to the determination of the
elastic modulus and adhesion energy [17].
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Fig. 7.3 A comparison of the
theoretical prediction (broken
curves) with the experimental
contact spectra [15] (solid
curves), which were observed
for a glass surface by UAFM
with a normal cantilever. The
parameter P is the excita-
tion power. For P less than
−15 dBm, the tip meets the
perfect contact without any
jumping out of the sample
surface, where the theory well
explains the measurements.
Reprinted from [17]

7.2.1.2 Linear Tip–Sample Interaction

If the amplitude is so small that 
W 2p
1 (p = 1, 2, 3, . . .) may be neglected, Eqs. (7.18)

and (7.19) become the expressions of linear vibrations 
W0= 0 and χ1 = −g(1)(z̄e) =
k∗

V /kc, respectively. Hereafter, we omit the subscript 1 in the symbols W1, φ1, λ1,
etc. for linear vibration. Substituting χ1 = k∗

V /kc, in Eq. (7.14a, b), the amplitude W
and phase delay φ at the end of the cantilever (x = l) are described by

W =
∣∣(ub0 − us0)
(λ)− us0[	(λ)+ αλ4/3]∣∣
√

[	(λ)+ αλ4/3 − k∗
V /kc]2 + (cω/kc)2

, (7.21a)

tan φ = −(cω/kc)

	(λ)+ αλ4/3 − k∗
V /kc

, (7.21b)

λ = λ
(1)
free

√
f/ f (1)free = (3mcan/kc)

1/4 √
ω, (7.21c)
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where the damping coefficient (c) is related with the quality factor Q (see
Appendix III).

For low damping, we can approximate the resonance condition as

	(λ)+ αλ4/3 = k∗
V /kc. (7.22)

Equation (7.22) coincides with the frequency equation of natural vibrations. For
α = k∗

V = 0, it gives 	(λ) = 0 and thus the frequency equation of clamped-free
(or fixed-free) beams, 1 + cosλcoshλ = 0, which is by equating the numerator of
Eq. (7.6a) with zero. Let λ(n)free denote the nth order solution:

λ
(n)
free = 1.875, 4.694, 7.855, 10.996, 14.137, . . . . (7.23)

The limit k∗
V → ∞ in Eq. (7.22) leads to 	(λ) → ∞ for finite values of λ

and thus to the frequency equation of clamped–pinned (or fixed-simply supported)
beams, tanhλ = tanλ, which is obtained by setting the denominator of Eq. (7.6a) zero.
The nth order solution λ(n)pin is given by

λ
(n)
pin = 3.927, 7.069, 10.210, 13.352, 16.493, . . . . (7.24)

When k∗
V increases, the nth order solutionλ(n) of Eq. (7.22) approachesλ(n)pin, whatever

α takes. Therefore, the possible range of λ(n) is

0 < λ(1) ≤ λ
(1)
pin, λ

(n−1)
pin < λ(n) ≤ λ

(n)
pin (n = 2, 3, 4, . . .). (7.25)

7.2.1.3 Derivation of Effective Point-Mass Models

As we have seen in the preceding sections, the vibration dynamics of cantilevers in
contact with a sample seems somewhat complicated even with the linear tip–sample
interaction. However, if the excitation frequency [f = ω/(2π)] is limited to close
vicinities of the resonances, one may find an effective point-mass model for each of
the resonances. The presence of the effective models, whose possibility depends on
values of α and k∗

V /kc, could allow one to substitute the following approximation in
Eq. (7.21a, b):

	(λ)+ αλ4/3 − k∗
V /kc ≈ (meffω

2 − k(n)eff )/kc, (7.26)

where meff is the effective mass, and k(n)eff [= meff (ω(n))2] is the effective spring con-
stant near the nth order resonance. The right side of Eq. (7.26) corresponds to ωX /kc,
where X is the mechanical reactance. Let us call the left side of Eq. (7.26) the reac-
tance relative.
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Here, let us seek out the effective point-mass models. For a small difference�(ω2)

= ω2–(ω(n))2, the reactance relative is approximated by

	(λ)+ αλ4/3 − k∗
V /kc

≈ 	(λ(n))+ α(λ(n))4/3 − k∗
V /kc

+
{mcan

4

[
1 + 3	(λ(n))�(λ(n))/(λ(n))3

]
+ madd

} [
ω2 − (ω(n))2

]
/kc,

(7.27)

where Eqs. (7.6a, d) and (7.21c) are used, and

�(λ) = 2 sin λ sinh λ

cos λ sinh λ− sin λ cosh λ
+ 3

λ
. (7.28)

If λ(n) is the exact solution of Eq. (7.22), the first three terms in the right side of
Eq. (7.27) disappear, and then Eq. (7.27) suggests that the expression in the braces
corresponds to the effective mass (meff). Unfortunately, meff is not a constant in
general, but depends on the resonant frequency. The effective point-mass model
does not always exist near the resonances.

When the cantilever is a normal one without the CM and the sample is very soft,
that is α � 1 and k∗

V /kc � 1, we have the approximation 	(λ(n)) ≈ 0, where

λ(n) ≈ λ
(n)
free, and then find the effective point-mass model with the effective mass:

meff = mcan/4 + madd, (7.29)

and the effective spring constant:

k(n)eff = k(n)c + k∗
V =

[(
λ
(n)
free

)4 /
12

]
kc + k∗

V , (7.30)

where k(n)c is often called the dynamic (or effective) spring constant of cantilevers,
which have no attached masses, and approximately equals to kc for the fundamental
resonance (n = 1). Meanwhile, Eq. (7.30) predicts that for α� 1 and k∗

V /kc � 1,
the application of the higher modes does not provide any enhanced-sensitivity in
detecting k∗

V because�ω =ω(n)free k∗
V /(2k(n)c ) = k∗

V /(k(n)c mcan)
1/2 is reduced when k(n)c

increases. The reduced sensitivity is also predicted in the NC mode by substituting
−(dF/dz)ze for k∗

V .
In AFAM and UAFM using normal cantilevers (α � 1), k∗

V /kc normally takes
not small values. There is no available point-mass models because the resonance
condition 	(λ(n)) ≈ k∗

V /kc does not allow one to find any effective mass that is
independent of the resonant frequencies. Instead of the point-mass models, one is
required to solve the resonance condition for λ(n) directly. For stiff samples such as
metals, the sensitivity of the fundamental resonant frequency to k∗

V is known to be
reduced but can be improved by using the higher order resonances [4, 5].
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Apart from the limitation of close vicinities of the resonances, let us consider now
two cases in which effective point-mass models are available. One is the excitation
at low frequencies with any values of α (0< λ < λU ≈2.5 for α = 0, the upper limit
λU depends on α, and λU → λ

(1)
pin as α→ ∞), which leads to the fundamental-mode

vibration in the range of −1 < k∗
V /kc < (k∗

V /kc)U ≈2.5 for α = 0, the upper limit
(k∗

V /kc)U depends on α, and (k∗
V /kc)U → ∞ with α. Using Taylor series expansion

of 	(λ) around λ = 0: 	(λ) ≈ −1 + (11/140)λ4 together with Eq. (7.21c), we have
the approximation to the reactance relative:

	(λ)+ αλ4/3 − k∗
V /kc ≈

{
[(33/140)mcan + madd]ω2 − (

kc + k∗
V

)}
/kc, (7.31)

where the coefficient 33/140 ≈ 0.236. Equation (7.31) shows the effective point-mass
model with the effective mass, meff = 0.236 mcan + madd, connected to the two parallel
springs, kc and k∗

V . This confirms that the fundamental resonant frequency for any
values of α takes the same form as Eq. (7.1) with k∗

V substituting for −(dF/dz)ze .
Another case in which the forced vibration can be approximated by an effective

point-mass model is the use of CM cantilevers with α > 4. In this case, the model is
applicable at almost all the frequencies of practical interest. Figure 7.4 plots the sum
of frequency-dependent terms 	(λ) + αλ4/3 in the reactance relative, as a function
of λ. The graphs explain the effect of the CM on the reactance relative. That is, when
the mass ratio (α) exceeds around 4, the term αλ4/3 dominates over the sum of the
frequency-dependent terms [i.e., 	(λ)�αλ4/3], except near the specific resonances
of λ= λ(1)pin (= 3.927), λ(2)pin (= 7.069), etc., which correspond to the case where the end
of the cantilever is pinned (or simply supported). Hence, we are allowed to neglect
	(λ) in the reactance relative:

	(λ)+ αλ4/3 − k∗
V /kc ≈ αλ4/3 − k∗

V /kc =
(

maddω
2 − k∗

V

)
/kc. (7.32)

Note that Eq. (7.32), which is valid for α > 4, makes relatively large errors for
small values of λ(< 2) and k∗

V /kc (< 20). In this case Eq. (7.31) is available rather
than Eq. (7.32). If Eq. (7.31) with α > 4 is extrapolated to the case for larger values
of k∗

V /kc, we see it to equal Eq. (7.32), approximately. Thus, we reach the following
approximation to the reactance relative for CM cantilevers with α > 4.

	(λ)+ αλ4/3 − k∗
V /kc ≈

[
meffω

2 − (
kc + k∗

V

)]
/kc, (7.33)

where meff = 0.236mcan + madd, and hereafter we approximately use Eq. (7.29) for
meff . The resonant frequency is given by

fres = 1

2π

√
kc + k∗

V

meff
= f0

√

1 + k∗
V

kc
, (7.34)
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Fig. 7.4 Plots of the sum of
frequency-dependent terms in
the reactance relative, 	(λ)
+ αλ4/3, as a function of λ,
which is a parameter propor-
tional to f1/2, see Eq. (7.21c).
The broken curves show the
second term, αλ4/3

Fig. 7.5 The normalized
resonant frequency versus
contact stiffness for the CM
cantilever (α = 6, solid curves),
a normal cantilever (α = 0,
broken curves), and the point-
mass model Eq. (7.34) (thin
solid curve, which coincides
the curve A-B-C-D). For the
point-mass model, the nor-
malized resonant frequency
is expressed by (λ(1)free)

2(1 +
4α)−1/2(1 + k∗

V /kc)
1/2 from

Eq. (7.34)

where f0 is the fundamental resonant frequency of the CM cantilever in no interac-
tion with the sample (k∗

V = 0). Figure 7.5 shows the normalized resonant frequency

f(n)[(λ(1)free)
2/ f (1)free] = (λ(n))2 versus the normalized stiffness (k∗

V /kc) for the CM can-
tilever with α = 6, where the calculation is carried out by using Eq. (7.22), and the
result for the CM cantilever is compared with the normal cantilever (α = 0) before
the attachment of the CM. We see from Fig. 7.5 that the CM cantilever yields the
apparently-connected segments A-B-C-D in solid curves, which consists of parts
of the 1st to 3rd resonance curves (n = 1 ∼ 3). The segments are well fitted by
Eq. (7.34) within the line width. The horizontal lines corresponds to the specific
resonances λ(n) = λ

(n)
pin. It should be also noted that the curve consisting of the seg-

ments for the CM cantilever looks very steep, compared to the result for the normal
cantilever. The slope indicates the sensitivity in AFAM and UAFM, which will be
discussed in Sect. 7.2.1.4.

Note that Eqs. (7.33) and (7.34) are applicable to almost all the range of fre-
quency, except near the specific resonances of the cantilever with one end pinned,
as mentioned above, and to each of AFAM and UAFM as long as one uses the CM
cantilevers. On the other hand, the amplitude (W) and the phase delay (φ) of the
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relative deflection (wr ) at the cantilever end, see Eq. (7.21a, b), are rewritten as

W =
∣∣kc(ub0 − us0)
(λ)− us0(meffω

2 − kc)
∣∣

√[
meffω2 − (kc + k∗

V )
]2 + (cω)2

, (7.35a)

tan φ = −cω

meffω2 − (kc + k∗
V )
. (7.35b)

With ub0 = 0, i.e. AFAM, the first term in the numerator of Eq. (7.35a), which
contains the function 
(λ), can be neglected for λ > 2 and α > 4, and then we
acquire the complete expression that contains only quantities in the effective point-
mass model. In the case of ub0 = us0, we also have the complete expression. If us0 is
changed along with ω so as to make the term us0meffω

2 be a constant value, denoted
by Pext

0 , we obtain the formula on the direct force modulation for relatively high
frequencies ω � 2π f0, where the CM is directly oscillated with an external force
Pext = Pext

0 sin ωt . In the formula converted in this way, the relative quantities like
W should be regarded as the absolute ones. This corresponds to MFMM where the
attached magnetic particle satisfies the requirement α > 4 for the CM cantilevers.
On the other hand, UAFM where us0 = 0, unfortunately, does not allow us to obtain
the complete expression because there remains
(λ), which has some nature coming
from the distributed mass of the cantilever.

When the absolute deflection w(l, t) = wr (l, t) + us at the cantilever end is expressed
by w(l, t) = Wabssin(ωt−φabs), the amplitude Wabs and the phase delayφabs are related
with the relative ones W and φ as:

Wabs = W
√

sin2 φ + [cosφ + (us0/W )]2, (7.36a)

tan φabs = sin φ/(cosφ + us0/W ). (7.36b)

7.2.1.4 Sensitivity in Detecting Contact Stiffness

The slope in the relation of resonant frequency versus the contact stiffness, see
Fig. 7.5, means the sensitivity in the detection of sample elasticity by AFAM and
UAFM. First, we define the non-dimensional sensitivity S as the ratio of the normal-
ized increase in the resonant frequency, � f (n)/f(n), to that in the contact stiffness,
�k∗

V /k∗
V [7, 17]. Using Eq. (7.22) together with Eq. (7.21c), we obtain the expression:

S ≡
(

k∗
V

f (n)

)
d f (n)

dk∗
V

= 2[	(λ(n))+ α(λ(n))4/3]
λ(n)[	(λ(n))�(λ(n))+ (1 + 4α)(λ(n))3/3] . (7.37)

For the CM cantilevers, the effective point-mass model, Eq. (7.34), simplifies the
sensitivity:
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Fig. 7.6 The sensitivity, defined by a Eq. (7.37), b Eq. (7.39), and c Eq. (7.40), for the CM
cantilevers (α = 6, solid curves) as a function of the normalized contact stiffness, in comparison
with that for the normal cantilevers (α = 0, broken curves). The thin solid curves in a and c show
Eqs. (7.38) and (7.41), respectively

S ≈ (1/2)(k∗
V /kc)/(1 + k∗

V /kc). (7.38)

When increasing the normalized stiffness, the sensitivity increases and then reaches
a constant value of 0.5. This value is the maximum of the sensitivity defined by
Eq. (7.37). Figure 7.6a shows the sensitivity as a function of the normalized stiff-
ness for the CM cantilever with α = 6, compared to that for the normal cantilever
(α = 0). The calculations have been made with Eq. (7.37) together with Eq. (7.22).
The enhancement of the sensitivity by the use of the CM cantilever is understood
from Fig. 7.6a.

When the CM and normal cantilevers having the same fundamental resonant
frequency with the end free are compared, we may modify the sensitivity in the way
that � f (n) is normalized by using each of the fundamental resonant frequencies of
the cantilevers with the end free (f0 and f (1)freefor the CM and normal cantilevers,
respectively). Then, we have the sensitivity S∗ for the CM cantilever:

S∗ ≡
(

k∗
V

f0

)
d f (n)

dk∗
V

= √
1 + 4α

(
(λ(n))2

2
√

3

)

S, (7.39)
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where, for the normal cantilevers (α = 0), f0 should be replaced by f (1)free, while the
right-hand side remains valid. Figure 7.6b shows the comparison for this case. We
see that the CM cantilever (α = 6, solid curves) significantly improves the sensitivity
within almost the entire range of the normalized stiffness.

In the sensitivities defined above, the change in the contact stiffness is normalized
with the contact stiffness to which we want to know the sensitivity. These sensitivi-
ties clearly indicate the performance of detecting the contact stiffness for relatively
stiff samples or soft cantilevers (k∗

V /kc � 1). Especially, in the case where macro-
scopically homogeneous stiff-samples are evaluated or imaged for fluctuations of the
surface elasticity, the relative change in the contact stiffness is important, and thus
the sensitivities would be useful. In contrast, these sensitivities would not be suitable
for relatively soft samples or stiff cantilevers (k∗

V /kc � 1) because they approach
zero as k∗

V /kc → 0. Instead, one may use the definition where the change in k∗
V is

normalized with the spring constant of the cantilever kc [27], which is similar to that
in the NC mode:

S0 ≡
(

kc

f0

)
d f (n)

dk∗
V

= S∗

	(λ(n))+ α(λ(n))4/3
. (7.40)

The sensitivity Eq. (7.40) is applicable to making a comparison between the CM
and normal cantilevers with the same fundamental resonant frequency f0 = f (1)free, as
shown in Fig. 7.6c. For the CM cantilevers, the effective point-mass model, Eq. (7.34),
simplifies the sensitivity:

S0 ≈ (1/2)/
√

1 + k∗
V /kc. (7.41)

The sensitivity S0 takes the maximum of 0.5 as k∗
V /kc → 0. From Fig. 7.6c, we see

that the relation of S0 versus k∗
V /kc for the CM cantilever (α = 6) approximately

coincides with that for the point-mass model Eq. (7.41), as expected, and the CM
cantilever improves the sensitivity especially at higher values of k∗

V /kc.

7.2.2 Effects of Lateral Stiffness

The actual cantilevers have nonzero tip heights. The deflection angle at the end of the
cantilevers imposes a rotational motion on the tips, and induces a lateral motion of
the contact point on sample surfaces. As a result, the resonant frequency is influenced
by the lateral contact stiffness, as well as the vertical contact stiffness. In addition,
a tilt of the cantilevers is given relatively to sample surfaces in the actual setup.
The tilt also causes the resonant frequency to depend on the lateral contact stiffness.
Some studies for AFAM and UAFM discussed these effects for normal cantilevers
[14, 15, 33, 34]. In contrast, it was proved for the CM cantilevers that these effects
are significantly suppressed, and that the approximation by the effective point-mass
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model, such as Eq. (7.34), is still valid [8]. Furthermore, if one uses rod-like CMs that
enhance the rotary inertia, see Fig. 7.7, the lateral contact stiffness can be detected
independently of the vertical one from another contact resonance that depends only
on the lateral stiffness [8].

In this section, we introduce the unique features of the CM cantilevers, according
to the work [8]. It is assumed in the theoretical model that the CM is a thin rod of
mass madd and length lm . A tip of length (height) h is attached at a distance lt from
the end of the CM rod, see Fig. 7.8. The rod is connected to the end of the flexural
cantilever of mass mcan and length l. The gravitational center of the rod is at a distance
lg from the connected end (lg = lm /2 for uniform rods). The tip–sample interaction
is represented by the vertical contact stiffness k∗

V and the lateral contact stiffness k∗
L .

The CM cantilever is tilted with an angle of q, and has a spring constant kc relating
the deflection at the tip site to the force acting in the tip direction.

Let us consider now natural flexural vibrations of the cantilever with small-
amplitudes and negligible small damping. The equation of motion is described by

ẅ(x, t)+ (E I/ρA)w′′′′(x, t) = 0. (7.42)

The flexural rigidity to mass per unit length of the cantilever is described by
E I/(ρA) = l4kc0/(3mcan), where kc0 is the spring constant of the flexural part.
The spring constant kc0 is related to kc by kc0 = kc[1 + 3(lt /l) + 3(lt /l)2], which
is obtained from elementary flexural theory. The boundary conditions are given by
w(0, t) = w′(0, t) = 0. The conditions for the shear force acting the cantilever F =
(kc0l3/3)w′′′(l, t) and for the bending moment M = (kc0l3/3)w′′(l, t) are derived from
the equations of translational motion and rotational motion on the gravitational center
of the CM rod:

F = k̂Vw(l + lt , t)+ k̂LVw
′(l, t)h + maddw

′′(l + lg, t), (7.43a)

M = − [k̂Vw(l + lt , t)+ k̂LVw
′(l, t)h] lt − [k̂LVw(l + lt , t)+ k̂Lw

′(l, t)h] h

− maddw
′′(l + lg, t)lg − Jmẅ′(l + lg, t), (7.43b)

where Jm is the moment of inertia on the gravitational center of the CM rod. The
symbols with a hat are the effective contact stiffness that contains the effect of the
tilt angle q, defined as [15]:

k̂V = k∗
V cos2 q + k∗

L sin2 q
k̂L = k∗

L cos2 q + k∗
V sin2 q

k̂LV = (k∗
L − k∗

V ) cos q sin q

⎫
⎬

⎭
. (7.44)

Substituting the solution form w(x, t) = Z(x)sin(Ωt – φ0) into Eq. (7.42), we have
the form of the mode function Z(x):
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Fig. 7.7 SEM image of the rod-like CM cantilever, where the CM is made by cutting a gold wire
of 30µm in diameter into a length of lm = 100µm. The other data of the cantilever are as follows:
kc = 0.86 N/m, l = 187µm, lt = 0.55lm , h = 24 µm, madd = 1.38µg, α = 44.9, lg= lm /2, the first
resonant frequency f0 = 4.9885 kHz, and the second resonant frequency f0ϕ= 61.5 kHz with the end
free. The second resonance (f0ϕ) provides the rotational tip motion (see Fig. 7.10)

Fig. 7.8 A model of vibra-
tions of the CM cantilevers
whose tip is in contact with a
sample. The tip–sample inter-
actions are represented by the
linear springs in the vertical
and lateral directions, where
the rod-like CM is simplified
as a thin rigid segment with the
mass madd and the length lm

Z(x) = K1 sin(ξ x/ l)+ K2 cos(ξ x/ l)+ K3 sin h(ξ x/ l)+ K4 cosh(ξ x/ l), (7.45)

where ξ = Ω1/2(3mcan/kc0)
1/4, and Ω and φ0 are natural angular frequency and

constant phase angle, respectively. Again we substitute the solution together with
Eq. (7.45) in all the boundary conditions. Then we have conditions on the coefficients
K1 to K4, which determine the frequency equation:

C0 + C1 cos ξ cosh ξ + C2 sin ξ cosh ξ + C3 cos ξ sinh ξ + C4 sin ξ sinh ξ = 0,
(7.46)

where
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C0 = 1 + P Q − D1 D2 − PαξV, C1 = −1 + P Q + D1 D2 + PαξV,

C2 = P + Q − P Qαξ
{

1 + ξ2
[
(lg/ l)2 + JC/

(
maddl2

)]}

+ 2P D1(lt/ l)+ Qξ2(lt/ l)2,

C3 = P − Q + P Qαξ
{

1 − ξ2
[
(lg/ l)2 + JC/

(
maddl2

)]}

+ 2P D1(lt/ l)+ Qξ2(lt/ l)2,

C4 = 2
√

P Q D1 D2 − 2P Qαξ2(lg/ l)+ 2Qξ(lt/ l),

V = 1 − Qαξ3 JC/(maddl2)+ 2D1(lt − lg)/ l

+ (D1/D2)[JC/(maddl2)+ (lg − lt )
2/ l2],

P = ξ3/[3(k∗
V /kc0)(cos2 q + r sin2 q)],

Q = ξ/[3(h/ l)(k∗
V /kc0)(r cos2 q + sin2 q)],

D1 = (r − 1) tan q/[(h/ l)(r + tan2 q)], D2 = (h/ l)(r − 1) tan q/(1 + r tan2 q),

r = k∗
L/k∗

V ,

JC = η(maddl2
m/12). (7.47)

The coefficient η in the equation for JC is an adjustment factor counting for effects
of a non-zero diameter of the CM rod. The solutions ξ of Eq. (7.46), which give
the natural frequencies Ω , and also approximate the resonant frequency measured
in AFAM and UAFM using the CM cantilevers.

Figure 7.9 shows an example of variation in the fres versus k∗
V relation when

increasing the length (lm) of an attached Au rod from lm =0 with keeping the original
length of the cantilever l + lt = 242µm and the diameter of the rod. The other data
are the same as those in Fig. 7.7. The tilt angle q is set a typical value of 14 ◦, and
the stiffness ratio r is assumed 0.8. The values of (kc0/mcan)

1/2/(2π) and η are set
48.713 kHz and 1.582, respectively, so as to equate the prediction of the first and
second resonant frequencies, f0 and f0ϕ , under the free end for lm = 100µm with
the experimental data shown in the caption of Fig. 7.7. With an increase in lm a
steep curve appears like ABC in Fig. 7.9b, which coincides with the effective point-
mass model, namely Eq. (7.34), in spite of presence of the lateral contact stiffness.
This means that the attachment of the CM suppresses a rotational motion of the tip.
It is also interesting that another steep curve appears like DEF in Fig. 7.9c with a
further increase in lm .

Figure 7.10 shows the vibration modes at several points on the curves in Fig. 7.9c.
It should be noted that, for the curve connecting the points A2-B2-C1-D1-E1-H2
(correspond to the curve DEF in Fig. 7.9c), the vibration modes always have a node
at the tip. This means that the tip motion becomes purely rotational and interacts
only with the lateral contact stiffness. The rotational vibration of the tip can be
approximated with the one-freedom model shown in Fig. 7.11:
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Fig. 7.9 Effects of the length lm of the CM on the relation between the resonant frequency and the
normalized vertical contact stiffness, where the tip mass is added to madd in calculation of the mass
ratio α. The cases are given: a for a normal cantilever (lm= 0, α = 0.094, and β = 0), b for a CM
cantilever similar to the type shown in Fig. 7.1 (lm= 30 µm, α = 11, and β = 0.2), and c for a CM
cantilever similar to the type shown in Fig. 7.7 (lm= 100µm, α = 45, and β = 13). Reprinted with
permission from [8]. Copyright 2007 Institute of Physics Publishing

fres = f0φ

√

1 + h2k∗
L

kcφ
= f0φ

√

1 +
(

k∗
V

kc

)
3h2r

4(l2 + 3lt l + 3l2
t )

2
, (7.48)

where kcϕ is the spring constant of the spiral spring that provides a restoring moment
M against the rotational motion with the angle ϕ of the rod-like CM around the
fixed axis on the tip, see Fig. 7.11b. The angular spring constant kcϕ is related to the
translational spring constant kc. The relation is given by kcϕ = M/ϕ = (4/3)(l2 + 3lt l
+ 3l2t )

2kc from elementary flexural theory. Although the curve connecting the points
A2-B2-C1-D1-E1-H2 apparently shows a dependence on the vertical stiffness k∗

V in
Fig. 7.10, it is, indeed, independent of k∗

V because it is fitted well by Eq. (7.48), which
predicts a dependence only on the lateral stiffness. When changing the stiffness ratio
(r), the curve connecting the points A2-B2-C1-D1-E1-H2 also changes in accordance
with Eq. (7.48) while the curve connecting the points the curve connecting the points
A1-B1-C2-D2-E2-H2 keep stationary.

We confirmed from additional analyzes that the effective point-mass model,
Eq. (7.34), is still valid for k∗

V detection if α is larger than about 4 and θ is less
than about 15 ◦. Furthermore, the spiral-spring model, Eq. (7.48), is also applicable
if the ratio of inertia moment, β, defined by the following, is larger than about 4.
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Fig. 7.10 Vibration modes of
the CM cantilever that has a
large moment of inertia on the
tip (c in Fig. 7.9). Reprinted
with permission from [8].
Copyright 2007 Institute of
Physics Publishing

Fig. 7.11 a The spiral-spring
model that is equivalent to
the vibration mode with the
rotational tip motion. b The
static problem in which the
CM cantilever pinned at
the root of a tip is subject
to the moment, for determin-
ing the spiral-spring constant
kcϕ

β = (maddl2
m)/(mcanl2) = α(lm/ l)2. (7.49)

This finding leads us to expect simultaneous detections of the vertical and lateral
stiffness without their interaction. If the tip–sample friction is large, resulting in no
slips of the tip, one can detect the lateral stiffness from the unique mode that provides
the rotational (or lateral) tip motion by using the CM cantilevers [8], without any
additional experiments such as the excitation of the torsional vibrations [15] or the
assumption on the value of the stiffness ratio [14].

7.3 Experimental Demonstrations with CM Cantilevers

7.3.1 Contact Spectra and Elasticity Mapping

7.3.1.1 Experimental Procedure

A rectangular cantilever made of single-crystalline silicon (µMasch Co. Ltd., Type
NSC12-F, 35×250×2 µm, spring constant 1 N/m, fundamental resonant frequency
46 kHz) was used for the main body of the CM cantilever. The silicon tip attached to
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the cantilever had an apex radius of about 10 nm and was coated with a 25-nm-thick
W2C or Pt/Ti film to prevent contact damages such as wearing. Brittleness of the
W2C coating ensures a stable tip shape but results in a relatively short lifetime due to
abrupt detachment from the silicon tip. The Pt/Ti coating does not detach, but rather,
easily undergoes plastic deformation. A tip with the latter coating was intentionally
deformed under a contact load of 1–2µN to give it a flat-ended shape. The flat tip
greatly simplifies the evaluation of elastic modulus in AFAM (see Sect. 7.3.2.1).

A tungsten (W) particle was selected as the concentrated mass because of its high
density. An adequate-sized particle was picked up from a pinch of pure tungsten
powder (Kojundo Chemical Lab. Co. Ltd., Deoxidized powder, 53µm mesh pass)
by a micropipette in 3D micromanipulation under an optical microscope. The mass
selected ranged from about 200 to 540 ng, which corresponds toα = 5–12. The W par-
ticle was glued on the tip in the micromanipulation, where a UV-curable adhesive was
used for convenience. Figure 7.1 shows an example that was fabricated in this way.

Atomic force microscopes (JEOL Co. Ltd., JSPM-4200 or SII Co. Ltd., SPI3700-
SPA270) were used with a few modifications for imaging elasticity and acquiring
contact resonance spectra. A piezoelectric element was inserted beneath a sample.
Cantilever vibrations were measured by an optical lever technique using a position
sensitive detector (PSD), which was a standard function of the systems (JSPM-
4200 and SPA270). Because the CM cantilevers allowed the target contact-resonance
to appear at lower frequencies in comparison with normal cantilevers, the built-in
PSD, whose response was in the frequency range less than about 500 kHz, was
available. The signal of cantilever vibrations and the sinusoidal excitation voltage
as the reference signal were fed to a lock-in amplifier through a heterodyne down-
converter. The function generator, the heterodyne down-converter, and the lock-in
amplifier were controlled by a personal computer with GP-IB interfaces.

The cantilever was brought into contact with a sample. The contact force (Fe)

was set to several different values from 100 to 900 nN to determine a resonant peak
sensitive to the contact stiffness. The time-averaged cantilever deflection signal,
which corresponds to the contact force, was maintained through a built-in feedback
circuit in the case of the so-called contact mode, where the electronic circuit is not
subjected to sinusoidal signals at ultrasonic frequencies.

For imaging elastic heterogeneity of a surface, so-called slope detection was used
for observing a shift in resonant frequency [38]. Excitation frequency was fixed near
a resonant frequency sensitive to variations in contact stiffness. A shift in resonant
frequency thus was observed through a change in the cantilever amplitude. When the
damping is homogenous, such slope detection exhibits heterogeneity of the contact
stiffness which varies with sample elasticity.

7.3.1.2 Contact Resonances for W2C–Coated Tips
and Pt/Ti-Coated Flat Tips

The W2C-coated tip had an apex radius of about 35 nm, i.e., a non-flat geometry.
Thus, the contact force (Fe) influenced the contact area. The contact stiffness and
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Fig. 7.12 The measurements
of the contact resonance
spectra for a glass surface by
UAFM in combination with
the CM cantilever equipped
with a W2C-coated normal
tip. Reprinted with permission
from [9]. Copyright 2005
Institute of Physics Publishing

Fig. 7.13 The second resonance spectra measured, a for a glass surface using the CM cantilever
with the W2C-coated normal tip (G2 in Fig. 7.12), and b for Si(100) wafer surface using the CM
cantilever with the Pt/Ti coated flat tip. Reprinted with permission from [9]. Copyright 2005 Institute
of Physics Publishing

resonant frequency are also expected to depend on the contact force. Figure 7.12
shows the spectra observed for the optical glass slide surface in UAFM using the
CM cantilever with the W2C-coated tip. The spectra are compared at several values
of Fe. Arrows Gi (i = 1, 2, 3) indicate the resonant peaks. The numeral i denotes the
order of resonance. The vertical lines Fi (i = 1, 2, 3) indicate the fundamental, second,
and third resonant frequencies in no interaction with the sample. As expected, the
first and third contact resonance (G1, G3) arose near the free resonance (F2, F3). For
these trivial modes, the end deflection is zero like at a pinned end.

On the other hand, the second contact resonant frequency G2 clearly depended
on Fe. Figure 7.13a shows a detail near the second resonance in Fig. 7.12, where
the resonant frequency can be seen to increase with the contact force, and hence,
with the contact stiffness. This indicates a contact resonance sensitive to variations
in contact stiffness. In addition, all the resonant frequencies obeyed the theory of
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Fig. 7.14 The resonant fre-
quency versus the normalized
contact stiffness, where the
measurements (Fig. 7.12) are
compared with the theoreti-
cal prediction (see Fig. 7.5).
Reprinted with permission
from [9]. Copyright 2005
Institute of Physics Publishing

Fig. 7.15 AFAM images of a topography and b elasticity (contact stiffness) for optical slide glass,
obtained using the normal cantilever with the W2C-coated tip. The contact force was 190 nN. The
2nd resonant frequency was 532 kHz. The excitation frequency was set 528 kHz. Reprinted with
permission from [9]. Copyright 2005 Institute of Physics Publishing

CM cantilevers reasonably well, as denoted by circles in Fig. 7.14, where k∗
V was

estimated from a modified Hertzian contact model [31].
Figure 7.13b shows spectra for an etched Si(100) wafer, measured with the Ti/Pt-

coated flat tip in AFAM. The resonant peak sensitive to the contact stiffness can be
identified by the fact that the resonant peak is located apart from the trivial resonant
frequencies (F2: 171.1 kHz, F3: 530.0 kHz). In contrast to the normal tip (Fig. 7.13a),
the resonant frequency (around 236 kHz) seems to be independent of the contact force
for the flat tip. This finding reflects the constant contact area observed in the case of
the flat tip.

7.3.1.3 Elasticity Mapping

Figures 7.15 and 7.16 show the topography and elasticity (or more precisely contact
stiffness) images for an optical glass slide. Figure 7.15 was obtained for the nor-
mal cantilever with the W2C-coated tip. Figure 7.16 was acquired by using the CM



7 Enhanced Sensitivity of AFAM and UAFM by Concentrated-Mass Cantilevers 215

Fig. 7.16 AFAM images of a topography and b elasticity (contact stiffness) for optical slide glass,
obtained by using the CM cantilever (α = 5) with the W2C-coated tip. The contact force was 190 nN.
The 2nd resonant frequency (G2) was 224 kHz, and the excitation was made at 215 kHz. Reprinted
with permission from [9]. Copyright 2005 Institute of Physics Publishing

Fig. 7.17 AFAM images of
a topography and b elasticity
for a Ti sheet surface, obtained
with the CM cantilever having
the Pt/Ti flat tip, which was
excited at a frequency of
286 kHz under a contact
force of 875 nN. Reprinted
with permission from [9].
Copyright 2005 Institute of
Physics Publishing

cantilever (α = 5) with the W2C-coated tip. In the topographical image (a), bright
areas indicate high altitude. In Fig. 7.16a, the maximum difference in height (PV: Peak
to Valley) is about 350 nm. In elasticity images (b), bright areas indicate soft surfaces.
It is noted that the elasticity image obtained using the CM cantilever (Fig. 7.16b)
reveals a clear contrast, indicative of the heterogeneous properties of the polished
glass surface. By contrast, the normal cantilever does not produce meaningful con-
trast for elasticity (Fig. 7.15b). Unfortunately, contact resonant peaks, such as those
in Fig. 7.13a, disappeared suddenly after several scans. This was due to detachment
of the W2C coated tip followed by tip disruption.

Figure 7.17 shows AFAM images of a Ti sheet (0.1 mm thick), for which the CM
cantilever with a Pt/Ti-coated flat tip. The elasticity image in Fig. 7.17 reveals grains
tens of nanometers in size, which are not observed in the topography. Figure 7.18
is a close-up of a large grain in Fig. 7.17. The elasticity image in Fig. 7.18 clearly
shows the heterogeneity of the grain boundary. It also reveals darker (i.e., stiffer)
patterns inside the grain. Contact resonance at points a, b, and c was actually shifted,
as shown in Fig. 7.18c, so as to increase the contact stiffness. The pattern inside
the grain seems to be due to piling up of dislocations like slip bands or crystal
anisotropy of the exposed uneven surface, i.e., the fact that the crystallographic
orientation normal to the exposed surface depends on the normal direction of the
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Fig. 7.18 AFAM images of a topography and b elasticity for the Ti sheet surface, closed up at
the region denoted by the rectangular in Fig. 7.17a. c The resonance spectra corresponding to the
positions a, b, and c in b. Reprinted with permission from [9]. Copyright 2005 Institute of Physics
Publishing

surface of the single grain. Each image mentioned above was acquired at an excitation
frequency slightly lower than the resonant frequency. When an excitation frequency
was set to be higher than the resonance, the elasticity image reversed contrast. This
provides undisputed evidence that the contrast of elasticity images is mainly due
to the variation of contact stiffness, rather than heterogeneous viscosity damping.
It is also noted that the contact stiffness depends on local roughness within the
contact area of the sample surface in addition to local elasticity. The effects of local
roughness on images may not be ignored, especially for grain boundaries and slip
bands. Furthermore, other geometrical artifacts should be noted, which appear on
steep areas like the inclined surfaces of coarse grains in Figs. 7.17 and 7.18. In such
regions, it may be difficult to achieve full contact of the flat tip due to the large tilt
and the contact area may be significantly reduced. Indeed, all the bright areas in the
elasticity images of Figs. 7.17b and 7.18b, corresponding to low contact stiffness,
are located on the inclined surfaces of coarse grains in the topography (Figs. 7.17a
and 7.18a).

7.3.2 Quantitative Evaluation for Elastic Modulus

7.3.2.1 Calibration Curve

In order to evaluate sample surfaces for elastic modulus by AFAM and UAFM, one
is required to relate the contact stiffness with elastic modulus of samples. Theories
of contact mechanics e.g., [35, 36] provide some theoretical formulas for the relation
between the contact force and the penetration, which predicts the contact stiffness.
Also, empirical formulas based on in part their theories and some experiments are
available e.g., [31], see Eq. (7.7). These formulas suggest that the contact stiffness
(k∗

V ) is proportional to the radius a of the contact area:
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k∗
V = 2aE∗, (7.50)

where the radius a normally depends on the contact force (Fe), the tip-apex geometry,
the effective Young’s modulus (E∗), see Eq. (7.8), and the adhesion between the tip
and sample. Effects of the adhesion force on the contact stiffness cannot be ignored
in AFAM and UAFM, where profiles of actual tip-apexes are not simple [15] but
frequently assumed to be spherical (precisely parabolic) [4, 7, 14, 17, 20, 23–26, 33].
By contrast, a flat tip maintains a constant contact area independent of the adhesion
force and the contact force. This ensures that the contact stiffness is also constant. A
real flat tip may have a slightly rough and rounded apex surface. However, a constant
contact area can be achieved provided the contact force is sufficient [9].

For stiff samples like metals and ceramics, k∗
V /kc � 1, Eq. (7.34) approximates

to:
k∗

V /kc = ( fres/ f0)
2 . (7.51)

Equations (7.8), (7.50), and (7.51) give the relationship between the contact resonant
frequency and the effective Young’s modulus E∗

s [= Es /(1 − ν2
s )] of a sample:

fres =
√

2AE∗
t E∗

s /(E
∗
t + E∗

s ), (7.52)

where E∗
t [= Et /(1 − ν2

t )] is the effective Young’s modulus of the tip. The coefficient
A is a factor proportional to the radius of the contact area, defined as:

A = a f 2
0 /kc. (7.53)

Note that the contact radius (a) is constant for the flat tips. Predetermining values
of E∗

t and A with some reference surfaces, we can evaluate the effective Young’s
modulus of a sample (fres) from Eq. (7.52) and measurements of the resonant
frequency.

Typical references include silicon wafers Si(100), Si(111), a sapphire wafer
Al2O3(0001), and a diamond wafer C(100). Their elastic moduli are calculated in
[9, 37] from the crystal moduli determined by ultrasonic velocity techniques for bulk
samples [38]. Figure 7.19 shows examples of spectra for the references observed by
using the CM cantilever (α = 11, kc = 0.65 N/m) with the flat Pt/Ti tip, which measured
f0= 9.917 kHz. Fitting Eq. (7.52) to the relationship between the measurements of
fres and the effective Young’s moduli calculated, we determined A and E∗

t , which are
hard to measure or estimate directly. Figure 7.20 shows the least-squares fit obtained
for the references. It yielded A = 0.2496 ± 0.0061 (±2σ ) m/kg and E∗

t = 184.6 ±
8.8 (±2σ ) GPa, where σ is a standard deviation. Use of the values of A, kc and f0
produced a reasonable contact radius a = 1.7 nm. Also, the value of E∗

t is comparable
to the averaged value for bulk platinum (196 GPa) and bulk titanium (129 GPa). The
square of the correlation coefficient (r2 = 0.9987) of the fit confirms the validity of
the theory on the CM cantilevers.
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Fig. 7.19 The measurements
of contact resonance spectra
for the reference surfaces, the
Co–Cr coated substrate, and
the DLC thin films on the
substrate. Reprinted with per-
mission from [37]. Copyright
2010 Springer

Fig. 7.20 The calibration
curve for the determination of
the effective Young’s modulus
of samples. Reprinted with
permission from [37]. Copy-
right 2010 Springer

7.3.2.2 Evaluation of Thin Films

Let us introduce now an example of the evaluation of thin films for elastic modulus
[37]. The thin films are diamond-like carbon (DLC) films of 6 nm thick and 10 nm
thick, which were deposited on a substrate by sputtering a carbon target in Ar gas
and by plasma-assisted chemical vapor deposition (CVD), respectively. The film
thickness was estimated based on the deposition time. The substrate was a hard disk,
which consisted of metallic multilayers for magnetic record and a glass substrate,
namely 50-nm-thick Co–Cr-alloy layer, 70-nm-thick Ti-alloy layer, 0.6-mm-thick
glass substrate. Also the substrate without DLC coating was tested for the elastic
modulus.

Theoretical models on indentation of a layered half-space for a circular punch
proved the validity of the following empirical formula [39]:

1

E∗
s

= 1

E∗
film

[
1 − exp

(
−γ tfilm

a

)]
+ 1

E∗
sub

exp

(
−γ tfilm

a

)
, (7.54)
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where E∗
film and E∗

sub are the effective Young’s moduli of a film and a substrate,
respectively. The coefficient γ is a function of a/tfilm, where tfilm is the film thickness.
The numerical result on a relation of γ and a/tfilm was graphically shown in [39].
Note that the symbol a in [39] is defined as the square root of the contact area, which
differs from the definition of a (the radius of the contact area) in (Eq. 7.54), and then
γ multiplied by π1/2equals the symbol α in [39]. The numerical data can be well
fitted by the following formula [37].

γ = c0 (a/tfilm)
n0 / [

(a/tfilm)
n1 + c2(a/tfilm)

n2 + c3

]
, (7.55)

where c0 = 0.4684, c2 = 0.009968, c3 = 1.004, n0 = 0.4910, n1 = 1.736, and
n2 = 6.607 are the coefficients determined by a nonlinear least square fit.

The samples coated with the 6-nm-thick DLC film (Sputter) and the 10-nm-
thick DLC film (CVD) measured fres = 240.4 ± 1.6 (±2σ ) kHz and fres = 239.6
± 0.5 (±2σ ) kHz, respectively. The DLC coating shifted the resonant frequency to
higher than that of the sample without DLC coating [fres = 229.8 ± 1.6 (±2σ ) kHz
(Fe = 500 nN)]. Also, the values of fres for the two DLC films were alike despite the
different thickness. This does not mean that the resonance is free from the substrate
effects.

The effective Young’s modulus of a sample was determined from the curve in
Fig. 7.20 to be E∗

s = 310.5 ± 11.4, 305.2 ± 3.5, and 247.8 ± 8.2 GPa for the hard
disks with 6-nm-thick DLC (Sputter), 10-nm-thick DLC (CVD), and without DLC
coating, respectively. The errors are in the 95 % confidence regions. The last one
corresponds to E∗

sub. Substituting the values of E∗
sub and E∗

s into Eq. (7.54), we
obtained the effective Young’s moduli of the films, where γ was calculated using
a = 1.7 nm and tfilm = 6 or 10 nm. The moduli were E∗

film = 391.8 ± 34.7 (±2σ ) GPa
and 345.1 ± 8.5 (±2σ ) GPa for the 6-nm DLC (Sputter) and the 10-nm DLC (CVD),
respectively. The presence of substrate effects was clear in that the values of E∗

s for
the 6-nm-film-coated and 10-nm-film-coated samples were 20 and 10 % less than the
corresponding values of E∗

film, respectively. The values of E∗
film were within range

of the values reported for several DLC films, from 100 to 800 GPa [40–43]. Also a
good precision of 2σ < 10 % was attained. An error in a/tfilm also causes uncertainty
of the results. A postulated error of 20 % in a/tfilm results in a relatively small error
of about 5 and 2.5 % in E∗

film for the DLC films of 6 nm thickness (a/tfilm = 0.283)
and 10 nm thickness (a/tfilm = 0.17), respectively. The resulting error increases with
a/tfilm. Therefore, the contact radius (a) should be minimized.

The indentation depth δs , namely the total displacement δ(= −ze = Fe/k∗
V )

minus the tip deformation, can be estimated by taking account of the contribution
of a sample, k∗

s = 2aE∗
s , in the contact stiffness. The estimate was δs = Fe/k∗

s =
0.57 and 0.77 nm for the 6-nm-DLC and 10-nm-DLC samples, respectively. These
indentation depths are 10 % or less of the film thickness. The substrate effect should
be carefully considered even when AFAM is applied. The present method provides
the AFAM method of determining the elastic modulus for ultrathin films, eliminating
the influence of a substrate. The sensitivity-enhanced AFAM in combination with the
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CM cantilevers proved to be sensitive enough for the determination of the ultrathin-
film elasticity and to have the excellent repeatability and reliability.
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Appendix I

Substituting Eq. (7.4) into Eq. (7.2) and then setting the coefficients of sinnωt and
cosnωt to zero, we obtain differential equations for the vibration modes W0(x),
Wn(x)sinφn(x), and Wn(x)cosφn(x). The general solutions are obtained easily, and
are of a form containing four arbitrary coefficients. Three of the four coefficients can
be determined from Eq. (7.3a).

W0(x) = W0(l)x
2(3l − x)/(2l3), (A.1a)

Wn(x) sin φn(x) = −AnY (x; λn) (n = 1, 2, 3, . . .), (A.1b)

Wn(x) cosφn(x) = BnY (x; λn)+[(ub0−us0)U (x; λn)−us0]δ1n (n = 1, 2, 3, . . .),
(A.1c)

where

Y (x; λn)=
(

sin
λn x

l
− sinh

λn x

l

)
−

(
sin λn + sinh λn

cos λn + cosh λn

)(
cos

λn x

l
− cosh

λn x

l

)
,

(A.2a)

U (x; λn) =
(

cosh λn

cos λn + cosh λn

)(
cos

λn x

l
− cosh

λn x

l

)
+ cosh

λn x

l
. (A.2b)

The coefficients W0(l), An , and Bn are determined from the remaining boundary
condition, given by Eq. (7.3b).

Differentiating Eq. (A.1a–c) and then eliminating An and Bn by means of Eq. (A.1b
and c), we have

W ′′′
0 (l) = −(3/ l3)W0(l), (A.3a)

[Wn(x) sin φn(x)]′′′x=l = (3/ l3)Wn(l) sin φn(l)	(λn) (n = 1, 2, 3, . . .), (A.3b)

[Wn(x) cosφn(x)]′′′x=l = (3/ l3)Wn(l) cosφn(l)	(λn)− (3/ l3)

× [(ub0 − us0)
(λn)− us0	(λn)]δ1n (n = 1, 2, 3, . . .).
(A.3c)
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Using the remaining boundary condition Eq. (A.3b) together with Eq. (7.4), and
(A.3a–c), we obtain the relationship

kcW0(l)+
∞∑

n=1
[kcWn(l) sin φn(l)	(λn)+ cnωWn(l) cosφn(l)

+ madd(nω)
2Wn(l) sin φn(l)] cos nωt

+
∞∑

n=1

{−kcWn(l) cosφn(l)	(λn)

+ kc[(ub0 − us0)
(λn)− us0	(λn)]δ1n

+ cnωWn(l) sin φn(l)− madd(nω)
2

× [Wn(l) cosφn(l)+ us0δ1n]} sin nωt = �F. (A.4)

The left-hand side of Eq. (A.4) shows the Fourier expansion of the effective interac-
tion force (�F). Therefore, we obtain Eq. (7.5a–c) from Eq. (A.4) together with the
relation (nω)2 = λ4

nkc/(3mcan).
For the approximation of negligible higher harmonics, if the values W1(l) and

φ1(l) at the cantilever end are determined from Eq. (7.14a and b), one can obtain the
coefficients A1 and B1 in the mode functions Eq. (A.1b and c):

A1 = W1(l) tan φ1(l)

Y (l; λ1)
√

1 + tan2 φ1(l)
, (A.5a)

B1 = A1

tan φ1(l)
− 1

Y (l; λ1)
[(ub0 − us0)U (l; λ1)− us0] . (A.5b)

Appendix II

For mathematical convenience, we expand Fcont(z) at z = ze in a Taylor infinite
series of the power of z − ze(= W0 + W1sinθ) and then expand each power; i.e.,
(W0 + W1sinθ )k , into binomial series. Termwise integration of the infinite series is
performed analytically by use of the following indefinite integrals:

∫
sin2p θdθ = (−1)p

22p

⎡

⎣
p−1∑

r=0

(−1)r
(

2p
r

)
sin 2(p − r)θ

p − r
+ (−1)p

(
2p
p

)
θ

⎤

⎦,

(A.6a)
∫

sin2p+1 θdθ = (−1)p+1

22p

p∑

r=0

(−1)r
(

2p + 1
r

)
cos(2p − 2r + 1)θ

2p − 2r + 1
, (A.6b)
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where p is a positive integer and the following notation is used for the binomial
coefficient. (

n
r

)
= n!

r !(n − r)! . (A.6c)

Then we obtain

C0(
W0, 
W1; z̄e)

=
(

1−�θ
2π

){
Fe

kc R
+

∞∑
k=1

g(k)(z̄e)

k!

[

W k

0 +
[k/2]∑

p=1

(
k
2p

)(
2p
p

)

W k−2p

0

(

W1
2

)2p
]}

− 2

π

∞∑
k=1

g(k)(z̄e)

k!

[
k∑

r=1

(
k
r

)

W k−r

0

(

W1
2

)r [(r−1)/2]∑

s=0

(
r
s

)
sin[(r−2s)�θ/2]

r−2s

]

,

(A.7)
where [k/2] and [(r −1)/2] are the Gauss notations, which denote the largest integers
less than k/2 and ((r − 1))/2, respectively.�θ is the interval of phase angle when the
tip jumps out of the sample surface.

�θ =
⎧
⎨

⎩

0
π − 2Arc sin[(−z̄e − 
W0)/
W1]

2π

(z̄e + 
W0 ≤ − 
W1)

(
∣∣z̄e + 
W0

∣∣ < 
W1)

(z̄e + 
W0 ≥ 
W1)

. (A.8a)

�θ = 0 indicates the case of perfect contact and�θ = 2π the case of perfect separation
during vibration. The function g(z̄) is the normalized interactive force:

g(z̄) = Fcont(z)

kc R
=

(
4E∗ R

3kc

)
(−z̄)3/2 −

(
Fc

kc R

)
−

(√
2πwad E∗ R

kc

)
(−z̄)3/4.

(A.8b)
The indefinite integral of Fsepa(ze+ W0+ W1sinθ ) can be obtained without series

expansion. We obtain

S0(
W0, 
W1; z̄e) = −
s∑

k=1

(
Fk

kc R

)

Dk G01(
W0, 
W1; z̄e, 
Dk)

−
m∑

k=s+1

(
Fk

kc R

)

D2

k G02(
W0, 
W1; z̄e, 
Dk), (A.9)

where

G01(
W0, 
W1; z̄e, 
D) = 1

π

√
(
D + z̄e + 
W0)2 − 
W 2

1

×
⎡

⎣arctan

D + (
D + z̄e + 
W0) sin(�θ/2)

cos(�θ/2)
√
(
D + z̄e + 
W0)2 − 
W 2

1
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−Arc tan

D − (
D + z̄e + 
W0) sin(�θ/2)

cos(�θ/2)
√
(
D + z̄e + 
W0)2 − 
W 2

1

⎤

⎦ ,

(A.10a)

G02(
W0, 
W1; z̄e, 
D) = 
D + z̄e + 
W0

(
D + z̄e + 
W0)2 − 
W 2
1

×
[

G01(
W0, 
W1; z̄e, 
D)− 
W1 sin(�θ/2)

π 
D(
D + z̄e + 
W0)

]
.

(A.10b)

The function arctan(x) takes the principal value Arctan(x) when z̄e + 
W0 ≤ 0, and
becomes π + Arctan(x) when z̄e + 
W0 > 0. Equation (A.10a) is also applicable to
(
D + z̄e + 
W0)

2 < 
W 2
1 . In this case, the elemental functions in Eq. (A.10a) may be

extended to the complex region.
Similarly, we have
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, (A.11)

S1(
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− 2
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)( 
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where

G11(
W0, 
W1; z̄e, 
D) =
( 
D + z̄e + 
W0


W1

)
G01(
W0, 
W1; z̄e, 
D)− �θ
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, (A.13a)

G12(
W0, 
W1; z̄e, 
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2

(
D + z̄e + 
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Appendix III

In order to relate the damping coefficient (c) with the quality factor (Q), let us consider
the case of linear contact vibration with low damping. For the nth order resonance,
the amplitude W (n)at x = l is approximated by using Eq. (7.21a):

(
W (n)

)2 = k2
c

{
(ub0 − us0)


(
λ(n)

) − us0

[
	

(
λ(n)

) + α
(
λ(n)

)4 /
3
]}2 /

(
cω(n)

)2
, (A.14)

where ω(n) = (λ(n))2[kc/(3mcan)]1/2, and λ(n) is the nth root of Eq. (7.22). Let 2�ω
denote the full width at half maximum W2 = (W (n))2/2, where�ω =ω−ω(n) = 2ω(n)

�λ/λ(n). After expanding the denominator of Eq. (7.21a) around the resonance and
then neglecting higher order small terms, we substitute Eqs. (7.21a) and (A.14) in
the condition W2 = (W (n))2/2, and then obtain

�ω/ω(n) = ±2cω(n)
/
{

kcλ
(n)

[
(1 + 4α)

(
λ(n)

)3 /
3 +	

(
λ(n)

)
�

(
λ(n)

)]}
.

(A.15)
According to the definition of Q, i.e., 1/Q = 2|�ω|/ω(n), we can relate c with Q:

c = kc
[
	(λ(n))+ α(λ(n))4/3

]

2Qω(n)S
= k∗

V

2Qω(n)S
, (A.16)

where S is the sensitivity to the contact stiffness, defined by Eq. (7.37). If a resonance
spectrum is experimentally obtained for linear contact vibration, we can determine
the damping coefficient from Eq. (A.16).
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Chapter 8
Scanning Microdeformation Microscopy:
Advances in Quantitative Micro- and
Nanometrology

P. Vairac, J. Le Rouzic, P. Delobelle and B. Cretin

Abstract The SMM is a well known scanning acoustic probe technique. Recently in
the last years in order to optimize this metrological instrument a sensitivity study was
carried out to adapt the stiffness of the microcantilevers to the encountered contact
stiffnesses. The accuracy of the measurement is so optimized for the elasticity of the
sample to characterize. Problems coming from the sliding of the tip on the surface
and their effects were exhibited. New specific geometries of microcantilevers were
conceived to reduce these perturbations. Their use reduced significantly the slip and
so led to a better determination of the resonance frequencies, even for high amplitudes
of vibration. In a last part a study of mechanical characterization was realized on
polymers using DMA, SMM and nanoindentation. The use of different techniques
enables to obtain complementary measures (viscoelastic characterization for several
decades).

8.1 Introduction

Knowledge of the mechanical properties of materials at local scale has become a
major issue in engineering because of the miniaturization of devices. The devel-
opment of microelectromechanical systems (MEMS) was possible, all thanks to
the deposition techniques of thin films (submicron thickness). Most of the time,
MEMS are composed of multiple layers of different materials. However, the mechan-
ical properties of such surfaces are difficult to predict. They can vary considerably
depending on the techniques cleanroom used. Moreover, at such scales, it is difficult
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to use the laws of continuum mechanics to predict the mechanical behavior of these
thin films. It is therefore vital to have reliable measurement techniques to meet these
needs.

During the last 20 years, near-field microscopes have been developed in order
to increase the lateral resolution and to measure different local properties of the
investigated material. Main achieved systems have been derived from the AFM.
The combination between AFM and acoustics, often designed AFAM emerged after
1992 [1–6]. Many features have been discovered and have been investigated from
both theoretical to experimental domains. All these near-field microscopes have a
behavior based on the concept of force modulation microscopy (FMM).

The force modulation microscope was first introduced by Maivald and et al. [7].
A periodic displacement at low frequency (few kHz) is imposed on the sample using
a piezoelectric ceramic. The tip in contact with the sample follows the harmonic
vibrations. Measuring the amplitude of the displacement of cantilever provides infor-
mation on local variations of elasticity of the sample. Use of cantilevers with high
stiffness leads to large applied forces and facilitates contacts plastic nature limiting
the possibilities of quantitative measurements of the elasticity of the surface. A vari-
ant of this technique is to apply an external force at the end of the cantilever. This
is called direct force modulation as opposed to the previous method, which is called
indirect force modulation. Practically, this external force can be applied either locally
with a magnet glued to the end of the lever subjected to a harmonic magnetic field
created by a coil, or more broadly with a magnetic film deposited on the entire lever
[8, 9]. Compared to an indirect force modulation cantilever stiffness is low enough,
and reduces the risk of plastic deformation.

The scanning microdeformation microscope (SMM) is also a dynamic force
microscope, but conversely to the most part of near-field microscopes based on the
AFM, the sensor is magnified by one or two orders of magnitude [1, 2, 10]. The
SMM can operate in transmission mode: a piezoelectric ceramic detects the acoustic
amplitudes transmitted through the sample allowing subsurface imaging. The other
way of detection is to measure the amplitude and the phase of the vibration of the
cantilever with a high sensitive optical interferometer pointing onto the cantilever
in elastic contact with the sample. The radius of the SMM sensor tip is larger than
the radius of an AFM tip and for this reason models used to characterize the tip–
sample interaction are easier to apply allowing “true” quantitative measurement of
elastic properties of sample, even if the lateral resolution is lower than in AFM-based
techniques.

The aim of this chapter is to present the last advances in term of quantitative mea-
surement at local scale particularly with the SMM, and how it can be complementary
to other mechanical tools for local characterization.

This chapter describes for the first time the SMM and the physical basis of the
behavior and modeling. A specific study dedicated to optimization of the sensitivity
SMM is detailed, showing that it is necessary to adapt the stiffness of the micro-
cantilevers to the encountered contact stiffnesses. The accuracy of the measurement
is so optimized for the elasticity of the sample to characterize. In some operating
ranges of these near-field microscopes, the sliding effect of tip on the surface of
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Fig. 8.1 Experimental setup of the SMM which allows to control the static force between the
tip and the sample and to measure quantitatively the vibration of the sample surface with a high
sensitivity

the sample generates in many cases a problem of localization of the measurement
and nonlinear perturbations. In order to reduce these effects, specific geometries of
microcantilever have been studied. Their use reduced significantly the slip and so
led to a better determination of the resonance frequencies, even for high amplitudes
of vibration.

The last part of the chapter is devoted to a complete study of local properties of
polymers by coupling the measurement results obtained with the SMM with two
others techniques: nanoindentation and dynamic mechanical analysis (DMA). The
use of different techniques enables to obtain complementary measures on viscoelastic
characterization for several decades.

8.2 The Scanning Microdeformation Microscope

8.2.1 The Experimental Setup

The experimental setup called SMM is shown in Fig. 8.1. As in AFM a three-axis
translation unit supports the sample. The vertical axis enables to adjust the value of
the static contact force.
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The head of the microscope is composed of a piezoelectric transducer, the can-
tilever and the tip (made of diamond or sapphire and not of silicon as in standard AFM
where the tip is obtained by chemical etching of the cantilever). This hybrid sensor
can be considered as an electromechanical resonator whose frequency is related to
the tip–sample interaction. The tips can be standard pickup needles of sapphire (15–
45µm radii), or specific diamond tips with radius down to 0.6µm. Depending on
the tip radius and the applied force, the contact radius is in the 50 nm–2µm range.

The tip is kept in flexural vibration with the low frequency generator. The het-
erodyne interferometer is used as a noninvasive sensor to detect quantitatively the
amplitude and the phase of the vibrating cantilever and the surface sample. The prin-
ciple of this interferometer developed for out-of-plane vibrations measurement is
completely described in Refs. [11–13]. After the electronic demodulation, a lock-in
amplifier allows to obtain a high sensitivity. In ideal conditions, the ultimate sensi-
tivity is about 1 fm/

√
Hz.

Moreover, we used on the SMM the classical optical beam deflection system
modified to obtain a dynamic detection of the static deflection of the cantilever.
More precisely, we modulated the laser diode and we detected the amplitude and the
phase of the static deflection with a lock-in amplifier. By this way, it is possible to
evaluate the static force and the static indentation on the sample.

This microscope is an effective tool to image surfaces and subsurfaces with het-
erogeneous local elasticity or to characterize elastic properties of a material. Some
examples of images presented below demonstrate these characteristics.

First presented sample is a silicon wafer (360µm thickness, crystalline orientation
[100]). Parallel grooves have been etched on one face, the opposite face remained
polished. A cross-section of the sample which was coupled to the support with an
ultrasonic gel is showed Fig. 8.2a. Scanned surface is the plane face of the sample
where the grooves are optically invisibles. Figure 8.2b shows the frequency image
obtained with a tip having a 40µm radius.

Subsurface grooves appear as parallel black stripes (the harder the sample surface,
the higher the frequency).

The second sample is made of duralumin (AU4G). A 50µm diameter tungsten
wire was inserted in a diffusion bond. The sample was cut and polished progressively,
so that the tungsten wire just appeared on the sample side Fig. 8.3a. In the image area,
the tungsten wire-surface spacing is estimated to be 25–35µm. The frequency image
in Fig. 8.3b obtained at 17 kHz shows the detection capability of the SMM. Small
scratches resulting from contact can be observed on the sample surface.

The presented results demonstrate that the SMM can give images of subsurface
defects with image contrast related to the properties of the microdeformation volume
in the case of polished surfaces.

In a more quantitative method of operation we use the SMM to determine the
local Young’s modulus of material. So, we put the tip in contact with the sample and
we apply an additional static force by vertically displacing the clamped end of the
cantilever. Then we scan the excitation frequency. The resonant frequency depends
on the static force applied via the contact stiffness. Currently, measuring the reso-
nant frequency, we can estimate the local contact stiffness and then with a suitable



8 Scanning Microdeformation Microscopy 231

Fig. 8.2 a Geometry of the
etched silicon sample. b Image
of the subsurface grooves
obtained at 18 kHz with a
frequency variation of 100 Hz
(image size 2,000×2,000 µm)
[2]

model, the local Young’s modulus with high accuracy. Other ultrasonic noninvasive
methods such as atomic force acoustic microscope, ultrasonic force microscopy, or
AFM spectroscopy with heterodyne interferometer make such a characterization on
the nanometer scale but with less accuracy, because the contact model must take
into account additional forces on this scale [14–17]. We can also notice the nanoin-
dentation and particularly Continuous Stiffness Measurement technique, which is a
destructive method which enables local elasticity measurements [18].

8.2.2 The Basic Model

We have used a continuous model [19, 20] (Fig. 8.4) to describe the physical behavior
of the SMM, and to obtain Young’s moduli values of tested samples from the mea-
sured contact resonant frequencies. The cantilever is represented as a beam interact-
ing with the sample through two springs k∗ and klat . The piezoelectric bimorph trans-
ducer action on the cantilever has been modeled as simple mass m p and spring kp.

The longitudinal interaction stiffness k∗ and the lateral interaction stiffness klat

have to be known in order to evaluate the stiffness of the sample. On a mesoscopic
scale and in the ideal case of flat sample, k∗ can be estimated by using the classical
contact theory of Hertz when the tip (assumed to be a spherical indenter of radius R)
contacts the sample [21]:



232 P. Vairac et al.

Fig. 8.3 a Cross-section of
the sample. b Microdeforma-
tion image of the tungsten
wire obtained at 17 kHz with a
frequency variation of 500 Hz
(image size 500 × 500 µm)[2]

k∗ = (6RE∗2 F0)
1/3 = 2E∗a (8.1)

where a is the contact radius, and E∗ the effective Young’s modulus of the tip–sample
contact.

As previously described, a sinusoidal vibration of the cantilever base is used as
excitation, but a variable displacement offset of the sample �z is also introduced to
provide a static force. Thus, this static force applied on the sample is related to �z
and to the longitudinal stiffness by the following expression:

F0 = kck∗

kc + k∗�z ≈ kc�z (8.2)

(This approximate relation can be applied for k∗ � kc where kc is the stiffness of
the cantilever).

With:
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Fig. 8.4 Model used to
describe the behavior of the
SMM
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where Et , νt and Es , νs are, respectively, Young’s modulus and Poisson ratio of the
tip and the sample.

Mindlin theory on the contact between a sphere and a plane [21] makes possible to
take into account the lateral stiffness and gives the relation between the longitudinal
and lateral stiffness,

klat = 4k∗ G∗

E∗ (8.4)

With G∗ the reduced shear modulus expressed as:

G∗ =
(

2(1 + νt )(2 − νt )

Et
+ 2(1 + νs)(2 − νs)

Es

)−1

(8.5)

And finally:

klat ≈ 2(1 − νs)

(2 − νs)
k∗ (8.6)

The most classical way to study this mechanical model is to solve the fourth-order
differential equation for flexural vibrations of the cantilever [19, 20] with the different
applied boundary conditions:

E I
∂4 y

∂x4 + ρA
∂2 y

∂t2 = 0 (8.7)

where E is Young’s modulus, I the area moment of inertia, ρ the volume density,
and A the cross-section of the cantilever. This equation describes the propagation of
the dispersive flexural waves with the following relation:
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E Iμ4
n − ρAω4

n = 0 (8.8)

ωn being the angular frequencies and μn the associated eigenvalues.
Assuming a general solution of the following type for Eq. 8.7:

y(x, t) = [
C1

(
A+) + C2

(
A−) + C3

(
B+) + C4

(
B−)]

e jωt

= y(x)e jωt (8.9)

where: A+− = cos(μx)+− cosh(μx) and B+− = sin(μx)+− sinh(μx)
The constants C1−4 are determined by the boundary conditions applied to the

cantilever.
At the excitation end of the cantilever (x = 0) the boundary conditions are:

⎧
⎪⎪⎨

⎪⎪⎩

∂y(x)

∂x
= 0

∂3 y(x)

∂x3 = kp

E I
y(x)+ m p

E I

∂2 y(x)

∂t2

(8.10)

At the interaction end (x = L), we can express the boundary conditions as:

⎧
⎪⎪⎨

⎪⎪⎩

∂2 y(x)

∂x2 = −l
klat

E I
(x)+ m

E I

l2
c

l

∂2(x)

∂t2

∂3 y(x)

∂x3 = k∗

E I
y(x)+ m

E I

∂2 y(x)

∂t2

(8.11)

Assuming that the displacement of the center of the mass m in the x direction is
smaller than that of the tip extremity by a factor lc/ l (lc is the distance between the
center mass of the tip and the cantilever and l the length of the tip).

The general solution (Eq. 8.9) and its derivatives are reported in these four bound-
ary conditions and we obtain these relations between the constants C1−4:

C3 = 0

C4 = θC1 with θ = − k p

μ3 E I
+ m pω2

μ3 E I
C1

C2
=

β(cos μL + cosh μL)− (sin μL + sinh μL)

β[(− cos μL + cosh μL)− θ(sin μL + sinh μL)] − [(− sin μL + sinh μL)+ θ(cos μL − cosh μL)]
(8.12)
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C1

C2
=

(cos μL − cosh μL)− α(sin μL − sinh μL)

α[−θ(cos μL + cosh μL)+ (sin μL + sinh μL)] − [θ(sin μL − sinh μL)+ (cos μL + cosh μL)]
(8.13)

with α = μ3

k∗
E I − mω2

E I

and β = μ

− klat l2

E I − ml2c ω2

E I

Finally the characteristic equation of the system is obtained by:

β(cos μL + cosh μL)− (sin μL + sinh μL)

β[(− cos μL + cosh μL)− θ(sin μL + sinh μL)] − [(− sin μL + sinh μL)+ θ(cos μL − cosh μL)]
= (cos μL − cosh μL)− α(sin μL − sinh μL)

α[−θ(cos μL + cosh μL)+ (sin μL + sinh μL)] − [θ(sin μL − sinh μL)+ (cos μL + cosh μL)]
(8.14)

and the solutions μnL of (8.14) computed with the software Maple, allow us to
compute the resonance frequencies ωn by using Eq. 8.8.

The solution y(x, t) can be expressed in the form:

y(x, t) =y0

[
(cos μx + cosh μx)+ C2

C1
(cos μx − cosh μx)

+θ(sin μx − sinh μx)

]
e jωt (8.15)

Depending on the parameters that we seek to determine, we will resolve the direct
or the inverse problem.

• Direct problem: Knowing the Young’s modulus of the sample, we can evaluate,
with the Hertz contact, the contact stiffness corresponding to some static force.
Then from the stiffness of contact, we determine the eigenvalues μn . We obtain
the frequencies of vibration modes and their associated deformation shape.

• Inverse problem: We measure experimentally the resonant frequency of the can-
tilever that is injected into the model. We deduce the eigenvalue associated μn .
With the model, we can then estimate the contact stiffness k∗. Hertz’s theory
provides us a final measurement of Young’s modulus of the sample.

Figure 8.5 shows the calculation performed on a silicon surface (100) with a static
force of 0.8 mN. We experimentally measure a frequency of 28,050 Hz for the first
mode, which corresponds to an eigenvalue μ1L = 4.607. We therefore find a contact
stiffness of 163,036 N.m−1. Finally, taking 0.28 for Poisson’s ratio, we calculate a
Young’s modulus of 129.1 GPa.
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Fig. 8.5 Example of solution
in the case of a silicon sample

8.3 Optimization of the SMM

8.3.1 The Theoretical Study

In this part, we present the study of the sensitivity optimization of our system the
SMM. The flexural contact modes of vibration of the cantilever have been modeled.
We discuss the matching between the cantilever stiffness and the contact stiffness,
which depends on the sample material. In order to obtain the best sensitivity, the
stiffnesses must be the closest one to each other. Because the length of the cantilever
directly affects its stiffness, the cantilever geometry can be optimized for different
materials. We have validated this study with measurements on a soft material the
Polydimethylsiloxane (PDMS) with a cantilever optimized for materials of Young’s
moduli of some megapascals. Experimental results obtained with two different sam-
ples have shown the high sensitivity of the method for the measurement of low
Young’s moduli [22, 23].

The sensitivity of our measurement system can be defined as ∂ f/∂k∗ or ∂ f/∂E∗
which represents the variation of resonant frequency for a variation of contact inter-
action or local elasticity. Actually, we need to obtain the greatest shift frequency for
two materials of different Young’s moduli. Such considerations have already been
treated for AFM in force modulation by Chang [24], Wu et al. [25], Turner and Wiehn
[26]. For all the sensitivity study we considered that the beam is clamped because the
spring kp modeling the bimorph interaction depends on the cantilever and cannot be
applied here. We plotted the normalized sensitivity of the first three flexural modes
versus contact stiffness for a beam with a length of 4 mm and with k∗ = 0.68 klat
(Fig. 8.6). We can see that for soft materials, the first mode is the most sensitive. But
when contact stiffness increases and reaches nearly a hundred times the cantilever
stiffness, the second mode becomes the most sensitive. And for larger values of con-
tact stiffness the third mode becomes the most sensitive too. We can also notice that
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Fig. 8.6 Normalized flexural
sensitivity df/dk∗ as a function
of contact stiffness k∗ (normal-
ized by the cantilever stiffness
kc), with klat = 0.68 k∗ for
a cantilever with a length of
4 mm, a width of 400 µm, and
a thickness of 150µm for the
first three modes

the first mode becomes always less sensitive when the contact stiffness is greater,
whereas for the other modes the sensitivity first decreases and increases again to
reach a local maximum before decreasing with the contact stiffness. We can also plot
the following expression: SN = (∂ f/∂k∗)(k∗/ f ) which represents better the ability
to distinguish two different materials with Young’s moduli close to each other than
sensitivity does. Actually, SN is well appropriate because it takes into account the
working frequency and contact stiffness. SN has been plotted for a cantilever with
a length of 4 mm versus contact stiffness (Fig. 8.7). We can see that the curves are
different from those of the sensitivity. SN has a global maximum, whereas precedent
sensitivity always decreases with contact stiffness for the first mode. Besides curves
appear quite symmetrical on each side from this maximum. By means of this para-
meter, we highlight precisely the contact stiffness which maximizes the ability to
measure elastically close materials. For the first mode, SN reaches a maximum for a
contact stiffness of nearly ten times the cantilever’s one, 1,000 times for the second
mode, and 10,000 times for the third mode. We can also notice that the range of high
value of SN is large for the first mode but is reduced for the second mode and even
more for the third one.

In order to have the best sensitivity, the cantilever stiffness kc and the contact stiff-
ness k∗ must be close. In fact, if k∗ is far bigger than kc, the cantilever will totally
bend. Whereas if kc is far bigger than k∗, the tip will indent the sample. The cantilever
stiffness kc equals 3Ec I /L3, I being the area moment of inertia I = bh3/12 for a
rectangular section beam, w being the width of the beam, and tc the thickness. Obvi-
ously, the parameters which most affect the stiffness are the length and the thickness
of the beam because they are cubed in the expression of kc. Theoretically, the effect
of other parameters such as w, R, or the tip height h are negligible for this application,
but no generalization is allowed. So, we have only focused our study on the length of
the cantilever it is easier and faster to fabricate on the same wafer beams of different
lengths than different thicknesses by cleanroom techniques. We made the sensitiv-
ity study for a static force of 0.5 mN. Normalized first flexural mode sensitivity
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Fig. 8.7 Normalized flexural
sensitivity (df/dk∗) x k∗/ f as a
function of contact stiffness k∗
(normalized by the cantilever
stiffness kc), with klat = 0.68
k∗ for a cantilever with a
length of 4 mm, a width of 400
µm, and a thickness of 150
µm for the first three modes

Fig. 8.8 Normalized flexural
sensitivity (df/dE) × E/ f for
a cantilever with a thickness
of 150µm, width of 400µm
for the first contact mode
(with a static force of 0.5 mN)
as function of the length of
the cantilever for different
Young’s moduli of the sample

SN = (∂ f/∂k∗)(k∗/ f ) is plotted for beam lengths from 1 to 7 mm and materials of
Young’s moduli of 10 MPa, 1 GPa, and 100 GPa (Fig. 8.8). Thickness is assumed to
be 150µm and width of 400µm. We can notice that, depending on Young’s modulus,
sensitivity is increasing or decreasing with the length of the cantilever. Actually for a
100 GPa Young’s modulus material, the best sensitivity is obtained with a length of
2 mm, whereas for a 10 MPa Young’s modulus one, it is with the length of 7 mm. So
the cantilever with a length of 7 mm is optimized to characterize very soft materials.
In fact with this cantilever, contact stiffness with Young’s moduli of some tens of
gigapascals, such as silicon or silica, k∗ (≈150,000 N/m) is nearly 1,000 times greater
than kc (≈150 N/m). So SN is a very useful parameter to compare the efficiency of
our measurement system for different materials.
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Fig. 8.9 Theoretical defor-
mation shapes of the first
flexural mode in contact with
SiO2 and PDMS

8.3.2 Experimental Validation

We have validated this precedent study by characterizing a very soft material by
the cantilever with a length of 7 mm. A sapphire tip with a length of 0.7 mm and a
radius of curvature of 45µm was used. We chose PDMS. PDMS is a silicon-based
viscoelastic polymer. Mechanical properties of this material vary with preparation
conditions. Actually, Young’s moduli values can fluctuate in the range of 100 kPa to
some megapascals depending on this preparation [27].

We used two different PDMS samples with thicknesses of some millimeters pre-
pared in different conditions and different aging times. To characterize PDMS we
put the spot of the laser at the end of the cantilever because it is where the amplitude
of vibration of the first contact mode is the greatest whereas for harder materials the
maximum is on the middle of the beam. The model agrees with these observations
(see Fig. 8.9). We can also notice that for hard materials the bimorph interaction
spring kp has a real influence on the modulus computed and has to be fitted with
a known sample, whereas with PDMS the value of kp does not hardly change the
result. Figure 8.10 shows resonances on the first sample of PDMS for different static
loads. We can observe the shift frequency and that the amplitude decreases versus the
static force because of damping, whereas with an elastic material such as silicon we
observed that amplitude increases with the force. To estimate Young’s modulus of
the sample we realized 15 successive measures in the same conditions. Static force
applied was 150µN because this load provides the best sensitivity (the best slope
of frequency vs. force). A new contact was obtained for each measurement and we
recorded the magnitude spectrum. The dispersion of amplitude is nearly 0.75 Å and
80 Hz in frequency. So, we obtain a mean value for the frequency close to 4.18 kHz.
And thanks to the model by taking 0.48 for ν, we computed Young’s modulus of
3.4 MPa. (±0.3 MPa by considering sensitivity and frequency dispersion). We took
1.7 MPa for the static Young modulus (dynamic mechanical measurement value).
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Fig. 8.10 Experimental spec-
tra of amplitude of vibration
(first mode) as a function
of frequency in contact with
the first PDMS sample for a
driving voltage of the bimorph
of 0.5 V and for different static
forces

Fig. 8.11 Experimental spec-
tra of amplitude of vibration
(first mode) as a function of
frequency in contact with the
two different PDMS samples
for a static force of 150µN
and for a driving voltage of
the bimorph of 1 V

We did the same for our second PDMS sample, and we finally measure a mean
resonant frequency of 4.53 kHz and also for Young’s modulus a value of 5.5 MPa
(±0.3 MPa).

We took 2.8 MPa for the static Young modulus (dynamic mechanical measurement
value). The SMM has already been tested on standard hard materials such as silicon
and silica [13, 20, 28] and leaded to a precision of nearly 5 % with the model we
are using. We are able to characterize two very soft samples with Young’s modulus
difference of some megapascals. The shift frequency difference between the two
materials is 350 Hz (see Fig. 8.11). For example, the shift frequency difference with
the same cantilever between silica (72 GPa) and silicon (100) (130 GPa) is nearly
1 kHz (see Table 8.1). Experimentally the sensitivity has increased by a factor of
10,000. SN also has increased by a factor of 3.
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Table 8.1 Frequency shifts and sensitivities for stiff and flexible materials with a cantilever with
a length of 7 mm

Materials SiO2/Si Different PDMSs

� shift frequency 1 kHz 350 Hz
Sensitivity 0.015 Hz/MPa 167 Hz/MPa
SN 47 × 10−3 136 × 10−3

Fig. 8.12 Illustration of the sliding of the tip on the surface during contact

8.3.3 New Cantilever Geometries

One of the major issues in scanning force microscopy is the application of tangential
forces between the tip and the sample during contact. Actually when tangential force
becomes too high, the tip slides on the surface (Fig. 8.12). This leads to prevent a
good localization of the measurement and to limit the quantification of the local
contact stiffness.

In atomic force microscopy, stick & slip can occur. The tip alternately sticks and
slides on the surface when the force is too high. In dynamic mode, nonlinearities
can appear in the contact resonance curves indicating a loss of contact stiffness, for
example in lateral force microscopy [29].

Specific geometries of resonant cantilevers for scanning force microscopy aimed
to reduce sliding between tip and sample have been designed and studied. These
cantilevers have been designed for the SMM.

With a classic rectangular cantilever, dynamic sliding can be observed on the
contact resonance curves. Actually when excitation voltage Vexc becomes too high,
nonlinearities appear.

The amplitude of vibration does not increase linearly with the excitation and the
resonance frequency decreases (Fig. 8.13). It can be explained by the loss of lateral
contact stiffness due to sliding.

Sliding can be reduced by increasing the static force applied and by using a stiffer
cantilever but still occurs for a bit higher amplitude of vibration. The underestimation
of the contact stiffness leads to limit the quantification of the local elastic constants.
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Fig. 8.13 Evolution of the amplitude of vibration and the resonant frequency as a function of the
excitation voltage

Fig. 8.14 Scheme of the
geometry of the new can-
tilevers conceived

So we have thought to specific geometries of resonant cantilevers to prevent the tip
from sliding on the surface.

A W-shaped cantilever has been imagined, using a simple mechanism of correc-
tion, to keep the tip vertical during contact (Fig. 8.14). The tip is located on the center
of the cantilever. Actually by choosing an appropriate ratio between the lengths l1
and l2, the two beams exactly compensate the flexion of the cantilever.

The conception has been realized thanks to ANSYS software. A parametric study
has been made. The thickness of the cantilevers and the width of the beams have
been kept constant (respectively 150 and 400µm). The other parameters have been
modified and the tip torsion and the stiffness of the cantilever have been recorded.
This has enabled us to choose 10 different geometries optimized to prevent sliding
and with stiffnesses from 500 to 150,000 N/m (Fig. 8.15). Different stiffnesses have
been chosen to optimize the sensitivity to the local contact stiffness depending on
the material thanks to the precedent optimization study.

The cantilevers have been fabricated with KOH attack and DRIE process. It has
enabled us to obtain satisfying vertical sides (Fig. 8.16).



8 Scanning Microdeformation Microscopy 243

Fig. 8.15 Geometries of
the 10 W-shaped cantilevers
conceived with ANSYS

Fig. 8.16 Photography of one
of the fabricated W-shaped
cantilevers

Fig. 8.17 Static deflections
measured for two W-shaped
cantilevers and for a classic
one on a silicon surface

i. Static deflections. The static deflections of two W-shaped cantilevers (W4 and
W7) have been measured on a silicon surface thanks to the deflectometer and
we have compared them to those obtained with a classic cantilever (Fig. 8.17).
Actually W-shaped cantilevers have shown deflections 10–20 times lower than
the classic ones, indicating that the tip remains almost vertical during contact. It
can be assumed that the displacement of the tip on the surface has been reduced.

Finite Element simulations have confirmed these measurements by using the soft-
ware LS-DYNA. LS-DYNA simulations have shown that while lateral displacement
on the surface is important with a classic cantilever (120 nm for a static displacement
of 1µm on a silicon surface), it is 6–7 times lower with a W-shaped cantilever. These
simulations have confirmed the static satisfying behavior of our new cantilevers. The
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Fig. 8.18 Free amplitude of vibration of the cantilever W4 as a function of the frequency (kHz).
Flexural and torsional modes can be observed

Table 8.2 Free vibration modes of the W-shaped cantilever W4

Mode Experimental frequency (Hz) FEM computed frequency (Hz)

Flexion 1 9,324 9,705
Flexion 2 25,325 24,497
Torsion 1 25,300 25,579
Torsion 2 35,928 41,505
Flexion 3 50,100 59,873
Flexion 4 99,200 82,765

tip remains vertical, so it is always the same area of the tip which is put in con-
tact and the lateral displacement is very reduced enabling a good localization of the
measurement.

ii. Vibration modes. The W-shaped cantilevers have been excited thanks to a piezo-
electric ceramic. Free flexural and torsional vibration modes have been observed
and compared to FEM simulations.

Figure 8.18 gives for example the spectrum of the cantilever W4.
Table 8.2 compares the experimental measured frequencies and the FEM com-

puted ones. Flexural and torsional modes have easily been observed by the same
excitation. A good agreement has been obtained for the first modes but less accuracy
with higher modes.

The contact modes have also been measured on silica and silicon surfaces. The best
sensitivity has been obtained for the cantilever W7. The contact resonance curves can
be seen in Fig. 8.19. A good frequency shift has been seen between the two materials.
So it has been shown that these cantilevers enable mechanical characterization.
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Fig. 8.19 Amplitude of vibra-
tion as a function of the fre-
quency, on silicon and silica
surfaces, for the W-shaped
cantilever W7, for a static
force of 7.5 mN

Fig. 8.20 Amplitude of vibra-
tion as a function of the fre-
quency, on silicon and silica
surfaces, for the W-shaped
cantilever W7, for a static
force of 15 mN

An even much better sensitivity has also been observed for a higher static force,
especially for the torsional modes (Fig. 8.20).

LS-DYNA simulations have been realized and have shown a good accuracy for
the first flexural mode but far less for the following modes (Table 8.3).

iii. Dynamic sliding. Finally, to verify the dynamic behavior of the W-shaped can-
tilevers the contact resonance curves have been measured for an increasing exci-
tation voltage (Fig. 8.21). It can be seen that the resonance curves for the flexural
mode are quite symmetric. The resonance frequency is constant even for high
amplitudes of vibration. This means that dynamic sliding is reduced and it con-
firms the ability of the W-shaped cantilevers to prevent the tip from sliding on the
surface during oscillations. But it can be observed that nonlinearities appear on
the torsional mode, which indicates that there is sliding. It is normal because the
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Table 8.3 Comparison experiment/fem simulations for the vibration modes of the W-shaped can-
tilever W7 in contact with a silicon surface and for a static force of 7.5 mN

Mode Experimental frequency (Hz) FEM computed frequency (Hz)

Flexion 1 76,400 72,050
Torsion 1 112,300 84,714
Torsion 2 121,550 90,874

Fig. 8.21 Contact resonance curves on a silicon surface of the W-shaped cantilever W7, for a static
force of 1.5 mN, for an increasing voltage. a Evolution of the flexural mode, b evolution of the
torsional mode is on the right

W-shaped cantilevers are designed to prevent the tip from sliding in the length
direction but not from left to right.

The efficiency of the W-shaped cantilevers to reduce sliding, both in static and
dynamic behaviors, has been shown in this paragraph. These cantilevers have exhib-
ited a good sensitivity enabling mechanical characterization. The contact behavior
modeling (requiring a numeric solving because of the complex shape) is quite delicate
but has provided a good accuracy for the first mode.

8.4 Applications on Polymers

In the field of materials sciences it is quite hard to have matching mechanical char-
acterization methods at very small scale. This has become possible only in the last
few years especially thanks to scanning probe microscopy and nanoindentation [18,
30, 31]. Viscoelastic properties of polymers have also been measured for low fre-
quencies and for higher frequencies thanks to the time temperature equivalence [32].
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Yet, direct measurements at high frequencies are far less studied in the literature of
materials.

In this last part, three techniques of dynamic mechanical characterization working
at different scales have been used. A DMA is a technique working at macro scale
by tensile tests, The SMM and at last, nanoindentation tests which can character-
ize materials at nano- or microscale and for quasistatic or dynamic loadings have
been carried out [33]. We decided to characterize two polymers by measuring their
complex Young’s moduli for a wide range of frequencies to exhibit their viscoelas-
tic properties. We chose two very different organic materials often used in MEMS
applications, PDMS and SU8 resin. PDMS is a silicon-based elastomer. Mechanical
properties of this very versatile material vary with preparation conditions. Young’s
moduli values can actually fluctuate in the range of 0.1 MPa to some tens of MPa
depending on its preparation [34–38]. It exhibits important viscoelastic behavior. The
other material we decided to characterize is a SU8 resin film. This resin is a poly-
mer based on epoxies which is used for photolithography and MEMS applications
and has a Young modulus in the range 3–6 GPa associated with a low viscoelastic
behavior [38]. Bulk samples have been designed to allow DMA measurements and to
verify the compatibility of these techniques. To our knowledge such a comparison on
viscoelastic materials has not been yet reported in the literature. This is the principal
aim of this study performed on these two very different polymers.

8.4.1 Materials and Experimental Procedures

8.4.1.1 Materials

PDMS has become the most popular building material used in a variety of low-
cost aqueous microfluidic devices aimed in particular at single use for biological or
medical diagnostics. In order to have low power consumption, many groups use this
material for the manufacture of mobile part (often membrane, bridge…) in active
systems such as microvalves and micropumps. Therefore, the characterization of the
dynamic mechanical properties of PDMS is of great interest.

Different samples have been tested. Specimen 1 was tested thanks to the three
different techniques for aging times tv of about 1,500 and 11,000 h at constant tem-
perature T ≈ 20−22 ◦C in a closed Petri dish and without light exposure. Specimen
2 is a very old sample which has been aging for a long time (tv > 3 years) at room
temperature (20–30 ◦C), without any particular precaution and whose preparation
conditions are not exactly the same as those previously presented for specimen 1.
Thus, these two PDMS samples must be considered as two different materials. The
SU8 resin is a negative epoxy type photoresist which has been developed by IBM
(Watson Research Center). This polymer is a good material for MEMS applications.

Two different samples have been tested. Specimen 1, tested with the three tech-
niques, is a film 0.13 mm thick obtained by spin-coating liquid SU8 resin (for 30 s at
5,000 rpm/s) on a ‘glass substrate. Specimen 2 is a film of 50µm thick deposited on
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(100) silicon substrate. Due to the small thickness of these films, only nanoindenta-
tion and SMM procedures have been carried out.

8.4.1.2 Dynamic Mechanical Analysis

DMA measures with frequencies in the range of 10−2 to 100 Hz were performed on
a commercial BOSE Electroforce 3200 machine, at room temperature for the three
different materials and at T = 23, 0,−20,−40,−60 ◦C for the PDMS sample 1.
Thus, for this specimen the time–temperature equivalence has been analyzed over a
large domain of frequency; 10−2 < f < 105 Hz.

For PDMS and SU8 resin (specimen 1) samples, gage lengths of the specimens
were about 30 mm and 36 mm for a cross-section of about 13 × 3–4 mm2 and 10.2 ×
0.13 mm2 respectively. A control on the position with a peak to peak amplitude of
0.5 mm (corresponding to a strain of ±7.6×10−3) for a preload strain of 9.1×10−3

was realized. Thus, the samples were always in tension even at the low point of the
cycles. According to the ASTM Standard Guide for Dynamic Testing the software
calculates the phase angle φ between the imposed displacement and the measured
force and uses the specimen shape to convert the stiffness and the phase information
to provide the values of E ′, the storage modulus, E ′′, the loss modulus and tan(φ),
the tangent of the phase angle. Moreover, for the specimens 1 (PDMS and SU8), the
evolution of E ′ and E ′′ with the aging time tv has been studied between 3 to about
1,300 h.

8.4.1.3 Nanoindentation Tests

The Berkovich’s indentations were performed with a Nanoindenter IIS (NanoIn-
struments). The hardness Hb and the Young’s modulus E∗ are deduced using the
classical static procedure or the continuous stiffness method (CSM). One of the most
commonly used methods for analyzing nanoindentation data is the Oliver and Pharr
one [30], which expands on earlier ideas developed by Loubet et al. [39] and Doerner
and Nix [40]. This analysis has often been applied to polymer characterization, for
example [38, 41] and [42], even if the true contact area is underestimated due to the
pushing up of the material around the indenter. In this case, the Young’s modulus
is slightly overestimated. However, in our method the Young’s modulus has been
estimated for an indentation depth close to zero and thus the pile up effect may be
considered as negligible.

In the CSM method a small harmonic load oscillation is superimposed to the static
one and if the tested material presents a viscoelastic character it is then possible to
deduce its complex modulus [43]. If the dynamic loading is given by:

F = F0 exp(iωt) (8.16)

the deformation response of the material is:
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�h = �h0 exp(iωt) exp(iφ) (8.17)

where φ is the phase lag due to viscous dissipation, as for the SMM technique. The
components of the complex modulus E* can be calculated according to:

E ′∗ = Sd

√
π

2η
√

A
cos(φ) (8.18)

E ′′∗ = Sd

√
π

2η
√

A
sin(φ) (8.19)

with Sd = F0/�h0, Ap the projected area of the elastic contact, η = 1.034 for a
Berkovich’s tip and thus tan(φ) = E ′′∗/E ′∗.

Nanoindentation tests were performed using a Nanoindenter IIS. As previously
mentioned the study was conducted following the classical (quasistatic) and CSM
(dynamic at f = 45 Hz) procedures. For each tested sample and for each initial
stiffness S0, the measurement sequence consists of 5 indents with a 50µm space
between them with a maximum penetration depth of hmax = 4µm. The penetration
speed was not constant but increased with depth from 2 to 45 nm s−1 with 8 steps
such that ε· = (1/h)(dh/dt) is approximately constant and equal to 2 × 10−2 s−1.
The stiffness of the indentation cell Si is 44 N/m and the values of the imposed
initial stiffness are in the range 53 < S0 < 94 N/m. For the quasistatic method, four
unloadings (to 90 % of the total loading) were performed at about hmax ≈ 1, 2, 3
and 4µm and 50 % of the unloading curves are considered to calculate the contact
stiffness of the samples. For the CSM procedure, the indenter vibrates at a frequency
of 45 Hz for amplitude of 1–2 nm during the indenter penetration (ε· ≈ 2 × 10−2

s−1).
In the case of the SU8 films the maximum penetration depth has been fixed at

hmax = 3 µm and the contact between the surface of the sample and the indenter tip
is easily detectable. Thus, the measured values of the Young’s modulus and of the
hardness are constant overall the indentation depth.

8.4.1.4 The SMM

In this study a simple spring-mass approximation has been introduced to take into
account the damping and to determine the complex Young’s modulus like Arinéro
et al. [44] did for an AFM. First, the relation between the frequency f0 and k∗ is
obtained:

f0 = 1

2π

√
k∗ + kc

meff
(8.20)

where kc is the beam stiffness. The linear differential equation describing the response
of an oscillator, with meff the effective mass of cantilever and tip, x̃ the complex value
of the response, ω0 the cantilever–tip–sample system’s resonance angular frequency
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and λ the damping coefficient is:

∂2 x̃

∂t2 + 2λ
∂ x̃

∂t
+ ω2

0 x̃ = F0

meff
exp(iωt) (8.21)

with x̃ = X0 exp(iωt) exp(iφ).
So,

X0 exp(iφ) = F0/meff

(ω2
0 − ω2)+ 2iωλ

(8.22)

Introducing the resonance frequency of the system f0 and the 3 dB half-bandwidth f1,
given by f0 = ω0/2π and f1 = λ/2π, the expression of the complex contact dynamic
stiffness can be obtained:

kCCD = F0

X0 exp(iφ)
= meff(4π2( f 2

0 − f 2)+ 8iπ2 f f1) (8.23)

By taking the imaginary part, and as f is close to f0, the k′′∗ stiffness is obtained:

k′′∗ = 8meffπ
2 f0 f1 (8.24)

Introducing the complex effective Young modulus E∗
x :

E∗
x = E ′∗ + i E ′′∗ (8.25)

and writing the expression of the complex stiffness as [45]:

k∗ = k′∗ + ik′′∗ (8.26)

with a static Hertz contact:

k∗′′ = E ′′∗2/3 (6RF0)
1/3 (8.27)

and thanks to Eqs. (8.20), (8.24) and (8.27), the expression of E ′′∗ is given by:

E ′′∗ = (2(k′∗ + kc) f 1)
3/2

f 3/2
0 (6RF0)

1/3
(8.28)

This relation will be used for the SU8 resin as E∗
1 ≈ E∗

0 .
For a dynamic contact:

k∗′′ = E ′′∗
1

E∗1/3
0

(6RF0)
1/3 (8.29)
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Thanks to Eqs. (8.20), (8.24) and (8.29), the following expression of E ′′∗
1 has been

obtained:

E ′′∗ = 2(k′∗ + kc) f 1 E∗1/3
0

f0 (6RF0)
1/3 (8.30)

This relation will be used for the PDMS elastomer.
At last, it is interesting to note that the relations on the components of the complex

Young’s modulus determined with the hypothesis of static (st) (Eq. 8.1) or dynamic
(dyn) (Eq. 8.2) Hertz contact are such that:

E ′∗
dyn = (E ′∗

st )
2/3 E∗1/3

0 and E ′′∗
dyn = (E ′′∗

st )
2/3 E∗1/3

0 (8.31)

It is thus possible to write:

E (i)∗dyn = E (i)∗st

⎛

⎝α + (1 − α)

(
E∗

0

E (i)∗st

)1/3
⎞

⎠ (8.32)

with (i) = (“or”), α = 1 for a nonviscous material and α = 0 for a viscoelastic
material.

Two different cantilevers have been used for the characterization of these two
materials. Thanks to the previous study on the sensitivity of the SMM, we chose
2 different cantilevers which are optimized for PDMS and SU8 resin. Actually, we
showed that the cantilever stiffness must be chosen close to the contact stiffness to
have the best sensitivity. As cantilever stiffness depends on the inverse of the cube
of the length, a length of 7 mm for PDMS and 4.5 mm for the SU8 which is harder
have been chosen. The width and the thickness of the beam are 400 and 150µm
respectively. The tip has a cylindrical base and a conical end as shown in Fig. 8.1.
The sharp end of the tip is spherical. For the beam with a length of 7 mm, the tip
length l is 697µm, its mass m = 0.23µg and its curvature radius R = 45µm. For
the one with a length of 4.5 mm, l = 976µm, m = 0.45µg and R = 20µm. The
static applied force F0 was 0.15 mN for the PDMS and 0.5 mN for the SU8 resin.
The frequency domain of the SMM with these cantilevers corresponds to some kHz.

With these experimental conditions the polymers are loaded in their linear vis-
coelastic regime. Actually, PDMS remains linear until deformations of 60 % [37]
and 5 % for SU8 resin [38]. For a spherical tip like SMM ones, deformation of the
contact area is ε = 0.2 ac/R [46], where ac is the contact area radius and R the tip
radius. With the tips we have used, ac < 5 µm and R > 20µm, thus ε < 5 %.

8.4.2 Experimental Results

The three techniques work at different scales and at different frequencies. As previ-
ously shown, they enable us to check the viscoelastic properties of these polymers.
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Actually, storage and loss moduli of polymers change depending on the frequency.
We recorded the measures of E ′ and E ′′ for the two specimens of PDMS and for the
two SU8 resin films.

8.4.2.1 Phenomenological modeling

From a material point of view and for viscoelastic materials as polymers, the crucial
problem in vibration experiments concerns the accurate determination of the vis-
coelastic parameters over a broad range of frequency. So, in the case of sinusoidal
deformation, the complex modulus can be written as [47]:

E∗ = Ei + (Er − Ei )

n∑

j=1

p j
1

1 + iωτ j
with

n∑

j=1

p j = 1 (8.33)

where Ei and Er are the instantaneous and relaxed Young’s moduli, respectively. The
parameters τ j are the different relaxation times and p j is a ponderation coefficient
for each relaxation time. It is very difficult to determine the values of the parameters
p j , τ j and their number n. From a phenomenological point of view, to overcome
this difficulty the empirical model of Havriliak and Negami [48] (H–N model) is
considered, which combines the advantages of the modeling of Cole et al. [49] and
Davidson et al. [50]. In this model, the complex modulus is given by:

E∗ = Ei + (Er − Ei )
1

(1 + (iωτ )α)β
(8.34)

Thus, storage and loss moduli are respectively given by:

E ′′ = Ei + (Er − Ei )
cos(βφ)

(
1 + 2(ωτ )α cos(απ/2)+ (ωτ )2α

)β/2
(8.35)

E ′′ = (Ei − Er )
sin(βφ)

(
1 + 2(ωτ )α cos(απ/2)+ (ωτ )2α

)β/2
(8.36)

with φ = tan−1
(

(ωτ )α sin(απ/2)

1 + (ωτ )α cos(απ/2)

)
(8.37)

where τ is a single parameter with time dimension and α, β two empirical parameters.
Note that, if α = β = 1, the Eq. (8.35) with a single relaxation time is obtained.

The different experimental curves of Figs. 8.22, 8.23 and 8.24 for the PDMS and
Figs. 8.25, 8.26 and 8.27 for the SU8 resin have been fitted by Eqs. (8.35), (8.36),
(8.37) and the results drawn on these figures. The identified values of the parameters
are listed in Table 8.4. Note that these values correspond to the working range of
frequencies and cannot be used for very higher frequencies.



8 Scanning Microdeformation Microscopy 253

Table 8.4 Parameters values of Eqs. (8.33) ( 8.34) and (8.35)

Specimen tv α β τ Er (MPa) Ei (MPa) F (Hz)

PDMS (Spec.1) 1,460 h 0.236 1 2 × 10−9 1.65 29.6 10−2to 106

PDMS (Spec.2) >25,000 h 0.236 1 2 × 10−9 2.6 44 10−2 to 106

SU8
(Spec. 1) 1,000 h 0.4 0.38 40 3,600 4,500 10−2 to 105

SU8
(Spec. 2) 1,000 h 0.4 1 0.5 5,000 5,600 10−2 to 105

Fig. 8.22 Storage modulus of
PDMS samples measured by
nanoindentation, DMA and
SMM techniques as a function
of the working frequency.
Simulation with the H–N
model
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8.4.2.2 Case of the PDMS Samples

We took ν = 0.48 for the Poisson’s ratio of the PDMS (hyperelastic material). The
values of E ′ for the two PDMS samples are plotted in Fig. 8.22 as a function of the
working frequency and for the three experimental techniques. Note that for the SMM
value, f is the first contact resonance frequency equals to 4.18 KHz. The measures
given by the DMA and the nanoindentation methods are in a fairly good agreement.
The SMM ones even if it is two decades further show a possible continuity. Static
moduli E∗

0 for the two samples are respectively 1.7 and 2.9 MPa. As it will be shown,
this difference is principally due to the different preparation conditions and weakly
to the aging time. Storage modulus increases with the frequency for the two samples,
which is typical of a viscoelastic material. For these two materials the values given
by the SMM at nearly 4 kHz are 3.4 and 5.5 MPa (Fig. 8.22). In the Fig. 8.23 the loss
modulus is plotted as the function of the working frequency. At 0.01 Hz the values
are very low, near zero, but sharply increase with the working frequency. Results
between DMA and SMM show the same behavior for E ′′ than for E ′. Typically,
for polymers, E ′′ increases before reaching a maximum and then decreases with the
working frequency. The SMM values of E ′′ at 4 kHz for the two specimens are about
1 and 1.6 MPa.
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Fig. 8.23 Loss modulus of PDMS samples measured by nanoindentation, DMA and SMM tech-
niques as a function of the working frequency. Simulation with the H–N model
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Fig. 8.24 tan(φ) parameter of PDMS samples determined by the three different techniques. Sim-
ulation with the H–N model

E ′ and E ′′ are of the same order of magnitude which means that for this range
of frequencies the material is very viscoelastic. This behavior is quantified by the
parameter tan(φ) = E ′′/E ′ as shown in Fig. 8.24. The values estimated with the CSM
nanoindentation procedure are in good agreement with those obtained by the DMA
analysis. The SMM values also show a possible continuity. The tan(φ) parameter is
an increasing function of the frequency, as expected, and the SMM values are close
to 0.28 for f ≈ 4 kHz. It should then decrease for higher frequencies; the maximum
value should be obtained at a frequency of about 106 Hz. From a material point of
view, it is interesting to note that the values of the tan(φ) parameter are the same
for the two tested specimens, indicating that this parameter seems insensitive to the
elaboration conditions and the aging time as it will be shown later.
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Fig. 8.25 Storage modulus of SU8 resin samples measured with the three techniques as a function
of the working frequency. Simulations with the H–N model

8.4.2.3 Case of the SU8 Resin

The same measures on the SU8 resin film have been carried out. For this material we
took a Poisson’s ratio of ν = 0.29. For the two specimens the evolution of the storage
modulus E′ with the frequency has been plotted in Fig. 8.25. This time, the three
techniques do not perfectly match. Actually for sample 1, at 0.01 Hz the DMA value
is about 2.9 GPa (2 different measures) whereas the nanoindentation value is about
4.5 GPa. Moreover, for these two techniques the storage modulus slightly increases
with the frequency in the studied range. The SMM value at 23 kHz (first resonance
frequency) confirms the indentation modulus values with a nearly equal value of
4.2 GPa. As previously mentioned, the value of the order of 4.5 GPa is in agreement
with the results given in the overall literature E ′ ≈ 4 to 6 GPa. The low values
obtained by DMA technique are certainly due to the too small thickness of the tested
specimen (0.13 mm) and the small preload strain (≈9.10−3) allowing to a certain
inhomogeneity in the strain field across the specimen section. The artifacts due to the
instrument compliance effects observed on rigid specimens are also not negligible.
So in the typical curve of the storage modulus of a polymer, the maximum of slope
has already been passed and the modulus is quite constant. The same evolution can
be expected for the loss modulus in this range of frequencies. In Fig. 8.26 a loss
modulus which decreases with the frequency can be observed. The nanoindentation
value is a slightly greater than the DMA one. The SMM value at 23 kHz is lower
and confirms the global decreasing of the loss modulus. It can be noted that the loss
modulus if far lower than the storage one (20–80 MPa vs. 4–4.5 GPa). Thus, the SU8
resin presents very weak viscoelastic behavior, far less than the PDMS one.

The tan(φ) has also been plotted in Fig. 8.27. The maximum has been passed ( f ∼=
10−2 Hz) and this parameter decreases with the frequency. Of course, the values are
much lower than for the PDMS and the maximum value is close to 0.025. It is impor-
tant to observe that the three techniques perfectly match. DMA and nanoindentation
values are the same at 45 Hz and the SMM value prolongs the decrease of the curve.
In fact with DMA technique, the error due to the small thickness of the film (or other
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Fig. 8.26 Loss modulus of
SU8 resin samples measured
with the three techniques as
a function of the working
frequency. Simulations with
the H–N model
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Fig. 8.27 tan(φ) parameter
of the two SU8 resin samples
determined by the three tech-
niques. Simulations with the
H–N model
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causes) has the same effect on the determination of E ′ and E ′′ and disappears on the
loss tangent which is equal to the ratio E ′′/E ′.

Nanoindention and SMM measurements have been performed on the same sample
(specimen 1) but for an aging time at room temperature of about 13,000 h. Contrary
to the PDMS samples, no noticeable evolution outside of the method accuracies has
been pointed out.

For the SU8 film deposited on the Si substrate (specimen 2), the nanoindentation
and the SMM techniques perfectly match (Fig. 8.25) and the determined values of
the storage modulus are 5.57 ± 0.15 GPa and 5.6 ± 0.3 GPa, respectively. These
values are higher than those measured on specimen 1, but close to those reported by
Al-Halhouli et al. [38], i.e.: 5.2 GPa. The values of the loss modulus and the tangent
of the phase lag are plotted in Figs. 8.26 and 8.27. As for the specimen 1 these two
parameters decrease with the frequency, but the values are slightly lower than those
determined on the previous sample, i.e.: E ′′ = 40 MPa (at 45 Hz) and E ′′ = 8.4 MPa
(at 13 KHz) for the nanoindentation and the SMM procedures, respectively. These
observations, increasing of E ′ and decreasing of E ′′ compared to the values obtained
on sample 1, are certainly due to the long bake during 15 h at 90 ◦C performed on
this specimen.

Note that, the Berkovich hardnesses Hb of these different polymers are about,
Hb = 0.33 ± 0.05 MPa and 0.55 ±MPa for the two PDMS samples (specimens 1
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and 2 respectively) and Hb = 330 ± 20 MPa and Hb = 362 ± 13 MPa for the two
SU8 films (specimens 1 and 2). This last value is in fairly good agreement with the
one given by Al-Halhouli et al. [38] (Hb ≈ 430 MPa).

The simulations are fairly good especially considering on the one hand the three
different experimental techniques that have been used and on the other hand the
wide range of frequency which has been analyzed. Notice the very great difference
between the time parameter of the PDMS and the SU8 resin’s one; the PDMS is very
viscous (tan(φ) ≈ 0.21 at f = 104 Hz) contrary to the SU8 resin (tan(φ) ≈ 0.005
at f = 104 Hz for sample 1). The same trend is observed on the ratio between the
instantaneous and the relaxed moduli, Ei/Er : Ei/Er ≈ 17 for the PDMS and only
≈1.12–1.25 for the SU8 resin.

8.5 Conclusion

In this chapter, we have presented different new trends concerning the field of micro
and nanocharacterization with near-field microscopes, focalized on the behavior of
the SMM. However, all the conclusions summarized below can be very useful for all
these near-field microscopes.

Optimization of the SMM by taking into account the sample material considered
and the stiffness of the cantilever can be summarized as follows: (i) the sensitivity of
the three first contact modes of the SMM has been studied. Sensitivity decreases with
the contact stiffness. The first mode is the most sensitive but when contact stiffness
increases higher modes become the most sensitive. (ii) The parameter SN sensitivity
reduced to working contact stiffness and frequency shows for each mode a maximum
corresponding to contact stiffness. Actually we saw that SN is maximum when the
contact stiffness and the cantilever stiffness are of the same order of magnitude for the
first mode. (iii) The sensitivity is also depending on the stiffness of the cantilever. So,
the length of the cantilever which directly affects its stiffness is a mean to optimize
the cantilever with the considered material.

New cantilever geometries (W-shaped) have been investigated and allowing to
give these characteristics: (i) The efficiency of the W-shaped cantilevers to reduce
sliding, both in static and dynamic behaviors (ii) These cantilevers exhibit a good
sensitivity enabling mechanical characterization.

In the last part, the efficiency of the three mechanical characterization methods
(DMA, SMM, Nanoindentation) has been pointed out. The results of the three differ-
ent scales techniques (macro, micro, and nanoscale) fairly match. The very different
viscoelastic behaviors of PDMS and SU8 resin for the same frequency range have
been quantified. Their storage, loss moduli and tan(φ) from 0.01 Hz to some kHz
have been measured. Satisfying global behaviors according to the models and good
agreement between measured values and literature ones have been obtained. In con-
clusion, these three complementary experimental techniques can be used as powerful
metrology tools for the mechanical characterization at very small scale of viscoelastic
materials. To our knowledge, such a comparison of these three experimental methods
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applied on viscoelastic materials has not been reported in the literature and highlights
the potentialities of these techniques for polymer applications.
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Chapter 9
Ultrasonic Force Microscopies

Oleg Kolosov and Andrew Briggs

Abstract Ultrasonic Force Microscopy, or UFM, allows combination of two appar-
ently mutually exclusive requirements for the nanomechanical probe—high stiffness
for the efficient indentation and high mechanical compliance that brings force sensi-
tivity. Somewhat inventively, UFM allows to combine these two virtues in the same
cantilever by using indention of the sample at high frequency, when cantilever is
very rigid, but detecting the result of this indention at much lower frequency. That is
made possible due to the extreme nonlinearity of the nanoscale tip-surface junction
force-distance dependence, that acts as “mechanical diode” detecting ultrasound in
AFM. After introducing UFM principles, we discuss features of experimental UFM
implementation, and the theory of contrast in this mode, progressing to quantita-
tive measurements of contact stiffness. A variety of UFM applications ranging from
semiconductor quantum nanostructures, graphene, very large scale integrated cir-
cuits, and reinforced ceramics to polymer composites and biological materials is
presented via comprehensive imaging gallery accompanied by the guidance for the
optimal UFM measurements of these materials. We also address effects of adhesion
and topography on the elasticity imaging and the approaches for reducing artifacts
connected with these effects. This is complemented by another extremely useful fea-
ture of UFM—ultrasound induced superlubricity that allows damage free imaging of
materials ranging from stiff solid state devices and graphene to biological materials.
Finally, we proceed to the exploration of time-resolved nanoscale phenomena using
nonlinear mixing of multiple vibration frequencies in ultrasonic AFM—Heterodyne
Force Microscopy, or HFM, that also include mixing of ultrasonic vibration with other
periodic physical excitations, eg. electrical, photothermal, etc. Significant section of
the chapter analyzes the ability of UFM and HFM to detect subsurface mechanical
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inhomogeneities, as well as describes related sample preparation methods on the
example of subsurface imaging of nanostructures and iii–v quantum dots.

9.1 Introduction

Scanning probe microscopy (SPM) offers spatial resolution approaching and often
achieving the length scale of a single atom. SPM offers various contrast mechanisms,
making it possible to observe object properties which would otherwise be invisible.
While acoustic microscopy provides unique contrast from mechanical properties,
particularly local stiffness, as well as from fine discontinuities such as cracks and
delaminations [1], the task of improving resolution of acoustic microscopy seems
to pose a significant challenge. The resolution of traditional acoustic microscopy
(like conventional optical microscopy) is limited by the wavelength used. In order to
decrease acoustic wavelength one must increase the ultrasonic frequency, which in
turn leads to quadratically increasing attenuation of acoustic waves in the coupling
fluid. Cryogenic liquids offer low attenuation but also poor impedance matching
to the studied samples [2]. For a while it seemed that achieving spatial resolution
significantly below 1µm in routine acoustic microscopy would be impractical.

The first scheme to overcome the diffraction limit in acoustic microscopy used a
sapphire pin attached to a piezoelectric transducer to detect the ultrasonic vibration
of the sample surface [3, 4]. Figure 9.1 contains the original sketch of the concept. It
was somewhat like an early car mechanic locating a fault in an engine using a long
screwdriver, pressing its sharp end to different places and listening to the vibration of
the handle pressed against the ear. The microscope operated at 30 MHz, and was used
to detect ultrasonic waves propagating through an aluminium plate. It gave spatial
resolution of 20µm, which is the diameter of the bottom of the sapphire pin, and
is about a tenth the wavelength of the ultrasound. These experiments demonstrated
the feasibility of the idea, but it was to be several years before technology would be
available for acoustic imaging with nanometer scale resolution.

The invention of scanning tunneling microscopy inaugurated a new era of SPM
[5] with atomic force microscope (AFM) [6] that followed up shortly, allowing
to image surfaces with nanoscale resolution. It is critical for this chapter that the
interaction in AFM is the mechanical force between the tip and the sample, whose
variation with separation is highly nonlinear. Scanning force microscopy has been
used to image the surface elastic properties of materials, by modulating the tip-
surface distance at frequencies at or below the cantilever primary resonance [7–9].
In this way the viscoelastic behaviour of relatively compliant materials such as bio-
materials and polymers can be imaged [9, 10]. However for stiffer materials such
as semiconductors this method does not provide good contrast. The stiffness of the
contact is generally much greater than the stiffness of the cantilever, so that when
relative motion occurs it is almost entirely taken up by deflection of the cantilever.
The tapping mode which is widely used for imaging in atomic force microscopy to
minimise surface in most cases is insensitive to materials properties [11, 12]. Making
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Contact cantilever (in HFM mode 
with ultrasonic piezotransducer) 

Sample in contact 
with 
piezotransducer)

(a) (b)

Fig. 9.1 a Sketch of the world’s first ultrasonic scanning pin microscope. The scanning pin micro-
scope operated at 30 MHz, and gave resolution of about 0.2 mm [3]. b Schematic of a UFM. Vertical
and lateral deflections of this cantilever provide a measure of forces acting between the tip and the
studied object. In Ultrasonic Force Microscope, or UFM, high frequency piezotransducers are added
to the sample stage and /or to the cantilever base. The detection is the same as in the normal SFM
modes [22]

the cantilever stiffer can help, but reduces the deflection sensitivity and can damage
the tip and sample [13]. To overcome these limitations, the cantilever can be vibrated
at ultrasonic frequencies above its primary resonance [14–17]. The effective stiffness
of the cantilever then increases due to inertia. This offers sensitivity to materials with
much higher stiffness, such as semiconductors, ceramics, metals, and composites.
Techniques using this principle include atomic force acoustic microscopy [17] and
scanning local-acceleration microscopy [16]. This chapter describes an approach
which depends on the nonlinear nature of the interaction between tip and sample;
this has become known as ultrasonic force microscopy (UFM) [14, 19–21]. The
combination of acoustic excitation with SPM makes it possible to image and study
the elastic and viscoelastic properties of materials with nanoscale spatial resolution
[21].

9.2 Nanoscale “Mechanical Diode”: Force-Distance Nonlinearity
and Detection of Ultrasonic Vibrations

The operation of and AFM is well described elsewhere [6] and is illustrated in
Fig. 9.1b. In some implementations, a quadrant detector is used to measure both
normal and lateral deflection, thus allowing friction forces to be measured. The data
can be processed to create topographical images and lateral force images [7].

In order to understand the UFM detection, consider the non-linearity of the tip-
surface interaction and what happens when the indentation depth is modulated. A
schematic relationship between force and displacement is plotted in Fig. 9.2a. The
force is a highly nonlinear function of tip-sample displacement, and depends on
whether approach or retraction is underway. If the tip and the surface are well sepa-
rated, at the far right on the graph, there is negligible interaction. During the approach,
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from right to left on the graph, initially there is an attractive interaction. At closer
approach the force becomes repulsive. When reversing the displacement, the tip and
the surface adhere until the contact is broken at a certain pull-off distance, which is
larger than the displacement at which the contact is established during the approach.
The distance scale over which significant variations of force occur is only a fraction
of a nanometer. Suppose the tip is in contact with the surface at an initial displacement
that gives a normal force F1. The displacement to give pull-off is h1. An oscillatory
displacement of amplitude a0 is now introduced. If the amplitude of the displacement
is small, a0 � h1, the average normal force does not change appreciably. As the
oscillatory amplitude is increased, the nonlinearity becomes appreciable, until at an
oscillatory displacement amplitude a1 in Fig. 9.2a contact can be lost at one end of
the cycle.

The stiffness of the tip-sample interaction is generally much higher than the stiff-
ness of the cantilevers which give adequate sensitivity in SFM. Therefore if the
sample surface is vibrated at a low frequency, the tip will tend to follow this motion
with little relative displacement between the two. If the vibration is applied at a
frequency that is much higher than any natural resonant frequency of the cantilever,
then the additional inertia of the cantilever can result in a substantial enhancement of
the relative displacement, and hence greater indentation amplitude [14]. In the limit
that the cantilever motion is negligible, the relative displacement is almost equal
to the normal vibration amplitude of the sample surface, giving a ≈ �h. This can
be considered as a result of inertial increase in the effective spring constant of the
cantilever at high frequency, while at low frequency the cantilever retains its high
compliance and hence sensitivity to normal and lateral forces.

9.3 How UFM Works: Experimental Setup and Theoretical
Analysis

9.3.1 UFM Fundamentals

In practical UFM, the feedback signal of the AFM is used to maintain a constant
average deflection of the cantilever. This is necessary for obtaining a consistent UFM
signal, and it also means that topographical information is available. But it presents a
dilemma in separating the unique UFM contrast from the conventional SPM image. If
the ultrasound were applied with constant amplitude, then it would introduce a small
change to the SPM deflection, but it would be impossible to distinguish between
this and topography. Instead, the ultrasonic vibration is modulated in amplitude.
The feed-back circuit of the AFM will have an upper limit, or cut-off frequency,
above which it does not respond. In a typical commercial AFM this may be of order
1 kHz, though the user may have some control over this. The error signal of the
feedback loop is then used as the measure of the UFM response. Although for some
analytical purposes one may wish to measure the full response illustrated in Fig. 9.2c,
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Fig. 9.2 a Tip-surface interaction force versus indentation for approach and retraction (solid and
dashed respectively). Approach (solid) and retraction (dashed) differ at the verge of the tip-surface
contact; b Non-linear detection of ultrasound at increasing ultrasonic vibration amplitude; c Oscil-
loscope traces of ultrasound detection in a standard SFM setup [14, 20]

for most practical imaging a lock-in amplifier can be used to give phase-sensitive
and amplitude sensitive detection of the UFM signal. The modulation signal is the
reference and the error signal from the feed-back circuit is the input. The output of
the lock-in amplifier provides the contrast signal for the UFM image.

9.3.2 Selection of UFM Operating Parameters

The lock-in phase and time constant can be selected to give the best contrast. The out-
put can be chosen between two pairs: x (in-phase) and y (quadrature), or amplitude
(R = √

x2 + y2) and phase (θ = arctan (x/y)). Any variation in threshold amplitude
or force jump produces a variation of the shape of the ultrasonically-induced normal
deflection, which can be measured by the lock-in amplifier. In choosing the parame-
ters for the ultrasonic excitation, there are three critical choices. First, the maximum
applied amplitude must be higher than any threshold amplitude to be measured over
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the whole area to be imaged. Second, the amplitude modulation frequency must be
sufficient to enable several cycles to be averaged at each pixel. Finally, the profile of
the amplitude modulation can be chosen from waveforms such as sinusoidal, ramp
(saw-tooth), triangular and trapezoidal [14, 20]. Experience shows that the best con-
trast is generally obtained with a saw-tooth or triangular profile with a blank period
of the same length (e.g. see the saw tooth profile in Fig. 9.2b), combined with the
amplitude lock-in signal output R = √

x2 + y2.
The ultrasonic frequency must be chosen carefully in order to obtain unambiguous

UFM data. The frequency should be high enough to enable the inertial term (ω2m)
to give sufficient enhancement of the elastic stiffness of the cantilever to make it
comparable with the tip-sample stiffness or to exceed it. While frequencies of up
to 60 MHz or more have been used in some experiments [23] it is more common
to choose a frequency in the range 2–10 MHz. The linear response of the cantilever
cannot readily be measured at these frequencies, and simulations suggest that it is
likely to be negligible [24]. Once the transducer has been selected and mounted, fine
tuning of the frequency then becomes pragmatic. The useful bandwidth of a piezo-
electric transducer for this purpose is usually within 10 % of the central frequency.
There may be other resonance frequencies at which a non-linear UFM response can
be excited, and many of them are not pure thickness modes. If the piezoelectric trans-
ducer frequency is not high enough, cantilever higher harmonics may interfere with
the UFM detection. These harmonics are usually damped, but if they are present they
can reduce the effective dynamic rigidity of the cantilever, especially if the UFM is
operated in vacuum.

A practical procedure for tuning the frequency starts with acquisition of a spec-
trum of the nonlinear response. With amplitude modulation applied, the ultrasonic
vibration frequency is swept over a wide interval centred at the nominal resonance
frequency of the piezoelectric transducer. From this spectrum, one finds the frequen-
cies at which a nonlinear response can be obtained. The second step is to analyze
the ultrasonically-induced normal deflection for the frequencies at which a nonlinear
response has been detected. The practical guidelines for achieving reproducible and
reliable UFM data include the ones described in [20]:

1. The amplitude modulation frequency should generally be in the range 0.5–3 kHz.
Below 0.5 kHz the feedback usually modifies the ultrasonically-induced normal
deflection. Above 3 kHz the characteristic time constants and delays of the can-
tilever response can become comparable with the amplitude modulation period.

2. The maximum ultrasonic amplitude must be chosen so that the average threshold
amplitude occurs at roughly three quarters of the reference period.

3. The lateral deflection signal should also be checked. If the lateral response is
unstable, it is quite likely that the normal deflection is influenced, ever though it
might look stable.

4. In the non-filtered (high frequency included) photodetector output mainly the
non-linear component is present. Significant component similar to the excitation
waveform can mean either blunt tip or excitation of the higher order cantilever
overtones,
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5. Increase of the set-force decreases the UFM signal.
6. Friction force either vanishes or is significantly reduced with the application

of ultrasound. (see more details on that effect that we call “ultrasonic induced
lubricity” in Sect. 9.4.1).

9.3.3 Experimental Setup

The experimental setup can be based on almost any commercial AFM [14, 25]. The
main mechanical modification to implement UFM is made to the sample holder to
allow application of a normal ultrasonic vibration. The sample holder of the commer-
cial system is usually a thin disc of metal, often fixed to the piezoactuator (scanner)
via a magnet positioned inside the actuator. A piezoplate (ultrasonic transducer) can
be permanently glued to the sample holder, e.g. with cyanoacrylate or epoxy. An insu-
lating spacer can be inserted between the metallic sample holder and the piezoplate,
to isolate the lower electrode of the piezoplate from the SFM unit. A piezoplate has
a longitudinal resonance which depends inversely on its thickness (typically 1 mm
gives 2 MHz). A diameter from 8 to 20 mm is common (depending on the SFM sys-
tem). Very soft connecting wires (especially critical if the sample is scanned, as it is
in DI MultimodeTM or DI/Thermal Microscopes CP systems) should be connected
with a low melting point solder to avoid depolarization of the piezoplate. The top
of the piezoplate can be connected to ground, in order to avoid electrical interaction
between the tip and the sample (particularly for studying conductive samples).

For the ultrasonic vibration a programmable waveform generator can be used to
generate signals in a required frequency range typically from 1 to 10 MHz. It should
have amplitude modulation with various modulation shapes, particularly blanked
saw-tooth (Fig. 9.2b) or at least saw-tooth capability. A maximum output voltage
of 10 Vpp (peak-to-peak) is more than sufficient for the average piezoplate (for a
typical experiment an amplitude of 1–4 Vpp is used). The ultrasonically-induced
normal deflection can be visualized on the oscilloscope (preferably digital for signal
averaging) by using the feedback error signal (provided the ultrasonic deflection is
modulated above the feedback circuit frequency cut-off). The oscilloscope and the
lock-in amplifier should be synchronised to the modulation frequency.

The sample can be directly bonded to the piezoplate through an acoustic coupler
such as salol (phenyl-salicylate), which melts at 42 ◦C; a grain of crystalline salol
can be used to nucleate crystallization of the supercooled liquid. Afterwards the salol
can be melted and the sample removed without damage. Epoxy and other glues are
more permanent. The sample dimensions and mass must be compatible with the
microscope stage and scanner, and the sample, which may be polished, cleaved or
cast, must be flat enough to avoid the kind of topographical artifacts to be discussed
in Sect. 9.4.1.
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9.4 Examples of UFM Output

Figure 9.3 shows AFM and UFM images obtained in this way of a longitudinal
section of a composite consisting of a silicon carbide fibre (SiC: Young modulus
E ∼ 500 GPa) in a mullite matrix (Al2O3-SiOx , Young modulus E ∼ 150 GPa).
These are relatively stiff materials. The AFM image (a) shows the topography, with
a rough trench (3) between the fibre (1) and the matrix (4). The UFM image (b)
reveals elasticity, showing that the interface contains a relatively soft layer (3) coating
the silicon carbide fibre between the stiffer regions of SiC and mullite. The force
modulation image (d) shows little extra information with respect to the corresponding
topography in (c).

UFM detection is obtained by measuring the cantilever deflection at low fre-
quency (Fig. 9.2). The ultrasonic vibration applied to the sample is invariably from
a longitudinal wave transducer fixed to the bottom, causing normal vibration of the
sample surface. As the ultrasonic amplitude is increased, contact is eventually bro-
ken at the pull-off point (a1 = �h1), giving a discontinuity in the time-averaged
displacement. We refer to this ultrasonic amplitude as the threshold amplitude, and
the corresponding inflection in the displacement curve as the force jump. A further
increase of the ultrasonic amplitude results in a steady increase of the time-averaged
force and therefore of the quasi-static normal deflection [20].

The force on the cantilever under normal vibration of amplitude a from an initial
indentation h1 is found by integrating over a period [14]:

Fm (h1, a) = 1

T

T∫

0

F (h1 − a cos (2π f t)) dt, (9.1)

where F(h) is the force dependence on the indentation depth without ultrasonic
vibration, fult is the ultrasonic frequency, and the integral is taken over a period
Tult = 1/ fult . Because of the nonlinearity of the force function F, the cantilever will
acquire a new equilibrium deflection zeq with a corresponding new mean indentation
depth heq, so that now

Fm(heq, a) = kc zeq, (9.2)

This description is based on the simplified consideration that the cantilever acts
as a point mass. A fuller analysis of the cantilever takes into account its distributed
mass and multiple vibration modes [24]. This allows a more rigorous description of
the mode of operation of the UFM and the contrast in the images, and also provides
the theoretical basis for using the cantilever as a waveguide through which vibrations
can be introduced [26]. For the applications to be described in this chapter, the key
components of the UFM and the mechanical diode principle are:

(a) The inertial stiffness of the cantilever at the ultrasonic vibration frequency.
(b) Nonlinear detection of additional forces at low frequency.
(c) The compliance of the cantilever at the detection frequency.
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Fig. 9.3 Topography AFM a and elasticity UFM b images of SiC ceramic fiber. The topography
AFM image shows the interface as a jagged trench dividing a SiC fibre (1) and a mullite (Al2O3-
SiOx ) matrix (4). The elasticity image reveals the detailed structure of this interface consisting
of the relatively soft intermediate concentric carbon rich layer (2) and a softer reaction layer (3)
separating much stiffer regions of SiC and mullite. Image size is 10 × 10µm × µm. The force
modulation image (d) shows information that is not related to the structure of the fibre interface,
highlighting less relevant surface contamination [22]

The UFM signal depends on the local tip-surface force dependence, and there-
fore on everything that affects this, including elasticity, adhesion, and viscoelastic
relaxation, together with the subsurface structure of the object, local topography
and discontinuities such as cracks, and the shape of the particular tip. The dominant
property is usually the elastic stiffness of the sample in the vicinity of the surface.

As we saw, the AFM cantilever response to the HF sample vibration of amplitude
au can be described by the introduction of a new force-versus-separation dependence
Fm(z), derived from the original F(z) dependence by averaging over a vibration period
T (Eqs. 9.1, 9.2). Therefore the UFM response can be relatively easy calculated, using
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well-known force balance equation in SFM, provided original F(z) dependence is
known.

To calculate the UFM response from Eqs (9.1) and (9.2), the force-versus-
separation dependence F(z) must be known. The choice of a continuum mechanics
description of the tip-surface force interaction F(z) depends on the geometry, the
elastic properties, and the adhesion energy. An approximation that lends itself to
analytical modelling is the Johnson-Kendall-Roberts (JKR) model [27]. The force F
and the displacement z may each be expressed in terms of the radius a of the contact
area [28]:

F = 4E∗a3

3R
+

√
16πγ E∗a3, (9.3)

z = a2

R
− 2

√
πγ a

E∗ , (9.4)

The adhesion energy is γ , and the mutual plain strain modulus and radius of
curvature are:

1

E∗ = 1 − ν2
t

Et
+ 1 − ν2

s

Es
, (9.5)

1

R
= 1

Rt
+ 1

Rs
, (9.6)

where E and ν denote Young modulus and Poison ratio, and subscripts t and s indicate
the tip and sample. In the approximation that the material of the tip is much stiffer than
the sample and the surface of the sample is flat, the terms (1− ν2

t )/Et and 1/Rs may
be neglected. Even for perfectly elastic materials, there will be hysteresis if contact
is broken in the cycle of vibration; with viscoelastic samples such as polymers there
will be additional hysteretic effects [29]. The JKR model is most valid for large radius
and adhesion energy and small stiffness; other models are appropriate for different
regimes [30]. All the continuum mechanics models give nonlinearity, which may
be simply expressed by saying that the instantaneous stiffness is determined by the
contact area, and this will be greater when you push than when you pull. Atomistic
modelling of nanoscale contacts suggests that the contact area and hence stiffness
may be two or more times what is calculated by continuum models, but does not alter
the conclusion that the force-displacement relationship is highly nonlinear [31].

The UFM response is calculated for silicon and germanium surfaces in Fig. 9.4a,
using the JKR model and average values of the elastic moduli for silicon and germa-
nium [32]. The calculated UFM responses for unstrained Si and Ge (curves 1 and 2)
are distinctly different, with the step in the Ge response occurring at a higher ampli-
tude that of Si. Careful choice of the amplitude would give a smaller UFM signal for
Ge, confirming the possibility of directly mapping the elasticity of Si-Ge nanostruc-
tures. Figure 9.5 contains images showing such contrast from germanium quantum
dots on silicon. The left hand image (a) is conventional AFM topography, with a line
scan underneath. The right hand image (b) is UFM, with a corresponding UFM line
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scan. Using engineering stiffness parameters, germanium (EGe = 121 GPa) is less
stiff than silicon (ESi = 164 GPa), and the Ge islands give a lower signal than the
surrounding wetting layer, which consists of two or three atomic layers of Ge on the
Si substrate. The bright UFM signal around the dots may be due to a topographic
effect, which will be discussed further in Sect. 9.4.1 below. At the edge of the dots
the contact area between the tip and substrate may be increased, especially if the dot
is surrounded by a narrow moat as some are, and this would give rise to increased
contact stiffness and hence UFM signal. A model based on statistical thermodynam-
ics has been developed to account for the size and shape distributions of these dots
[33]. UFM images have been obtained of individual antimonide particles [34]. The
nanoparticles were formed by aggregation and spontaneous rapid crystallization of
thermally deposited Sb onto the basal planes of highly oriented pyrolytic graphite
(HOPG) and molybdenum disulfide (MoS2). The UFM contrast was interpreted in
terms of variations in local stiffness, which correlated with evidence from transmis-
sion electron microscopy of strained regions within the nanocrystals.

The shape of the force versus indentation curve depends on surface adhesive and
elastic properties. Variations in these parameters affect the ultrasonically-induced
deflection. Conversely, the variations in the shape of the ultrasonically-induced
normal deflection contain information on surface adhesive and elastic properties.
Figure 9.2 illustrates how the threshold amplitude should depend on the normal
force value. If the normal force is set at a higher value F2 > F1, then the threshold
amplitude (a2 = h2) needed to reach the pull-off point should be higher than the
threshold amplitude (a1 = h1) for F1. If the threshold amplitude values (a1 and a2)

are measured for two different normal force values (F1 and F2), the contact stiffness
is

Seff(Fav) = F2 − F1

a2 − a1
, (9.7)

where:
Fav = (F2 + F1)/2. (9.8)

The beauty of the differential UFM approach is that the absolute value of the
contact stiffness of a nanoscale contact at a known force level F is directly measured
in terms of the ultrasonic vibration amplitude and the applied force (independent of
the adhesion or other contact parameters). The contact geometry would need to be
known in order to determine the elastic stiffness of the sample.

The differential UFM approach is based on three main assumptions:

1. It is possible to identify a threshold amplitude, defined as the amplitude at which
the contact breaks, and pull-off occurs, for part of the ultrasonic cycle. It can be
identified as the amplitude at which the inflection occurs in the normal deflection
signal.

2. The threshold amplitude depends on the applied normal force.
3. The cantilever vibration at the ultrasonic working frequency is negligible. There-

fore the difference in threshold amplitude at different values of normal force is
equal to the difference in indentation �h = h2 − h1
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Fig. 9.4 a, b theoretical calculation of the UFM response on Si (1) and Ge (2) surface, using the
parameters ESi = 164 GPa, EGe = 121 GPa, surface energy in an ambient environment W = 1 N
m−1, and the manufacturer’s data for tip radius R = 10 nm. c Illustration of the differential UFM
approach to the measurement of contact stiffness [35]. If one measures the threshold amplitude
values (a1 and a2) for two different normal force values (F1 and F2), the contact stiffness Sef f
is given by Sef f = (F2 − F1)/(a2 − a1) d Experimental stiffness measurements obtained using
differential UFM for sapphire, silicon (100) and LiF (100) [36]. (Nominal cantilever stiffness was
kc = 2.8 N/m, and radius of curvature R = 10 nm)

The second assumption is based on contact mechanics models in which
viscoelastic effects that might influence the instability point (pull-off) and adhesion
are negligible or can be allowed for. The third assumption is based on representing
the cantilever with a point mass model.

Simulations using a distributed mass model indicate that ultrasonic vibration of
the cantlever is relatively small and in many cases less than 0.05 of the UFM normal
deflection [24].

Figure 9.4d presents experimental stiffness measurements using differential UFM
for three high modulus materials: sapphire, silicon (100) and LiF (100) [36]. The
samples were probed with the same silicon tip on a V -shaped cantilever (nominally
cantilever stiffness was kc = 2.8 N/m, and radius of curvature R = 10 nm). The
surface RMS roughness of the surfaces was less than 0.2 nm over a few square
micrometers for all three samples. The relative difference between the three sets of
data reveals that the elastic properties of these three materials can be distinguished
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by differential UFM; the relative independence of the applied force may indicate the
fact that the tip had been flattened by extended contact with such hard samples.

9.4.1 Imaging of Elastic Properties with UFM: From
Semiconductors to Biopolymers

UFM is able to give contrast from samples over a wide range of elastic properties,
from stiff crystalline materials like semiconductors or ceramics, including compos-
ites of hard materials (metals, metal oxides, carbon fibre) and polymers, to soft
rubbery inclusions and proteins.

Figure 9.5c,d shows a double GaSb-InAs superlattice with periodicities of 40 and
8 nm. The superlattice was cleaved and immediately mounted on the sample stage.
The topographical image shows that the surface is flat (RMS roughness <0.2 nm
over 1µm2 area). Wider layers (arrow i) are barely visible whereas the finer ones
(arrow ii) are not visible at all. The UFM contrast is different from the topography,
even while the difference in elastic moduli is only of about 6 % (EGaSb = 88 GPa,
EInAs = 82 GPa). UFM detects this difference, with the GaSb layers brighter than
the InAs layers. The very fine superlattice (arrow ii) of only 4 nm wide layers is
observable in the UFM image (d).

The resolution of scanning probe techniques is full of happy surprises. The original
estimates of the resolution of the scanning tunnelling microscope assumed a smooth
sphere of radius 100 nm. The actual resolution obtained far surpassed this, because
so far from being a smooth sphere the tip is always atomically rough. Though a
Darwinian process of natural selection, by the time the user is ready to record a
picture the tip has one atom protruding significantly further than the others, giving
subnanometer resolution. For UFM, it is not obvious how the lateral resolution might
compare with the corresponding AFM. During the ultrasonic vibration the contact
size varies from zero to something larger than a conventional AFM working in contact
mode at the same normal force. The UFM signal arises from nonlinearity in the force-
displacement curve, and this nonlinearity is greatest when the diameter of the contact
area is least. Hence it might be expected that the UFM lateral resolution should be
at least as good as the AFM lateral resolution, and perhaps even better. This is borne
out by the UFM resolution of the finer periodic lattice in Fig. 9.7d.

High density interconnects on semiconductor chips link various parts of the
processor with memory and other functions. In the Damascene process, the under-
lying silicon oxide insulating layer is patterned with open trenches, which are then
overfilled with metal. Chemical-mechanical polishing is then used to remove the
metal to the level of the top of the insulating layer. The term comes from metallur-
gical processes associated with pattern-welded swords from Damascus. AFM and
UFM images of a Damescene interconnect test structure are shown in Fig. 9.5e. They
show trenches 0.32µm wide. The UFM images Fig. 9.5f display little topographi-
cal sensitivity, while UFM contrast is material specific, delineating polymer and Al
regions uniformly across the scan area. The image contrast corresponding to Al is
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Fig. 9.5 a and b are, correspondingly, topographical and UFM images of Ge quantum dots on a Si
substrate (image size is 400 × 400 nm2); [32, 20]. Topography c and UFM d images of GaSb-InAs
superlattice with periodicity of 40 nm (arrow i) and 8 nm (arrow ii) respectively. The superlattice
was cleaved and immediately mounted on the sample stage. The topographical image shows that
the surface is very flat (RMS roughness < 0.2 nm over 1µm2 area). Wider layers (arrow i) are
barely visible whereas the finer ones (arrow ii) are not visible at all. The very fine superlattice
(arrow ii) of only 4 nm wide layers is observable in the UFM image d [20]. e AFM and f UFM
images in the trench region of an Al/BCB (aluminium/benzo-cyclo-butene) damascene test structure.
The contrast inverts between topography and elasticity scans. There is interfacial variation of the
elasticity between the Al and BCB regions. The interface between hardened and unmodified BCB
is denoted by the white arrow i [38]
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uniform across the trench region, the 10µm wide lead, and the contact pad. The white
areas in the topographic images are polymer (benzo-cyclo-butene, or BCB) spacers
with low dielectric constant (low-k) to increase the speed of data transfer on the chip.
The dark areas in the topography image are the aluminium connects. The topography
results from the different speed of removal of material during chemical-mechanical
polishing process. The UFM contrast arises primarily from the difference between
the Al and BCB elastic moduli. The UFM images reveal elastic nonuniformity across
the top of the BCB wall. Two distinct regions are apparent. The center portion of
the BCB wall displays a lower contact stiffness compared to high-contrast regions
near the Al/BCB interfaces that may betoken an increase in the BCB rigidity in the
vicinity of the Al/BCB interface [38].

The samples in Fig. 9.6 are of lower stiffness. Figure 9.6a,b shows a composite
consisting of injection molded poly(methylmethacrylate) PMMA (EPMMA = 4.5 GPa)
with spherical PMMA-rubber inclusions (Erubber < 0.1 GPa) in order to increase its
fracture toughness [39]. The structure of the inclusions is illustrated in the inset. Each
inclusion is made of a rubber core and alternate layers of PMMA and rubber of a
few nanometer thickness, with an outer layer is of PMMA. In the UFM images the
inclusions have a texture which may be due to topographical deformations induced
either by the manufacturing process or by the scanning itself. They exhibit a dif-
ferent elastic behaviour from the surroundings. The difference in contrast between
inclusions may be due to the depth of a given inclusion relative to the surface or the
amount of the outer layer of PMMA remaining around the rubber.

Figure 9.6c, d show images of amylin fibres deposited on mica in water solution
and then dehydrated. The proteins have lower stiffness. Mica is a suitable substrate
as its cleavage planes are atomically flat and it provides good bonding to the pro-
teins. In conventional contact mode AFM, no clear topographical image of these
samples could be obtained, because the scan usually sweeps soft materials away.
The application of the ultrasound signal for UFM allowed a topographic image to be
obtained through a mechanism to be described as superlubricity in Sect. 9.4.1. The
UFM image shows that the fibres of 50–100 nm in size are more compliant than the
surrounding area and reveals the internal structure reflecting packing of the fibres.

This gallery of pictures illustrates how UFM can image the elastic properties of a
broad range of materials from very stiff engineering ceramics to very soft polymers
and biopolymers. The secret lies in the use of high frequencies to give inertial stiffness
combined with low frequencies to give sensitive detection. There is an analogy with
using a four point probe to measure an electrical device, combining a low impedance
current source with a high impedance voltmeter. The next section addresses some of
the artifacts which may be present in UFM images, and how to recognise them, take
account of them, and if possible avoid them.
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Fig. 9.6 a Topography and b UFM images of a compliant sample made of injection molded
poly(methylmethacrylate) PMMA (EPMMA = 4.5 GPa) with spherical PMMA-rubber inclusions
(Erubber < 0.1 GPa) [39]. c (topography) and d (UFM) images of amylin fibres on a freshly cleaved
sheet of mica. The amylin fibre are less stiff than mica and UFM reveals internal structure reflecting
packing of the fibres [20, 37]

9.4.2 “Director’s Cut” of UFM Imaging: Artifacts (and ways to
avoid them) and Unique Benefits of UFM

In addition to the elastic properties which UFM is intended to image, anything else
which affects the tip-surface interaction will also affect the UFM contrast. Prominent
among these are surface adhesion and abrupt topographical features. The shape of the
ultrasonically-induced normal deflection (that can be qualitatively described using
threshold amplitude and the force jump, as in Sect. 9.1) is affected by both elasticity
and adhesion. If there is no appreciable variation in adhesive properties, a variation
in threshold amplitude gives a good indication of variations in stiffness. While this is
generally valid for most stiff inorganic samples, some samples, particularly polymeric
samples with plasticized surface, highly hydrophilic samples or samples with soft
surface layers can deviate from this behaviour.
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Figure 9.7 shows an organic thiolipid Langmuir-Blodgett film (LB) deposited on
a hydrophilic substrate of a freshly cleaved mica. The elongated molecules of the
film have been compressed to such an extent that a fluid phase and a solid phase
coexist at the air-water interface. In the fluid phase the molecules are not spatially
organized although their mobility is inhibited. In the solid phase, the molecules are
mutually aligned and tend to form stars made of six sectors, each of them with a
different packing orientation (Gourdon et al. 1997). The topographical image (a)
contains edges of such stars with liquid in between. Small dust particles on the
surface can nucleate the ordering of the molecules in fluid phase, creating islands
between the main regions of solid phase. In the fluid phase the molecules are tilted
at random angles to the normal giving a mean height about 2 nm lower than the solid
phase. In the UFM image, a higher output from the lock-in amplifier is displayed as a
brighter color. This typically results from a lower threshold amplitude and therefore a
stiffer material. In the UFM image (b) the fluid phase is brighter than the solid one. To
avoid the naïve conclusion that the fluid phase is stiffer than the solid one, one should
perform a safety check and monitor the actual shape of the ultrasonically-induced
normal deflection on each phase.

In Fig. 9.7c the two ultrasonically-induced normal deflection signals on solid and
fluid phase are presented. The fluid threshold amplitude is higher than the solid
threshold amplitude, but the force jump on reaching the pull-off point is higher for
the fluid phase. The output of the lock-in amplifier is determined by the integrated area
between the deflection curve and zero (indicated by the broken line; the deflection is
here displayed as lower than zero). The fluid response gives a higher lock-in amplifier
output because its signal area is bigger. For samples with high adhesion variation,
the difference in shape in Fig. 9.7c is a warning sign that the interpretation should
take into account how the lock-in amplifier responds to such behaviour. Theoretical
modelling may be needed to determine how the threshold amplitude is affected by the
variation of the adhesive properties. An alternative approach is to use the differential
force method for contact stiffness measurement described in Sect. 9.2, to compensate
for variations in the adhesive contribution. Whenever adhesion may be significant,
the shape of ultrasonically-induced deflection and its consistency throughout the
sample serves as a good check against artifacts associated with adhesion, and as a
corollary can provide information on variability of adhesion properties of the sample.

Another significant influence on UFM contrast comes from its sensitivity to vari-
ations of the tip-surface geometry. The geometry is affected by both stiffness and
adhesion, but it can also be affected by topography. For the contrast to arise solely
from variations in stiffness, an ideal sample would be one with a surface smooth
to the scale of the tip curvature. Since this is not always possible, it is important to
understand how topographical variations manifest themselves in order to be able to
identify them whenever they occur. Figure 9.7d illustrates some possible situations.
An increase of the contact area, due to a negative value of the local curvature or to
a high asperity, makes the contact stiffer and therefore a lower threshold amplitude
is needed to break the contact. This could be wrongly interpreted as the presence
of a stiffer material. On the other hand if the contact area diminishes due to a posi-
tive value of the local curvature, the stiffness decreases and the threshold amplitude
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Fig. 9.7 Adhesive and topographic contributions to the contrast. a topographical image of
Langmuir-Blodgett thiolipid film having ordered areas of solid-like (bright) and disordered liquid-
like phase (dark areas). b UFM image of liquid areas shows inverted (brighter) contrast for liquid
area linked with the variation of the shape of UFM response c due to strong adhesion, rather than
change in the threshold amplitude alone. d Schematic representation of contact area increase leading
to apparent increased local stiffness of the sample [20]

increases. As a result, the region could be incorrectly interpreted as a more compliant
material. The bright halo around the Ge quantum dots in Fig. 9.6b is another artifact
of an edge effect in areas where the rounded AFM tip simultaneously touches the
protruding dot and the substrate, increasing the effective tip-surface contact stiffness
(and UFM response). Under certain growth conditions a moat forms around Ge/Si
dots, and this would introduce a further geometrical effect. It is similar to the case ii
in the Fig. 9.7d. Such a halo allows one to estimate an upper limit of the size of the
contact region and hence the UFM resolution; in this case it was about 5–10 nm.

The UFM approach has several further beneficial features which are explained in
the rest of this section. A unique collateral benefit of using ultrasonic vibration in SPM
is the reduction of friction between sample and cantilever. Although the ultrasound
increases the additional average force acting on a tip, the friction vanishes when the
tip–surface contact breaks for part of the vibration cycle [40]. The friction force is
reduced even at amplitudes at which no break in contact occurs, and this reduction
does not greatly depend on the normal load. Once contact is broken, the lateral force
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Fig. 9.8 Ultrasound induced lubricity. a Schematic of the experiment b measurements of dynamic
friction and cantilever deflection dependencies on the ultrasonic amplitude (Si sample, Si3N4
microlever). The loads applied are F1: 0; F2 2 nN. The sliding speed is 50 nm s−1 [40]. c, d Topog-
raphy images of 90µm polystyrene spheres imaged in c with ultrasound (UFM mode) and d in
standard contact topography mode without application of ultrasound. In c the ultrasound was on
during the topography image; in d it was off. Without ultrasound the sample became damaged, as
clearly seen in d

vanishes and the cantilever almost instantly slides to a new equilibrium position where
there are no lateral forces—and there is therefore no friction! Figure 9.8 illustrates
the effect of the ultrasonic amplitude on the friction force and cantilever deflection.
Figure 9.8a is a sketch of the experiment, in which the frictional force is measured
by the torsional deflection of the cantilever. In Fig. 9.8b, the effect of ultrasound
amplitude is shown for a Si3N4 microlever on a polished Si sample, at two different
values of the normal load, 0 and 2 nN. As the ultrasonic amplitude is increased
from zero, the friction force decreases at first slowly, commencing at low ultrasonic
amplitudes irrespective of the normal load. When the amplitude reaches a threshold
value (indicated by the vertical dotted lines) which depends on the normal load, the
cantilever deflects due to the strong nonlinearity of the force curve. At amplitudes
above this threshold, the friction force rapidly goes to zero. This phenomenon of
vanishing friction has applications to micro-electromechanical (MEMS) and nano-
electromechanical (NEMS) systems [41].
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This reduction in friction has been exploited to image 90 nm polystyrene spheres
in Fig. 9.8c, d. The ordered arrangement of the spheres can be seen in topography
in the presence of ultrasonic vibration (c). The contact mode AFM image in the
absence of ultrasound (d) shows only hazy streaks. Subsequent UFM examination
of the same area shows how the arrangement of the latex spheres was disrupted by
the AFM scan. Ultrasonic superlubricity allows UFM to be used to study delicate
samples in a way similar to the tapping mode AFM.

Another exciting feature of UFM is its ability to operate under liquid. It is bene-
ficial for both exploration of surface modifications in liquids as well as for creating
controlled environment and friction reduction. One might think that it would not be
possible as ultrasound at UFM frequencies can easily propagate through the liquids
and will create overwhelming nonlinear signal on the cantilever surface (due to recti-
fication of the ultrasonic vibration also known as a radiation pressure). Nevertheless
as as it is reported in [22] and seen in Fig. 9.9 the UFM (and “mechanical diode”)
operate very successfully in liquid environment, owing to extreme force-distance
nonlinearity of the tiny nanometer size tip-surface contact that is not swamped by
the acoustical pressure on the cantilever, despite its vastly greater area. The nonlin-
earity of the tip-surface contact is crucial for this application, acoustic AFM modes
with linear detection of ultrasound (such as atomic force acoustic microscopy, or
AFAM [17]) will have not allow such a capability. Some further work in this area
[42] have shown that lipid bi-layers can be successfully investigated by operating
UFM under liquid, opening the way for investigation biosystems in their natural
environment.

Magnetic recording materials have oxide particles embedded in a polymer binder.
As a quaint reminder of the past, the bottom two images in Fig. 9.9 are of the materials
in a floppy disk. The images were taken underwater, and illustrate that the mechanical
diode of the UFM can work well in a liquid. The topography image (a) gives little
contrast between the polymer and binder particles, of the kind that is readily apparent
in the UFM image (b). In each case the contrast arises from the difference between
the oxide and polymer elastic properties.

9.4.3 Subsurface Imaging in UFM: From Delaminations to
Subsurface Elasticity Mapping

Since the acoustic wave responsible for the UFM excitation passes through the sam-
ple, it is to be expected that the UFM contrast will be sensitive to subsurface defects or
discontinuitites. One of the first reports on this was study of such subsurface defects
in UFM is given in Fig. 9.10, which shows a polyethelyne terephthalate (PET) sub-
strate several micrometers thick coated with a 20 nm SiOx layer, where 1 ≤ x ≤ 2
[20], other publications using related approaches followed more recently [43]. Such
nanocomposites are used in packaging, with the glass layer providing a barrier against
the permeation of gas through the polymer. There is a crack running across the sample,
probably caused by strain deformation, which would provide a path for gas perme-
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Fig. 9.9 UFM imaging under liquid. a Topography image of a floppy disk and the corresponding
UFM image b. The fine contrast within the magnetic metal coated oxide particles (white arrow)
observed in UFM and contrast between different particles (black arrow) is due to the different
properties of the oxide particles and the polymer binder. No such contrast can be observed in
friction images c (left-right) and d (right-left). Image was taken underwater that illustrates the
ability of UFM (and “mechanical diode”) to operate in liquid environment [22], owing to extreme
force-distance nonlinearity of the tiny nanometer size tip-surface contact that is not mask by the
acoustical pressure on the many of orders of magnitude bigger area of sub-mm size cantilever

ation. Also visible in the UFM image (b), though not in the topography image (a), are
several discs of diameter 3µm or so. These are interpreted as delaminations between
the polymer and the SiOx glass. The UFM frequency was 2 MHz. At this frequency
the wavelength in PET is about 1 mm. Although the thickness of the delaminations is
likely to be much less than this, the impedance mismatch between the air in the void
and the materials on either side is so great that transmission across a delamination is
negligible. The thickness of the glass layer is much less than the lateral extent of the
delaminations, and the UFM signal above the delaminations is small, yielding the
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dark patches seen in Fig. 9.10b. In this way UFM can detect subsurface defects that
would not be directly revealed by other AFM techniques [44]. A further example
is given in c, d) where a single graphene layer was deposited on Si/SiO2 surface.
Some areas of graphene are not adhered to the substrate forming shallow (∼1 nm
height) “nano-domes” that are barely visible in topography images Fig. 9.10c. Area
of graphene “nano-domes” is less stiff then the area of graphene on the substrate
resulting in superior contrast in Fig. 9.10d UFM images, therefore revealing areas of
poor adhesion. Perhaps most clear so far demonstration of superior ability of UFM
to image subsurface features is given in Fig. 9.10e,f [? ]. Here a thicker multilayer
graphene—graphite flake (∼50 nm thickness) on the patterned COC (cyclic olefin
co-polymer) substrate is imaged in both the topography and UFM modes. Whereas
topography Fig. 9.10e shows perfectly smooth flake, UFM magically allows obser-
vation of areas of contact even through 50 nm thick layers in Fig. 9.10f. It should
be noted that UFM was used to image few nm in size subsurface defects in layered
structure of graphite [19, 45]. These pictures were taken long before the discovery
of the remarkable properties of single layers of graphene.

One could wonder what happens if the elastic inhomogeneity is not a strong
one like crack or delamination where the ratio of acoustic impedances (or contact
stiffness is orders of magnitude different). It was shown that even these nanoscale
structures can be observed in UFM, but the requirement is that the surface quality
should be close to atomically flat, in order not to mask the subsurface elasticity
information. In Fig. 9.11 such true subsurface nanoscale resolution elastic imaging of
a semiconductor quantum dot (QD) nanostructure is shown. It is InAs quantum dots in
GaAs matrix (the difference in elastic moduli is approximately 20 %) under capping
layer. The surface topography Fig. 9.11b had some vague indication of underlying
structures, whereas UFM images Fig. 9.11b revealed identifiable QD structures.

There is no universal formula for the depth of subsurface objects probed by UFM.
If the ultrasonic wavelength is long compared with any relevant sample dimensions,
which is usually the case, then a good approach is to consider the equivalent problem
in static elasticity. A subsurface delamination, such as the ones shown in Fig. 9.11,
will generally give edges in the UFM images whose sharpness is comparable with the
depth of the delamination below the surface. If the phase of the cantilever response
could be measured, then it would be possible to use depth reconstruction algorithms
from optical and acoustic near-field imaging [46].

In order to provide any noteworthy improvement of subsurface sensitivity, such
a reconstruction requires non-negligible phase differences�φ � 1 in the HF vibra-
tion reaching the point of tip-surface contact where the phase is detected. The phase
difference can be estimated as �φ = k�z, where k is the wavevector of acoustic
wave and �z is the characteristic depth of subsurface feature. For the typical fre-
quency of ultrasound in UFM and HFM f = 2–10 MHz and the speed of sound in
semiconductor materials generally in the range of cs = 3–10 × 103 m/s, k = f/cs is
on the order of 10−3 m−1. For the typical depths of location of nanostructures�z of
10–100 nm (1–10 × 10−7 m),�φ is estimated as 3 × 10−4, or less than 0.1◦. Such a
small phase difference implies that using phase detection as used in HFM [47] and
its modifications [43] would not significantly improve the subsurface sensitivity of
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Fig. 9.10 Subsurface imaging of delaminations in UFM. a, b Original report on UFM observation
of subsurface delaminations—the sample of a PET substrate coated with a 20 nm SiOx layer. “Bub-
bles” visible in the UFM image b are delaminations at the oxide-polymer interface—schematically
illustrated by c are only barely visible in the topography image a [20]. c, d Topography and UFM
image of single graphene layer on Si/SiO2 surface. Some areas of graphene are not adhered to
the substrate forming shallow (∼1 nm height) “nano-domes” that are barely visible in topography
images c [? ]. Area of graphene “nano-domes” is less stiff then the area of graphene on the substrate
resulting in superior contrast in d—UFM images revealing areas of poor adhesion. e, f Thicker
multilayer graphene—graphite flake (∼50 nm thickness) on the patterned COC (cyclic olefin co-
polymer) substrate. Whereas topography e shows perfectly smooth flake, UFM allows to observe
areas of contact even through 50 nm thick layers (image courtesy Dinelli, Pinque and Kolosov, [?
])
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Fig. 9.11 Subsurface imaging of elastic properties with UFM. a Oscillating elastic filed in UFM
penetrates surface at depth on the order of several diameters of contact area. b Topography and
UFM c image of InAs quantum dots (QD) on GaAs substrate partly covered with GaAs capping
layer. UFM images reveal features similar to topography but provide much better discrimination and
localisation of QD structures (eg. in fuzzy areas in topography indicated by arrows) [? ]. d–f Material
sensitive UFM imaging of ion cross-sectional polishing. d Schematic illustration of the principle of
beam exit Ar ion cross-section polishing (BEXP). A surface layer of interest is exposed to the beam
exit only and therefore is not perturbed by the proximity of the shadow mask. e Topography and
f UFM image of an InSb superlattice layers in GaAs matrix (arrow indicates superlattice region).
The first two superlattice layers positioned at 5 nm and 25 nm depth are clearly observable (average
concentration of InSb in the superlattice zone was around 1 weight %)

UFM in nanostructures. That, though, should be clearly differentiated from the high
sensitivity of HFM to the near-surface dynamic phenomena (eg. viscolastic relax-
ation, vibrational modes, etc.) on the time scale of 1–100 ns, that can be accessed
with the spatial resolution determined by the contact area as described in Sect. 9.4.4.

For most purposes, less abrupt variations in properties can be considered by
turning the problem the other way round. A Hertzian contact gives a field with a
characteristic depth comparable with the diameter of the contact area [28]. Since the
resolution of the UFM is determined by the size of the contact area, the depth over
which the UFM is most sensitive to small variations in elastic properties is compara-
ble with its resolution. Bigger variations in elastic properties can give contrast from
greater depths; by Saint Vernant’s principle the resolution will not then depend much
on the geometry of the tip-sample contact.

In cases when the depth penetration of the elastic field is not sufficient, recently
a novel imaging principle involving UFM nanoscale resolution material sensitivity
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was developed [48]. A novel method uses Ar ion beam cross-section polishing via
beam exiting the sample (BEXP). In this approach, a sample is tilted at a small angle
with respect to the polishing beam that enters from underneath the surface of interest
and exits at a glancing angle similar to the edge mechanical polishing [49]. This
creates an almost perfect nanometer scale flat cross-section with close to open angle
prismatic shape of polished and pristine sample surfaces ideal for SPM imaging.
Using the new method and material sensitive UFM it was possible to map internal
structure of an InSb/InAs QD’s superlattice of 18 nm layer periodicity with the depth
resolution on the order of 5 nm (Fig. 9.11d–f). BEXP with UFM imaging is also
applicable to revealing details of interfaces in VLSI low-k dielectric interconnects
similar to ones in Fig. 9.5e–f, porous Si and details of mechanical nanostructure of
abalone shells.

9.4.4 “Mechanical Diode” Versus “Mechanical Heterodyne”:
Sensing Nanosecond Time Scale Dynamic Phenomena
in Nanostructures

The difference in the stiffness of the AFM cantilever at low and high frequencies,
which is so crucial to the operation of the UFM, can be described more rigorously in
terms of a dispersive mechanical waveguide. The high compliance at low frequencies
corresponds to low impedance, and the high stiffness at high frequencies corresponds
to high impedance. A flexural wave can be launched down the cantilever, leading
to a modulation of tip-surface distance rather similar to the effect of the ultrasonic
wave propagating through the sample in the simple UFM [23]. The mechanical diode
effect can still be used to detect the tip-surface interaction. This technique is known
as a waveguide UFM (W-UFM). It gives contrast similar to the simple UFM, with
the difference that the sample does not need to be able support ultrasonic wave
propagation, and in a sample with strong bulk heterogeneities the contrast will be
dominated by the properties within the Hertzian contact zone.

If a vibration is also applied through the sample, it is possible to perform
heterodyne detection. Ultrasonic vibration is applied simultaneously to the can-
tilever (at frequency ωc) and sample (at frequency ωs). The AFM tip detects the
oscillating force at the difference frequency ωc − ωs , very much like a heterodyne
radio receiver. This technique is known as heterodyne force microscopy (HFM) [50].
Once again, the tip-surface force nonlinearity plays critical role. The low frequency
beating oscillation carries information on the phase of the original high frequency
oscillations.

Generally, there could be several ways of how two vibration frequencies can be
applied to the tip-surface junction. The first uses two surface acoustic waves (SAWs)
propagating in opposite directions along the sample surface with the tip sensing the
vertical component of resulting vibration [51]. The second uses the vertical vibration
of the tip as in HFM and the sample [52]. In an interesting modification pioneered by
Cuberes [53] ultrasonic vibration is applied simultaneously with the AFM tapping
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mode. This has a distinctive feature of two frequencies being very different, often
with ratio of several times. Another method uses SAW and is very sensitive to the
in-plane delays of the SAW wave propagation, as we will see below, it is HFM
that provides the ability to sense relaxation and time dependent phenomena of the
tip-surface elastic response.

In order to evaluate phase sensitivity and operation of HFM, we consider a simple
model of the tip-surface force nonlinearity

F(z) = ks(zt−zs)+ χs(zt−zs)
2, (9.9)

where zt and zs are the instantaneous displacements of the tip and the sample, and
ksχs are coefficients describing the linear and quadratic force-displacement response.
Any time dependent phenomena on the time scale τ , such as viscoelastic relaxation
or resonance, can be represented by a phase delay of the sample vibration φ = ωsτ ,
with

zs = au cos (ωs t + ωsτ). (9.10)

Preserving only the low frequency terms in the AFM cantilever response (since
the high frequency terms will be filtered out by the mechanical response, and possibly
also the electronic circuitry), the additional force due to the vibration of the tip and
the surface is

F = χs{a2
t /2 − at as cos[(ωt−ωs)t − ωsτ ] + a2

s /2}, (9.11)

where a and ω are the amplitude and angular frequency of displacement, and the
subscripts t and s refer to the cantilever and the sample. The first term in parentheses
represent the nonlinear detection of cantilever vibration or W-UFM [47], the last
term describes the nonlinear detection of the sample vibration UFM and the middle
term describes the mixing (HFM). An experimental demonstration of such mixing
is presented in Fig. 9.12. The HFM mechanically mixed signal has good signal-to-
noise ratio and closely follows the reference signal from electronic mixing of the
electrical signals driving the sample and cantilever piezoelectric transducers. Even
a short relaxation time τ will cause a significant phase shift ωτ in the resulting
non-linear LF cantilever response. For example, if the difference frequency is a few
kilohertz, and the phase of the cantilever vibration is measured with a precision of
1◦, a relaxation time of 300 ps can be detected by HFM.

Amplitude HFM images (Fig. 9.12c) generally provide contrast similar to UFM
images showing the equivalence of what is learnt from their closely related cousin.
The phase HFM image (Fig. 9.12d) shows contrast that comes from differences in
the response of the tip-surface interaction of the sub-µs time scale. HFM can also
be used to investigate directly the nature of the mechanical properties of biological
composite materials.

HFM can also be performed using a combination of modulated optical excitation
with ultrasonic excitation for optical HFM (OHFM). Figure 9.13a shows an exper-
imental setup, which may be based on a commercial AFM. A transparent silicon
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(a) (b)

Fig. 9.12 a, b Heteryne mixing of two ultrasonic vibrations of sample and the cantilever at excitation
frequencies around 9 MHz and difference frequencies of a 5 kHz and b 15 kHz. HFM “mechanically”
mixed signal is of good signal-to-noise ratio and closely follows oscillations of reference signal that
uses conventional high frequency mixer [50]. c Amplitude Heterodyne Force Microscopy (HFM)
image of Ge quantum dots similar to ones in Fig. 9.5a, b reveals lower elastic moduli of Ge QD’s.
Phase HFM image d reveals changes in the temporal response of the QD’s linked potentially with
some adhesion differences in the QD’s and underlying substrate (full delay scale 10 ns)

nitride tip is vibrated while the sample is irradiated from above by light chopped
at a slightly different frequency. The sample undergoes periodic temperature vari-
ations of a few degrees, causing the surface to vibrate with an amplitude of a few
picometers. Because of the nonlinearity of the tip-sample force curve, a vibration of
the contacting tip is induced at the difference frequency. This frequency is chosen
to be lower than the fundamental cantilever resonance but higher than the response
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SiO 2

Al 180 nm

Cr 90 nm

10 µm

2 µm

(a) (b)

(c) (d) (e)

Fig. 9.13 Optical heterodyne force microscopy (OHFM)—a principle and experimental setup. The
transparent silicon nitride tip was vibrated in contact with the sample at a frequency f2 = 4.190 kHz
while the sample is irradiated from above by light chopped at a slightly different frequency f1 =
4.193 kHz, focused through the tip to a spot ∼2µm in diameter with incident power P = 0.5 mW
and wavelength 830 nm. The sample undergoes periodic temperature variations ∼3 K, causing the
surface to vibrate at f1 with an amplitude ∼10 pm. Through the nonlinearity of the tip-sample
force-displacement curve, a vibration of the contacting tip is induced at the difference frequency
f1-f2 = 3 kHz. The cantilever resonance frequency is 38 kHz. c topography, d amplitude and f phase
OHFM images for a chromium coated region of Al on SiO2 structure. Al on SiO2 layer and SiO2
only areas are clearly visible under a Cr layer of thickness 90 nm with resolution on the order of
150 nm [54]

frequency of the AFM feedback loop. The cantilever deflection is measured in the
standard way, generally through the deflection of an optical beam reflected from
the cantilever. The amplitude and phase of the heterodyne signal are used to form
the OHFM image through lock-in detection of the cantilever deflection. Separating
the individual contributions to the signal can be difficult, but the technique can be
illustrated by the thermal contrast from a sample with a flat surface covered with a
homogeneous layer. Figure 9.13d–e shows correspondingly OHFM amplitude and
phase images for a system illustrated in 9.13b where the thermally inhomogeneous
nanostructure of Al and SiO2 substrate is overcoated with Cr layer of 90 nm thick-
ness. Both phase as well as amplitude of OHFM shows clear discrimination between
these materials.
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9.5 In Lieu of Conclusion: Ultrasound in SPM—Expanding the
Alliance

The high resolution acoustic microscope was the brainchild of Cal Quate. He was also
one of the inventors of the AFM. One of the first attempts to combine HF acoustics
and AFM also came from Quate’s lab [13], which later stimulated more practical
realization in UFM [14]. The principle of HFM highlights the future potential of
expanding UFM family of methods. We have shown here that it works well for the
mixing of two mechanical vibrations and for optically stimulated thermal expansion.
And, more generally, any SPM is by definition uses the steep dependence of the output
signal on distance that is always nonlinear. This nonlinearity can be generalized so
that any combination of excitation signals, and mechanical displacement of the tip at
the adjacent frequency, will result in the frequency mixing and easy detection of SPM
response at low frequency [56]. That will provide any SPM with both nanosecond
or better time resolution and nanometer spatial resolution [50] that we hope will
become a reality soon.

Many emerging and established approaches in SPM including these higher har-
monics modes of cantilevers, video rate AFM’s, high frequency tapping etc. are
using tip-surface interaction at increasing ultrasonic frequencies. The authors of this
chapter firmly believe that this is a natural part of the development of both acoustic
microscopy and SPM that will allow more thorough investigation of intricate prop-
erties of novel materials, devices and physical phenomena with nanoscale spatial
resolution and nanosecond and picosecond time scale sensitivity.
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Chapter 10
Scanning Near-Field Ultrasound Holography

Shraddha Avasthy, Gajendra S. Shekhawat and Vinayak P. Dravid

Abstract Non-invasive nanoscale characterization is becoming exceedingly impor-
tant to study complex nanosystems, such as dynamic biological processes controlled
by nanosized subcellular components and microelectronic devices with nano-sized
components that control their operation. Scanning Probe Microscopy (SPM) is a
technique that has been shown to have the capability to adapt to surface characteriza-
tion of several material properties in a non-destructive manner. Scanning Near-Field
Ultrasound Holography (SNFUH) is a Scanning Probe Microscopy (SPM) based
technique that employs ultrasonic waves for characterization of elastic properties of
the surface as well as subsurface materials in a studied system. The characterization
method involves launch of ultrasonic plane waves through the bottom of a sample
and ultrasonic excitation of the SPM cantilever probe tip with piezoelectric trans-
ducers. Phase signal of the difference in excitation frequency between the sample
and tip is recorded as an image. The phase contrast in the image is contributed to
by both the near-field ultrasonic wave scattering and surface tip-sample interactions.
SNFUH has already been demonstrated to be able to characterize elastic properties of
not only hard but also soft material systems. Development of this method by further
understanding its operation principles and contrast mechanisms will help to integrate
it as a mainstream nanoscale characterization method for any system with hard and
soft materials.
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10.1 History of Development of Acoustic Methods for Imaging

Acoustic microscopy is widely used for quality control to ensure reliability through
failure analysis for applications in life sciences, structural components, and electronic
devices. Its ability to image optically opaque objects non-destructively makes it a
powerful microscopy technique for such applications. Contrast in an acoustic image
results from acoustic scattering caused by a difference in mechanical properties of
materials interacting with incident acoustic waves.

The idea for developing an acoustic microscope imaging device was conceived
by Sergei Sokolov in the early twentieth century [1, 2]. Sokolov et al. [2] conducted
the first experiments to get acoustic images using high-frequency acoustic waves.
Considerable progress in the field was made after Lemons and Quate developed
the first Scanning Acoustic Microscope (SAM) that was mechanically driven and
operated in transmission mode [3, 4]. Around the same time another group led by
L.W. Kessler at Zenith Radio Research Labs also came up with a version of SAM
[4]. Several improvements were made to this instrument to enhance image resolution
and automation of image collection before Kessler et al. [5–7] developed a SAM that
operated in the transmission mode when aligned sapphire acoustic lenses were used
to supply and collect acoustic waves from the sample. With further advancements
SAMs began using reflection mode imaging that worked on the concept of time-of-
flight signal processing. These microscopes used pulsed acoustic waves, instead of
continuous acoustic waves used by transmission mode, to differentiate between the
source and reflected acoustic wave signals [8]. The design of this microscope is the
basis for nearly all of the acoustic microscopes in use today. This development led to
later advances to SAMs, such as cross-sectional acoustic imaging, 3D acoustic imag-
ing, and others. Conventionally SAM images measured just the signal amplitude at
the receiver end. However, Reinholtsen et al. [9] demonstrated that measurement of
both amplitude and phase of the SAM signal improved subsurface image reconstruc-
tion. They demonstrated that numerically processing images with both amplitude
and phase measurements enabled quantitative non-destructive evaluation.

By the late twentieth century researchers had started expanding the capability
of conventional acoustic microscopy to make measurements at the nanoscale by
integrating it with the Scanning Probe Microscopy (SPM) platform that has a spatial
resolution of ∼10 nm or even less [10, 11].

10.2 Introduction to Acoustic Methods Developed
on SPM Platform

Several high-resolution techniques, such as electron beam microscopy, scanning
probe microscopy, near-field scanning optical microscopy, and x-ray imaging, are
currently in use for material evaluation. However, when it is required to evaluate
soft as well as hard materials not only for surface but also subsurface properties
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these techniques are limited. Some of the limitations include ability to image only
surface properties/topography, cumbersome/invasive specimen preparation, inability
to image subsurface properties of opaque or soft materials, and inability to focus
beams to a sub-100 nm scale. Based on the above discussion there is clearly a need for
some means to non-destructively evaluate material properties of embedded structures
with nanoscale resolution [12].

As discussed earlier, a popular traditional technique for non-destructive evaluation
is the use of scanning acoustic microscopes that may be operated in either reflection
or transmission mode. Acoustic waves in these microscopes are focused on an area of
evaluation and are coupled into the sample via some acoustic coupling interface, such
as water. However, Abbe’s principle establishes that lateral resolution of techniques
that use focused beams cannot get better than a wavelength due to diffraction [13].
Lateral resolution limit of scanning acoustic microscopy is a few microns and hence,
not very suitable for detecting features at the nanoscale. This limit can be overcome
by using SPM-based techniques that have lateral resolution capabilities of ∼10 nm or
even less. Although SPM techniques offer high lateral resolution, they are sensitive to
only surface features and phenomena. Therefore, establishing acoustic microscopy
on an SPM platform is a potential way to image mechanical as well as geometric
properties of subsurface feature as illustrated in Fig. 10.1. Integration of these two
microscopy techniques requires acoustic excitation of either or both the sample and
SPM probe while the SPM probe is scanning the surface of the sample for imaging.

An important requirement to detect subsurface features in a set up where bulk
acoustic waves are scattered to sense subsurface features, length of the acoustic
near-field region of these subsurface features should extend to the top of sample
surface. To achieve this for nanoscale features acoustic signal wavelengths need to
be small enough to avoid diffraction and the signal amplitude large enough to be
detected over the environmental acoustic noise. Other means of detecting subsur-
face features is indentation by the SPM probe to sense changes in stress field within
the sample. Yamanaka et al. [14] and Rabe et al. [11] first adapted the SPM plat-
form for detection of mechanical or elastic properties using ultrasonic excitation and
introduced the techniques Ultrasonic Force Microscopy (UFM) and Atomic Force
Acoustic Microscopy (AFAM), respectively.

In case of UFM, the sample is excited at ultrasonic frequencies. Sample vibrations
are constrained to follow the standard SPM force separation curve [15]. The extent
of the sample vibration following the repulsive and attractive regimes of the force
separation curve depends on the force set point and amplitude of vibration. The
amplitude of vibration is chosen such that the nonlinear regime of the force-distance
curve is scanned and an average nonlinear force (over and above the set point force)
acts on the cantilever [16]. This average force causes SPM probe tip to indent the
sample periodically and an average force is experienced by the tip. This average force
magnitude depends on the elastic property of the material being probed. Contrast in
UFM is a strong function of the ratio of spring constant of cantilever and the tip-
sample contact’s spring constant [14, 17–21].

Atomic Force Acoustic Microscopy (AFAM) has the capability of detecting out-
of-plane and in-plane vibrations of cantilever in the frequency range of 100 kHz to
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Fig. 10.1 High lateral resolution capability of SPM and non-invasive subsurface imaging capability
of acoustic microscopy when combined on the same platform offer a promising solution to high
resolution surface and subsurface imaging of mechanical properties

several Megahertz. Contrary to UFM, amplitude of vibration in AFAM is kept low
enough to keep the net force in repulsive or linear regime of the force-distance curve.
This technique helps to determine a quantitative estimate of the elastic properties
of a sample. The sample is vibrated in the range of hundreds of kilohertz to a few
megahertz frequencies with the cantilever in contact with the sample. Based on the
flexural and torsional modes excited in the cantilever the stiffness constant of the
contact between tip and sample is determined. A numerical method to determine
quantitative elastic properties with the measurements of contact stiffness has been
developed by Rabe et al. [22] Considerable progress has been made in the understand-
ing and development of imaging with AFAM for determining quantitative surface
and subsurface elastic properties [23–29].

Cuberes et al. [30] introduced another nonlinear technique called Heterodyne
Force Microscopy (HFM) executed in SPM contact mode. This was followed
by a modified nonlinear method named Intermittent Contact Heterodyne Force
Microscopy (IC-HFM) [31] executed in tapping mode. The experimental set up
is such that both the tip and sample are vibrated at Megahertz frequencies such that
the tip-sample distance is modulated at a beat frequency. Beat frequency in case of
IC-HFM is chosen as the second cantilever eigenmode while in case of HFM it is
chosen to be a few Kilohertz. Both these techniques are capable of imaging dynamic
viscoelastic and/or adhesive responses with a high temporal sensitivity of the order
of nanoseconds.

Resonant Difference-Frequency Atomic Force Ultrasonic Microscopy is yet
another technique proposed by Cantrell et al. [32] where the cantilever and sam-
ple are each vibrated at Megahertz frequencies. Vibration frequencies are chosen
such that the beat frequency corresponds to one of the contact resonance frequencies
of the tip-sample assembly. A theoretical basis of the contrast observed in images
has also been developed. The theory is based on the fact that image contrast is a con-
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sequence of changing tip-sample contact stiffness due to elastic properties of surface
and subsurface features [33].

10.3 Challenges and Difficulties with SPM Acoustic Methods

Extensive efforts are being made to enhance the reliability of SPM-based acoustic
microscopy for enabling wide-scale use not only by researchers but also the industry.
Here, we briefly describe some of the challenges that need to be considered to interpret
the images collected through these acoustic methods.

Considerable research is being devoted to quantifying image contrast by these
methods. Both surface and subsurface elastic properties have been shown to con-
tribute to this contrast. A major challenge here is to differentiate the contribution
to contrast by surface versus subsurface material properties. Such interpretations
become even more challenging due to contributions from additional factors such
as surface adhesion properties, that need to be considered when quantifying the
observed image contrast.

Contribution to image contrast by just the subsurface features has its own set
of challenges. Subsurface features cause scattering (reflection and refraction) of
incident bulk ultrasonic waves due to acoustic impedance mismatch between the
bulk material and material of the subsurface feature. The net effect of these scattered
waves interacting with the incident acoustic waves is a perturbed region originating
from the subsurface feature as shown in Fig. 10.2a. This region of perturbation is
called the near-field region and its length depends on the wavelength of incident
acoustic waves and effective size of the subsurface feature. Beyond the near-field
region perturbations flatten out and the acoustic waves again become plane bulk
waves. Therefore, detection of perturbation by an SPM tip at the surface (Fig. 10.2b)
is possible only if the near-field region of a subsurface particle extends up to the
surface and causes an acoustic signal perturbation at the surface greater than system’s
acoustic noise.

Perturbed acoustic waves also experience diffraction within the near-field region.
It is due to this diffraction phenomenon that the image of subsurface features always
has blurred edges and the size of feature in an image appears greater than the actual
size of subsurface feature. The Full Width Half Maximum (FWHM) of a feature
size imaged at the top surface depends on its depth and geometry. Diffraction can be
countered by using higher frequency signals. Acoustic transducers in this case need
to be designed such that amplitude of a high-frequency signal supplied to the sample
and cantilever is not compromised.

Finally some of these imaging methods rely on lock-in-amplifiers to differentiate
the signal amplitude or phase from the reference signal supplied to the system. If this
signal magnitude is lower than the detection limits of the lock-in due to electrical
or acoustic noise sources then it will not be possible to detect it. Therefore, stray
sources of noise such as environmental acoustic vibrations, mechanical resonance
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Fig. 10.2 a Acoustic plane waves propagating through bulk of a vibrated sample get perturbed
by features in their path. The perturbations in acoustic waves travel to top of the sample surface
and undergo diffraction while doing so. Perturbation of these acoustic waves extends to only a
certain length called the near-field distance, governed by the size of the feature and wavelength
of acoustic waves from the source. b If the top surface is within the acoustic near-field distance
and the perturbation amplitude is greater than environmental sources of acoustic noise, then the
perturbation can be detected by an SPM tip scanning the sample surface. [16]

of piezo-transducer [34], and phase delay in electric signals caused by connecting
cables need to be controlled.

10.4 Introduction to Scanning Near-Field Ultrasound
Holography (SNFUH)

10.4.1 Description of the SNFUH Method

SNFUH was developed for non-destructive subsurface material characterization via
ultrasonic excitation on an SPM platform [12, 16, 35–39]. This method finds wide
applicability given that it is equally amenable to biological as well as electronic
materials. Both the sample and SPM probe are vibrated at Megahertz frequencies in
contact mode, as shown in Fig. 10.3 [12]. Ultrasonic excitation at the base of sample
generates bulk acoustic waves through the sample and that at the base of SPM probe
enables it to respond to such high-frequency elastic waves from the sample bulk.

Besides piezotransducers ultrasonic wave generation can be done using pulsed
laser (causing a thermo-acoustic effect) [40, 41] and electron beams [42]. Difference
frequency (�f) between the sample and probe is chosen such that the system operates
at contact resonance (resonance of the tip-sample spring system) to enhance signal
to noise ratio for imaging. As discussed in Sect. 10.3, differentiating surface from
subsurface signal is a challenge. Given that images are collected at contact resonance
there is expected to be a contribution from surface contact stiffness. A more detailed
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Fig. 10.3 Scanning near-field ultrasound holography (SNFUH) images nanoscale mechanical
properties of soft as well as hard materials by sensing acoustic perturbations at the sample sur-
face. These perturbations are caused by changing mechanical properties of surface and subsurface
features [12]

quantitative description of signal contribution from surface and subsurface features
has been developed by Cantrell et al. [32, 33]. As illustrated in Sect. 10.4.2, surface
measurements are made using height imaging of sample surface and is compared
against the SNFUH image to identify the subsurface features. However, changing
contact stiffness of the surface can also contribute to the image contrast and hence,
result in the appearance of features not visible in height image. Some model samples
were, therefore, designed with a uniform surface material (Sect. 10.4.2.1) and imaged
to confirm the subsurface imaging capability of SNFUH. For samples with unknown
surface and subsurface materials this is a subject of further research. A limitation
to the choice of the difference frequency is that it should be within the frequency
detection limit of the photodetector collecting the deflection error signal from SPM
cantilever (Fig. 10.4).

The phase signal is then used to image the elastic properties of defects, inclusions,
features, etc. The deflection error signal (cantilever flexural deflection) from the AFM
photodetector is sent to the lock-in-amplifier to extract the amplitude and phase of
the signal detected by the cantilever. Further details on the experimental setup have
been illustrated elsewhere [16].

To explain the physical significance of the SNFUH phase signal we illustrate the
AFM tip-sample interaction by a mass-spring model undergoing simple harmonic
motion as illustrated in Fig. 10.5a, b Normal force on the tip-sample spring system
is FN and the contact stiffness of this coupled system is k*. It is important to ensure
that the operation parameters are setup such that the interaction force between the
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Fig. 10.4 Schematic illus-
tration of experimental setup
of SNFUH where the con-
ventional electronic feedback
system of an SPM system
has been modified to adapt to
ultrasonic sensing. Function
generators are used to excite
piezoelectric transducers for
the sample and the cantilever.
The A-B signal is processed
to extract the phase signal for
SNFUH Phase imaging

SPM tip and sample changes with changing mechanical properties of the sample.
This is possible if the SPM tip-sample force scans the nonlinear regime of a standard
force-distance curve [15] and as a consequence of that there is a nonlinear tip-sample
interaction force. Multiple means may be used for modulating tip-sample interaction
force, which in turn depends on distance between the SPM tip and sample. Changing
difference frequency (frequency of excitation of tip relative to sample), amplitudes
of vibration of tip/sample, force set point, and the average tip height above the
sample surface are all parameters that can be changed to control tip-sample interaction
force. As seen in Fig. 10.5c if there is no change in interaction force between the
tip and sample then the mass oscillates about the same equilibrium position. In
other words the modulation of tip-sample distance does not change. This means that
there is no change in the phase signal being sensed by the system’s SPM probe.
However, when there is a change in mechanical properties or geometry of the sample
it changes normal force to F′

N and the mass-spring system starts oscillating about
a different equilibrium position. The tip-sample distance is now being modulated
at a different amplitude and phase of the frequency. This change is imaged as a
differential amplitude and phase of vibration with respect to the applied or reference
signal, for each image pixel. The differential phase signal is reconstructed by an
automated imaging system to generate the SNFUH phase image.

10.4.2 Applications of SNFUH

10.4.2.1 Semiconductors Structures, Interfaces, and Devices

Problems are getting worse as current technology node is moving beyond the con-
ventional metrology tool set such as advancement in lithography, new advanced
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Fig. 10.5 a An SPM tip-sample system can be depicted with a simple mass-spring model where
k∗ is the contact stiffness of the tip-sample system and FN is the normal force acting on the probe
tip. Any change in FN causes a change in phase of optical feedback signal to the standard SPM
system and thereby, contributes to SNFUH phase image contrast. b When a constant average force
over a vibration cycle acts on the spring then the equilibrium position of the oscillating spring
remains constant. c However, when there is a change in the average force over a vibration cycle due
to changing contact stiffness or mechanical properties of the sample then the equilibrium position
changes resulting in a change in phase of the vibration of tip-sample spring system. This phase
change is imaged across the scan area of the sample to generate a SNFUH phase image

materials, and structures and devices for beyond CMOS. According to International
Technology Roadmap for Semiconductors (ITRS) 2007 [43], metrology require-
ments continued to be driven by advanced lithography processes. New concepts in
nanometrology are required to solve the critical problems. The ITRS 2007 identifies
the principal technologies to be required within the Roadmap timeframe. Some of
the metrology challenges in semiconductor industry that need innovative metrology
developments to identify them are [44, 45]:
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• Identification of buried defects in Extreme Ultraviolet Lithography (EUVL) multi-
layers blanks (foreign particles, stress), metrology capabilities for actinic-patterned
mask inspection

• Buried microcracks in patterned Deep Ultraviolet (DUV) photomasks, defects in
thin layers e.g. threading dislocations, HF defects, particle detection on multilay-
ered surfaces

• Striae, bubble, stress, inclusions in Lorentz Transmission Electron Microscopy
(LTEM) substrates used in EUVL. Buried defects in transistors under several
multilayers.

• Voiding in vias and tranches in low-K dielectric materials, non-destructive mea-
surements of the barrier layer and copper seed layer, along trench sidewall is a big
challenge in semiconductor industry as the device size continues to shrink.

• 3D interconnect metrology, such as Through Silicon Vias (TSV) depth and profile
through multilayers, detection of damage to metal layers during TSV process,
defects in vias between wafers, defects after thinning wafers.

Other major challenges in this critical microelectronics step include voiding,
delamination, and cracking at the polymer-trench interface. Conventional techniques
for characterization of voids and stresses in narrower trenches include destruc-
tive approaches such as cross-sectional Scanning Electron Microscopy (SEM) or
Transmission Electron Microscopy (TEM), which are not only laborious and time-
consuming but require the wafer to be sacrificed. Electrical testing is nondestructive
but spatially insensitive, and it requires contact to the wafer. Clearly, a non-destructive
subsurface imaging approach is warranted to identify and isolate such defects or
delamination and thereby improve the process yield.

Mask defect specifications are ultimately determined by the yield impact to device
performance which correlates to resist Critical Dimension (CD) which is often mea-
sured by SEM. One of the major metrology challenges in semiconductor industry is
to image buried defects, such as inclusions, pits, and bumps in EUV Multilayer (ML)
blank which use quartz substrates with Mo/Si layers on top of it non-destructively.
EUVL requires a reflective mask with Mo/Si film stack designed to reflect light with
a wavelength of 13.5 nm. Very small particles or pits on the substrate surface can
nucleate critical phase defects in reflective coatings and can significantly degrade the
imaging performance of the mask [46–49]. Details of the material imperfections in
these ML blanks are described in [47].

Both pits and bumps can cause disturbances to the ML and affect the phase and/or
amplitude of the reflected EUV light. These defects on the surface propagate through
the ML stack by so-called the decorative effect of the ML coating. To study the ML
defects Programmed Defect Mask (PDM) was used as a ‘model’ test sample. Defects
were produced with controlled growth on a ML blank and accurate placement in vary-
ing proximity to absorber patterns on the mask. PDM defects includes absorber line
and shapes of different Critical Dimensions (CDs) and pitches, a wide range of ML
defect sizes and shapes, and varied proximity of ML defects to the adjacent absorber
patterns. ML defects were comprised of nanopatterned SiO2 lines and bumps (size
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100 and 60 nm, respectively), fabricated by electron beam lithography and buried
under 280 nm thick ML stacks.

Figure 10.6a depicts the conventional topography image of EUV mask, while
Fig. 10.6b is the corresponding (simultaneously recorded) SNFUH phase image. The
topography scan shows uniform and featureless surface except a few surface defects.
However, the corresponding SNFUH phase image shown in Fig. 10.6b clearly reveals
the phase contrast reminiscent of buried electron beam patterned lines under the mul-
tilayer stack. The bright contrast in the phase image corresponds to buried patterned
lines, which undergoes a distinct viscoelastic response to the specimen ultrasound
wave. The measured FWHM line width was around 108 nm. The ultrasonic waves
launched in the sample and cantilever system was around 10.12 and 10.32 MHz,
respectively. This result demonstrates a new application of SNFUH system in recog-
nizing buried patterns while maintaining high resolution. Defects in these multilayer
blanks such as lines and bumps appears as regions of dark contrast in ultrasound
holography imaging due to large acoustic impedance mismatch at the defect loca-
tions [50].

10.4.2.2 Low-K Dielectrics and Interconnects

The major challenge that industry is facing with this technology is voiding, delam-
ination, and cracks at the polymer-trench interface. Conventional techniques for
characterization of voids and stresses in narrower trenches include wet chemical
etching and electrical testing, which is spatially insensitive and it requires contact to
the wafer. In the case of via chains, several metal levels must be fabricated before
the electrical test can be completed. Figure 10.7 illustrates imaging of a copper low-
dielectric interconnect system [51]. Typical AFM topography image in Fig. 10.7
shows periodic polymer and copper lines. The copper lines are about 60 nm wide
and the polymer lines around 200 nm. SNFUH Phase image in this figure reveals the
surface elastic contrast and subsurface voiding in the copper lines. A line profile of
a section of the phase image observed across a void has also been shown.

Another nice application of SNFUH in low-K dielectric interconnects is in iden-
tifying underlying defects in narrower trenches. We fabricated shallow trench struc-
tures as shown in Fig. 10.8a. The trenches were etched in Spin-On Dielectric (SOD)
with a 50 nm layer of Low-Pressure Chemical Vapor Deposition (LPCVD) Si3N4 as
a capping layer, and trenches (1 mm deep) were etched into Si3N4 by wet processing
[39]. A layer of polymer (Benzocyclobutene) 500 nm thick was spin coated, fol-
lowed by thermal annealing to cure the polymer. A conventional topography scan
(Fig. 10.8b), 7.5 by 7.5µm, shows uniform and contiguous polymeric coating on
Si3N4 and inside the trenches. On the other hand, the corresponding (simultaneously
recorded) SNFUH phase image shown in Fig. 10.8c reveals phase contrast reminis-
cent of embedded voiding within the polymer and at the Si3N4-polymer interfaces.
The dark contrast in the phase image in polymer coated Si3N4 lines corresponds to
voids at Si3N4 polymer interfaces (i.e., voiding underneath the contact). The contrast
is due to the distinct viscoelastic response from the specimen acoustic wave from the
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Fig. 10.6 a Typical AFM (topography) image shows featureless and smooth surface with few
isolated features on the surface and b shows a remarkable SNFUH phase image clearly showing
the buried lines with high definition under multilayer film stack. The measured line width is around
108 nm [50]

Fig. 10.7 SNFUH imaging of a copper low-dielectric interconnect system. Left typical AFM
(topography) image shows periodic polymer and copper features. The copper lines are about 60 nm
wide and the polymer one around 200 nm. Middle phase image of SNFUH that clearly reveals the
surface elastic contrast and subsurface voiding in the copper lines. Right line profile across the
voids [51]

voids. Interestingly, a notable hardening of the polymer in the trench and its sidewall
is also evident in the phase image, which results from thermal annealing and possibly
poor adhesion with SOD. Because it is nondestructive, SNFUH is an ideal toolset
for such subsurface metrology needs.

10.4.2.3 Probing Buried Defects for Advanced Interconnect Architectures

Figure 10.9 shows a series of copper lines having thickness of around 500 nm
[35]. Figure 10.9a shows the conventional topography image, while Fig. 10.9b is
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Fig. 10.8 a Schematic of the model test sample for detecting embedded defects/voiding in shallow
trenches. b Typical AFM topography image shows a coating of low-dielectric material [benzocy-
clobutene (BCB)], 500 nm thick, uniformly covering the trenches. Trench width is ∼400 nm and
height is ∼1 µm. c Phase image of SNFUH clearly reveals the surface elastic contrast and embedded
voiding in polymer coating over nitride and hardening of it at the trench walls, a result of its curing.
This is evident from the contrast at the trench walls. d The line profile across the void, marked
across X-Y in (c). Remarkably high subsurface phase resolution is achieved. [39]

the corresponding (simultaneously recorded) SNFUH phase image. The typical
25 × 25 µm topography scan shows uniform and contiguous polymer and copper
lines. However, the corresponding SNFUH phase image shown in Fig. 10.9b reveals
phase contrast reminiscent of subsurface voiding in copper lines. The dark contrast in
the phase image of copper lines corresponds to voids underneath the metal. The pres-
ence of this contrast in phase image implies that there is insufficient metal filling at
the bottom, i.e. voiding underneath the contact, which undergoes a distinct viscoelas-
tic response. Some of the topographical mechanical variations are also evident more
prominently in the SNFUH image. These topographical variations originate from the
chemical mechanical polishing of these interconnects lines. After SNFUH imaging,
sample location was precisely marked and put down in FEI dual beam Focused Ion
Beam (FIB) to cross-validate what we got in ultrasound holography. Figure 10.9c
depicts the planar view of the FIB image showing the area that we cut down to
see the buried defects. Figure 10.9d depicts the FIB image of a defect found during
SNFUH imaging. The lines were cut exactly at the same location where SNFUH was
performed and the image clearly demonstrates the same buried defect that was found
in ultrasound imaging. Thus, we validated the SNFUH buried imaging capabilities
with FIB.
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Fig. 10.9 Schematic illustration of a copper interconnects lines. The thickness of the lines is around
500 nm. a Shows the uniform topographical interconnect lines with some features visible. b Shows
the remarkable SNFUH phase image clearly demonstrates the voiding in these copper lines and
other surface mechanical variations. c Depicts the FIB image highlighting the area that was cut
down to cross-validate the SNFUH image and d the cross-section of one of the trench shows the
buried defects when it was etched down from top by ion-milling [35]

These images clearly demonstrate the reliability of this method not only as a
microscopy technique but also as an extremely sensitive probe of the mechanical
reliability of the interfaces. Recently, extensive research is being conducted to fill
shallow trenches with polymers to prevent extra processing steps. The trench isolation
technique can be used to fabricate memory, logic, and imager devices which can
exhibit reduced current leakage and/or reduced optical cross-talk.

10.4.3 Non-Invasive Nanomechanics of Subcellular Structures

As biology gets increasingly quantitative, a comprehensive understanding of
biological structures and processes from the molecular to cellular level has become
imperative. Among the many roadblocks that still exist, characterization of the com-
plex dynamics of biological processes, and especially signal pathways at nanoscale
resolution remains a formidable challenge. The existence of multiple kinetic path-
ways and transient intermediate states often make these processes difficult to dissect,
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as individual steps of a multistep process are typically not synchronized among mole-
cules. Molecular imaging of subcellular features provides the ability to study their
molecular processes that have potential to impact many facets of biomedical research.
Advances in electron and optical microscopy have spurred tremendous growth in
biological imaging. Several electron and optical imaging are used to monitor the
biological systems in vitro as well as in vivo. Such techniques include confocal,
fluorescent imaging, and cryo-based electron microscopy modalities. Many applica-
tions require a combination of these imaging modalities, which gives rise to huge
data sets. However, lack of powerful information extraction and quantitative analysis
tools poses a major hindrance to exploiting the full potential of the acquired data,
which is very crucial for monitoring the intracellular biological processes.

Despite recent advances, conventional imaging with non-invasive radiations, such
as light and acoustic waves, suffers from classical diffraction limit to attain sub
100 nm resolution [52–55]. Fluorescence confocal microscopy [56–58] is a tradi-
tional way to monitor biological interactions, but it suffers from poor spatial res-
olution and requires fluorescent dyes. Scanning probe microscopy (SPM) and its
analogs offer superb spatial resolution but are sensitive only to surface or shallow
surface features [59, 60]. These techniques provides only the qualitative and struc-
tural information, but not quantitative. In summary, no single modality currently
meets the needs of high sensitivity, high spatial, and temporal resolution.

Emergence of quantitative non-destructive imaging approaches based on acoustic
and light-optical microscopy is limited by classical diffraction which limits the spatial
resolution in the far-field regime. Further they are also limited by the need of lenses,
coupling fluid, relatively low resolving power, high cost, and complexity for the user.
Moreover, detectability is variable dependence.

Our SNFUH technology demonstrated the high sensitivity, resolution, and
nanomechanical quantification of subcellular structures. The novelty of our find-
ings lies in the fact that it provides an unqiue way to study intracellular features
under ambient and their natural conditions, that is, without placing them in vacuum,
coating it with metal, bombarding it with electrons, or inserting other molecules, as
in the case with other techniques such as electron and fluorescent microscopy. Our
nanomechanical bioprobe synergistically combines the non-invasive nature and sen-
sitivity to deeply buried intracellular using ultrasound waves in lift-mode operation,
and a holography detection paradigm which provides exquisite sensitivity to “phase”
of scattered ultrasound wave.

10.4.3.1 Non-Invasive Nanomechanics of Malaria Parasites

Unique example for real-time in vitro biological imaging is demonstrated in
Fig. 10.10. It depicts high resolution and remarkably high contrast arising from
malaria parasites inside infected Red Blood Cells (RBCs). It seems to show an
early stage presence of parasites inside RBCs, without any labels or sectioning of
cells, and under physiologically viable conditions. In addition to several other fea-
tures reminiscent of membrane proteins and subcellular contents, multiple parasites
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Fig. 10.10 a and c AFM topography, and b and d SNFUH phase images from malaria-infected
RBCs. Images a and b were obtained from 24 h incubation. Topography shows typical surface fea-
tures of RBCs with scan size of 10 by 10 µm, while SNFUH phase image demonstrates remarkable
contrast from parasites inside the RBC at nanoscale spatial resolution. Images c and d represent
early-stage incubation of parasite infection 8

are clearly evident. Plasmodium falciparum strain 3D7 was cultured in vitro [61].
Parasites were synchronized to within 4 h using a combination of Percoll purification
and sorbitol treatments, cultured to 10 % parasitemia, and harvested at the indicated
times.

10.4.3.2 Viscoelastic (nanomechanical) Holography for Imaging
Nanoparticles in Cells

Nanostructured materials have numerous potential biomedical applications but their
possible adverse effects and cytotoxicity are receiving equal attention [62, 63].
Inhalation of nanoparticles is of great concern because nanoparticles can be easily
aerosolized. Imaging techniques that can visualize local populations of nanoparticles
at nanometer resolution within the structures of cells are therefore important [64]. We
have demonstrated that cells [36, 37] obtained from mice exposed to Single Walled
Carbon Nanohorns (SWCNH) can be probed using SNFUH. These results suggest
a new paradigm for non-invasive imaging with SNFUH, for probing the interactions
of engineered nanomaterials in biological systems, both for intentional and desirable
purpose as well as to monitor unintended environmental/toxic response.
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Fig. 10.11 Nanoparticles detected inside red blood cells. AFM topography a and SNFUH phase
b images of erythrocytes obtained from the BAL fluid of SWCNH-exposed mouse 24 h post-
aspiration [36]

Interestingly, as in the case of macrophages from SWCNH-exposed mice, we
encounter nanoparticles within erythrocytes that were present (although rare) in
Broncho Alveolar Lavage (BAL) samples. Figure 10.11a,b, show the topography
and SNFUH phase images of erythrocytes that were present in BAL fluid extracted
from a mouse 24 h after SWCNH exposure. While the topography only resolves
nanoparticles on the cellular surface of the erythrocytes (Fig. 10.11a), a surprisingly
large number of additional particles are detected in the SNFUH image captured at the
same location as the surface topography (Fig. 10.11b). Higher resolution images of
topography (Fig. 10.11a) and SNFUH (Fig. 10.11b) consistently compare and show
the particles that have an average diameter of 70 to 110 nm [36].

10.4.4 Future Development

Given the ever decreasing scales of features being evaluated by the scientific com-
munity and introduced in commercial products by the industry, every microscopy
technique endeavors to push limits of resolution to even smaller scales. To achieve
the same for SNFUH it is envisioned that high frequency oscillators that vibrate at
up to Gigahertz frequencies will be employed to image features a few nanometers in
size that are embedded as deep as several microns into a sample.

Like the other SPM-based acoustic techniques it is imperative to further SNFUH
by enhancing the quantitative understanding of phase measurements made using it.
Modeling and experiments to this effect will enable determination of subsurface
material properties and geometries, and also give an insight into mechanisms for
enhancing phase contrast.
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Fig. 10.12 Schematic of the envisioned high speed SNFUH platform integrated with an array of
MOSFET cantilevers for feedback and high frequency actuators. [12]

Once the above stated developments have been achieved it is envisioned that
SNFUH can be taken to the next level to achieve 3D tomography and faster scan
speeds compared to traditional SPM imaging. A 3D tomography map of elastic prop-
erties of embedded features can be obtained if SNFUH phase information recorded
in 2D space by modeling depth distribution of phase, which is a direct consequence
of depth, material, and geometry of the embedded features.

Faster scan speeds can be achieved by using an array of MOSFET embedded can-
tilevers with electronic feedback instead of a single cantilever with optical feedback,
as illustrated in Fig. 10.12 [12]. This will allow massively parallel electronic feedback
and hence, faster image collection times. Another advantage of electronic feedback
with MOSFET embedded cantilevers is that the limitation of keeping difference fre-
quencies up to a few Megahertz only, is eliminated. Difference frequencies greater
than a few MHz are difficult to detect due to low cut-off frequencies of photodetectors
(1–5 MHz) used in the present SPM systems, which is not expected to be the case
for electronic feedback through MOSFETs. Finally, seamless integration of such
MOSFET embedded cantilever arrays with commercially available SPM systems is
another driver to pursue this development in the future.

10.5 Conclusions

Reliable nanoscale characterization of material properties and geometries of surface
and subsurface features in a non-invasive manner is an essential requirement. SNFUH
is a promising characterization method for such an application. This characterization
method has been successfully used for imaging biological cells and samples relevant
to the semiconductor industry. This has motivated further understanding of SNFUH
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to develop it for unambiguous characterization of elastic properties of materials at the
nanoscale. It is envisioned that this method will become a complementary method to
other techniques presently being used by the industry for characterization of materials
at the nanoscale.
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Chapter 11
Mapping of the Surface’s Mechanical Properties
Through Analysis of Torsional Cantilever
Bending in Dynamic Force Microscopy

Andrzej Sikora and Łukasz Bednarz

Abstract In atomic force microscopy, the cantilever probes provide sensing of the
tip-sample forces, therefore are used for the surface’s topography imaging as well as
the mechanical properties mapping at nanoscale. As in most techniques developed
for local stiffness imaging based on so-called contact mode, the force applied to the
surface exceeds acceptable level often causing damage to the sample. On the other
hand, the most popular measurement technique based on the intermittent contact
mode, where dynamic tip-sample interaction is measured and processed in order to
provide surface’s shape tracking as well as imaging of energy dissipation, allows to
perform the measurements with much less force and can be applied to a wide range
of samples. This method, however, is insufficient in many cases, as it cannot provide
detailed information about certain mechanical properties of the sample. Therefore,
a new approach has been lately developed and successfully utilized in a number of
applications. By the analysis of higher harmonics of the cantilever’s oscillation, one
can obtain more specific information about the tip-sample interaction than in the case
of phase imaging. Moreover, the time-resolved tapping mode, where advanced high-
bandwidth signal processing is implemented, allows performing fast imaging of the
stiffness, adhesion, peak force, and energy dissipation. As this technique provides
gentle interaction with the surface, it can be used in imaging of fragile objects, such
as biological samples. Due to the mechanical properties of the cantilever causing
significant deformations of the detection bandwidth, the torsional bending of the
cantilever is utilized in order to obtain the desired signal. In this chapter we discuss
the principles of the implementation of this method and its application issues.
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11.1 Introduction

Atomic force microscopy as one of the very few methods allowing subnanometer
imaging of the surface [1–3], offers also the possibility of measuring the forces acting
between the scanning tip and the sample. Its role as a diagnostic tool in various fields
of science and technology has undoubtedly been appreciated and widely used for over
two decades [4, 5]. Among the wide range of the measurement modes allowing obser-
vation of the distribution of morphological, electrical, magnetic, thermal, and optical
properties of the surface, information about certain mechanical properties can also
be obtained. The Force Modulation Microscopy mode, for example, provides a map-
ping of the local stiffness. It may, however, relatively easily cause modifications
of the surface due to large forces applied to the sample [6]. Although the Force
Volume Microscopy method utilizing contact mode and force spectroscopy acqui-
sition [7, 8] was successfully utilized in investigations of biological or chemical
samples, it is, nevertheless, time-consuming and provides the force mapping res-
olution significantly lower than the topography imaging (e.g. 32 × 32). Jumping
mode scanning force microscopy [9, 10] and digital pulse force mode [11, 12] were
also proposed as techniques allowing to investigate the mechanical properties of the
surface; however, the mapping speed was still insufficient. To compensate the draw-
backs mentioned before, another approach, described in this chapter, was required
in order to provide high-speed mapping of the mechanical properties of the sample.

In dynamic detection methods of the tip-sample interaction known as intermittent
contact mode (semicontact mode, tapping mode) the tip acts on the sample with
significantly smaller force than in contact mode, allowing one to investigate fragile
objects [13]. Also the wear of the tip, as well as the risk of its contamination is
significantly lower than in contact related modes [14, 15]. In this technique the
tip oscillates with a frequency near to its resonant frequency, perpendicularly to the
surface [16, 17]. During every oscillation cycle, the tip presses the sample for a certain
time period. When the tip experiences attractive and repulsing forces, the oscillation
amplitude of the cantilever is damped, which is used to control the tip-sample distance
while the surface imaging is being performed [18]. Also the phase shift between the
excitation signal and the cantilever’s response is present and can be utilized to create
a map of the energy dissipation which is related to the viscous and elastic forces
[19–23]. This feature is very helpful when the non-homogeneities of the material
should be investigated. An example of such a result obtained on the polymer film
containing nanofillers is presented in Fig. 11.1a. This imaging mode can also be
used as a source of information about the molecular structure of the material, such
as C60H122 alcane, when the topography data does not provide sufficient contrast
(Fig. 11.1b).

It should be emphasized, however, that it is very difficult to distinguish the origin
of the interaction responsible for the observed phase shift. Moreover, determining
of the relation between the change of the specific property and signal’s variations
requires certain procedures and varies depending on some settings of the instrument.
Therefore, the interpretation of the obtained results is challenging. Additionally, the
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Fig. 11.1 Examples of phase imaging maps revealing certain details invisible in topography images.
Complex polymer film containing various compounds mixed up (a), molecular chains of the C60H122
alcane deposited on mica substrate (b)

complexity of the tip-sample interaction phenomena can also be a source of misin-
terpretation resulting in imaging artifacts [17]. The best-known issue is the nonlinear
dynamics effect causing the appearance of artifacts in the topography as well as in
the phase image [24]. Although one can perform comparison procedures in order to
establish some relation between the change of the properties and the system response,
it cannot be used as an infallible approach in data analysis. Moreover, the response of
the setup depends on settings of the detection system (e.g. tip oscillation amplitude,
set-point,…). Therefore, performing all the measurements in precisely the same con-
ditions in order to avoid any misinterpretation would be necessary. An example of
unwanted features (artifacts) in phase imaging data is shown in Fig. 11.2, where the
nonlinear dynamics effect introduced both: the instability in keeping the tip-sample
distance constant as well as rapid phase shift changes. Consequently, one needs to
analyze carefully the behavior of the measurement setup and the obtained results in
order to avoid such situations. Concerning the number of above-mentioned draw-
backs of the phase imaging feature, another approach basing on intermittent contact
mode is needed. The alternative solution can be implemented using the detection of
higher harmonic of the cantilever’s oscillation.

In the remaining sections of this chapter we describe methods that enable acqui-
sition and processing of the time-varying tip-sample force waveforms in intermittent
contact AFM. The simple model to calculate the time-varying tip-sample force wave-
forms and the relation between those forces and the sample properties is presented.
We also describe the way the reconstruction of the tip-sample force curve known also
as the force spectroscopy curve is performed. The technical issues of the real-time
signals processing in developed measurement system are also presented. Then an
alternative method of utilization of the high-harmonics analysis as surface’s stiffness
mapping is described. Finally we present examples of the utilization of this method
in mapping of mechanical properties of the surface.
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Fig. 11.2 Examples of phase imaging artifacts presented as color palette on a 3D view of the
topography. Transitions of the bistable tip-sample interactions (attractive and repulsive) cause the
presence of jumps over several degrees as well as topography artifacts (a). Switching of the detection
phase reverses the indication of the energy dissipation (b)

11.2 Time-Resolved Tapping Mode in Mapping of the
Mechanical Properties of the Surface

Intermittent contact mode is one of the most popular AFM imaging techniques.
Therefore, a number of theoretical and experimental studies of this method have been
carried out and published [4, 5, 16–24]. Nevertheless, some specific phenomena
and measurement solutions are in the field of interest of various research groups,
including newly developed time-resolved tapping mode technique, which enabled
high-resolution and high-speed mapping of the mechanical properties of the surface.
As the principles of the tip-sample interactions in intermittent contact method are
well-documented, in following subsections we focus on particular issues referring
to the high-bandwidth tip-sample interactions detection and processing. In order to
provide the impression of the differences between the typical tapping mode and
the new approach, we present also the practical aspects of its implementation on
commercially available AFM system, with typical cantilever’s deflection detection
feature [25]. Implemented solution allowed to acquire some experimental data which
are presented here in order to illustrate certain issues of the system’s development.

11.2.1 Modeling of Tip–Sample Interaction Forces
in Intermittent Contact AFM

As during the scanning process the tip repeatedly presses the sample and retracts, a
dynamically changing signal can provide much more information than the amplitude
and the phase shift as deduced from typical intermittent contact mode. Figure 11.3
illustrates the relation between the distance-force curve and two dynamic phenomena:
the cantilever’s oscillation and the tip-sample interaction forces curve. It can be noted
that as the cantilever repetitively moves toward the sample and retracts, the tip senses
the attractive and repulsive forces every cycle of the oscillation. As in the intermittent
contact mode, the lock-in amplifier-based detection system allowed to detect only
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Fig. 11.3 The tip-sample forces graph with correlated path of the cantilever’s oscillation and the tip-
sample interaction forces caused by tapping of the tip against the surface. Some of the proportions
have been disturbed in order to provide good readability of the curves

the amplitude and phase shift of the cantilever’s oscillation, the complex tip-sample
interaction forces waveform was not accessible and remained unused. A specific
approach was developed in order to obtain the access to this information and utilize
it in terms of determining local mechanical properties of the surface.

Since most of the tip-sample interactions can be described with the Derjaguin–
Muller–Toporov (DMT) model [26], one can see that dynamics of the force change
along one tap cycle varies depending on the stiffness of the sample (Fig. 11.4). In
order to verify the relation between the mechanical properties of the surface and the
shape of the tip-sample interaction force curve, the modeling was performed.

Equations 11.1 and 11.2 were used to calculate time-resolved waveforms [27, 28].

Fts =
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Fig. 11.4 The results of the simulation of the tip-sample interaction during the tip oscillation,
basing on the DMT model (a, c, e). The FFT transformation of the simulated graphs (b, d, f). The
Young moduli of the surface used in the simulation are: 10 GPa (a, b), 5 GPa (c, d) and 1 GPa (e, f)

where:
γH2O is the liquid–vapor interfacial energy of water, E∗ is the effective elastic mod-
ulus between the tip and the sample system, d is the tip-sample gap, a0 is the inter-
molecular distance and h is thickness of the water film.

Also the variables were used: the driving frequency, which is chosen close to the
fundamental frequency of the cantilever f0 = 50 kHz, Young modulus of the tip
Et = 130 GPa, Young modulus of the surface Es = 1, 5 and 10 GPa, respectively,
radius of the tip R = 20 nm, Poisson’s ratio respectively tip and sample ϑt =
ϑs = 0.3, spring constant of the cantilever kc = 40 N/m, quality of the cantilever’s
resonance Q = 400, Hamaker constant H = 7 × 10−12 J.
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Figure 11.4 presents the time-force graphs calculated using the formula (11.1).
It can be noted that, as the stiffness of the sample Es increases, the slope of the
tip-sample interaction force increase becomes steeper.

As the intermittent contact mode bases on periodic oscillations of the cantilever,
its movement influenced by the tip-sample interaction can be represented using
frequency-domain methods. These methods will be mostly important for the sig-
nal analysis described in the next sections.

The tip-sample force Fts, can be represented as a Fourier series:

Fts(t) =
∞∑

n=0

an cos(nωt)+ bn sin(nωt) n = 0, 1, 2, . . . (11.3)

where ω is the driving frequency, as previously mentioned, near to the resonant
frequency of the cantilever. The coefficients can be expressed:

an = ω

π

2π
ω∫

0

Fts cos(nωt)dt (11.4)

bn = ω

π

2π
ω∫

0

Fts sin(nωt)dt (11.5)

Therefore the nth harmonic of the signal can be described as follows:

Ftsn cos(nωt + θn) = an cos(nωt)+ bn sin(nωt) (11.6)

where Ftsn = √
a2

n + b2
n and θn are magnitude and phase of the nth harmonic force.

Therefore, the movement of the tip can be analyzed as a superposition of harmonic
forces and the utilization of harmonics measurement can be a source of information
about the stiffness of the sample [29].

In order to provide one equation describing the steady state dynamics of the tap-
ping cantilever in terms of analysis of the balance of the total harmonic force (driving
force plus the first harmonic of the tip-sample force), the vibration amplitude, and
phase, Sahin et al. developed formula, showing that these resonant harmonics are
sensitive to variations of the mechanical properties of the material [30]. Moreover,
by performing a series of measurements, Sahin et al. showed [31], that independently
measured time-varying tip-sample forces quantitatively satisfy the steady state equa-
tions for the cantilever dynamics described by Eq. (11.7).

FT ei[ωt+β(ω)] = FDei[ωt+φ] + Fts1ei[ωt+θ] (11.7)

which can be described as follows:
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K1 AST (ω)eiβ(ω) = K1 A0T (ω)eiφ + Fts1eiθ (11.8)

where:

tan[β(ω)] =
ωω0

Q

ω2 − ω2
0

, β ∈ {0, π} (11.9)
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Fts1eiθ = ω

2π

∫

2π
ω

fts(t)e
−iωt dt (11.11)

and FT , FD , and Fts1 are the magnitudes of the total harmonic force, driving force,
and the first harmonic of the tip-sample force, respectively, ω is the drive frequency,
ω0 is the resonance frequency, Q is the quality factor of fundamental resonance,
K1 is the effective spring constant of the fundamental flexural mode, A0 is the
free vibration amplitude, As is the vibration (set point) amplitude, φ is the phase
difference between the driving force and the cantilever motion (reference), θ is the
phase difference between the driving force and the first harmonics.

11.2.2 Extraction of the High Bandwidth Oscillation
of the Cantilever

In order to provide appropriate conditions for the measurement of the high band-
width phenomena, the detection system should respond linearly, without major dis-
tortions. Otherwise, the acquired signal is useless, as every frequency is attenuated
or amplified in a different way. Figure 11.5 shows two responses of the HMX can-
tilever from Bruker AXS Inc. (Madison, WI, USA): (a) flexural and (b) torsional
response (Fig. 11.5a, b, respectively). As the torsional response allows one to obtain
only slightly distorted signal with nicely visible harmonic frequencies, it proves its
usability in detecting the tip-sample interactions during every cycle of the oscillation.
The flexural response, however, allows to detect only the base frequency along with
very few higher harmonics of the signal. Therefore, it is useful only in an intermittent
contact mode setup, where the base frequency response is utilized. The visible bend-
ing of the detected signal spectrum is connected to the properties of the electronic
detection setup (3 dB cutoff frequency) and to some extent can be compensated rela-
tively easy. Some measurement systems have relatively wide plateaus of the detection
bandwidth, therefore further signal processing does not require any compensation of
the band reduction [29].

The mechanical response of cantilevers with rectangular cross-section shapes can
be calculated using the Euler–Bernoulli equation [24]. The first resonance frequency
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Fig. 11.5 Vibration spectra of a HMX cantilever measured in an intermittent contact mode AFM.
The excitation signal is equal to the fundamental resonance frequency. The flexural response
(a) contains only few frequencies due to the specific behavior of the cantilever, while the torsional
response (b) shows a wide spectra of frequencies

in torsional direction is about 20 times the flexural base frequency (Fig. 11.6). There-
fore, the above-mentioned condition of the linear response of the cantilever can be
achieved that way. This approach was proposed by Sahin et al. [29, 30, 32]. As a
consequence of this solution one must assume that in the case of a typical cantilever,
when the tip is placed on the symmetry axis of the cantilever, the bending momen-
tum is too small to cause sufficient torsional bending of the cantilever in order to
provide reasonable signal detection. Therefore, Sahin et al. designed a series of can-
tilevers applicable for torsional bending [33–35] (Fig. 11.7). Recently the T-shaped
cantilevers have become a commercially available product (Table 11.1). Another
method of the longitudinal resonance frequency increase was proposed by Sarioglu
et al. [36, 37]. The developed finger-like micromachined cantilever and differential
interferometric measurement of the oscillation allowed one to obtain very high sen-
sitivity of the force detection. It requires, however, utilization of a specific signal
detection setup. Moreover, as the design of the probe is relatively complex, one can
expect that the price would also be considerably higher than in the case of T-shaped
cantilevers.

In order to detect the torsional signal in the case of the T-shaped cantilevers, typi-
cally quadrant photodiodes are used. As for the detection of the flexural oscillations
the top–bottom pairs of sections are used, the torsional oscillations can be detected
using the left–right pairs of the detector (Figs. 11.7 and 11.8). A similar approach is
applied in case of friction force microscopy (FFM) [38] known also as lateral force
microscopy (LFM). One should, however, take into account that due to the specific
application of that detection channel, its bandwidth can be significantly reduced in
order to provide a low noise level when FFM is active. Therefore, this issue should
be verified if one is intend to implement the described solution in a commercially
available AFM system.
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Fig. 11.6 The flexural (a) and torsional (b) oscillation modes of a rectangular cantilever. Frequency
responses calculated using Euler–Bernoulli equation [10] for both oscillation modes, respectively

Table 11.1 The list of commercially available T-shaped cantilevers and their specifications

Manufacturer Name f0 (kHz) ftr/ ffl k∗ (N/m) Length (µm) Width (µm) Thickness (µm)

Bruker HMX 60 17 4,0 300 25 4
Bruker HMX-S 40 17 1,0 300 25 3
MicroMasch TL01 90 10 2,0 180 20 2
MicroMasch TL02 60 17 3,0 300 20 5

11.2.3 Recovering the Time-Varying Interaction Signal
of the Tip–Sample Forces

Although the torsional bending of the T-shaped cantilever enables convenient detec-
tion of the high-bandwidth waveform of the tip-sample interaction, it should be
underlined, that signal processing is necessary as one expects to recover the shape



11 Mapping of the Surface’s Mechanical Properties 325

Fig. 11.7 A typical setup for the optical detection of the cantilever’s bending (a). The (TL+BL)−
(TR+BR) signal is used for the detection of the flexural bending, (TL+TR)−(BL+BR) signal is
used for torsional bending detection. The optical microscope view of the HMX cantilever (b). The
arrow points at the location of the hammer-shaped end of the cantilever with the asymmetrically
placed tip

Fig. 11.8 The principles of the detection system and the acquired signals. Signals: S1, excitation;
S2, flexural response; S3, torsional response. The amplitude A is used for keeping the tip-sample
distance constant, while the phase shift φ is used for energy dissipation imaging

allowing to perform further interpretation. Figure 11.9a represents both: vertical and
torsional signals acquired at the four-quadrant photodiode [5]. As explained before,
the vertical signal contains very few harmonics, with major fraction of the base
resonant frequency of the cantilever. Therefore, this waveform cannot be used in
extracting of the tip-sample interaction curve. The torsional signal, however, is more
complex, and after some filtering steps it can enable access to desired informa-
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Fig. 11.9 Vibration signals from flexural and torsional motions, and tip-sample forces. a The signals
at the four-quadrant photodetector for vertical and torsional displacement. The solid curve is the
torsional signal. The torsional signal was multiplied by a factor of 10 to provide clear view of both
curves in one graph. b The torsional vibration signal after being divided by the torsional frequency
response. Except for the pulse located between the 300 and 400th time steps, the tip-sample forces
should have been close to zero, because the tip is far away from the surface at those times. The
measured signals when not in contact come from crosstalk from the flexural deflection signal. The
dashed curve estimates the error introduced by these curves. When it is subtracted from the solid
curve one gets the time-varying forces plotted in c [5]

tion. It should be noted, that even though the special T-shaped cantilever is utilized,
the torsional signal is still much smaller than the vertical one, therefore the detec-
tion (ADC conversion) feature must provide appropriate sensitivity and resolution.
Additionally, special effort must be taken in order to obtain the signal–noise ratio
high enough to provide the acquisition of legible waveforms that could be interpreted.

Once the torsional signal is divided by the torsional signal response (Fig. 11.9b),
one can observe the shape containing the tip-sample interaction feature that was
obtained during the simulation. The rest of the waveform does not contain any useful
data as the tip is away from the surface and the interaction force is nearly zero.
One can, however, notice presence of waviness of the curve, which is caused by
the crosstalk signal (the harmonic of the flexural base frequency of the cantilever),
which has to be removed. Also the base frequency of the torsional oscillations of
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Fig. 11.10 The spectrum of the torsional oscillation of the cantilever after primary deconvolution
process. The harmonics marked with H1 and H2 should be removed, the marked group of the
harmonics are useful for the interaction signal recovery

the cantilever is undesired feature. Those frequencies can be filtered out relatively
easily by applying the FFT filtering (Fig. 11.10). Finally, the time-varying tip-sample
interaction waveform is obtained (Fig. 11.9c). Various signal processing approaches
were described in detail by Sahin et al. [29, 30, 33, 34] and Stark et al. [39].

It should be emphasized, that the stage of the signal processing is the most com-
plex task in development of the technique, as the filtering should provide extraction
of certain signals without losing any relevant information. Therefore, advanced tools
are utilized in order to obtain the optimal results in terms of filtering quality and
the process efficiency. The most popular way is the implementation of the proce-
dure including conversion of the waveform into the frequency domain (FFT), and
then elimination of unwanted frequencies (Fig. 11.10) and obtained data converting
back into the time domain (Inverted FFT). Legleiter et al. presented solution, where
the cross talk and high background noise was removed with advanced software
tools like comb filter and spectral filtering [40]. Sahin applied the least square-fitted
waveform filtering in order to remove the unwanted components of the signal [32].
Quite different approach based on direct observation and interpretation of the oscilla-
tion signal was presented by Sarioglu and Solgaard [36]. It was however, possible as
their setup introduced much less distortion than in case of T-shaped based solution.

Once the tip-sample interaction curve is acquired, it is processed in order to obtain
a reconstruction of the force-distance curve. In order to obtain that, the dividing of the
waveform must be performed, as each peak has to be in separated dataset. Eventually,
on each dataset, the stitching like operation must be done, as the spectroscopy curve
contains two lines related to the decrease and increase the tip-sample distance. In
order to provide the best possible result of the curve reconstruction, the DMT model
fitting can be implemented as one of the last steps.

As the developed NanoSwing setup [25] allowed to extract certain data during
following signal processing steps, the selected stages are illustrated in Fig. 11.11.
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The direct signal from the photodiode (Fig. 11.11a) is acquired, and the FFT as well
as the comb filtering is performed to remove unwanted components of the signal
(Fig. 11.11b). Eventually as the tip-sample force interaction waveform is available,
the algorithm performs dividing the signal into sections (dividing lines—“d”) and the
stitching operation is carried out (Fig. 11.11c). The stitching points “s” are related to
the highest values of the tip-sample interaction force. Finally, the reconstructed force
spectroscopy curve is available, containing approach and retract parts (Fig. 11.11d).
It should be underlined, that unlike in typical force spectroscopy measurement, in
time-resolved tapping mode the cantilever’s movement is driven with the sinusoidal
waveform. Therefore, additionally, the linearization of acquired response is necessary
in order to avoid the distortions of reconstructed curve. As the tip-sample contact
event occurs with the frequency typical for certain cantilever (Table 11.1), which is
in range of 50–90 kHz, the averaging of obtained curve is possible. Typically one
can define the number of averaged curves in range of few to few hundreds. One must
be aware that the reconstructed force-distance curve obtained with the time-resolved
tapping mode and the typical force spectroscopy measurement procedure can differ
due to imperfections of the processing algorithms as well as differences in dynamics
of various phenomena as for instance the adhesion [41–43]. It should be mentioned,
that there are AFM systems with such functionality commercially available [44].

It should be mentioned, that during preparation of the AFM system for the mea-
surement procedure, certain factors should be taken into account. Because the quality
of the force spectroscopy curve reconstruction is essential, the tip-sample interaction
signals must be at an appropriate level. Therefore, one should be able to verify key
steps of the reconstruction process. As the number of analyzed harmonic frequencies
has a direct impact on the amount of processed data, one should be able to observe
the real-time behavior of the signal’s spectra. Due to varying properties of the probes,
it is also important to adjust the detection frequency range that is considered to be
useful in a certain case. By displaying the time-resolved tip-sample interaction signal
one can verify, if the filtering feature is adjusted properly and the shape of the curve
meets the expectation of the operator. Finally, the real-time view of the reconstructed
force-distance curve allows one to verify if the tip-sample interaction is stable and
allows one to perform the measurement. As the amount of the oscillations is relatively
high, the averaging feature allows reducing the noise. The number of the averaged
periods of the cantilever’s oscillation should also be adjusted carefully.

Appropriate mapping of the mechanical properties of the surface is much more
challenging than usual topography measurement in intermittent contact mode. The
major settings: the free oscillation amplitude of the cantilever and the setpoint must
be chosen very carefully. Figure 11.12 presents three cases, where, by changing the
setpoint, we were able to adjust the tip-sample interaction in order to modify the
response of the cantilever and, eventually, to observe changes in the reconstruction
result. As the setpoint is too high (93 % of free oscillation amplitude), the interaction
is too weak and one can see very few harmonics or too low level of the signal.
The reconstruction in such case is possible, however, due to insufficient tip-sample
interaction in the repulsive forces area, the stability of interactions is not satisfying
and the stiffness of the surface cannot be estimated correctly. The appropriate value
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Fig. 11.11 Following steps of the force curve reconstruction: raw signal (a), FFT spectrum of
the signal after removing the harmonics related to flexural and torsional base frequencies of the
cantilever (b), time-domain interaction signal with marked dividing lines “d” and central points for
stitching operation “s” (c), distance domain force spectroscopy curve with marked dividing ends
“d”, and central point for stitching operation “s” (d)

of the setpoint (70 %) allows one to perform the scanning process with desired quality
of the obtained maps. It can be noted that apparently insignificant differences of the
signal spectra in the first two cases, have a severe impact on the final result. On the
other hand, a too small value of the setpoint (40 %) causes permanent damping of
the torsional oscillations of the cantilever and precludes the reconstruction of the
force-distance spectrum. Such behavior is not observed in the intermittent contact
mode, as the scanning process can be successfully performed in a much wider range
of setpoint values. Although one must be aware of possible consequences, such
as surface modification or tip contamination, it is possible to obtain still a correct
topography image. Therefore, utilization of the time-resolved intermittent contact
mode requires much more attention and expertise.

In order to estimate the range of the setpoint values that can be applied to
obtain a correct force spectroscopy reconstruction, its impact on the Young mod-
ulus estimation was investigated. As this method was designed to visualize the
non-homogenous materials, the relation was verified for two materials present on
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Fig. 11.12 Examples of the force spectroscopy reconstruction quality for various setpoint values
(b, d, f) and the correlation to the FFT spectra used as an indicator of the tip-sample interaction
(a, c, e). The setpoint values were as follows: 0.93 (a, b), 0.7 (c, d), and 0.4 (e, f) with a free
oscillation amplitude A0 = 18 nm

the test sample used in the previous section. The obtained results are presented in
Fig. 11.13. Fixing the setpoint within the range 0.58–0.81 allowed us to acquire
stable readouts for both materials. As presented above, too high or too small values
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Fig. 11.13 Comparison of the Young moduli as a function of the setpoint value. Free oscillation
amplitude A0 = 18 nm

of the setpoint can lead to incorrect determinations of the properties of the surface.
Therefore, one should verify the response of the measurement system, if the applied
scanning factors provide reliable signal processing.

The oscillation amplitude of the cantilever also determines the way the reconstruc-
tion is performed. When too small amplitudes are applied, the tip is not retracted far
enough from the surface to acquire a full force-distance curve. On the other hand,
too large amplitudes can cause tip and surface wear as well as an introduction of sig-
nificant errors of the reconstruction due to utilization of a wrong interaction model
as the tip would indent the surface much deeper than previously assumed. As the use
of torsional harmonic cantilevers in the tip-sample interactions detection is a very
complex problem, it was analyzed both theoretically and experimentally [45–48].

The additional advantage of the force spectroscopy reconstruction observation is
the ability of tip contamination detection. While in intermittent contact mode one
can perform the measurements with a contaminated tip, it is very difficult to obtain
the force spectroscopy curve in such a situation. Therefore, the probability of the
presence of topography artifacts can be significantly reduced.

11.2.4 Mapping of the Mechanical Properties Basing
on Advanced Signal Processing

After the force spectroscopy curve is reconstructed, it can be analyzed by software in
order to determine following mechanical properties: stiffness, peak force, adhesion,
energy dissipation for deformation, and energy dissipation for tip-sample separation.
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Fig. 11.14 Typical force spectroscopy curve and the related mechanical properties of the surface
(a). The parameters are: F1, snap-in force; F2, peak force; F3, adhesion. R1 (slope), elasticity;
E1, energy dissipation for deformation; E2, energy dissipation for tip-sample separation. Two recon-
structed force spectroscopy curves measured in different areas of the test sample (b)

The relation between the listed properties and the shape of the reconstructed force
spectroscopy curve is shown in Fig. 11.14.

As the tip approaches the surface (A1), it can experience attractive forces, the snap-
in event (A2), and then repulsive forces (A3). During retraction (R1) the repulsive
forces decrease and again the attractive forces are present up to the snap-off moment
(R2). During such cycle one can observe changes of all presented sections of the
curve. Therefore, their determination and mapping is essential. Two reconstructed
force spectroscopy curves are presented in order to show the differences of various
details. By continuous signal acquiring, filtering, processing, and analyzing, one can
perform the mapping of the mechanical properties of the sample. The example of
the obtained maps is presented in Fig. 11.15. Additionally, the topography as well
as the phase imaging map are shown in order to correlate all available data. The
measurement was performed in ambient conditions (T = 26 ◦C, RH = 32 %) at a
scanning speed of 0.3 Hz.

In order to observe the efficiency of the imaging mode, a commercially available
test sample [25] was used: a blend of polystyrene (PS) and polyolefin elastomer
(ethylene-octene copolymer) deposited on a silicon substrate with a spin-cast method.
The PS regions of the sample have elastic modulus value approximately 2 GPa, while
the copolymer regions have elastic modulus value approximately 0.1 GPa. Such a
range of stiffness values on the same surface allowed to clearly show the difference
of the system’s response for various values of the Young modulus.

The interpretation of the results is intuitive, as the brightness of the map repre-
sents higher values of certain parameters. Although one may guess that all maps are
qualitatively identical, but the distribution histograms presented in Fig. 11.16 show
significant differences between most of the properties.
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Fig. 11.15 The results of scanning of the test structure: topography (a), phase imaging (b), adhe-
sion (c), stiffness (d), peak force (e), energy dissipation for tip-sample separation (f), and energy
dissipation for deformation of the surface (g)

The presented data are no absolute values, it is, however, possible to calibrate the
system in order to provide specific information about the values of the forces, the
stiffnesses, or the energies.

As one expects to obtain quantitative information, the relation between the real
tip-sample force and its electrical representation in the measurement system must be
established. The formula correlating the corrected voltage waveform VTC acquired
at the photodiode and the tip-sample forces can be written as follows [49]:

VTC(ω) = ω2
T − ω2 + iωωT

QT

ω2
T

VT (ω) = coptical
d

kT
FTS(ω) (11.12)
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Fig. 11.16 The comparison
of spectrum histograms from
Fig. 11.20

where the ωT and QT are torsional resonance frequency and quality factor are
denoted, respectively, kT is a torsion constant of the first torsional mode, defined
as the angular deflection for a unit torque around the long axis of the lever, d is an
offset distance from the longitudinal axis of the lever, coptical is the detector signal for
a unit torsional deflection angle, VT(w) is the Fourier transform of the detector signal
υT (t). The frequency response of the detector can be neglected if is properly com-
pensated, or the cutoff frequency is well above the harmonic frequencies. As one can
note, in time domain both waveforms VTC and FTS has the same shape within scalar
factor. VTC, however, still remains in electrical unit. Therefore, it has to determined.

Typical routine based on determining the cantilever’s deflection detection sensi-
tivity and the cantilever’s spring constant [44] is similar to the procedure performed
in typical force spectroscopy measurements, when contact cantilevers must be eval-
uated (thermal tuning feature implemented in AFM software). Additionally, the tip
radius must be determined in order to calculate properly the Young modulus. In
order to obtain such data, one can use high resolution electron microscopy or per-
form the blind reconstruction of the tip’s shape [50, 51]. However, this solution is
time-consuming, it was successfully utilized by Ihalainen et al. [52] in determination
of mechanical properties of pigment-latex coated paper samples.

An alternative method, is utilization of the reference sample, where at least two
well-defined components can be measured [44]. Lanniel et al. used reference surface
of polystyrene and low density polyethylene thin film, knowing that the stiffness of
the polystyrene sample is 1.6 GPa [53]. As the response of the system is linear [54],
one can extrapolate the response of the measurement system within the range of the
Young modulus values related to the spring constant of the cantilever. For instance,
the HMXS and HMX cantilevers can properly measure the values from 0.5 MPa
to 1 GPa and from 10 MPa to 10 GPa, respectively. Below and beyond this range,
one can perform successfully imaging of the mechanical properties, however, the
estimation of the certain values can suffer very low accuracy. The reference sample-
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based approach is less effort-consumable, however, one must be aware, that the
mechanical properties of the sample can vary with time as well as the environmental
conditions. Therefore, it should be verified periodically, as every standard or reference
sample. In order to do that, one can perform typical force spectroscopy measurement,
or to calibrate time-resolved tapping mode system as described above and then to
scan the sample in order to compare expected and measured values.

11.2.5 The Principles of the Measurement Setup

Although only few commercial AFM systems were designed to utilize the T-shaped
cantilevers [44], the detection of the torsional bending of the cantilever can be per-
formed in a number of commercially available and homemade setups. As mentioned
above, the only condition is an access to the raw left–right signal of the quadrant
photodiode detection module. Due to requirement of a high-bandwidth, the minimum
amount of filters and other signal processing/adapting modules are recommended
before signal acquisition, as every such an object can introduce distortions.

In order to develop the time-resolved tapping mode with detection of the torsional
bending of the T-shaped cantilever, commercially available AFM system working in
typical tapping mode was used [25]. Therefore, some modifications were necessary in
order to perform experiments described in following sections. The access to the high-
bandwidth (TL + TR)− (BL + BR) signal was obtained by changing a few internal
connections in the scanning head. Additionally, the synchronizing signal from the
AFM controller was used to connect an auxiliary computational unit providing A/D
signal conversion, data acquisition, processing, and storage (Fig. 11.17). The role
and importance of the synchronization of the modules involved in the measurement
process will be explained in the last section of this chapter. As the performance of the
signal processing is essential, commercially available real-time signal acquisition and
data processing unit was utilized. The data processing algorithms were developed
using commercially available graphical programming environment. This solution
provided useful tools and processing modules in order to develop the software quickly
and flexibly. The correctness of the scanning head’s modifications could be verified
with an oscilloscope (Fig. 11.18) when the torsional signal was observed. One can see
the complex waveform of the signal as well as its Fast Fourier Transform revealing
presence of the expected high-order harmonic frequencies. It is distinctive that only
odd multiple values of the driving frequency are present in the spectrum.

One should be aware that processing of wide-bandwidth signals requires utiliza-
tion of a high-speed analog–digital converting unit. As typically one can observe
the presence of the relevant harmonic frequencies up to 1 MHz, the converter should
provide at least 2 Ms/s sampling ratio according to Nyquist-Shannon-Kotelnikov
criteria. Practically, however, the signal processing provides better accuracy when 4
or even 10 Ms/s sampling ratio is utilized [25]. Also the resolution and the input volt-
age range of the converter are crucial, as the signal rarely exceeds 400 mV peak-peak
value.
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Fig. 11.17 Simplified diagram illustrating the hardware configuration of the detection setup to
measure the torsional bending of the cantilever

Fig. 11.18 The torsional response signal in time and frequency domain as acquired directly from
the optical detection system. The complexity of the signal as well as the high-order harmonics are
clearly visible

11.2.6 Signal Acquisition and Processing Issues in Terms of the
Algorithm’s Efficiency Demands

As the data acquisition and processing unit should work simultaneously with the
AFM controller, it is essential that every cycle of the signal processing is performed
within certain time limits. When the development of the AFM system is planned,
one of the most important issues is the synchronization of the central unit and the
auxiliary computational device. The problems with fulfilling those conditions can
lead to improper image creation and the presence of the artifacts [40].
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Fig. 11.19 View of the signals present in the AFM system. The fast scanning signal (X axis) and
the pulse synchronization signal are necessary to simultaneously work with the AFM controller and
the auxiliary computational unit. The signals were obtained during scanning with 0.6 Hz scanning
speed and 512 × 512 resolution

In the case of utilized commercial system [25], the synchronizing signal is avail-
able, which delivers the electrical pulse at every single acquired pixel (Fig. 11.19).
Therefore, it is possible to provide precisely the same data acquisition timing for the
external software as for the original one. Thanks to this, the data gathered by the two
devices is fully coherent. As one can see from the time between two pixels, the time
period available for single pixel calculation is smaller than 4 ms. According to our
tests, even 10 ms can be insufficient, when complex NanoSwing operations are to be
performed on a Windows–based platform. Therefore, a real-time solution was imple-
mented in order to provide necessary stability and repeatability of the computational
tasks. Figure 11.20 shows the difference between the real-time system and often
utilized software solution. Every signal processing task has to be finished within a
certain time. If it takes longer, the information can be lost and a void pixel is acquired.
Moreover, such situation can also induce a permanent delay in data processing and
eventually cause a major data corruption. On the other hand, the real-time solution
provides very stable computation conditions. In this case, the software procedure is
performed with a very small standard deviation of the processing time.

As the AFM acquires more than 65,000 pixels during a single measurement pro-
cedure, it is important to avoid any delays or glitches in signal processing. In order
to verify the efficiency of the real-time solution implemented in the described setup,
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Fig. 11.20 Time diagram showing the difference between real-time (lower part) and non real-time
(upper part) signal processing in advanced signal processing during surface scanning with the AFM

a test procedure was performed. The data processing loop was performed 5,000
times and every execution time was measured and saved in the statistical data set.
The tests were carried out also for the Windows-based solution in order to illustrate
the impact of the specific behavior of such a system. Additionally, three levels of
the algorithm optimization were evaluated, as one of the aim was to maximize the
efficiency of the software. The first level of optimization was the code rearrange-
ment, the second—enabling the pipeline processing, and the third one—enabling
multithreading. The improvement of the efficiency is significant. The distribution of
the measured processing time is shown in Fig. 11.21. It should be underlined, that
the average time of the processing in such an application should not be taken into
account, as the worst result determines the real performance of the system. There-
fore, Table 11.2 summarizes the standard deviation as well as the maximum duration
of the single loop execution.

As one can see, the Windows-based solution cannot be applied in such systems,
as it is not possible to control or predict the maximum time of the signal processing.
Considering the amount of data that is calculated during every measurement, it is
very likely that practically every set of results would contain artifacts.

11.2.7 Utilization of High-Order Harmonics of the Cantilever’s
Oscillations for the Surface’s Stiffness Mapping

As the bandwidth of the cantilever’s response signal is related to the stiffness of
the sample (Fig. 11.3), it can be used for the mapping of this particular property
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Fig. 11.21 The distribution of the time periods for performing a single signal processing cycle for a
single pixel, for two solutions: non real-time—“WIN” (Windows 7 based) and real-time—“RT” and
various levels of the algorithm performance (1-raw algorithm, 2-optimized algorithm, 3-pipeline
processing, 4-multithreading) are also presented

Table 11.2 Comparison of the standard deviation and average time of the data processing duration
for a single pixel

Time (µs) Performance 1 Performance 2 Performance 3 Performance 4
Std. dev./average Std. dev./average Std. dev./average Std. dev./average

Real-time 26/4325 28/3848 15/2366 20/2077
Windows7 180/6756 125/6949 90/3959 69/3787
Windows7a 2493/59157
aMeasured during induced activity of other applications

[29, 35, 55, 56]. By measuring the power of certain high-order harmonic frequen-
cies, one can relatively easily perform the imaging processing. Therefore, a lock-in
amplifier should be used in order to provide necessary selectivity and sensitivity.
Such approach cannot deliver quantitative information about mechanical properties
of the surface, nevertheless it is useful in terms of interpretation of the results. It also
simpler to implement than the time-resolved tapping mode technique.

In order to verify the usability of certain frequencies in the mapping process, we
have developed a software-based eight-channel lock-in amplifier [57]. The structure
of the hard-/software setup is shown in Fig. 11.22. The user can select the value of
the multiplier for every channel independently, therefore the flexibility of detection
is provided. The number of channels allows, however, to cover almost all useful
harmonic frequencies of the torsional oscillation signal. It should be underlined, that
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Fig. 11.22 The diagram showing the concept of the implementation of the eight-channel software-
based lock-in amplifier with the signal imaging feature

such an approach permits to perform the experiment within a reasonable time period,
without acquiring additional expensive hardware. Additionally, all the obtained data
refer to the same area, therefore the comparison of data from different frequency
ranges is easy and reliable.

In order to verify the stiffness imaging ability of developed system, the test sample
described in previous subsection was used. Figure 11.23 shows the topography scan
and the Fourier transform spectra related to the spots where they were obtained.
One can see that at some specific frequencies of the signal the differences are
significant. Therefore, mapping of appropriate harmonics can deliver the desired
kind of information. As we can verify from the spectra of the signal, the coverage
of the bandwidth with eight-channel setup was satisfying, while further frequencies
were very close to the torsional resonance of the cantilever. As previously mentioned
and confirmed with the spectra graphs, only odd multiplications of the base frequency
should be considered as the source of useful information. Therefore, the software was
configured in order to perform the mapping of the following harmonic frequencies:
1, 3, 5, 7, 9, 11, 13, 15. As the base frequency of the HMX-S cantilever used was
approximately 49.24 kHz, the values were analyzed in the range: 98.48–787.84 kHz.
The measurement was performed in ambient conditions (T = 25 ◦C, RH = 34 %)
at a scanning speed of 0.2 Hz.

Obtained results are presented in Fig. 11.24. Also the topography and phase imag-
ing maps are shown in order to allow correlating all available data. It can be noted
that the first harmonic does not provide sufficient contrast, however, the maps of
higher harmonics show very clearly a good relation between theoretical considera-
tion and the obtained data. The softer area is presented by darker colors, as the values
of certain harmonics are lower in a such case. It should be underlined, that higher
frequencies (13, 15) are not as distinct as the lower ones, as they would reach higher
values in case of mapping stiffer surfaces. In order to compare the effectiveness of
the stiffness imaging, the distributions of acquired maps are presented in Fig. 11.25.
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Fig. 11.23 The results of the comparison of two spectra obtained on the test sample containing
materials of different stiffness: 2 GPa (surrounding) and 0.1 GPa (round object)

The height of the peaks as well as the distance between them indicates how legible
a certain map is. Therefore, it can be considered as an estimation of the detection
sensitivity. The comparison of the distances between peaks is additionally shown in
Fig. 11.26. It shows clearly that the largest values were obtained in the case of the 5,
7 and 9th harmonics. Concerning the height of the peaks, the 5 and 9th harmonics
provided the higher values. This factor plays very important role as a derivative of
the steepness of the tip-sample force curve. Therefore, it can be considered as the
indicator of the stiffness detection resolution.

It should be emphasized that in the presented solution, the flatness of the system’s
detection bandwidth is not essential, as every harmonic is monitored and mapped
independently. Therefore, the mutual relations of certain signals is not as relevant as in
case of the force spectroscopy curve reconstruction process described in the following
section. Moreover, in the case of a single harmonic with one lock-in amplifier, the
simplicity of the presented approach makes it very attractive for a wide range of
applications and can be implemented easily in many AFM systems.

It should be noted, that also flexural high-order oscillations were analyzed in terms
of mapping of the mechanical properties of the surface.

In numerical analysis based on equivalent electrical circuits to model and simulate
the higher harmonics generation in tapping mode, Sahin et al. concluded, that third
harmonics is highly sensitive to the tip-sample interaction [58]. Experimental work
showing the mapping of mechanical properties of the etched silicon wafer using
13th harmonic was presented by Hillenbrand et al. [59]. The utilization of such
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Fig. 11.24 The scanning results of the test structure. From left to right: topography (a), phase
imaging (b), and following harmonics: 1, 3, 5, 7, 9, 11, 13, 15 (c–j, respectively) for the base
frequency 49, 24 kHz

solution was more effective than phase imaging technique. In this work, the idea
of reconstruction of the tip-sample interaction curve was also proposed. Also Sahin
et al. used 10th harmonic to generate maps of the local stiffness changes while the
temperature of PS-PMMA polymer film increased [29].
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Fig. 11.25 The comparison of the distributions of the harmonics acquired with the 8-channel
lock-in amplifier

Fig. 11.26 The comparison of the peak–peak distances for acquired histograms of the harmonic
changes distribution

11.3 Application Examples

The utilization of time-resolved tapping mode technique in various fields of science
allows to obtain more information about the properties of the sample. Therefore,
much more complex materials and phenomena can be observed and interpreted.



344 A. Sikora and Ł. Bednarz

Fig. 11.27 Changes in the mechanical properties of a polymer blend near the glass transition.
Topography, phase, and tenth-harmonic images of a thin polymer film composed of PS and
PMMA recorded at different temperatures. The circular features are PMMA, and the matrix
is PS. Brighter color represents larger height, phase, or harmonic amplitude. The scan area is
2.5 × 5µm. The color bar represents different height and phase ranges at each temperature (the
range is given in the top left corner of each panel). For the harmonic images, the color bar represents
a 10 V lock-in output signal at all temperatures. Note that height and phase contrast increases with
temperature, whereas the harmonic contrast is first increasing and then decreasing [29]

As one can analyze separate maps of various properties of the surface (stiffness,
adhesion) as well as the tip-sample interaction (peak force, energy dissipation), sig-
nificantly deeper insight into the nanoscaleworld can be enabled. It should be empha-
sized, that due to the complexity of the measurement technique, mostly commercially
available systems are utilized. Additionally, as we have presented in Sect. 11.2.3,
optimizing the scanning parameters in terms of appropriate force-distance curve
reconstruction and effective mapping of the mechanical properties requires much
more expertise and effort than in case of contact or intermittent contact mode. There-
fore, this imaging technique can be underestimated. In this subsection, we present
few examples of research that gained from utilization of time resolved tapping mode.

Observation of dynamically changing properties of the material due to temperature
increase was presented by Sahin et al. [29]. In this case, however, the mapping was
performed using the 10th harmonic of the flexural cantilever’s base signal instead of
recovering the force-distance curve. With this method, the behavior of the polymer
film composed of the PS and PMMA near the glass transition was imaged (Fig. 11.27).
It was possible to observe that near the 190 ◦C, the grain boundaries become unclear
and the material gained mobility, starting rearrangements of the formerly stable
forms.

The mapping of the mechanical properties of pigment-latex coated paper samples
was performed by Ihalainen et al. [52]. It was noted, that although being the minor
component in the coating color formulation, the latex was appeared to be one of
the major components on the surface. Additionally, the tip-sample thermodynamic
work of adhesion of the composite materials on the coated surface correlated with
the surface energy values obtained by contact angle measurements, showing a higher
tip-sample work of adhesion as a function of a higher surface energy.

Lanniel et al. [53] observed the increase of the Young modulus of the hydrogen
silsesquioxane, as it was exposed to the electron beam. As the map of the stiffness
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Fig. 11.28 DMT modulus images of SBR/EPDM blends filled with 20 phr Ultrasil VN3; a 30/70
SBR/EPDM; b 50/50 SBR/EPDM [59]

was acquired, its uniform distribution was observed. Since the Young modulus was
determined with nanoindentation method, one could confirm, that locally measured
properties were representative.

The mapping of surface elastic moduli in silica-reinforced rubbers and rubber
blends was presented by Schön et al. [60]. Styrene–butadiene rubbers (SBR) and
ethylene–propylene–diene rubbers (EPDM) and SBR/EPDM rubber blends with
varying concentrations of silica nanoparticles were investigated (Fig. 11.28). The
results allowed to reveal an increase of the areal fraction of silica particles with ris-
ing concentration in the compound preparation mixture. Additionally, measurements
revealed the formation of larger silica aggregates in EPDM in contrast to SBR where
isolated silica particles can be observed.

Another experiment focused on quantitative mapping of elastic moduli at the
nanoscale in phase separated polyurethanes was also performed by Schön et al. [61].
As observed morphology as well as elastic modulus strongly depends on stoichiomet-
ric ratio, it was possible to identify the sample. Additionally, the comparison of two
commercially available mechanical mapping techniques was performed: torsional
oscillations-based time-resolved tapping mode, and based on peak-force detection
and feedback next generation imaging technique.

Qu et al. by mapping of the elastic modulus obtained confirmation of pres-
ence of the interphase of rubber-particle nanocomposites in hydrogenated nitrile
butadiene rubber (HNBR)–carbon black composites [62]. As the bound rubber
exhibits mechanical properties distinct from rubber matrix and the particles, it was
possible to determine the thickness of the interphase to be below 20 nm.

Also newly developed materials can be investigated in order to determine their
properties. I particular, very promising nanomaterial as the graphene, still requires a
number of investigations, as its values can enable new technologies and applications.
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Fig. 11.29 The results of scanning of the exfoliated graphene: topography (a), phase imaging (b),
adhesion (c), stiffness (d), and peak force (e)

In present example the exfoliated graphene flakes were placed on silicon wafer cov-
ered with 300 nm thick silicon dioxide layer [63]. As we expected, the stiffness of
graphene is higher than the stiffness of the silicon dioxide (Fig. 11.29). Moreover, we
could observe that the change of the thickness: monolayer and multilayers (from 4 up
to over 40) does not affect the stiffness significantly. Additionally, we could observe
slightly smaller adhesion on the graphene surface in relation to the substrate. More-
over, the peak force map revealed almost homogenous value, except the right side of
the image, which can be related to very thick layer as well as the graphene detaching.
One can note, that the phase image could not provide such valuable information.
It should be emphasized, that the quantitative measurement in such case would not
provide accurate data, as the Young modulus of graphene is far beyond the range of
linear response of the system. Nevertheless obtained information can be useful in
terms of technology of development of particular devices.

The utilization of time-resolved tapping mode in biological and medical sciences
was also significant. Dague et al. observed interaction forces between the pig gastric
mucin (PGM) and Lactococcus lactis as the model for lactic acid bacteria [64].
As the L. lactis cells were immobilized on the AFM tip, it was possible to observe
the interaction forces between bacteria (lacto probe) and PGM-coated polystyrene.

Cross-correlational research comparing time-resolved tapping mode and conven-
tional nanoindentation technique was performed, concerning investigation of the
elasticity of bacterial nanowires from Shewanella oneidensis MR-1 cultured under
electron-acceptor limiting [65]. Leung et al. demonstrated good consistency of the
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results obtained with both methods. Mapping of the elasticity of the bacteria wires did
not reveal significant variations, therefore its mechanical homogeneity was verified.

Husale et al. presented utilization of time-varying tip-sample forces analysis in
determination of the unique mechanical signatures of the DNA and RNA molecules
[66]. Presented solution enabled direct quantification and counting hybridized mole-
cules attached to the surface. The advantage of the method is relatively low cost, high
speed, and attomolar-level detection sensitivity while it eliminates the biochemical
processes.

11.4 Outlook and Conclusions

In this chapter we have presented the principles, specific issues of the implementation,
and example results of the time-resolved intermittent contact technique based on the
detection of the torsional cantilever oscillation. In particular, we showed a successful
implementation of the NanoSwing solution based on this method. As this technique
allows to perform high-speed and high-resolution mapping of the mechanical prop-
erties of the surface in intermittent contact mode regime, its range of application is
very wide. The obtained maps of: topography, stiffness, adhesion, peak force, and
energy dissipation enables the study of the structure of non-homogenous materials,
where ingredients can be identified. Although the use of such a technique is much
more complex than typical intermittent contact mode and the experience of the oper-
ator in setting the scanning parameters determines the effectiveness of its utilization,
the advantages of the achieved measurement results are unquestionable as they pro-
vide much more detailed insight into the structure and properties of the investigated
object.

We have also presented the possible methods of implementation of two mea-
surement techniques utilizing the torsional bending of the cantilever. The presented
solutions can be implemented on many AFM systems, where one is able to obtain
access to the high-bandwidth unprocessed signals of all sections of the quadrant
photodetector.

It should be underlined, that by enabling an access to information about certain
tip-sample interaction phenomena, the experiments are performed in order to utilize
available information to improve the topography imaging process, as the scanning
tip can cause significant deformation of the surface. Such drawback can be reduced
by developing new idea of the Z-axis feedback solution [67, 68].
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Chapter 12
Quantitative Measurements of Elastic Properties
with Ultrasonic-Based AFM and Conventional
Techniques

D. C. Hurley

Abstract A prime motivation for the original development of ultrasonic-based AFM
methods was to enable measurements of elastic properties with nanoscale spatial res-
olution. In this chapter, we discuss the quantitative measurement of elastic modulus
with ultrasonic-based AFM methods and compare it to measurement by more conven-
tional or established techniques. First, we present the basic principles of modulus
measurement with methods that involve contact resonance spectroscopy, such as
atomic force acoustic microscopy (AFAM) and ultrasonic AFM (U-AFM). Funda-
mental concepts of modulus measurement with more established approaches, espe-
cially instrumented (nano-) indentation (NI) and surface acoustic wave spectroscopy
(SAWS), are then discussed. We consider the relative strengths and limitations of var-
ious approaches, for example measurement accuracy, spatial resolution, and applica-
bility to different materials. Example results for specific material systems are given
with an emphasis on studies involving direct intercomparison of different techniques.
Finally, current research in this area and opportunities for future work are described.

12.1 Introduction

A key reason for the original development of ultrasonic-based AFM methods was
to enable measurements of elastic properties with nanoscale spatial resolution. This
measurement need is motivated partly by the fact that new applications often involve
structures with nanoscale dimensions (e.g. nanoelectromechanical systems, nanoim-
print lithography). Other new structures have larger overall dimensions, but integrate
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disparate materials on the micro- or nanoscale (e.g. electronic interconnect, compos-
ites). In both cases, successful development of new materials, devices, and thin films
requires understanding and control of nanoscale mechanical properties. In particular,
many applications require knowledge about elastic properties. Accurate information
is essential not only to predict the performance of a system before use, but also to
evaluate its reliability during or after use.

Since the invention of atomic force microscopy over 25 years ago, numerous
AFM-based approaches have been demonstrated to sense elastic and mechanical
properties. However, most of these methods provide only “pretty pictures” of qual-
itative or relative contrast. For advanced materials research, we seek quantitative
information—numerical data—of actual material properties. We furthermore desire
some level of confidence in the accuracy of the quantitative values obtained. Accu-
racy can be validated, for example, by comparing results obtained with different
methods or by tracing results back to established quantities.

In this chapter, we discuss the quantitative measurement of elastic modulus
with ultrasonic-based AFM methods and compare it with measurement by more
conventional or established techniques. The discussion primarily concerns those
ultrasonic-based AFM methods that involve contact resonance spectroscopy. Contact
resonance spectroscopy is a general name encompassing closely related techniques
such as atomic force acoustic microscopy (AFAM) [1, 2], ultrasonic AFM (u-AFM)
[3, 4], and contact resonance force microscopy (CR-FM) [5]. The discussion is
limited to contact resonance spectroscopy, because of all ultrasonic-based AFM
methods it has provided by far the most quantitative results to date. First, we briefly
review the contact resonance spectroscopy concepts pertinent to modulus measure-
ments. Confidence in the validity of any measurement method can be obtained by
comparison with other established techniques. Although numerous methods exist for
measurement of modulus on the micro- to nanoscale, many comparisons with con-
tact resonance spectroscopy have involved two approaches: instrumented (nano-)
indentation (NI) and surface acoustic wave spectroscopy (SAWS). We therefore
familiarize the reader with the basic measurement concepts of NI and SAWS. Next,
we consider each method’s relative strengths and limitations in such areas as mea-
surement accuracy, spatial resolution, and range of material applicability. Example
results for specific material systems are given with an emphasis on studies involving
direct intercomparison of different techniques. Finally, current research and oppor-
tunities for future work are described. In this way, we intend to provide an overview
of current progress in quantitative ultrasonic-based AFM modulus measurements, as
well as placing it in context with other quantitative techniques.
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Fig. 12.1 Schematic of apparatus for contact resonance spectroscopy experiments

12.2 Overview of Measurement Methods

12.2.1 Contact Resonance Spectroscopy

Detailed explanations of the theory, experiment, and analysis of contact resonance
spectroscopy have been presented both in the earlier chapters and in previously
published reviews [2, 4, 5]. The discussion here is therefore limited to a short
overview. In brief, contact resonance spectroscopy involves measurements of the
AFM cantilever’s resonant vibrations while its tip remains in contact with the
sample. Unlike some other AFM methods that monitor the magnitude or phase of the
cantilever’s motion in vibration, contact resonance spectroscopy techniques measure
the frequency at which the free and contact resonances occur. Experiments usually
involve the lowest order flexural (bending) eigenmodes of the cantilever. For typi-
cal cantilevers, the flexural modes possess frequencies in the acoustic or ultrasonic
range, from several tens to a few hundreds of kilohertz for the tip in free space
and several hundreds of kilohertz to a few megahertz for the tip in contact (see, for
instance, Ref. [5]). The mechanical properties of the sample are deduced from the
measured frequencies with the help of two models: one for the dynamic motion of
the cantilever and another for the contact mechanics between the tip and the sample.
A practical advantage to this approach is that relative frequency shifts can often be
measured more easily and accurately than absolute magnitudes or phases.

Figure 12.1 shows the schematic of an apparatus for contact resonance spec-
troscopy experiments. A number of research groups worldwide have independently
developed a version of this apparatus. In addition, a few commercial instruments
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exist with the capability for contact resonance measurements 1 [6–8]. The apparatus
makes use of a commercial AFM instrument and a few additional off-the-shelf com-
ponents. The typical frequency range involved (∼10 kHz to 2 MHz) requires access to
the high-frequency (unfiltered) photodiode signal of the AFM instrument. The speci-
men is usually bonded to a piezoelectric actuator mounted on the translation stage of
the AFM instrument. Actuation at the clamped end of the cantilever is also possible
and has been shown to yield equivalent results [2, 4, 9]. The actuator is excited with a
continuous sine-wave voltage by a function generator. The excitation voltage is kept
sufficiently low so that the tip remains in contact with the sample, ensuring a linear
tip-sample interaction. The amplitude of the cantilever deflection is monitored by the
AFM’s internal position-sensitive photodiode with a laser beam-bounce technique.
A lock-in amplifier is used to isolate the component of the photodiode signal at the
excitation frequency. By sweeping the transducer excitation frequency and recording
the output signal of the lock-in amplifier, a spectrum of the cantilever response versus
frequency can be obtained.

Experiments are performed with a static force F⊥ applied to the tip. F⊥ is deter-
mined through the relation F⊥ = kczeq, where kc is the cantilever spring constant and
zeq is the static deflection of the cantilever. Measurements on stiff materials (modulus
∼50 GPa or higher) involve relatively stiff cantilevers (kc ≈ 30 to 50 N/m). In such
experiments, F⊥ is typically in the range from several hundred nanonewtons to a
few micronewtons. Such forces ensure that the tip-sample contact is predominantly
elastic. In experiments on more compliant (“softer”) materials such as polymers (see,
for instance, Refs. [10] and [11]), more compliant cantilevers (kc ≈ 0.2 to 3 N/m)
with correspondingly lower values of F⊥ (<100 nN) are used. In such cases, it is
important to ensure that elastic interactions still dominate, so that analysis with an
elastic model is valid.

To perform modulus measurements, an apparatus like that in Fig. 12.1 is used
to acquire spectra for two different resonant eigenmodes while the tip remains
stationary at a fixed sample position. Figure 12.2 shows examples of free and con-
tact resonance spectra obtained in this fashion. From the measured values of the
contact resonance frequency, values for the normalized contact stiffness k∗/kc are
determined. The calculations employ analytic [2, 4, 5] or numerical [12–14] mod-
els for the cantilever dynamics. It should be noted that a distributed-mass model is
used, because a simplified point-mass model for the cantilever does not yield accu-
rate results [2]. Spectra are obtained on two samples in alternation: (i) the test or
unknown sample and (ii) a reference or calibration specimen whose elastic prop-
erties are known. Elastic properties of reference specimens can be determined by
various means, including pulse-echo ultrasonics [15], instrumented (nano-) indenta-
tion [16, 17], or other methods discussed in this chapter. For accurate measurements,

1 Commercial equipment and materials are identified only in order to adequately specify certain
procedures. In no case does such identification imply recommendation or endorsement by the
National Institute of Standards and Technology, nor does it imply that the materials or equipment
identified are necessarily the best for the purpose.
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Fig. 12.2 Examples of experimental results for contact resonance spectroscopy. (a), (c), and (e):
Spectra of the first, second, and third free-space flexural resonances for a cantilever with nominal
spring constant kc = 48 N/m. (b), (d), (f): Corresponding contact resonance spectra for the tip in
contact with a 〈102〉 SnO2 nanobelt. The spectra were acquired at two different static deflections,
zeq = 15 nm (dashed line) and zeq = 45 nm (solid line)

the elastic properties of the reference specimen should be similar to those of the test
specimen [13, 18, 19].
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If measurements are performed on the test (subscript s) and reference (subscript
ref) samples at the same values of F⊥, it can be shown that [18]

E∗
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ref

⎛
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k∗

s
kc

k∗
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kc

⎞
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= E∗
ref

(
k∗
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, (12.1)

where the exponent m describes the tip shape. For Hertzian contact, m = 3/2; for a
flat punch, m = 1. E∗ is the reduced modulus between the tip (subscript t) and the
sample given by

1

E∗ = 1

Mt
+ 1

Ms
. (12.2)

For elastically isotropic materials, the indentation or plane strain modulus M is
given by M = E/(1 − ν2), where E is Young’s modulus and ν is Poisson’s ratio.
For elastically anisotropic materials, more complicated formulas have been derived
to relate M to the elastic tensor ci jkl [20]. The indentation modulus Ms of the test
specimen can thus be determined from the experimental values of contact stiffness
k∗/kc with Eqs. 12.1 and 12.2 and knowledge of the tip modulus Mt . This approach
eliminates the need for precise knowledge of quantities that are difficult to determine
accurately, such as F⊥, the tip radius of curvature R, and the tip-sample contact radius
ac. Because the true shape of the tip is usually intermediate between a hemisphere
and a flat, the values calculated with m = 3/2 and m = 1 are considered to set upper
and lower limits on Ms [18, 21].

Measurements are typically made at several sample locations. At each loca-
tion, data are acquired at several different values of the applied static force F⊥.
Measurements are performed on the reference material immediately before and after
each set of measurements on the unknown material. Multiple data sets are obtained
by analyzing each set of measurements on the unknown sample with both sets of
reference measurements. This procedure also minimizes the impact of tip wear on the
measured values [18, 21]. In a typical experiment, approximately 20 to 40 individual
values for the indentation modulus Ms of the unknown sample are obtained with
this approach. Combining all of the data yields a single average value and standard
uncertainty for Ms .

12.2.2 Instrumented (Nano-) Indentation

Instrumented (nano-) indentation (also known as depth-sensing indentation or nanoin-
dentation, NI) [16, 17] is a more established or conventional method for measuring
near-surface mechanical properties. In addition to elastic modulus, quantities such
as hardness, fracture toughness, and viscosity can be determined with NI methods.
A schematic of the basic NI apparatus is shown in Fig. 12.3a. Measurements involve
a probe tip, typically made of diamond with a defined geometry. Although tip shapes
such as spherical, conical, or cube corner can be used, the Berkovich (triangular
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Fig. 12.3 a Schematic of apparatus for instrumented (nano-) indentation experiments. b Example
of experimental NI results, showing the applied force P and the resulting sample deformation hNI.
The elastic indentation modulus M is determined by the slope of the initial unloading portion of
the curve, which is the tip-sample contact stiffness k∗ [Data courtesy of S. E. Campbell, NIST
(unpublished)]

pyramidal) geometry is most common. The stiff probe tip is pressed against the
sample with known force P and then withdrawn. The resulting vertical deforma-
tion hNI of the material is recorded throughout the entire cycle. Figure 12.3b shows
a typical force displacement curve obtained in NI experiments. Similar to contact
resonance AFM methods, a key element of NI is the tip-sample contact. However,
indentation approaches are arguably simpler, in that the load is applied perpendic-
ular to the sample and the resulting displacement in the same (normal) direction is
measured.

To determine the sample’s elastic properties, the initial unloading (retraction) por-
tion of the force displacement curve is examined. The tip-sample contact stiffness
k∗ is found from the slope in this region: k∗ = dP/dhNI. Values for the indenta-
tion or plane strain modulus Ms are obtained from the experimental values of k∗ by
use of the same contact mechanics models discussed above for contact resonance
spectroscopy AFM. Because the NI indenter tip is larger than that used in AFM (a
few micrometers), measurements of the tip shape and contact area are more accessi-
ble. Therefore, the direct comparison or referencing approach described for contact
resonance spectroscopy methods is not used. The reference ratio in Eq. 12.1 is
replaced by the general Sneddon relation,

k∗ = 2β

√
Ac

π
E∗, (12.3)

which relates the absolute contact stiffness k∗ to the reduced modulus E∗ and
the contact area Ac. Here, β is a constant (on the order of unity) that depends on
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the specific geometry of the tip. For an ideal or perfect tip of known geometry, the
contact area Ac is a function of the contact depth. However, because real tips are not
perfect, Ac is usually determined by calibration measurements on a reference mate-
rial of known modulus M to determine the so-called area function. Traditionally,
fused quartz is used for this purpose. The growth of NI measurements on polymers
and other soft materials may necessitate alternative area-function techniques. With
a known value of the tip-sample reduced modulus E∗ and measured values of k∗
versus deformation depth hNI, Eq. 12.3 can be solved for Ac as a function of hNI.
Measurements are then fit to a functional form, often a polynomial in orders of hNI.
Once the area function has been obtained in this way, indentation measurements are
made on the unknown material. The values of k∗ determined from the unloading
slope are combined with values of Ac from the area function to yield values of E∗ for
the test material from Eq. 12.3. Finally, the indentation modulus Ms of the sample is
determined from E∗ with use of Eq. 12.2 and knowledge of the tip modulus Mt .

The applied forces in NI are usually sufficiently large (micronewtons to millinew-
tons) that the resulting stress causes plastic as well as elastic deformation. This
means that NI techniques are destructive and permanently damage the sample. Plas-
tic deformation in nonideal materials such as biological tissues and polymers may
fundamentally alter the material beneath the indenter tip (e.g. compaction of colla-
gen fibers, displacement of water) and thus affect the measured modulus values. In
addition, the residual indent restricts the achievable lateral spatial resolution. Care
must be taken to ensure that the plastically deformed zone of a previous measure-
ment does not affect subsequent results. Given a typical indent area of approximately
one square micrometer, NI measurements must be spaced a few to several tens of
micrometers apart. Another consequence of the length and force scales characteristic
to NI is the constraint that they impose upon thin films. To ensure that the substrate
properties do not substantially influence the measurements, experiments usually
follow the rule of thumb that the deformation hNI should remain less than 10% of the
film thickness. As a result, measurements become increasingly challenging as film
thickness decreases below ∼1µm, and accurate measurements on films thinner than
a few to several hundreds of nanometers are very difficult, if not impossible. More
complicated analysis models that include substrate effects have been developed in
attempts to overcome this constraint.

Numerous refinements to the basic technique outlined above have been imple-
mented for improved measurement capabilities. For instance, AFM topography imag-
ing of both the probe and the indent can be performed to obtain precise information
about the tip shape and area function. Hybrid approaches that utilize nanoindentation
techniques on the AFM platform are also available for improved spatial resolution.
Additional effort has gone into the development of more sophisticated analysis pro-
cedures and correction factors [17, 22]. The above approach assumes the sample to
be perfectly elastic and plastic and thus works well for relatively stiff materials such
as metals and ceramics. However, more complex systems such as polymers present
measurement challenges (e.g. creep, pile-up), a result of their more pronounced vis-
coelasticity. To overcome such obstacles, modified or dynamic approaches such as
force modulation and continuous stiffness measurement have been developed [17,
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23, 24]. In addition, improved analysis models have been developed to incorporate
material time dependence [25].

In closing, we note that instrumented (nano-) indentation methods have become
sufficiently widespread and mature that technical standards have been established.
In this context, technical standards are formal documents that describe testing
methodologies or protocols for a measurement approach. Standards are developed by
committees of technical experts under the auspices of organizations such as ASTM
International (formerly the American Society for Testing and Materials) and ISO
(International Organization for Standardization). Standards exist for numerous meth-
ods to measure the elastic and other mechanical properties of bulk or macroscale
materials. In order for ultrasonic-based AFM methods to achieve widespread accep-
tance as practical measurement tools, it is very likely that standards concerning their
use will eventually be required.

12.2.3 Surface Acoustic Wave (SAW) Spectroscopy

A third approach for measuring near-surface elastic properties on the micro- to
nanoscale is surface acoustic wave (SAW) spectroscopy or SAWS [26–29]. The
excellent reviews in Refs. [27] and [29] provide much greater detail than given here.
It should be noted that SAWS is almost exclusively applied to determine the prop-
erties of thin supported films. SAWs are well suited for this purpose, because their
energy is concentrated at the surface and the rate of decay of energy away from
the surface is frequency dependent. As the SAW frequency increases, its energy is
concentrated more closely to the surface, so that the film’s elastic properties have an
increasing influence on the velocity. SAWS exploits this principle by measuring the
frequency dependence of the phase velocity, that is, the dispersion relation. Measured
dispersion relations are then compared with those predicted by analytical models for
wave propagation in order to determine the film’s elastic moduli.

SAW spectroscopy experiments typically involve the simultaneous generation
and detection of SAWs over a very broad frequency range. To obtain sufficient
measurement sensitivity for thin films (thicknesses of a micrometer or less), acoustic
wavelengths on the order of tens to hundreds of micrometers are needed, cor-
responding to acoustic frequencies of several hundred megahertz to a few giga-
hertz. Such frequencies are extremely high from a conventional ultrasonic testing
perspective. To meet these measurement challenges, approaches based on laser-based
ultrasonic methods are often used [27–29]. Besides enabling broadband generation
and detection of SAWs, laser-based ultrasonic methods are noncontacting, usually
nondestructive, and easily adapted to scanning. A commercial SAWS instrument that
utilizes a broadband piezoelectric detection method is also available [26, 30].

A schematic of an experimental apparatus for laser-ultrasonic SAW spectroscopy
is shown in Fig. 12.4. This particular instrument was created in our own laboratory
[28] but is similar to systems developed elsewhere [26, 27]. The SAW generation
source is a pulsed laser (wavelength λ = 532 nm, nominal full pulse width at half
maximum T ≈ 0.2 ns, repetition rate 20 Hz). The generation laser spot is focused
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generation and detection of SAWs are indicated by the two dashed boxes. CL cylindrical lens; SL
spherical lens; M mirror; PBS polarizing beamsplitter; λ/2, half-wave plate; λ/4, quarter-wave plate

onto the surface with a cylindrical lens, creating a line source several millimeters long
in order to minimize diffraction effects in the generated SAWs. The energy per pulse
(typically ∼50µJ or less) is sufficiently low that SAWs are generated thermoelasti-
cally, causing little or no damage to the sample. In this apparatus, the propagating
SAWs are detected by a path-stabilized Michelson interferometer incorporating a
continuous wave laser (λ = 1064 nm) and a high-frequency differential photodi-
ode. The interferometer measures the absolute amplitude of the SAW’s out-of-plane
displacement. Other optical detection schemes (e.g. Fabry–Perot interferometer,
knife edge) have also been implemented. Source and detector lasers at other wave-
lengths have been used for applications involving materials such as silicon with poor
optical absorption and/or reflectance at these wavelengths.

With the use of a translation stage beneath the sample, the relative distance
between the source (pulsed laser line) and the detector (interferometer spot) can be
easily changed. Data acquisition involves acquiring several waveforms of the SAW
displacement amplitude versus time as the source-detector separation x is incre-
mentally varied. Typically in our experiments, ten waveforms from x = 5 mm to
x = 15 mm are acquired. Figure 12.5a shows a waveform for a titanium nitride
(TiN) film on a silicon (Si) substrate. From measured waveforms such as this, an
experimental dispersion relation for the SAW phase velocity vphase versus frequency
f is calculated [26, 28]. The phase velocity is obtained by first calculating the phase
versus frequency of the waveform at each position x. From this, the cumulative phase
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Fig. 12.5 a Example of experimental SAWS results showing the displacement waveform for a
TiN film with thickness t = (287 ± 27)nm on a (100) Si wafer. SAW propagation was along the
Si 〈110〉 direction. b Calculated SAW dispersion relations for samples containing TiN films on Si
substrates. The curves represent SAW propagation in the Si 〈110〉 direction. The film thickness t for
each sample is as follows: #1: t = (287 ± 27)nm; #2: t = (348 ± 30)nm; #3: t = (793 ± 135)nm;
#4: t = (949 ± 150)nm; #5: t = (3330 ± 242)nm

spectrum�(x, f) is calculated by summing the incremental phase differences. Finally,
the dispersion relation for the phase velocity vphase versus frequency f is obtained with
the relationship vphase(f ) = 2π x f/�(x, f). The use of waveforms acquired at several
different positions minimizes the effects of scatter at any individual position and
reduces the experimental uncertainty in vphase(f). Figure 12.5b shows experimental
dispersion relations for TiN films of varying thickness on Si.

After calculating the dispersion relations, it is still necessary to interpret them
to determine values for physical properties such as the film elastic moduli, density,
and thickness. A common approach is Adler’s matrix method [31], in which the film
and substrate properties serve as input parameters to a wave propagation model that
predicts the dispersion relation. Predictions are compared to measurements, and the
input parameters are adjusted iteratively until optimum agreement is obtained. The
values of the physical properties that produce the best agreement between model
predictions and measurements are considered the film’s actual properties. In our
work, we used a Green’s-function approach to solve the inverse problem [28]. With
this approach, the film and substrate can be modeled as either elastically isotropic or
anisotropic and the corresponding properties determined. This approach also avoids
difficulties due to crossing branches or identification of the correct mode branch [31].

It is important to realize that SAW spectroscopy methods can be used to deter-
mine a variety of film properties: not only elastic moduli, but also film thickness and
density. This is because SAW propagation in a layered system, and thus the SAW
dispersion relation, is affected by all of these parameters to some extent. Dispersion
relations also possess different degrees of sensitivity to changes in different parame-
ters, which can affect the ability to determine parameters accurately. The number of
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parameters that can be determined from a given SAW dispersion relation depends
on its specific frequency dependence [26, 31]. Typically, values for only one or
two parameters are obtained. Input values for the remaining parameters must be pro-
vided, with the use of either literature values or values obtained from complementary
measurements. It should also be noted that SAWS methods usually interrogate a
sample region with lateral dimensions of a few square centimeters. Therefore, SAW
spectroscopy results represent the average properties of a much larger sample region
than that measured by either contact resonance spectroscopy or NI.

12.2.4 Other Techniques

Many other measurement approaches exist to characterize elastic and mechanical
properties on the nanoscale and microscale. The literature describing each method’s
physical principles, experimental and analysis techniques, and application to specific
material systems is extensive. Below, we briefly discuss a few of the most pertinent
approaches.

Closely related to contact resonance spectroscopy, ultrasonic force microscopy
(UFM) [32–34] is an ultrasonic-based AFM method that has achieved progress
toward quantitative measurement of elastic properties. UFM differs fundamentally
from contact resonance approaches because the tip and sample do not remain in con-
tact at all times, resulting in a nonlinear tip-sample interaction. The UFM variation
most suited to quantitative modulus measurement is differential UFM (d-UFM). In
d-UFM, the displacement or threshold amplitude necessary to drive the tip out of
contact is measured along with the corresponding force jump of the cantilever. The
difference in threshold amplitude for two applied forces is used to determine the
contact stiffness k∗. Values of the indentation modulus M are obtained from k∗ in a
fashion similar to that used for contact resonance spectroscopy. Although it can be
argued [35] that nonlinear d-UFM provides a somewhat more direct measurement
of k∗ than linear contact resonance methods, a complete uncertainty analysis of both
methods is required for strict comparison. For instance, UFM methods usually require
a contact mechanics model more complicated than that used in contact resonance
methods, involving several nonlinear parameters to model tip adhesion and jumpoff
[34]. Nonetheless, d-UFM methods have been used to determine quantitative val-
ues of contact stiffness [33] and elastic modulus [36–38] in systems ranging from
microelectronic interconnect [36] to nanotubes [38].

We also mention SAW-assisted SPM or SAW-AFM [39], a hybrid technique in
which interdigital transducers generate two counterpropagating SAWs at relatively
high frequencies (typically several hundred megahertz). The nonlinear interaction
between the SAWs creates a third SAW at the difference frequency (typically tens of
kilohertz), which is detected by the AFM tip. Phase images of the difference wave
provide the SAW phase velocity relation, from which elastic property information
with the spatial resolution of AFM can be obtained.

Another AFM-based technique that is widely used to obtain quantitative material
data is the force-distance (F-D) method [40, 41]. In F-D measurements, the cantilever
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tip is pressed into the sample by use of the AFM’s vertical (Z) piezoelectric actuator,
and the corresponding cantilever deflection is measured. The actuator motion is
converted into an applied force by calibration of the actuator and the cantilever
spring constant kc. The resulting plot of cantilever deflection or distance D versus
applied force F provides information about several material properties. In particular,
the tip-sample contact stiffness k∗ is found from the slope of F versus D. Quantitative
values of elastic modulus are determined from k∗ with the same contact mechanics
models described above for contact resonance spectroscopy and instrumented (nano-
) indentation. Because F-D measurement sensitivity is best when k∗ is less than
or comparable to the cantilever stiffness kc, F-D methods are typically suited to
compliant systems such as polymers and biomaterials. Although the point-by-point
nature of F-D seriously hampers acquisition speed, a recently introduced commercial
technique based on F-D principles promises rapid, quantitative imaging [42].

Other methods involve more conventional acoustic and ultrasonic approaches.
In many of these methods, the acoustic dispersion relation over a portion of the
frequency spectrum is determined experimentally. As in SAW spectroscopy, the dis-
persion relation can then be analyzed to determine elastic properties of thin films or
structures. Perhaps the most established and widely used of such methods is scanning
acoustic microscopy [43, 44], in particular the V(z) method involving SAWs with
frequencies from approximately 0.2 to 2 GHz. In this method, the voltage V of the
acoustic transducer is measured as a function of the distance z between the focus of
the lens and the specimen surface. Periodic variations in the V(z) curve can be used
to determine the ultrasonic velocity, from which the elastic modulus is obtained if
the film thickness and mass density are known. Also well established is Brillouin
light scattering (BLS) [29, 45], which employs optical methods to probe the ambient
population of acoustic phonon modes from about 0.3 to 30 GHz. Other related meth-
ods utilize ultrafast laser acoustic techniques [46, 47] in the approximate frequency
range from 0.1 to 1 GHz. Detailed reviews of these methods, both individually and
in comparison, are given elsewhere [29, 35, 46].

12.3 Relative Merits of Individual Methods

Above, we have explained the basic principles of several methods to determine
micro- and nanoscale elastic properties. While all of these methods have proven
their value in obtaining information about elastic properties, each may be considered
more or less suitable for a particular application. Before presenting studies in which
the measurement results from different methods were compared, we discuss some
of the advantages and disadvantages of the various techniques. The main points of
this discussion are summarized in Table 12.1.

The above measurement techniques vary significantly in their lateral spatial reso-
lution. For contact resonance spectroscopy methods, both lateral and depth resolution
are determined by the tip-sample contact radius ac. With a Hertzian contact mechanics
model, ac depends on the tip radius of curvature R, the reduced tip-sample modulus
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Table 12.1 Summary of comparison of main techniques discussed in this chapter for quantitative
measurements of elastic properties. Included for each technique are its primary merits or advantages,
potential limitations or drawbacks, and type(s) of systems to which it is typically applied. The
references denote sources of additional information.

Technique Advantages Limitations Main application References

Ultrasonic-
based AFM

• nanoscale resolution
• imaging capability
• nondestructive

• accurate methods
still under devel-
opment

• thin films
• nanostructures

[2], [5]

Instrumented
(nano-)
indentation

• nm to µm resolution
• methods well devel-

oped

• destructive
• point mapping

only

• films & coatings
• bulk materials

[16], [17]

Surface
acoustic
wave spec-
troscopy

• noncontact
• nondestructive

• limited spatial res-
olution

• no imaging

• films & coatings [26], [27]

E∗, and the applied static load F⊥. The lateral spatial resolution is determined by
the stress distribution surrounding the tip and is therefore not simply ac, but approx-
imately 2 to 3ac. For representative values of R, E∗, and F⊥, 3ac ≈ 10 nm to 20 nm
is a conservative estimate of the lateral spatial resolution [5]. In contrast, the spatial
extent of the plastically deformed zone in instrumented (nano-) indentation is of the
order of 1 µm under typical experimental conditions. As explained in Sect. 12.2.3,
SAW spectroscopy involves the collection of several ultrasonic waveforms, typically
spaced one or more millimeters apart. Therefore, the lateral resolution of this tech-
nique is of the order of a centimeter. This might be reduced to a few millimeters
through use of more sophisticated optical and mechanical equipment. The resolu-
tion of optical methods such as BLS is determined by the diffraction limit of the
focused light and is therefore approximately 0.5 to 1µm. The resolution of scanning
acoustic microscopy is also constrained by diffraction-limited focusing, but in this
case ultrasonic waves are focused. For high-frequency (gigahertz) operation, ultra-
sonic spot sizes of a few micrometers can be achieved. Comparing the resolution of
the different techniques, it can be seen that AFM methods provide at least one to two
orders of magnitude higher lateral resolution than other methods. With this in mind,
the interest in AFM methods for modulus measurements is hardly surprising.

The different methods also vary in their suitability to different material systems.
In terms of absolute modulus, contact resonance spectroscopy has been successfully
applied to systems with modulus ranging from a few gigapascals to a few hundred
gigapascals. To obtain the maximum measurement sensitivity over this wide range,
it is important to employ a cantilever with spring constant suited to the given mate-
rial compliance [5]. Instrumented (nano-) indentation methods have been used for
measurements over a fairly similar modulus range. Because NI methods use a dia-
mond tip (Mt ≈ 1150 GPa), they are arguably better suited than ultrasonic-based
AFM methods (Mt ≈ 165 GPa for a silicon tip) for samples with modulus val-
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ues greater than approximately 100 GPa. Nonetheless, SAW spectroscopy outshines
both of these methods in the limit of extremely stiff materials such as wear-resistant
coatings. Any method based on contact mechanics is difficult to apply in cases where
the compliance of the probe tip is similar to (or even less than) that of the sample. As
a noncontacting method, SAWS furthermore does not suffer from tip wear effects on
hard materials. In terms of sample thickness that can be measured, the small depths
probed by ultrasonic-based AFM methods means they can be applied to systems
ranging from ultrathin supported films (as low as ∼50 nm [21]) to bulk samples.
Similarly, instrumented (nano-) indentation can be applied to bulk materials and
films thicker than a few hundred nanometers. In contrast, SAWS methods are appro-
priate for films and coatings only, but can be applied to systems with a wide range
of film thicknesses (tens of nanometers to many micrometers).

Another factor to consider when choosing a method for measurement of elastic
properties is its relative destructive or nondestructive nature. Ultrasonic-based AFM
techniques, even those that use contact mode, generally do not involve stresses suf-
ficient to permanently damage the sample. Although this statement holds true for
measurements on stiffer materials, it may be necessary to modify existing contact
resonance techniques to prevent damage as they are applied more frequently to com-
pliant materials such as polymers. Other AFM methods are typically nondestructive,
except for AFM-based nanoindentation that induces plastic deformation by means
of a diamond tip and relatively high applied forces. Similarly, instrumented (nano-)
indentation methods are almost always destructive. SAW spectroscopy is typically
nondestructive due to the optical nature of the source and detector, but material
damage can occur from ablation by the source laser. More conventional acoustic
and opto-acoustic methods (SAM, BLS, ultrafast acoustics) are generally noninva-
sive and nondestructive. Scanning acoustic microscopy requires immersion of the
sample in water or other acoustic couplant, which may be problematic for some
materials.

It is beyond the scope of this chapter to provide a complete uncertainty analy-
sis of each measurement method, but some general comments can be made. Earlier
calculations of absolute accuracy with contact resonance spectroscopy [10, 48] gave
conservative estimates as high as 40%. However, when the uncertainty is considered
as simply the scatter in individual measurements, experiments achieve standard devi-
ations as low as ±1% [5]. There are many reasons for the variation in uncertainty
from experiment to experiment, for instance, sample smoothness or uniformity, the
amount of tip wear during measurements, and assumptions made in the data analysis
concerning tip shape. The lowest values of uncertainty are often achieved in imaging
experiments, which yield very large numbers of measurements for statistical analysis.
In comparison, rigorous analysis of instrumented (nano-) indentation methods [48]
indicates that they can achieve overall accuracies of approximately ±5 to ±10%. In
SAW spectroscopy methods, absolute measurement accuracy of the acoustic wave-
forms has been estimated to be much less than one percent [26, 28]. However, the
nonlinear fitting approach used to determine elastic-property values makes it diffi-
cult to convert this into a modulus uncertainty. Furthermore, the uncertainty of the
elastic properties determined by the model depends significantly on assumed values
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and accuracy of many input parameters (film thickness and density, substrate elas-
tic properties and density). However, experiments often achieve precision of a few
percent.

Lastly, we consider the extent to which different methods have been commer-
cialized. A commercial AFM with contact resonance spectroscopy functionality has
been available for several years [6]. More recently, other approaches for contact reso-
nance AFM measurements have been implemented in commercial instruments [6–8].
However, the evolution of contact resonance from a research technique in academic
laboratories to a practical tool in industrial settings has just begun. Other ultrasonic-
based AFM methods such as UFM and SAW-AFM remain as laboratory methods
based on custom modifications to commercial AFMs, although the required modi-
fications are generally not too difficult to implement. Because instrumented (nano-)
indentation is more mature as a technique and is widely used in the industry, turnkey
NI tools are readily available from a number of companies. At least one commercial
SAWS instrument exists [30], and this method has gained some industrial acceptance
for advanced product development. Several brands of commercial scanning acoustic
microscopes also exist, again in part due to the relative maturity of the technique.
The other optical and acoustical methods mentioned in Sect. 12.2.4 (BLS, ultrafast
laser acoustics, etc.) are still considered primarily research laboratory techniques,
involving extensive customized instrumentation.

12.4 Results of Measurement Comparisons

In this section, we summarize the results of several studies involving direct inter-
comparison of contact resonance spectroscopy and other measurement techniques.
This discussion is not intended to serve as a comprehensive review of contact res-
onance measurements, which is available elsewhere [5, 35, 49]. Indeed, given the
burgeoning interest in contact resonance methods as evidenced by a growing num-
ber of publications, it is now almost impossible to maintain a complete, up-to-date
summary. It should be noted that many comparison studies involved model systems
such as blanket thin films. Such systems facilitate comparison with other methods
that possess inferior spatial resolution. Quantification of truly nanoscale elastic prop-
erties with ultrasonic-based AFM has been showcased in other studies on structures
such as nanowires and nanotubes [50, 51], piezoelectric and nanocrystalline films
[48, 52], and micro- and nanocomposites [11, 53, 54].

Figure 12.6 shows a relatively early comparison of measurement results. The bar
graph compares experimental values of the indentation modulus M obtained with
three different methods: CR-FM point measurements (equivalent to AFAM); instru-
mented (nano-) indentation (NI); and surface acoustic wave spectroscopy (SAWS)
[55]. The samples consisted of supported thin films that ranged in thickness from a
few hundred nanometers to a few micrometers. The film materials comprised rela-
tively stiff metals and ceramics with modulus values from approximately 50 GPa to
more than 200 GPa. The graph shows that the values obtained by the various meth-
ods are in good agreement, with differences of less than 10% for all samples. It is
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Fig. 12.6 Indentation modulus M of thin supported films obtained by contact resonance force
microscopy (CR-FM), instrumented (nano-) indentation (NI), and surface acoustic wave spec-
troscopy (SAWS). The thickness t of each film was determined by cross-sectional SEM analysis or
by stylus profilometry methods. Film materials include fluorinated silica glass (FSG), amorphous
hydrogenated silicon carbide (α-Si1−x Cx :H), aluminum (Al), niobium (Nb), and nickel (Ni). The
error bars represent one standard deviation of the individual measurements

important to remember the characteristic length scale for each technique: ∼10 nm
for AFAM, ∼1µm for NI, and ∼1 cm for SAWS.

Another study [56] compared measurements with four different techniques on
a nanocrystalline nickel film (thickness t ≈ 800 nm) deposited on silicon: AFAM,
SAWS, NI, and microtensile testing (not discussed here). Because the external forces
in microtensile testing are applied in the plane of the film, it primarily senses the
in-plane or transverse elastic properties. The normal (out-of-plane) forces used in
NI and AFAM mean that these techniques probe a different combination of elastic
properties, while the ultrasonic strain fields in SAWS sense a third combination.
Values obtained by AFAM and NI for the indentation modulus (220 to 223 GPa) and
by SAWS for Young’s modulus (177 to 204 GPa) were lower than those theoretically
predicted for randomly oriented polycrystalline nickel. The observed behavior was
attributed to grain-boundary effects in the nanocrystalline film. In addition, the differ-
ent measurement results were not self-consistent when interpreted assuming elastic
isotropy. Agreement was improved by adopting a transversely isotropic model cor-
responding to the film’s preferred 〈111〉 orientation and reducing the elastic moduli
by 10 to 15%. The SAW spectroscopy results indicated that the film density was
1 to 2% lower than expected for bulk nickel, consistent with models for nanocrys-
talline materials. Similar reductions in modulus and density were observed for two
additional films approximately 200 nm and 50 nm thick when measured with AFAM
and SAWS. These results illustrate how complementary methods can provide a more
complete understanding of film properties.

In another study involving blanket thin films [57], contact resonance spectroscopy
methods were used for point measurements on low-k dielectric thin films. Several
amorphous hydrogenated silicon carbide (a-SiC:H) and oxycarbide (a-SiOC:H) films
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(thickness t ≈ 500 nm) on silicon substrates were created by plasma-enhanced vapor
deposition. Different films were created by varying the combination of precursor
gases used for deposition (SiH4, methylsilanes, H2, He, etc.). Contact resonance
experiments were performed while the applied load F⊥ was varied. Several contact
mechanics models were applied to the entire curve of contact stiffness k∗ versus F⊥
to extract best-fit values of the modulus M. From the contact resonance values of M,
values for Young’s modulus E were obtained from the relation M = E/(1 − ν2)

with Poisson’s ratio ν = 0.25. The values of E obtained in this way ranged from
approximately 10 to 160 GPa. The modulus values ECR measured by contact reso-
nance methods were compared directly with the values EPLA determined by picosec-
ond laser acoustic methods [47]. The average deviation between measurements as
defined by the quantity |1 − EC R/EPLA| was 23%. Possible reasons for this system-
atic discrepancy (e.g. value used for ν, length scale effects, material inhomogeneity)
were not explored. The results nonetheless represent reasonably good agreement,
given that the two methods are based on very different physical concepts. These
results also highlight the versatility of contact resonance methods to determine local
modulus over a wide range (∼1 to >100 GPa).

An extensive comparison was performed on specimens of nanocrystalline nickel
fabricated by pulsed electrodeposition [58]. Processing steps such as the length
of post-deposition anneal were varied in order to obtain different average grain
sizes. AFAM measurements of the indentation modulus M were compared to
results obtained by NI. The first set of experiments involved five specimens with
average grain diameter from approximately 155 to 480 nm. The values of M obtained
by AFAM and NI were similar within the measurement uncertainty. However, the
AFAM and NI modulus values were lower than those determined by ultrasonic veloc-
ity measurements, which were comparable to those for coarse-grained nickel. The
AFAM values displayed relatively large scatter in measurements (20 to 30%). In a
second set of experiments with five additional specimens, the grain size varied from
about 14 to 68 nm. For these samples, AFAM values for M were systematically higher
than those obtained by NI, even when the measurement uncertainty was included.
The results are consistent with the fact that AFAM and NI measurements probe a
few grains (or even single grains), while ultrasonic measurements yield an effective
modulus averaged over numerous grains. Moreover, nanocrystalline materials con-
tain significant amounts of intercrystalline material with lower modulus than that
of the crystalline grains. These facts were used together to explain the systematic
differences in measurements by different methods. This work emphasizes that inter-
comparison measurements should not always be expected to yield identical results,
due to the different length scales probed by different methods.

Other work [37] compared measurements by different methods on micro- to nano-
sized structures. Study of small structures was possible in this case because both
the techniques involved, namely contact resonance spectroscopy and differential
UFM (d-UFM), provided nanoscale spatial resolution. AFAM point measurements,
CR-FM modulus mapping, and d-UFM experiments were performed on tin oxide
(SnO2) nanobelts approximately 900 nm wide, 45 nm thick, and several microme-
ters long on silicon. As determined by electron backscatter diffraction, the surface
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normal of the nanobelt was parallel to the (102) reciprocal lattice vector. Inden-
tation modulus measurements yielded values of Md-UFM = (151 ± 14)GPa and
MAFAM = (154 ± 18)GPa. It is interesting to note the difference in depth probed
by the two methods. For AFAM, applied forces between 0.6 and 1.8µN resulted in
a probed depth of about 45 to 60 nm; in d-UFM, applied forces from 25 to 125 nN
resulted in estimated depths of 14 to 24 nm. The good agreement between the contact
resonance and d-UFM results provides confidence in the accuracy of both methods
for comparison with other approaches. However, these modulus values were signif-
icantly lower than the value M = 358 GPa for the (102) direction predicted from
the bulk single-crystal elastic constants of SnO2. The observed behavior was consis-
tent with previous studies in which instrumented (nano-) indentation measurements
yielded MN I = (66±10)GPa for a (IOT)-oriented SnO2 nanobelt, much lower than
the predicted value of 308 GPa. Structural and compositional characterization with
Auger electron spectroscopy and electron backscatter diffraction did not indicate any
difference between the nanobelts and bulk SnO2 in terms of porosity, stoichiometric
ratio, or average density. This work exemplifies a prime driver for the development of
ultrasonic-based AFM methods, namely for modulus measurements on new micro-
and nanomaterials that cannot be accessed by more conventional techniques.

Comparison of any new or emerging measurement technique with more estab-
lished methods is a necessary step in its development. Obtaining agreement between
different methods, or understanding the reasons for disagreement, validates exper-
imental and analysis procedures for quantitative measurements. Comparisons such
as those described above establish a high level of confidence in the ability of
contact resonance spectroscopy methods to provide accurate mechanical property
information.

12.5 Summary and Outlook

In this chapter, we have summarized concepts for quantitative measurement of
modulus at the nanoscale with ultrasonic-based AFM techniques. Contact reso-
nance spectroscopy approaches, encompassing such methods as AFAM, U-AFM, and
CR-FM, were emphasized. Basic principles of complementary techniques were also
described, in particular instrumented (nano-) indentation (NI) and surface acoustic
wave spectroscopy (SAWS). Relative advantages and disadvantages of individual
techniques were considered in the context of other methods. Results of direct mea-
surement comparisons between contact resonance spectroscopy and other approaches
were presented. In many cases, it was found that within the measurement uncertainty,
values obtained by contact resonance methods agreed well with those obtained by
more conventional approaches. In cases where the results from different techniques
did not agree, discrepancies could usually be attributed to the difference in length
scales probed by the techniques. This highlights a strength of ultrasonic-based AFM
methods, namely their exquisite spatial resolution. When taken together, the numer-
ous comparison studies performed in the past decade establish the validity of contact
resonance spectroscopy methods as a means for measurement of elastic properties.
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As shown in this and in preceding chapters, ultrasonic-based AFM methods
have reached sufficient maturity that they can be confidently used as a quantita-
tive tool. Yet, room for improvement remains. Extensions and refinements to cur-
rent procedures could yield better measurements: more accurate, more precise, over
a wider modulus range, or for thinner films. Examples of improvements include
custom-fabricated cantilevers for enhanced sensitivity and robust tips to minimize
tip wear. Refinements to current idealized models for cantilever dynamics and contact
mechanics could also be made, for example, to more realistically describe the
tip-sample interaction at lower applied loads in the presence of adhesive forces.
Intercomparisons with other methods will remain necessary in order to ensure the
validity of new techniques as they evolve and emerge.

Several areas for future research with ultrasonic-based AFM methods relate to the
themes of this chapter. For example, instead of further studies that directly compare
modulus measurements with different techniques, work to integrate measurements
made on different length scales could prove extremely valuable. Multiscale models
could be used to relate the nanoscale properties measured with AFM methods to the
micro- and macroscale properties and performance determined by more conventional,
larger scale methods. In this way, a richer understanding of heterogeneous systems
ranging from composites to biomaterials could be obtained.

Many new and emerging applications involve compliant materials such as poly-
mers and biomaterials, and there is widespread interest in nanomechanical map-
ping of such systems. Yet, highly compliant materials present numerous challenges
to the original ultrasonic-based AFM approaches developed for stiff materials.
It remains to be seen just how fully ultrasonic-based AFM methods can satisfy the
need for accurate nanomechanical measurements of soft materials. It is likely that
a number of refinements and modifications to existing approaches will be required.
For instance, sub-micronewton static forces are typically needed to prevent sample
damage, requiring the use of more compliant cantilevers (spring constant kc ∼ 1 N/m
or lower). Measurements may involve higher order eigenmodes in order to optimize
the sensitivity of such cantilevers at low load. However, adhesion and damping forces
become more significant for lower applied forces, necessitating more sophisticated
contact mechanics models for correct data analysis.

Moreover, many new applications target knowledge of not only elastic proper-
ties, but nanoscale viscoelastic properties as well. Progress has been made toward
viscoelastic measurements with various other AFM approaches [59]. In recent col-
laborations with other groups, we have begun to explore the potential of contact
resonance spectroscopy for quantitative viscoelastic measurements [60, 61]. Initial
results are promising, but further effort is essential to demonstrate the validity of our
methods and to determine their limits of applicability. Intercomparisons similar to
those described above for elastic properties are essential in this endeavor. Likely
candidates for careful comparison studies include instrumented (nano-) indenta-
tion and dynamic mechanical analysis (DMA) or its microscale counterpart. As
discussed above, the length scale of different measurement methods must be taken
into account for accurate comparisons. Moreover, because viscoelastic effects are fre-
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quency dependent, each method’s characteristic time scale must also be considered,
further complicating matters.

It is hoped that the information presented here provides readers with confidence
in ultrasonic-based AFM as a tool for nanoscale mechanical measurements and stim-
ulates them to apply these methods to their own research. A growing body of work
by groups worldwide points to the utility of ultrasonic-based AFM methods for a
wide range of applications. By providing quantitative nanomechanical information
for a variety of material systems, ultrasonic-based AFM techniques will contribute
to the rapid growth of nanoscale materials science and will play a significant role in
future nanotechnology efforts.
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Chapter 13
Data Processing for Acoustic Probe Microscopy
Techniques

F. Marinello, D. Passeri, P. Schiavuta and E. Savio

Abstract One of the merits of acoustic probe microscopy techniques is the possi-
bility of exploiting traceable quantitative mechanical characterization of surfaces. To
this end, after measurement proper data processing is needed in order to eliminate or
compensate artifacts and distortions and eventually optimize extrapolated informa-
tion. This chapter discusses the main points of data post processing, providing hints
and strategies for repeatable analysis of surface data sets.

13.1 Introduction

Extrapolation of quantitative results from a measurement is the result of a set of
operations, and in particular proper instrument setup, reproducible measurement
conditions, instrument calibration, data processing. This is even more important
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in the case of Scanning Probe Microscopes (SPMs), where new measuring tech-
niques (high temperature, fast scanning, near-field measurements) and new field of
applications (as biological samples, polymers, soft materials, nanoparticles, unstable
interfaces, heterogeneous composite materials, etc.) are frequently introduced, and
where standard procedures are still far from being defined.

An optimal measurement setup encompasses a number of factors:

• sample preparation
• sample installation and fastening
• probe preparation, functionalization and protection
• instrument insulation
• scanning parameters setting

Such factors are very much depending on the analyzed sample and on the specific
implemented scanning technique. Most of these issues have been treated for spe-
cific acoustic techniques (as for instance ultrasonic force microscopy [1–4], atomic
force acoustic microscopy (AFAM) [5–8], microdeformation microscopy [9–11],
scanning near-field ultrasound holography [12–15]) and for specific fields of appli-
cation (polymers and thin films [16–18], biological [19–21] and other samples) in
the related chapters of this book.

Calibration is the fundamental step for achieving traceable quantitative measure-
ments. A number of publications discuss calibration of geometrical AFM charac-
teristics for exploitation of dimensional measurements [22–24]. On the other hand,
calibration of other signals from SPMs have to be specifically calibrated as discussed
in the chapters of this book and in other publications [5, 7, 25].

Data processing closes the chain from the instrument to the measurement result.
Indeed data processing allows compensation of distortions, filtering and segmenta-
tions of surface regions, and eventually extrapolation of quantitative parameters.

In the following data processing is discussed, keeping a general approach valid
for different acoustic microscopes and also presenting specific examples taken from
the AFAM technology.

13.2 Basic Terminology

This chapter starts with a summary of most recurrent and important terms
(Table 13.1). These will be of help for a proper comprehension and correct inter-
pretation of the topics discussed in the following. In particular, the pixels matrix
presented in the last row is the model commonly used by commercial instruments
and analysis software for topography representation [26, 27].
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Table 13.1 Basic terminology for data processing [28]

Representation Description

Surface topography measurements are
achieved by scanning a probe over a surface.
The probe is generally made of silicon and
consists of a sharp tip sticking out of a
cantilever

The probe is scanned over the surface in a
raster fashion. Surface topography is recon-
structed through a collection of parallel pro-
files

Normally, two main directions are used to
describe SPMs probe movement: x, the so-
called “Fast Scan Direction”, parallel to the
profiles, and y the “Slow Scan Direction”,
perpendicular to the first one. Each profile is
normally scanned twice: one forward and one
backward. The two movements are normally
indicated as “scan” or “trace” and “back-
scan” or “retrace”

Surface is eventually characterized by an
array of points (often referred to as pixels)
called “image”. Positions i, j in the matrix
correspond to physical positions x, y in the
surface. The value stored in i, j cell of the
matrix is the vertical elevation z

13.3 Distortions and Artifacts

All SPMs generate results that are affected by a number of error sources. An identi-
fication and organization of the main distortions occurring during acoustic imaging
is proposed in Table 13.2. Lines within the table are dotted on purpose: even if a
main source has been identified, generally those distortions have to be regarded as
the result of multiple interactions rather than the effect of a single direct origin.
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Table 13.2 Main distortions in acoustic scanning probe microscopy

Source Effect Distortion

Scaling
Scanning system crosstalk and bow effect

non-linearity Geometrical
creep overshoots
Installation slope

Probing system convolution
and tip artifacts Geometrical/acoustic
sample topography noise
Acoustic wave generator Acoustic drift acoustic
and feedback acoustic shift

noise
Environment drift

noise Geometrical/acoustic
Data-processing Filtering

levelling Geometrical/acoustic

This table is divided by the sources that originate the problem; five main sources
can be identified in acoustic SPM techniques: the scanning system, the probing in
concert with the sample topography, the acoustic wave generator with the feedback
system, the environment, and the image processing. The “environment” class stands
for those phenomena coming from the complex instrument-operator-room system
and affecting the measurement operation.

A number of publications discuss the issue of geometrical distortions [28–38],
for such reason here the focus is kept on acoustic imaging.

13.4 Drift and Leveling

A typical software operation performed on SPM measurements is data leveling. The
aim of this correction is to remove the installation slope, i.e., the tilt occurring between
the microscope x − y scanning plane and sample surface. Such tilt is typically lower
than 5◦, but accurate sample positioning can reduce the tilt to angles lower than 1◦
[28–32].

Data leveling is also implemented in order to compensate distortions introduced
by vertical drift. Drift is the gradual uncontrolled movement of the system over time,
normally more accentuated along the slow scan direction. It is not easy to uniquely
define sources of drift, but most probably one of the primary causes has to be ascribed
to changes in temperature and in temperature gradients. Most microscopes are cov-
ered and many are insulated or placed in a temperature-controlled environment, but
anyway it is difficult to achieve drift to velocities lower than 30–60 nm/h. This means
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Fig. 13.1 AFAM measurement of a SiO2 step on a Si wafer: topography (a) and local resonance
frequency map after (b). In the second row three-dimensional rendering of the areas evidenced with
the dashed line square both for topography (c) and resonance frequency (d)

that uncontrolled relative movements between the tip and the surface occur, with a
speed in the order of a nanometer per minute. Acoustic SPM characterizations are
normally quite slow, especially when the resonance spectrum is acquired point by
point. Therefore, considerable drift distortions may occur. The effect of drift is clearly
visible on topography, and also the acoustic map undergoes to some distortions due
to small variations in the position of the probe relative to the sample surface. An
example is given in Fig. 13.1, where a measurement of a silicon dioxide (SiO2) step
on a silicon (Si) wafer is reported. The average roughness Sa of the surface both for
the silicon and for the silicon oxide is less than 0.3 nm, however, a close look to the
surface (see the three-dimensional rendering in Fig. 13.1c) evidences relative shifts
in a range of ±1 nm between subsequent profiles along the slow scan direction y.
Correspondingly, relative shifts between subsequent profiles can be recognized in the
three-dimensional rendering of the acoustic map in a range of ±2 kHz (Fig. 13.1d).

Such distortions can be partially compensated during data processing. In particular
correction of single profiles (normally implemented in commercial SPM software
such as [26, 27]) is in general applicable. Each profile is fitted with a polynomial
function, which is afterwards subtracted to the generating profile [28–32].
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(a) (b) (c)

Fig. 13.2 AFAM measurement of glass fibers on a polypropylene matrix (a). After first degree data
leveling drift is compensated, but a depressed blue region appears in the center (b). Data leveling
looks correct if the area of the fibers (enclosed by the dashed line) is excluded by the polynomial
function computation of the single profiles

The polynomial can be:

• a zero degree function: in this case all the profiles are set to the same average
height;

• a first degree function: in this case profile by profile the best fitting line is calculated
and subtracted, resulting in a compensation of any tilt distortion;

• a second or higher degree function: in this case the best fitting curve is calculated
profile by profile and subtracted, resulting in a compensation of any tilt or curvature
distortion.

Normally second or higher order compensation should be avoided: indeed they
alter the average distribution of data, therefore they should applied only if a reasonable
physical meaning is associated to the choice, as discussed for the case of the bow
second degree distortion discussed in next Sect. 13.5.

It is worth to note that in case of non-homogeneous surfaces, as in the case of het-
erogeneous compounds, correction of single profiles has to be carefully implemented.
Indeed, the presence of isolated areas with an average value even only slightly higher
or lower than the rest of the surface can distort the computation of the best fitting poly-
nomial function. An example is reported in Fig. 13.2, where an AFAM measurement
of glass fibers on a polypropylene matrix is reported. Drift distortions are clearly
visible in the first image as light blue lines parallel to the ruler (Fig. 13.2a). After a
first degree data leveling, drift distortions disappear, but a blue region appears in the
center (Fig. 13.2b): this is due to a bad polynomial function computation of the single
profiles, altered from the presence of the glass fibers (red regions) which exhibit an
average frequency value definitely higher than the surrounding polypropylene matrix
(blue region).

Proper data leveling in general can be carried out excluding from the polynomial
function computation of the single profiles regions with higher or lower average val-
ues. To exclude surface areas from computation it is sufficient to apply segmentation
operations (commonly implemented in commercial software), typically based on
local average values or on local gradients. This is how the map reported in Fig. 13.2c
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Fig. 13.3 Representation of
a tube scanner movement
producing a paraboloidal
trajectory and causing a bow
distortion

was got, excluding from the computation the area of the glass fibers enclosed by the
dashed line (Fig. 13.2c).

13.5 Bow Effect and Installation Slope

A combination of nonlinearity associated with coupling between the vertical axis
and the x − y directions is frequent, known as bow distortion. This is a nonlinear
scan artifact that has the appearance of a false curvature superimposed to the actual
specimen topography. This kind of artifact is not due to hysteresis phenomena, but
due to the particular probe movement, associated in particular with tube scanner
architectures. In fact the tip raster scan pattern is achieved by lateral bending of the
piezo-tube: this movement is not horizontal but follows a curved trajectory with a
radius of curvature generally in the order of some tens of millimeter [22, 38].

In Fig. 13.3, a representation is given of the spherical or paraboloidal movement
(depending on the scanner architecture) causing bow artifacts.

The influence of the bow distortion is in general negligible when measurements
are performed in reduced scan ranges, but gets more severe as the scanning range
increases. This is true not only when topography is acquired, but also when secondary
signals are revealed. In fact, in particular when constant height measurements are
carried out, the spherical or paraboloidal trajectory causes a variation of the angle
between the cantilever and the surface. Evidently, the same problem arises whenever
the probe is scanned in an horizontal trajectory but symmetrically the surface exhibits
a curved shape. In such cases the variation of the angle causes a variation of the
projection of the distance between the contact point located at the tip apex and the
chip, with an effect well described in the case of AFAM in [39] and summarized by
the graph reported in Fig. 13.4.

The same problem arises whenever the SPM for acoustic mapping is calibrated
with a specific calibration standard and afterwards the calibration is used to get quan-
titative measurements from other samples. Normally it is very difficult to position
surfaces always with the same installation slope with respect to the cantilever. For
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Fig. 13.4 Effect of cantilever
incidence angle α0 relative
to the surface on contact
stiffness k* computation, for
three different probes with
different lengths as indicated
in the legend [39]

that reason the installation slope both for the calibration surface and for other sam-
ples has to be recorded: this can be done simply measuring the tilt of the best fitting
plane. Angles have to be compared and eventually compensated when applying the
conversion models, in order to avoid errors which can rise up to a few percents.

13.6 Tip Geometry

Acoustic SPM techniques can provide not only qualitative but also quantitative map-
ping of surface mechanical properties. However, extrapolation of quantitative data is
not trivial: indeed acoustic measurements are influenced by many parameters which
may significantly increase uncertainty. Influencing parameters can be divided into
two main groups: constant and nonconstant. Parameters related to the probe cantilever
can be regarded as constant, including cantilever length, stiffness, or incidence angle.
On the other hand, tip-related parameters should be better regarded as nonconstant
parameters: in fact, as a consequence of severe interaction between the probe and
the surface, tip undergoes significant wear phenomena during scanning (Fig. 13.5).
Conversely, only minor wear phenomena are recognized on sample interface.

The tip geometry plays a double role on imaging distortions. First, from a geo-
metrical point of view, the tip shape convolutes with the sample surface causing a
topography dilation. Second, the tip radius variation enters the conversion model
for mechanical characterization causing an apparent increase in contact stiffness
estimation.

13.6.1 Geometrical Dilation

A basic principle in Scanning Probe Microscopy (with the only exception of Scan-
ning Tunneling Microscopy) is that the probe senses the presence of features with
dimensions smaller than 1/2–1/10 the tip apex radius R or the tip apex contact radius
ac but cannot image them with a sufficient resolution. Indeed, due to the tip width,
the tip flank touches the sample before the tip apex (Fig. 13.6). Since the image is
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Fig. 13.5 Scanning electron
microscope image of a silicon
tip: after a few hours of AFAM
measurements, the tip apex
looks more like a flat punch
rather then a cone

Fig. 13.6 Schematic view of
surface convolution

created only by the position of the tip apex, the measured topography is different
from the sample topography; this means that the apex is not always the actual contact
point, originating a dilation distortion [17].

As a result, the imaged topography is the replica of the surface obtained if an
inverted tip is placed at all points on the surface. The envelope produced by these
inverted tip images is the image of the surface [32, 41] as represented in Fig. 13.7.

A schematic representation is sketched in Table 13.3. The example simulates the
effect of four probes with a flat punch apex exhibiting different geometries (cir-
cular, square, triangular, and irregular) and different average apex contact radius,
when scanning over three circular features with diameters of 25, 100, and 400 nm,
respectively.

As evidenced by the simulations, the convolution dilates the geometries, with
an influence which is more evident when small details are to be analyzed, or when
relatively large tips are used. A second effect is the blurring of the features edges,
more evident not only when tips are relatively large, but also when the probe exhibits
an irregular apex shape.

In the case of acoustic SPM techniques probes with a tip radius R in the range
5–50 nm are normally implemented: this means that features smaller than some tens
of nanometers are not properly imaged.
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Fig. 13.7 Image formation after topography dilation

From a mathematical point of view, with reference to Fig. 13.7, Z, S, and P are
the sets of which the function z, s, and p are the respective tops. P is defined as the
reflection of the tip, through the origin.

The amount of dilation depends on the shape and orientation of the probe as well
as on the surface topography. The description the dilation process can be defined
through Eq. (13.1):

Z = S⊕P (13.1)

The operator ⊕ is used to indicate the convolution; it can be more extensively
expressed as (13.2):

z(x, y) = max
(u,v)

[s(x − u, y − v)+ p(u, v)] (13.2)

where u and v are the components of a vector defining the translation related with
the convolution phenomenon.

Partial compensation for dilation (deconvolution operation) can be achieved
through erosion operations, as described by Villarrubia [17]. Erosion is not the inverse
operation of dilation, but the dual of the dilation.

In fact, although it is not possible to define an actual contour of those surface
regions not touched by the tip during scanning, an approximation Sr of the real
image of the sample surface can be evaluated as follows (Eqs. (13.3) and (13.4)):

S = Z�P (13.3)

The deconvolution operator � can be more extensively expressed as:
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Table 13.3 Simulations on effect of different tip apex sizes and geometries on an acoustic SPM
measurement

Tip apex 
shape

Contact 
radius ac

Circular 
shape

Square 
shape

Triangular 
shape

Irregular 
shape

Low wear 
ac = 50 nm

Low wear 
ac = 100 nm

Low wear 
ac = 200 nm

sr (x, y) = min
(u,v)

[z(x + u, y + v)− p(u, v)] (13.4)

In particular when small features area or segmentation are needed with high
accuracy, proper deconvolution procedures are needed. Erosion procedures have to
be applied separately for topographies and for acoustic images. For this reason two
reflections P of the tip are needed: a physical reflection PP of the tip for topography
and an acoustic reflection PA for deconvolution, respectively, of topography and of
the acoustic map. For reverse imaging of tip reflection PP , several papers have been
reported and proper samples are also available featuring high aspect ratio and sharp
nanostructures (as for instance niobium oxyde nano-needles) [28, 32, 40, 41]. With
regard to acoustic tip reflection there is still a lack of knowledge, however, extending
physical tip principles, an ideal sample would feature very flat (say with an average
roughness Sa less than at least one tenth the radius of curvature of the tip) and soft sur-
face (as for instance a polymer) with stiff nanostructures (say with a diameter smaller
than at least half of the contact radius ac) embedded at the interface. Software tools
for reconstruction of tip reflection are already implemented in commercial software,
as for instance in [26, 27]. An example is reported in Fig. 13.8, where together with
the topography of a Styrene Butadiene Styrene (SBS)-Poly(methyl methacrylate)
(PMMA) polymer blend (Fig. 13.8a), the acoustic map is reported before (Fig. 13.8b)
and after deconvolution (Fig. 13.8c). After deconvolution SBS phase (green islands
in the red PMMA matrix) appears slightly shrunk, with dimensions better fitting the
topography appearance. In the second row, representations of the physical tip apex
shape (Fig. 13.8d) and of the acoustic tip (Fig. 13.8e) are reported. They were both
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Fig. 13.8 Topography (a) and mechanical map (b) of a PMMA/SBS polymer blend surface. After
deconvolution (c) SBS islands appear slightly smaller and better defined. In the second row three-
dimensional rendering of the physical tip (physical reflection PP ) and of the acoustic tip (PA)

obtained by means of a blind tip reconstruction through the commercial software
SPIP™ [26] implementing the algorithm described by Villarrubia [17].

It is worth to note that such blind tip reconstruction and subsequent deconvolution
are applicable in particular when low noise measurements are taken and when scan
resolution is comparable with tip apex dimensions. In case of noisy measurements or
in case of large area or low resolution scans blind tip reconstruction can be distorted
in the first case and distorted or not necessary in the second case.

13.6.2 Geometrical Dilation

As reported by Marinello et al. [25, 39] wear phenomena affecting the tip and its
corresponding changes in geometry is the major impediment for exploitation of
quantitative AFAM. Indeed, at constant deflection scanning, variations in tip radius
during measurement cause a modification in the tip to surface interaction, with a
variation in the contact dynamic. The direct effect of tip radius on contact stiffness
for three different probes is reported in Fig. 13.9.
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Fig. 13.9 Effect of radius
of curvature R on contact
stiffness k* computation. In
the legend the three probes
with the three different force
constants are indicated [39]

As described by [25], during AFAM interaction tip wear rate can rise up to
1–2 nm/min in the case of stiff measured surfaces, which means a variation of up to
40–50 nm in the tip radius between the beginning and the end of measurement scan.
Such large variations in tip radius correspondingly cause very significant variations
in contact stiffness computation (see Fig. 13.9) and even larger deviations are to be
expected when multiple measurements are taken with the same probe. To limit such
influence two preventative approaches can be adopted:

• implementation of tips with hard coatings, where the wear rate can be reduced
down to 0.1 nm/min [25];

• use of warm up procedures (at least half an hour standstill scan with the tip
approached to the surface) before a set of measurements is run, in order to stabilize
as much as possible tip condition.

Anyhow, whatever is the chosen approach, in order to get quantitative measure-
ments it is necessary to define the best approximation of the tip shape. To this end,
best practice procedures advice to monitor tip geometry through deconvolution scans
right before and right after the acoustic scan. Deconvolution scans can be performed
on a proper sample for tip reconstruction featuring high aspect ratio and sharp nanos-
tructures. However, such procedure is quite time spending and needs double sample
exchange for each acoustic measurement. Therefore an alternative procedure, even
though less accurate, is to use the same topography revealed together with the acoustic
map to make a blind reconstruction of the reflection of the tip: afterwards such recon-
struction can be used to carry out a corrected calibration of the acoustic map [42].

13.7 Conclusions

In order to exploit traceable quantitative mechanical characterization of surfaces,
after measurement proper data processing is needed. Indeed data processing allows
elimination or compensation of artifacts and distortions and eventually optimization
of quantitative information.
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In this chapter some of the main issues have been discussed, with particular
reference to sample installation slope and bow distortion, drift and leveling, and
tip-related issues.

Best practice procedures however recommend, together with data processing,
implementation of frequent calibration operations, where attention is paid to repro-
duce as similar as possible measurement conditions between calibration specimens
and samples to be tested.
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Chapter 14
Friction and Internal Friction Measurements
by Atomic Force Acoustic Microscopy

A. Caron and W. Arnold

Abstract Atomic force acoustic microscopy (AFAM) is a contact-resonance spec-
troscopy technique originally designed to determine elastic properties at the nanome-
ter scale. While the load dependent shift of contact-resonance frequencies has been
exploited to determine the elasticity of sample surfaces, less attention has been given
to the damping of contact resonances. In this chapter, the authors show how the
atomic force microscopy technique can be used to measure interfacial and internal
friction by analyzing the Q-factor of contact-resonance curves.

14.1 Introduction

With the development of micro-mechanical devices and materials whose proper-
ties are governed by nanoscale interfaces, characterization techniques with high
spatial resolution have become crucial. To this end several techniques have been
developed, based on dynamic atomic force microscopy (AFM), such as the tapping
mode [1], force modulation mode [2], atomic force acoustic microscopy (AFAM)
[3], and ultrasonic atomic force microscopy (UAFM) [4]. AFAM and UAFM are
contact-resonance spectroscopy techniques where a microfabricated AFM cantilever
is excited to its contact resonances. The spatial resolution of these techniques is
given by the tip–sample contact radius a, which is usually around a few nanometers,
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typically 10 nm. When bringing the tip of an AFM cantilever in contact with a sam-
ple surface, one observes a shift of the resonance frequencies to higher values and a
decrease of the Q-factor. The frequency shift can be used to determine the contact
stiffness k∗ [5–7], which is related to the elastic properties of the sample, allowing
one to obtain its indentation modulus M. Similarly, injecting transversal ultrasound
waves into the sample instead of longitudinal waves, torsional and lateral bending
contact vibration of the cantilever can be excited and used to determine the shear
elasticity of the sample surface and ultimately to determine the Poisson’s ratio of the
sample [8].

Beside the contact-resonance frequencies, efforts have been undertaken to exploit
the Q-value of AFM contact resonances in order to perform local internal friction
measurements, for example in polymers, and relate them to the various relaxation
mechanisms, both locally and globally [9]. Also, Q-mapping of the contact reso-
nances of AFM cantilevers has been suggested to image areas of high absorption
[10] in materials. Similarly, the decrease of the Q-factor of torsional contact reso-
nances as a function of the amplitude of the exciting transversal ultrasonic signal
has been associated with the onset of micro-sliding [11], thus further broadening the
application range of AFAM to nanoscale friction measurements.

In this chapter, the authors give an overview of the applications of AFAM in the
field of materials science. The first part of this chapter focuses on the working prin-
ciples of AFAM and its application, in order to determine local elastic properties.
In the second part, results are presented on internal friction measurements and their
relation to the dislocation activity in nanocrystalline (nc-) nickel. Finally, the con-
tribution of friction to the contact damping of an AFM cantilever in contact with a
sample surface is discussed.

14.2 Atomic Force Acoustic Microscopy and Elasticity
Measurements at the Nanoscale

Figure 14.1 shows the experimental setup of AFAM where a transducer injects longi-
tudinal ultrasonic waves into the sample leading, to periodic normal displacements at
the sample surface that couples to the tip of a microfabricated cantilever and excites
it to bending vibration.

The free bending resonances of an AFM cantilever are determined by its geometry,
its elastic properties and its mass density, and are characterized by Q-values of
typically 200–1000 in ambient air. Neglecting the damping caused by frictional
losses in air, the first free bending-resonance frequency of a cantilever beam is given
by

f01 = (1.8751)2

2π

1

L2

√
E I

ρA
(14.1)
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Fig. 14.1 Experimental setup
of AFAM

Fig. 14.2 Optical image of
single-crystal silicon AFM
cantilever (type contsc, man-
ufactured by Nanosensors
GmbH, Germany)

where L is the length of the cantilever, E is the Young’s modulus of the cantilever
material, I is the area moment of inertia, ρ is the mass density, and A is the cross-
sectional area. The length and the width w of the cantilever can be measured by optical
microscopy (see Fig. 14.2) to determine the cantilever spring constant kc according
to [12]

kc = Ewb3

4L3 (14.2)

When bringing a cantilever into contact with a sample surface, one observes a shift
of the resonance frequencies to higher values and a decrease of the Q-values down to
20–100 due to the stiffening and damping effect of the contact. The still appreciable
Q-values of the contact resonances lead to resonance amplification, and therefore
also allow one to detect the cantilever resonances in contact with a high signal-to-
noise ratio. Depending on the tip and sample properties, the contact forces can be
hydrostatic, electrostatic, adhesive, or elastic. Using stiff cantilevers and hence high
static loads, the contact forces can be adjusted such that they are in the elastic regime,
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Fig. 14.3 Left AFM topography image recorded on a rapidly cooled bi-phased NiMnSn alloy with
a single-crystal silicon cantilever of stiffness kc = 42 N/m and an applied load P ≈ 60 nN. The
z-scale of the image is 70.8 nm. Right Simultaneously recorded vibration amplitude image at the
frequency f = 720 kHz

while adhesive forces can be neglected. AFAM can be used to qualitatively map local
elasticity changes on a sample surface (see Fig. 14.3). During the image recording
in Fig. 14.3, the cantilever was excited at a fixed frequency near its resonance, here
f = 720 kHz. The contact-resonance frequency then shifts according to the local
changes in the contact stiffness, which results in changes in the vibration amplitude of
the cantilever at the working frequency. Likewise, the contact-resonance frequency
value has been used as an imaging quantity [13, 14]. In [15] also, the recording of
the contact-resonance frequency was used to quantitatively characterize the elastic
landscape of a microalloyed steel.

Numerous papers have described the cantilever vibrations in AFAM experiments
in order to relate the cantilever contact-resonance behavior to the properties of the
sample surface (see for example Refs. [6, 7, 16, 17]). In most cases, the cantilever is
assumed to be a forced rectangular beam for which the following equation of motion
applies:

E I
∂4 y

∂x4 + ηair
∂y

∂t
+ ρA

∂2 y

∂t2 = Fδ (x − x0) eiωt (14.3)

where ηair is the damping constant of the cantilever for viscous losses in air and
y(x, t) is the vertical displacement of the beam. The position along the beam is x
and t is the time. F is the force acting on the tip at the position x0.

Considering repulsive elastic forces and small vibration amplitudes, the interac-
tion forces between tip and sample surface can be approximated linearly and are
often represented by linear springs as shown in the mechanical model for the can-
tilever in Fig. 14.4. There, accounting for the tilt angle φ of the cantilever length
axis with regard to the sample surface, the contact forces acting on the tip are rep-
resented by two linear springs for the vertical and lateral contact stiffness k∗ and
k∗

Lat and the two dashpots γ ∗ and γ ∗
Lat for the vertical and the lateral contact damp-

ing, respectively. Following earlier work by Mazeran and Loubet [18], the lateral
contact forces Plat can be set as a fraction of the vertical forces P according to
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Fig. 14.4 Mechanical model
of a rectangular cantilever
beam in contact with a sample
surface

k∗
Lat/k

∗ ≈ PLat/P = 2 (1 − ν)/(2 − ν), where ν is the Poisson’s ratio. The boundary
conditions for the displacement and the slope of the cantilever beam are expressed as:

x0 = L1 or x ′ = L − L1 :
{

y (x) = y′ (x ′)

∂y(x)
∂x = ∂y′(x ′)

∂x ′
(14.4)

Further, from the equilibrium between the shear forces arising from the cantilever
deflection and the contact restoring forces one obtains the following boundary con-
dition:

E I
∂3 y (x)

∂x3

∣
∣∣∣
x=L1

= k∗y (L1, t)+ γ ∗ ∂y (L1, t)

∂t
(14.5)

which holds for the case when only vertical forces are present (φ = 0) [16, 17]. The
contact resonances of the cantilever are determined by the cantilever stiffness kc,
the contact stiffness k∗, and the contact-damping constant γ ∗. An analytical solution
for the equation of motion of the mechanical model depicted in Fig. 14.4 has been
developed by Rabe [7]. Also a finite difference method has been applied to calculate
the contact vibrating behavior of cantilevers [16], and FEM methods for cantilevers
taking into account their complex geometries [19, 20]. These solutions can then be
used to determine the contact stiffness from the contact-resonance frequencies of a
cantilever [5–7, 21, 22].

With the development of depth-sensing techniques, such as nanoindentation the
relation of the contact stiffness to the elastic properties has been the subject of
intensive research. Based on the work of Sneddon [23], Oliver and Pharr formulated
the contact stiffness k∗ for the case of an elastic contact between a rotationally
symmetric indenter and a flat surface as [24]:

k∗ = 2√
π

E∗√Ac (14.6)

where Ac is the contact area and E∗ is the reduced modulus of elasticity. For isotropic
solids E∗ is given by
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E∗ =
(

1

Mtip
+ 1

Ms

)−1

(14.7)

where Mtip and Ms are the indentation moduli of the tip and the sample, respectively
[25]. For isotropic bodies the indentation modulus is calculated as M = E/(1−ν2).
If there exists a three- or fourfold rotational symmetry axis perpendicular to the
boundary, the contact area is still circular. In this case, the same equations hold as
for isotropic materials if the indentation moduli M are calculated from single-crystal
elastic constants [25].

Unlike nanoindentation experiments, in AFAM measurements the geometry of
the tip, and hence the contact area between tip and sample are not known and may
also change during measurements due to wear [26]. Usually, the tip is considered
to be either spherical or to act as a flat punch (see for example Ref. [27]), in such
cases the contact stiffness can be expressed by Eqs. (14.8) and (14.9), respectively
[23, 28].

k∗
sph = 3

√
6Rsph P E∗2 (14.8)

k∗
fp = 2Rfp E∗ (14.9)

where Rsph and Rfp are the radii of a spherical tip and of a flat punch. Accounting
for intermediate geometries between a sphere and a cylinder, an empirical model for
the contact stiffness has been proposed, which allows a direct fit of the experimental
data [6, 29]:

k∗ = 2
2n+1

3 R2n−1 P1−n E∗n (14.10)

where R and n are fit parameters. The parameter n describes the curvature of the
tip: For a spherical indenter n = 2/3 and Eq. (14.10) reduces to Eq. (14.8), whereas
for a flat punch n = 1 and Eq. (14.10) reduces to Eq. (14.9). Inserting Eq. (14.10) in
Eq. (14.6), leads to the following expression of the contact radius:

ac = 2
n−1

3 R2n−1 P1−n E∗n − 1. (14.11)

In a Hertzian contact the indentation depth δ is given as [28]:

δ = 3P

4E∗ac
. (14.12)

Inserting Eq. (14.11) into Eq. (14.12), leads to:

δ = 3Pn2− n+5
3 R1−2n E∗−n (14.13)

Figure 14.5 shows the contact stiffness k∗(P) as a function of applied load P
measured on quartz glass with a diamond-coated silicon tip mounted on a cantilever
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Fig. 14.5 Contact stiffness
measured on quartz glass
with a diamond-coated single-
crystal silicon cantilever
(kc = 42 N/m) (open squares).
Measurement data are fitted
with Eq. (14.8) for the case
of a spherical tip (dashed
line), with Eq. (14.9) for the
case of a flat punch (dotted
line), and with Eq. (14.10) for
an intermediate tip geometry
(solid line)

of stiffness kc = 42 N/m. In Fig. 14.5 the experimental data are fitted with Eq. (14.10)
using E∗ = 58.43 GPa, corresponding to Mquartz = 75.8 GPa and Mtip = 255 GPa,
while R = 23 nm and n = 0.86. The indentation modulus of the tip Mtip
was determined upon calibration on two calibration samples with known elastic
properties, i.e., quartz glass and (111) nickel [29]. The best fits with Eqs. (14.8,14.9)
are also shown for the cases of a spherical tip with R = 84.85 nm and a flat punch
with R = 16.65 nm. From Fig. 14.5 one can see that Eq. (14.10) provides a much
better fit of the experimental data than Eqs. (14.8,14.9), even at the cost that the
fit parameters R and n do not necessarily correspond to their real values. Further,
Fig. 14.6 shows the calculated plots of the contact radius ac(P) and the penetration
depth δ(P) for the R and n values determined in Fig. 14.5 on quartz glass and the
same E∗ value as above.

Elasticity measurements using AFAM usually consist of calibrating the tip prop-
erties on elastically well-defined test materials before and after measurements on the
sample of interest (see for example [6, 17, 27, 29–31]). In Refs. [6, 29] AFAM was
used to measure the elasticity of nc-Ni with grain sizes varying from 14 to 67 nm.
Based on the model shown in Fig. 14.4 and described in detail including damp-
ing [7], contact-resonance spectra as measured by a beam deflection detector were
analyzed to determine the contact stiffness and the contact damping (see Sect. 14.4
of this chapter). The contact damping increases the stiffness of the contact [16] but
as already mentioned above, the Q-value of the contact resonances measured was
about 50, allowing one to neglect the influence of the contact damping on the con-
tact stiffness k∗ [29]. The calibration procedure consisted of successive continuous
recordings of contact-resonance curves as a function of the static load on quartz
glass (Mquartz = 75.8 GPa) and (111)-oriented nickel (M(111)−Ni = 255 GPa) as
calibration samples, and the material under test. For these measurements, a new
stiff diamond-coated silicon single-crystal cantilever was used for each sample, with
kc = 39–41 N/m. The ratio L1/L of the tip position was determined for each can-
tilever from the first and the second contact bending-resonance frequencies recorded
on quartz glass [7]. The indentation modulus Mtip of each cantilever tip was evaluated
from the k∗(P)-plots recorded on the reference samples by fitting the experimental
results with Eq. (14.10) and assuming a common value of the tip indentation modulus
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Fig. 14.6 Left Calculated contact radius ac as a function of load P using Eq. (14.11) with E∗ =
58.43 GPa, R = 23 nm and n = 0.86, and compared to the cases of a spherical tip with Rsph =
84.85 nm and of a flat punch with Rfp = 16.65 nm, Right elastic penetration depth δ calculated
using Eq. (14.13) with the same values for E∗, R, n, Rsph, and Rfp as above

Mtip and individual parameters R and n for quartz glass and (111)-oriented Ni single
crystal, respectively. Assuming a starting value Mtip = 250 GPa, the parameters R
and n were optimized until slight variations in the value for Mtip did not significantly
affect any longer the values of R and n. Figure 14.7 shows successive measurements
on the calibration samples before (a, b) and after (c, d) measurement on nc-Ni with
a grain size of 14 nm (nc-Nid=14 nm). For the measurements shown in Figs. 14.7a, b
the values for R and n were found to vary from R = 18.8 nm and n = 0.93 to
R = 11.2 nm and n = 0.88, for quartz glass and (111)-oriented Ni single crys-
tal, respectively. After measurement on nc-Nid=14 nm, the tip calibration procedure
yielded R = 23.3 nm and n = 0.86 on quartz glass, and R = 13.3 nm and n = 0.86
on (111)-oriented Ni single crystal. According to Eq. (14.11) these changes in R and
n correspond to changes in ac of 23 and 2 % for quartz glass and (111)-oriented
Ni single crystal. While the values of the contact radii obtained from the first and
second calibration procedures are in good agreement, the measurements performed
on quartz glass and (111)-oriented Ni single crystal yield significantly different val-
ues for ac that may reflect the different surface roughness of both calibration samples.
This statement is also supported by recent work by Stan and Cook [31]. There, the
authors have used AFAM results to calculate the local indentation moduli of 100 nm
thick nc-Au films with grain size distributions from 80 to 120 nm. Stan and Cook
showed that surface roughness and the local grain anisotropy lead to a distribution
of the indentation modulus.

Further, from these measurements the indentation modulus of the cantilever tip
was determined to be Mtip = 243.3±11.1 GPa. Considering five different diamond-
coated silicon cantilevers the indentation modulus of the tip was found to vary from
Mtip = 210 GPa to Mtip = 297 GPa with a mean value of Mtip = 236.1 GPa. This
variation is quite reasonable considering the data published for diamond-like carbon
layers [30, 32–34].

Using the same procedure as for the calibration samples, the reduced elasticity
moduli of the nc-Ni samples were obtained by fitting the experimental results for
k∗(P) with Eq. (14.10) (Fig. 14.7), where R and n were selected within the values
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Fig. 14.7 Contact stiffness k∗(P)-plots recorded on (a, c) quartz glass and (b, d) (111) Ni sin-
gle crystal (a, b) before and (c, d) after measurement on (e) nc-Ni with a grain size of 14 nm
(nc-Nid=14 nm). From these measurements the indentation modulus of the tip was found to be
Mtip = 243.3±11.1 GPa. Before measurement on (nc-Nid=14 nm) the tip calibration procedure
yielded R = 18.8 nm and n = 0.93 on quartz glass, and R = 11.2 nm and n = 0.88 on (111)-
oriented Ni single crystal. After measurement on (nc-Nid=14 nm) the tip calibration procedure yielded
R = 23.3 nm and n = 0.86 on quartz glass, and R = 13.3 nm and n = 0.86 on (111)-oriented Ni sin-
gle crystal. The changes in tip parameters obtained before and after measurement on (nc-Nid=14 nm)
correspond to changes in ac of 23 and 2 % for quartz glass and (111)-oriented Ni single crystal,
respectively. Setting the tip parameters in the range of values determined on the calibration samples
the indentation modulus of (nc-Nid=14 nm) M = 183.5 GPa was obtained

determined for the reference measurements. Table 14.1 shows the indentation moduli
of five of nc-Ni samples with grain sizes ranging from d = 14 nm to d = 67 nm
as obtained with AFAM. In Table 14.1, the errors given for Mtip and Mnc−Ni were
determined from the standard deviation obtained for three different calibration mea-
surements yielding errors varying from 4.4 to 58 %. Also, the error average associated
with the fit to Eq. (14.10) was calculated from the difference between the measure-
ment and fitting curve, yielding �k∗. This produced errors in M in the range of
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Table 14.1 Indentation modulus of nc-Ni with different grain sizes. A new AFM cantilever with
different Mtip was used for each nc-Ni sample [6, 29]

Grain size d (nm) �k∗ (%) Mtip (GPa) Mnc−Ni (GPa)

14 ± 3 5.1 255 ± 37 192 ± 48
34 ± 22 2.8 248 ± 3 124 ± 14
35 ± 19 5.1 248 ± 3 152 ± 90
50 ± 7 5.9 224 ± 2 186 ± 35
66 ± 4 6.1 216 ± 6 193 ± 9

2.8–6.1 %. These errors are mainly due to the deviation of the fit from the measured
data at loads P ≈ 1–2 µN (Fig. 14.7). This deviation was also accompanied by a
maximum in the contact damping, and its origin will be discussed in Sect. 14.4 of
this chapter.

From the results shown in Table 14.1 one can see that the values for Mnc−Ni
are smaller than for the (111)-oriented Ni single-crystal sample. However, no grain
size dependence of Mnc−Ni can be observed. Using Eq. (14.11) with R = 18.8 nm,
n = 0.93 and M = 192 GPa, as found for (nc-Nid=14 nm), leads to a contact radius
ac = 8 nm at a loading force P = 4.5 µN. The stress field of the tip extends about
3ac into the depth and most probably stressed the neighboring grains. The measured
values for M are for all nc-Ni samples below the indentation moduli of the Ni single-
crystal values: M100 = 219 GPa, M110 = 249 GPa, and M111 = 255 GPa [6].

The elastic properties of nc-Ni have already been reported to be smaller than
for single and polycrystalline nickel [35–40]. In Kopycinska-Müller et al. [35] used
AFAM to measure the elasticity of nc-Ni thin films with grain sizes ranging from 8
to 50 nm. In these measurements also, the probed volume included several grains and
grain boundaries. The reduced elasticity modulus of nc-Ni compared to the one of
(111)-oriented Ni single crystal was attributed to the effect of the grain boundaries.
Similarly, Yang et al. [36, 37] attribute the reduction of elastic properties measured on
nc-Ni by nanoindentation to the involvement of several grains and grain boundaries
in the deformation of the probed volume. Further, Zhou et al. [39] and Shen et al.
[40] observed a clear dependence of the Young’ modulus as a function of grains size
for grain sizes below 20 nm, which was attributed to the softening effect of the grain
boundaries and triple junction.

To further analyze the contribution of the grain boundaries to the elastic behavior
of nc-Ni using AFAM, automated measurements on many individual grains of nc-Ni
with grain sizes below 20 nm should be performed. Provided the microstructure of
the samples was statistically isotropic and homogeneous, this would allow one to
compute effective elastic properties, despite local elastic anisotropy [41]. Recently,
such a measurement technique was implemented in order to measure local statistical
properties of a metallic glass [42].
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14.3 Contact Damping

From Eq. (14.5) one can see that the contact force P is complex, describing a vis-
coelastic contact. In case of periodic displacements of the tip relative to the sample
surface, one can write:

Pcomplex =
∫ (

k∗ + iωγ ∗) dδ (14.14)

with the complex contact stiffness

k∗
complex = ∂Pcomplex

∂δ
= k∗ + iωγ ∗ (14.15)

where k∗ is the real part and ωγ ∗ is the imaginary part of the contact stiffness,
respectively. For sufficiently small damping, it is intuitive to relate the Q-factor of
the vibrating contact to the contact damping γ ∗ and contact stiffness k∗ [29, 43]

Q−1
contact = ωγ ∗

k∗ (14.16)

which is analog to its definition in ultrasonic wave propagation

Q−1 = E ′′/E ′ (14.17)

where E ′ and E ′′ are the storage modulus and the loss modulus, respectively. The
experimental resonance curve in Fig. 14.8 (left) was recorded with a diamond-
coated single-crystal silicon cantilever on the surface of a quartz-glass sample with a
loading force P = 936 nN. Figure 14.8 (middle part) shows contact-resonance curves
recorded on quartz glass as a function of the load. From these curves, one can see
that the resonance is Lorentzian and that there is an increase of the contact resonance
as a function of the load which has been observed in many AFAM applications. In
addition, the resonance curves narrow with increasing load (Fig. 14.8 middle part),
i.e., Q−1 decreases which follows from Eq. (14.16) because k∗ increases with load.

Several authors have examined the behavior of the cantilever in the first free
resonance and in the first contact resonance based on the first mode approximation
(FMA) model including damping and compared it to the beam model [16, 44–46].
In the FMA model, the cantilever is replaced by an effective mass meff ≈ m/4,
oscillating between two parallel arrangements of springs and damping elements. The
spring with the stiffness kc corresponds to the cantilever stiffness and the dashpot
element represents the viscous damping with the damping constant η′

air. The contact
is modeled as a parallel arrangement of a linear spring with the contact stiffness k∗
and the damping element η′

contact (see Fig. 14.9).
In the FMA, the quality factor of the free resonance is the same as in the beam

model:
Q = ω01/η

′
air (14.18)



402 A. Caron and W. Arnold

Fig. 14.8 Left First contact bending-resonance curve of a stiff single crystalline silicon cantilever
recorded on the surface of a quartz-glass sample with a loading force P = 936 nN . The experimental
curve (solid line) is well represented by a Lorentzian (dashed line). Middle Load dependence of the
contact-resonance behavior. Right Q−1 as a function of load. Q−1 decreases as a function of load.
Here, Q−1 ∝ P−0.44 in the load range from 100 to 4,000µN. In the same load range k∗ ∝ P0.14

Fig. 14.9 First mode
approximation (FMA) model
of a cantilever in contact
with a sample surface. The
cantilever is described by a
parallel linear spring kc and
a damping element η′

air that
is connected to an effective
point mass meff . The contact
itself is modeled as a par-
allel linear spring k∗ and a
damping element η′

contact as
well. (According to [43] with
permission from Elsevier)

where ω01 = 2π f01 and f01 is the first free bending-resonance frequency of the
cantilever. In contact one obtains

Q = ωc1/
(
η′

air + η′
contact

)
(14.19)

whereωc1 = 2π fc1 is the first contact bending-resonance frequency of the cantilever.
Since the resonance curves are Lorentzian, Q−1

total = ∑
i Q−1

i must hold as well. The
damping constant ηair and η′

air in Eqs. (14.3) and (14.18) are related by η′
air =

ηair/ρA while for the contact-damping constants γ ∗ and η′
contact in Eqs. (14.5) and

(14.19) η′
contact = γ ∗/meff holds. In the FMA, the free resonance frequencies and the

contact-resonance frequencies are ω01 = √
kc/meff and ωc1 = √

(kc + k∗)/meff ,
respectively.
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For the contact-resonance curve shown in Fig. 14.8 and using the mechanical
models in Figs. 14.4 and 14.9, we find k∗ = 1145 N/m and γ ∗ = 2.08 × 10−6 Ns/m,
which corresponds to Q−1

c = 7.8 × 10−3 when Eq. (14.16) is used.
The Q−1-value can also be measured from the contact-resonance curve with

Q−1 = �ω/ω, where�ω is the half-width of the resonance curve [12]. The contact
damping can then be derived according to Q−1

c = Q−1
t − Q−1

f where Q f is the Q-
factor of the free resonance curve. For the contact-resonance curve shown in Fig. 14.8,
we find Q−1

c = �ωt/ωt − �ω f /ω f = 1.59 × 10−3. For the same measurement,
the Q−1-values determined from the resonance curve and by using Eq. (14.16) differ
by a factor 2. The difference may be caused by using the FMA instead of using the
beam model as discussed in the next paragraph.

The viscoelastic part of the contact force in combination with the beam model has
been examined by Yuya et al. [17] by introducing a complex reduced elastic modulus
E∗ω = E ′∗ + E ′′∗. The reduced storage modulus E ′ and the reduced loss modulus
E ′′ were related to the contact stiffness and the contact damping according to

E ′∗ = (
k∗/2

) √
π/Ac (14.20)

and
E ′′∗ = (

ωγ ∗/2
) √
π/Ac (14.21)

Taking the ratio of E ′′∗ and E ′∗ one recovers Eq. (14.17). However, one has to keep
in mind that the Q−1-value measured from the cantilever resonance curve contains
the damping of the cantilever in air as well, and that it is not evident that reciprocal
quality factors are additive. In a subsequent paper, Yuya et al. [47] showed first that
indeed Q−1

total = ∑
i Q−1

i holds, and second that the resonance curves are Lorentzian,
as shown in Fig. 14.8 and in references [43, 47]. This allows one to separate the
contact stiffness and damping in a two-step process. The Q−1-value of the cantilever
oscillations depends on the contact damping and on the contact stiffness and for
a certain parameter range the quality factor might even increase. For the data in
Fig. 14.8 right Q−1 ∝ P−0.44 in the load range from 100 to 4,000 nN and k∗ ∝ P0.14.

The description of the contact stiffness as a complex quantity has also been used
in the resonance ultrasonic spectroscopy (RUS) technique, where a tip attached to a
small bar is operated in its first contact extensional resonance [48]. The RUS oscillator
is governed by a second-order differential equation based on the FMA.

14.4 Observation of Internal Friction Due to Dislocations
in Nanocrystalline Nickel

Owing to their microstructural length in the nanometer range, nc-materials exhibit
physical and mechanical properties different from those of their polycrystalline coun-
terparts which is attributed to their high grain boundary volume [49]. For example,
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for grain sizes below 10 nm the mechanical properties of nc-metals have been
observed to follow an inverse Hall–Petch relation [50–53]. These results gave evi-
dence that there are additional plastic deformation mechanisms acting as compared
to polycrystalline materials, where the plastic deformation is determined by disloca-
tion motions [54]. Computer simulation has contributed to the understanding of the
response of nc-microstructures subjected to temperature and stress [55, 56]. Several
plastic deformation mechanisms have been identified as a function of the grain size,
such as dislocation motion, grain boundary sliding, and grain rotation in the order of
decreasing grain size [56–59]. Further, simulations of nanoindentation experiments
on nc-metals have been used to investigate the dislocation activity and the disloca-
tion/grain boundary interactions [60, 61]. In computer simulations the indenter sizes
are set in the range of 1 to 10 nm and are therefore much smaller than the indenters
used in experiments with typical sizes of the order of 100 nm. Experimental nanoin-
dentation results are thus averaging over several nano-grains and there is still a need
for experimental techniques with higher spatial resolution.

We used AFAM to investigate the dynamic behavior of dislocations nucleated
in grains of nc-Ni with sizes between 14 and 76 nm. To this aim, the same con-
tinuous records of contact-resonance curves as a function of the loading force P
are used as for the elasticity measurements (see Sect. 14.2). From spectroscopic
AFAM measurements contact stiffness k∗(P)-plots and contact-damping Q−1(P)-
plots were obtained, which are shown in Fig. 14.10 for the same nc-Ni samples as dis-
cussed in Sect. 14.2. For comparison, the data for the (111)-oriented Ni single-crystal
calibration sample are also shown. The contact damping was determined by using
Eq. (14.16). For the nc-Ni samples with grain sizes of 14 nm (nc-Nid=14 nm), 50 nm
(nc-Nid=50 nm), and 66 nm (nc-Nid=66 nm), a damping peak and a slight reduction of
the contact stiffness can be observed at the loads Pc = 1196, 1870, and 1107 nN,
respectively (the loads Pc are indicated by arrows in Fig. 14.10. For nc-Nid=14 nm
and nc-Nid=50 nm this behavior also repeats itself at higher loads. The maximal shear
stress τmax exerted in the contact zone between tip and sample at Pc is τmax = 0.45Pc

πa2
c

,

using the Hertzian theory of elastic contact for a spherical indenter [28] on a plane
surface. One obtains τmax = 2.3, 2.1 and 1.2 GPa, with ac = 8.6, 11.2, and 11.4 nm,
for nc-Nid=14 nm, nc-Nid=50 nm and nc-Nid=66 nm, respectively. The contact softening
�k∗/k∗ at the load Pc, where the damping peaks occur varies, from 14 to 34 % while
the corresponding Q−1-values were between 0.1 and 0.12. Furthermore, the damp-
ing peaks and the change of the contact stiffness were reversible upon unloading. In
this context it is interesting to note that in the case of high-purity oriented graphite
(HPOG), Tsuji et al. observed a decrease of the contact stiffness upon the generation
of an edge dislocation [62].

To explain the contact-damping peaks and the simultaneous reduction of the con-
tact stiffness that we observed on three nc-Ni samples out of five, we propose that
plasticity effects play a role in the contact zone due to the mechanical stresses exerted
by the tip.

Mishalske and Houston suggested that indenting a sample at a critical load should
lead to the nucleation of a dislocation loop confined in the stress field of the contacting
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Fig. 14.10 Contact-stiffness k∗(P)-plots and contact-damping Q−1(P)-plots for nc-Ni samples
with grain sizes a d = 14 nm, b 34 nm, c 35 nm, d 50 nm, and e 66 nm. For comparison the k∗(P)
and Q−1(P-plots are also shown for a (111)-oriented Ni single crystal in (f). (According to [43]
with permission from Elsevier)

bodies [63]. From the theory of dislocation, the free energy�
 of a dislocation loop
of radius r can be expressed as [64]

�
 = 2πr W + πr2 (γ − bτ) (14.22)

where the line tension W of a dislocation loop of radius r is given by

W = 2 − ν

2 (1 − ν)

Gb2

4π

(
ln

3r

r0
− 2

)
. (14.23)

Here, G is the shear modulus, b is the Burger’s vector, and γ is the stacking fault
energy per unit area. In Eq. (14.22), the term πr2bτ represents the work dissipated
by the expansion of the dislocation loop under the shear stress τ and the term πr2γ

only applies for partial dislocation loops. With computer simulations of nanocrys-
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talline face-centered cubic (fcc-) metals, it has been shown that the emission of partial
dislocation with b = 1/6 [211] from grain boundaries or triple junction is the main
mechanism for dislocation activity [65]. The emission of dislocations from a grain
boundary has been investigated by various groups [66–68]. However, the obtained
results were of qualitative nature since the critical shear stress of dislocation nucle-
ation could not be clearly stated. Further, Soer et al. [69] proposed that the emission
of a dislocation from a grain boundary is facilitated by the stress acting on a grain
boundary dislocation. There, the following expression was used to predict the critical
stress for the nucleation of a dislocation at a grain boundary

τGB = τ ∗ − Gb

π (1 − ν)

1

ξ
(14.24)

where τ ∗ is the critical shear stress for homogeneous nucleation and ξ is the half-
width of the grain boundary. For nickel and assuming ξ = 1.3 nm, one obtains
τGB = G

32 = 2.64 GPa for the critical shear stress to nucleate a partial dislocation
loop from a grain boundary. Inserting this result in Eq. (14.22) allows one to determine
the critical nucleation radius by analyzing�
(r). For nickel one obtains rGB = 3 nm.
Considering the above expression for τmax and setting τmax = τGB, one can estimate
the critical loading force Pc for the heterogeneous nucleation of partial dislocation in
Ni. Using the values for R, n, and E∗ determined in Sect. 14.2 for nc-Nid=14 nm, one
obtains Pc = 1.3 µN. This value is in good agreement with the load corresponding
to the observed contact-damping peaks in Fig. 14.10. For this particular Pc-value and
according to Eq. (14.11) the contact radius is ac = 8.7 nm.

The effect of the generation of a dislocation on the contact damping can be eval-
uated from the stored energy in the contact volume and the necessary amount of
energy to nucleate a dislocation. For a forced and damped oscillator Q−1 is given by

Q−1 = W ′′

2πW ′ (14.25)

where W ′ is the elastic energy stored in the system and W ′′ is the dissipated energy.
In the present case W ′ can be set as the work of deformation for indentations for
depths up to δc, which corresponds to Pc [29, 43]

W ′ =
δc∫

0

Pdδ (14.26)

Using the expression of d in Eq. (14.13) and inserting it into Eq. (14.26) yields

W ′ = n

n + 1
n
√

2(5−n)/3 R2n−1 E∗δ(n+1)/n (14.27)
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Using again the same value as above for R, n, E∗, and using Pc = 1 µN, one obtains
W ′ ≈ 0.6×10−15 J. Intuitively, the dissipated energy corresponding to the nucleation
of a dislocation loop is its elastic energy. Assuming r = 0.5ac, which corresponds
approximately to the diameter of the field of maximal resolved shear stress in the
contact zone between tip and sample [28] and using Eqs. (14.23) and (14.11) with
the same values for R, n, and Pc as above, one obtains W ′′ ≈ 2.55 × 10−17 J with
G = 83 GPa and ν = 0.32, as typical values for nickel. This corresponds to Q−1 ≈
6.7 × 10−3 for the heterogeneous nucleation of a single partial dislocation loop.

In addition, internal friction by dislocation loop oscillations in the dynamic elastic
strain field of the tip is also likely to contribute to the observed Q−1-values. This
internal friction arises from the interaction of a dislocation loop with phonons and
electrons in analogy to the vibrating string-model [70]. In the vibrating string-model,
the energy loss of a dislocation loop caused by the interaction with the phonon
and electron population is described by the parameter B, which is of the order of
10−4 Ns/m2 [70]. The corresponding energy loss caused by a single dislocation can
be estimated according to W ′′ = Bvs ιl, where vs is the shear velocity with which the
dislocation moves and ι is the dynamic displacement of the dislocation line of length
l. Taking ι = δc ≈ 1 nm for Pc = 1.3 µN and the dislocation loop length l = 30 nm
yields W ′′ ≈ 10−17 J. Using Eq. (14.25), one obtains Q−1 ≈ 2.6 × 10−3 for a
single dislocation. Adding up both contribution leads to Q−1 ≈ 10−2 for a single
dislocation loop. Compared to the experimental observations in Fig. 14.10, this value
is smaller by a factor of 5 to 10. At this point one should keep in mind however, that
the elastic strain field in the contact zone is inhomogeneous [28] and that, assuming
a linear damping element in the mechanical models shown in Figs. 14.4 and 14.9, the
Q−1-values analyzed from AFAM experiments are estimates. Also, our estimations
do not account for the background loss.

Besides the interaction with dislocations, there are several mechanisms leading
to absorption in the ultrasonic frequency range in crystalline, polycrystalline and
nanocrystalline solids [70–73]. One of them is the interaction of dynamic stress
fields with electrons, in which case the stress fields modulate the electron distribu-
tion on the Fermi surface. In AFAM experiment on metals, the electron mean free
path is comparable to the dimension of the deformed volume in the contact zone. The
relaxation strength for the interaction of ultrasound with the electrons is ≈ nE f /M0,
where n is the density of electron, E f is the Fermi energy, and M0 is the appropriate
elastic constant. Estimating the relaxation strength based on the same principle as
for anelasticity due to inhomogeneous heat flow [70–73] in a polycrystalline ensem-
ble, one obtains a Q-value of approximately 20, which is in agreement with the
measurements in Fig. 14.10 [43].

The effect of the nucleation of a partial dislocation loop on the contact stiffness
can be estimated from the spreading of a plastic zone associated with the release of
mechanical work:

W = πr2 (γ − bτ) (14.28)

Using Eq. (14.28), the effect of a spreading dislocation loop on the contact stiffness
has been estimated in [29, 43] as follows
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k∗ = k∗
elast − (2π (τnb − γ ))τn≥τ∗ (14.29)

where k∗
elast is defined as in Eq. (14.10) and τ ∗ is the stress at which dislocation

nucleation occurs. From Eq. (14.29) one can see that the nucleation of a dislocation
loop and its subsequent spreading leads to a reduction of k∗, though the reduction
is small compared to the overall contact stiffness. Using the same value for R, n,
E∗ as above and setting P = 1, 200 nN according to the experiments, τ ∗ = G/32,
b = 1/6[2 1 1], and γ = 140 mJ/m2 as typical values for nickel, the softening effect
of the nucleation of a single dislocation loop to the contact stiffness can be estimated
to be of the order of 1 %. Internal friction is always accompanied by a stiffness reduc-
tion, which is usually expressed as the defect modulus. The defect modulus corre-
sponding to dislocation damping is�G/G = πQ−1 [74], which in our case should
be analog to�k∗/k∗. From the measurement in Fig. 14.10 one obtains�k∗/k∗ ≈ 10 %.
Further, the reversibility of the observed effects can be explained by considering the
size of the field of maximal shear stress, which according to [28] is approximately
half as big as the contact radius ac. From Fig. 14.10 and using Eq. (14.11) one obtains
at Pc: ac/2 = 4.3, 5.6, and 5.7 nm for nc-Nid=14 nm, nc-Nid=50 nm and nc-Nid=66 nm,
respectively. These values are very close to the above estimated value for the critical
radius of a dislocation loop rc, thus implying that the dislocation loops nucleated
in these experiments could not be maintained. Yamakov et al. [65] and Budrovic et
al. [75] made similar observations upon loading and unloading fcc nc-metals during
computer simulations and X-ray diffraction experiments.

For nc-Nid=34 nm and nc-Nid=35 nm the effects described above could not be
observed. It is probable that in these cases the measurements were not performed on
favorably oriented grains. Likewise, for the (111)-oriented Ni single crystal, neither
contact-stiffness softening nor contact-damping peaks were observed. This further
supports the above discussion, since heterogeneous dislocation nucleation did not
occur in this case.

14.5 Friction Measurements at the Nanoscale

With the emergence of nano/micro-mechanical devices, the assessment of tribolog-
ical properties at the nanoscale has become crucial. The high spatial resolution of
AFM-based techniques has provided new insights into the fundamental mechanisms
of friction and wear (see for example Refs. [76, 77]) in conjunction with model-
ing efforts of tribological contacts. By exploiting torsional contact resonances, the
application of AFAM and related techniques has been extended to the investigation
of friction at the nanometer scale [11, 31]. The decrease of the Q-factor of torsional
contact resonances as a function of the excitation amplitude of transversal shear
waves perpendicularly polarized to the cantilever length axis has been associated
with micro-sliding [11]. At frequencies much below the contact resonances, the fric-
tional properties of an AFM tip-sample contact have been measured based on the
relative motion of the sample and the tip parallel to the cantilever length axis [78].
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Table 14.2 Elastic properties of the samples obtained by ultrasonic time-of-flight measurement
and by LSAW

Sample E (GPa) G (GPa) ν

Quartz glass 76.23 33.14 0.15
nc-Al 76.2 28.32 0.345

In this section, measurements of the contact damping γ ∗ of the bending contact
resonances of AFM cantilevers as a function of the loading force P are presented
for two samples: quartz glass and a 100 nm thick nc-aluminum film. The observed
behavior of the contact damping γ ∗ as a function of the loading force P is discussed,
taking into account micro-sliding at the tip/sample surface interface [79].

The elastic properties of the quartz-glass sample were determined from time-
of-flight data of ultrasonic pulse echoes [80], and the elastic properties of the
nc-aluminum sample were measured by the laser acoustic surface wave technique
(LASW) [81] (see Table 14.2). Further, the surfaces of the samples were charac-
terized by AFM topography imaging, from which the roughness parameter Rq was
calculated. In the case of the nc-Al thin-film sample, AFAM imaging was also used
to reveal the nanostructure and to determine the average grain size by analyzing
the images with the gwyddion software [82]. Both AFM and AFAM images of the
samples are shown in Fig. 14.11.

The geometrical data of the employed cantilevers were measured by scanning
electron microscopy (SEM) and were used together with the free bending-resonance
frequencies to calculate the corresponding cantilever stiffness kc according to
Eqs. (14.1) and (14.2). We obtained kc = 42–45 N/m. Similar to the measurements
shown in Sect. 14.4, the AFAM measurements consisted in the recording of the first
contact bending-resonance curves as a function of the loading force P (Fig. 14.12).
For both samples a monotonous increase of the resonance frequency and a monoto-
nous increase of the Q-factor with increasing loading force P are observed. The
mechanical models in Figs. 14.4 and 14.9 have been used to calculate the contact
stiffness k∗(P) and the contact damping γ ∗(P) (see Fig. 14.12). Using the measured
elastic values in Table 14.2 and Mtip = 165 GPa for the indentation modulus of the
silicon tip, the measured k∗(P) were fitted with Eq. (14.11) to obtain R = 12.4 nm
and n = 0.941 for the quartz-glass sample, and R = 15.4 nm and n = 0.919 for the
nc-Al thin-film sample.

Figure 14.12 shows the k∗(P) and γ ∗(P)-plots for both samples. The γ ∗(P)-plots
exhibit a power dependence γ ∗ ∝ Pm , where m ≈ −0.29 for quartz glass and
m ≈ −0.42 for nc-Al. Caron et al. have suggested that this behavior arises from
friction at the contact interface between tip and sample [79]. In AFM instruments,
the cantilevers are tilted by an angle φ of typically 12◦, with regard to the sample
surface, thus giving rise to static and dynamic in-plane forces in the contact. These
forces act parallel to the cantilever axis. At loading forces P as high as applied
in these experiments (see Fig. 14.12), the periodic lateral force Pld parallel to the
beam axis is comparatively small. The angular momentum due to this force acting
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Fig. 14.11 AFM topography images recorded on a quartz glass and b nc-Al with a loading force
P = 60 nN. The z-scales are 9.1 and 37 nm, respectively. b Topography image and c AFAM image
recorded on nc-aluminum of the same area. The AFAM image was recorded at the contact resonance
f = 660 kHz. The width of the images is 3 µm in (a) and 1.5 µm in (b) and (c). The roughness
parameter Rq of the quartz-glass sample was 1.3 nm and for the nc-Al thin-film sample we found
Rq = 1.9 nm. From the AFAM image on the nc-Al thin-film sample we obtained an average grain
size d = 75 nm

at the tip is Mld = h × k∗
Lat × �y, where �y = u0 × sinφ is the lateral vibration

amplitude at the tip and u0 the out-of-plane amplitude [83]. Correspondingly, the
force Pld = Mld/h = u0 × k∗

Lat × sinφ, where k∗
Lat = 2 × G × ac and G∗ =

((2 − vt )/Gt + (2 − vs)/Gs)
−1 is the reduced shear modulus with the subscripts t

and s referring to the tip and the sample, respectively. With ac = 10 nm as a typical
value and G∗ = 12.2 GPa for a silicon tip in contact with the quartz-glass sample,
one obtains k∗

Lat = 244 N/m. Assuming u0 = 0.1 nm this leads to Pld ≈ 5 nN.
In [79], the authors have discussed the observed γ ∗(P) behavior on the basis

of micro-slip at the tip-sample interface subjected to a static loading force P and
an oscillating lateral force Pld [28], as has already been suggested for the case of
torsional contact resonances [11], and which has been observed in dynamic friction
measurements, where a cantilever was excited by a sawtooth signal at 80 Hz with
amplitudes of 1.5 nm on an NbSe2 sample in ultrahigh vacuum [84]. Likewise, a
torsional friction experiment on Si3N4 has been carried out recently, interpreting
the data also in terms of a micro-slip [85]. In contrast to our conditions, in the
experiments reported in [84, 85], the static forces were much less than in our case
and hence adhesion had to be taken into account.

In micro-slip the contact area is partially subjected to frictional movement at its
periphery Ap = π(ac−)2, while the central part of the contact area Ac = πc2

remains sticking. The width (ac − c) of the circular segment depends both on the
vertical static load P and the oscillating lateral force Pld and can be described by the
c/ac-ratio [28]

c/ac = (1 − Pld/μP)1/3, (14.30)

where μ is the friction coefficient. From Eq. (14.30) one can see that with increas-
ing P, c tends to zero. This corresponds to the case where γ ∗ becomes minimal.
Correspondingly, at small loading forces P, where micro-sliding occurs,γ ∗ increases.
The dissipated energy associated to micro-sliding has been calculated by Mindlin as
[28, 86]
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Fig. 14.12 Contact-resonance curves recorded as a function of load on a quartz glass and b nc-
aluminum thin film with cantilevers with kc = 42 − −46 N/m. (c, d) Contact stiffness k∗(P)-plots
and (e, f) contact damping γ ∗(P) plots calculated from the contact-resonance curves in (a, b) for
(c, e) quartz glass and (d, f) nc-Al. (According to [79] with permission from APEX/JJAP)

W ′′ = 9μ2 P2

10ac

(
2 − νt

Gt
+ 2 − νs

Gs

)

×
[

1 −
(

1 − Pld

μP

)5/3

− 5Pld

6μP

{

1 −
(

1 − Pld

μP

)2/3
}]

(14.31)

where Gt,s are the shear moduli of the sample and the tip, respectively.
Similar as in Sects. 14.3, and 14.4, the dissipated energy W ′′ can be computed

following [43, 79]

W ′′ = 2πW ′ω
(
γ ∗ − γ ∗

background

)

k∗ (14.32)
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Fig. 14.13 Dissipated energy per cycle calculated according to Eq. (14.32) with γ ∗
background =

1 × 10−6 Ns/m for a quartz glass and b nc-aluminum thin film. The experimental data have been
fitted with Eq. (14.31) (solid lines) to obtain μ = 0.06 and Pld = 6.2 nN for (a) quartz glass and
μ = 0.05 and Pld = 6.1 nN for (b) nc-aluminum thin film. (according to [79] with permission from
APEX/JJAP.)

where W ′ is the stored elastic energy expressed, according to Eqs. (14.26) and (14.27).
The background damping γ ∗

background ≈ 10−6 Ns/m has been discussed in Sect. 14.4
and in [43]. Figure 14.13 shows the calculated plots of W ′′(P) corresponding to the
measurement on quartz glass and nc-Al shown in Fig. 14.12. The calculated values
were further fitted with Eq. (14.31) to determine Pld and μ. For the quartz-glass
sample Pld = 6 nN and μ = 0.06 were obtained and for nc-Al Pld = 10 nN and
μ = 0.05. These values for Pld are in good agreement with the above estimated
values.

The obtained values for the friction coefficient are within the range of reported
values measured by Friction Force Microscopy (FFM), usually 0.01<μ< 0.1 [87].
In FFM experiments however, the sliding velocity is in the range of 0.01–1 µm/s
[88], while in AFAM experiments the sliding is of oscillatory nature and the maximal
velocity is v0 = ωc × u0. In this particular case v0 ≈ 2 mm/s with fc = ωc/2π ≈
700 kHz and u0 ≈ 0.5 nm, as a typical value for ultrasound amplitude. The sliding
velocity corresponding to AFAM experiments is thus several orders of magnitudes
higher than in FFM experiments.

The loading forces applied here were high and the friction between tip and sample
surface may have been affected by plastic deformation of asperities in the contact area.
Varying the experimental conditions, such as the choice of the cantilever stiffness,
should allow one to study the velocity dependence of friction in a controlled way,
and over a larger velocity range than has been done by FFM [89–93], by means of
measuring the damping in AFAM experiments. Further, the damping values γ ∗ in
AFAM experiments should allow investigating the ultrasonically induced lubrication
in more detail, such as suggested in [94–97].
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14.6 Conclusions

Besides the characterization of local elastic properties, measuring contact reso-
nances by using AFAM allows one to investigate friction and internal friction at the
nanoscale. On nc-nickel an increase of the contact damping Q−1 at specific applied
static loads has been observed and attributed to dislocation activities and interaction
with grain boundaries. Owing to its high spatial resolution capacity, AFAM should
help to understand ultrasonic absorption in materials of complicated microstruc-
tures like steels [98] or fatigued materials [99] and to apply this knowledge in non-
destructive testing. A first step in this direction has been made by Kumar et al. [15],
where the authors investigated the elasticity of microalloyed steel.

Also, the damping γ ∗ of stiff silicon AFM cantilevers in contact with different
surfaces, has been discussed on the basis of micro-sliding. The decrease ofγ ∗ with the
loading force P was analyzed using the model developed by Mindlin to calculate the
dynamic friction coefficientμ from the dissipated energy in the contact area between
tip and sample surface. The sliding velocity between tip and sample was significantly
higher than in typical FFM experiments and AFAM as an alternative technique thus
promises to advance the investigation the velocity dependence of friction and the
ultrasound lubrication at the nanoscale. Further, the loading forces applied in the
presented experiments were high and may have led to plastic deformation of asperities
in the contact area. It has been known that lubricating layers such as glazes can form
under severe wear [100, 101]. With the formation mechanisms of such layers still
being under investigation, AFAM is a good candidate to investigate these mechanisms
with higher spatial and time resolution than available with macroscopic techniques
and FFM.
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Chapter 15
Quantitative Subsurface Imaging by Acoustic
AFM Techniques

Zehra Parlak and Levent F. Degertekin

Abstract We review the modeling techniques developed for analyzing the effects of
2-D and 3-D subsurface structures on the stiffness measurements by acoustic AFM.
Starting from the analytical Hertzian model, we describe important parameters such
as penetration depth and subsurface resolution for acoustic AFM imaging. These
definitions point to the need for analytical–numerical models based on mechanical
surface impedance method and finite element modeling of arbitrary 2-D and 3-D
structures buried under the surface. By using the 2-D and 3-D models, the dependence
of penetration depth and subsurface resolution on material properties, subsurface
structure geometry, and imaging parameters are investigated. It has been shown that
high contrast between subsurface structure and substrate increases the detectability
of the structure and the visible depth of the structure depends highly on the contact
radius. Soft subsurface structures or voids can be detected with appropriate tip radius
and force even if they are as deep as 450 nm. However, the sensitivity is higher while
detecting stiff structures under thin soft layers. These results can be extrapolated for
different applications using the presented guidelines.

15.1 Introduction

Although AFM is primarily used for imaging surface topography, many important
AFM applications, such as measurement of thin films, require understanding of how
the finite surface stiffness measured by the AFM tip is affected by the material prop-
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erties and subsurface features [1, 2]. Acoustic and dynamic AFM techniques provide
important information for this purpose by significantly increasing the range of sur-
face stiffness measurement [3, 4]. Using experimental and analytical tools related to
these techniques, 2-D and 3-D structures and interfaces between different materials
beneath the surface can be identified and measured. The application space of these
measurements is broad, including thin film thickness and property measurement,
testing reliability, and repeatability of the fabrication processes of layered surfaces,
detecting nanoscale subsurface defects, such as electromigration voids in micro-
electronics circuits, to provide more insight into the manufacturing and testing of
multi-layered complex nanoscale structures [5–8].

In this chapter we review the modeling techniques specifically developed for
acoustic AFM imaging of layered materials and subsurface defects, and present
results relevant to several important applications. Starting from the analytical Hertzian
model, we describe important parameters such as penetration depth and subsur-
face resolution for acoustic AFM imaging. These definitions point to the need for
analytical–numerical models based on mechanical surface impedance method and
finite element modeling of arbitrary 2-D and 3-D structures buried under the surface.
We discuss the dependence of penetration depth and subsurface resolution on mate-
rial properties, subsurface structure geometry, and imaging parameters and provide
several illustrative examples before the concluding remarks.

15.2 Ultrasonic AFM for Contact Stiffness Imaging

Acoustic AFM techniques, such as AFAM and UAFM, aim for sensitive elastic-
ity measurements with high lateral resolution [4, 9]. In these methods, while the
cantilever scans the surface with a constant contact force, the cantilever tip-surface
contact is vibrated at ultrasonic frequencies. At these high vibration frequencies, the
cantilever beam is dynamically stiffened to increase and ideally match the stiffness
of the contact, improving the measurement resolution.

Although it is not applicable to layered media, one can use the simple Hertzian
model to define some of the parameters such as lateral resolution, sensitivity, and
contact stiffness resolution for contact-based AFM techniques. This model was first
introduced by Hertz for the contact between two elastic axisymmetric bodies [10].
It is a valuable tool for analyzing the effects of the applied force and the tip radius
on the contact deformation in AFM. It can also be used to calculate the reduced
Young’s modulus from the contact stiffness measured by the AFM on half-spaces.
The assumptions for this model can be summarized as the following [10, 11]:

• Continuous and non-conforming surfaces;
• Small strains;
• Elastic and homogeneous bodies;
• Frictionless surfaces.
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For an elastic sphere with the radius Rt , like the AFM tip, in contact with a flat and
elastic surface, the contact region is circular. According to this theory, the contact
radius, which can be considered the lateral resolution for ultrasonic AFM is given
as:

ac = 3

√
3F⊥ R

4M
, (15.1)

where F⊥ is the applied normal load, R is the equivalent radius of curvature, and M
is the indentation modulus. The indentation modulus, M , is derived from the Young’s
modulus, Et, Es, and Poisson ratio, υt , υs, of the tip and the sample, respectively, by
using the following equation:

1

M
= 1

Mt
+ 1

Ms
, (15.2)

where Mt and Ms are:

1

Mt
= 1 − υ2

t

Et
and

1

Ms
= 1 − υ2

s

Es
. (15.3)

The equivalent radius of curvature is calculated by the AFM tip radius, Rt and the
radius of curvature of the surface, Rs:

1

R
= 1

Rt
+ 1

Rs
. (15.4)

For many cases, Rs is much higher than Rt and it is infinite for a flat surface which
means R is equal to Rt .

The mutual approach of the AFM tip and the surface with the normal contact
force of F⊥—the maximum deformation on the contact–, δ, is given as:

δ = a2
c

R
= 3

√
9F2⊥

16RM2 . (15.5)

Ultrasonic AFM techniques measure the stiffness of the AFM tip-sample contact
by monitoring contact resonances [3, 12, 13]. The stiffness of the contact, or contact
stiffness, k∗, is the rate of change in contact force with respect to the deformation.
For the contact of AFM tip and surface, k∗ is calculated as [2] (Fig. 15.1):

k∗ = −∂F⊥(δ)
∂δ

= 3F⊥
2δ

. (15.6)

On homogeneous materials, k∗ is used to calculate Young’s modulus of the mate-
rials since it is a function of M :
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Fig. 15.1 The contact of a
spherical object with a surface

k∗ = 3
√

6F⊥ RM2. (15.7)

If the tip radius, tip material, and the applied force are known, Ms can also be
computed by using Eq. 15.7 and 15.3.

Since the effective cantilever stiffness is close to the contact stiffness at ultrasonic
frequencies, it is possible to measure contact stiffness accurately by detecting the
cantilever’s resonant vibrations. The resolution of the measurement can be quantified
by defining a minimum detectable contact stiffness change, �kmin, which is deter-
mined by the stiffness sensitivity of the selected contact resonance around a certain
contact stiffness and the signal-to-noise ratio (SNR). The signal to noise ratio is a
function of the mechanical, electronic, and optical detection noise of the system.
Various studies have reported ultrasonic AFM setups with�kmin as small as 10 N/m
[2, 14, 15]. One can then use Eq. 15.7 to determine the resolution of indentation
modulus measurement for given�kmin. For example, when�kmin is 10 N/m around
1,000 N/m contact stiffness, measured M has 1.5 % error. The error increases to 6 %
when �kmin is 10 N/m around a contact stiffness of 250 N/m.

It is known that environmental factors, such as humidity may affect the k∗ mea-
surements and require some correction of the results [16, 17]. Another factor that
affects the resolution of the contact stiffness measurement by AFM is the surface
topography. When the surface is not flat, R differs from Rt and the measured con-
tact stiffness changes even when the material is the same [17] (Fig. 15.2). To obtain
sensitive elasticity mapping of samples, the surface should be flat or the topogra-
phy effects should be taken into consideration when interpreting the results. The tip
radius affects the contact stiffness significantly (Eq. 15.7) and the ambiguities about
the tip radius cause errors [18]. Since subsurface imaging demands highly sensitive
contact stiffness data in order to detect the slight differences caused by subsurface
structures, the contact stiffness data should be reliable. One of the solutions is to



15 Quantitative Subsurface Imaging by Acoustic AFM Techniques 421

Fig. 15.2 Contact of the AFM
tip with a smooth and rough
surface. Equivalent radius of
curvature is equal to tip radius
for a smooth surface

t= t≠RR RR

blunt the tip prior to the experiments so that it does not change during the imaging
with some loss of lateral resolution in return [14].

A significant advantage of AFM over other elasticity measurement techniques
such as nanoindentation is its high lateral resolution. Ultrasonic AFM retains this
advantage and one can obtain non-destructive, sensitive elasticity measurement while
imaging the topography of a sample with a resolution limited by the contact radius.
This capability is especially important for imaging samples with different material
regions [19–21]; such as highly oriented pyrolytic graphite (HOPG) [9], carbon fiber
[22], and ferrites with nanoscale features [23].

The high lateral resolution of the elasticity images by ultrasonic AFM revealed
interesting results. Researchers observed distinct features between steps of the HOPG
and small areas of stiffness variation on the carbon fibers [22] such as shown in
Fig. 15.3. These variations are different from the topography changes and they may
appear even when the material at the top surface is the same over the image, pointing
out the heterogeneous nature of the sample. These heterogeneities can be due to the
subsurface defects [8, 14, 24, 25] or thin films [5, 8, 17].

The mechanism behind this contrast is the penetration of the stress fields into the
sample. For homogeneous samples, the elastic stress fields extend into the sample as
much as 3ac [26]. As described by Eq. 15.1, this figure increases with the compliance
of the material, size of the tip, and the contact force. Therefore, even for a simple
half-space one can adjust imaging parameters to achieve a certain lateral resolution
as well as depth of imaging.

The situation gets more complicated as soon as any subsurface structure is intro-
duced in the sample and models that more complex than the Hertzian approach are
required to analyze the field distributions created by the tip-sample contact. The
simplest subsurface structure that one can consider is a thin film layer with infinite
lateral extent over a substrate (half-space). With this additional complexity some new
imaging parameters need to be defined and calculated. For example, one can imagine
that the substrate will affect the contact stiffness at the surface if the film-substrate
interface lies close enough to the surface. In this case, we define the maximum dis-
tance between the surface and the interface that is enough to change the surface
stiffness by �kmin as the penetration depth [2]. This parameter can also be applied
for finite size subsurface structures and it becomes the maximum distance from the
surface that a subsurface structure can be detected through contact stiffness mea-
surement. The penetration depth would depend on factors such as the applied force,
tip radius, size of the subsurface structures, and the contrast between the mechanical
properties of the substrate and the subsurface structure among others.



422 Z. Parlak and L. F. Degertekin

Fig. 15.3 Images of a cross section of carbon-fiber-reinforced-plastic (CFRP). a Topography image
b Vibration amplitude distribution at cantilever’s resonance frequency [22]

Similarly, when a 2-D or 3-D finite size subsurface structure is present in the
sample, such as the case of Fig. 15.3, the lateral subsurface resolution of an ultra-
sonic AFM image cannot be defined only by the contact radius at the surface. A more
complicated analysis is needed to find the minimum separation between two subsur-
face structures that would result in �kmin at the surface. This subsurface resolution
will also depend on applied force, tip radius, and depth and size of the subsurface
structures among others. Calculation of these imaging parameters requires different
approaches. The following section reviews contact stiffness modeling for layered
media and finite size subsurface structures leading to the discussion of penetration
depth and lateral subsurface resolution in ultrasonic AFM applications.

15.3 Contact Stiffness Models of Samples with Subsurface
Structures

Since acoustic AFM methods rely on contact stiffness for mechanical measure-
ments, modeling of this parameter for samples including thin films and more complex
subsurface structures is critical. Only with a proper, validated model can one quanti-
tatively interpret the resulting measurements and images. In this section, we review
several methods for contact stiffness modeling for samples with increasingly com-
plex subsurface structures.

(a) Layered Media with Infinite Extent

Substrates with multiple thin layers are encountered in many practical applications
from microelectronics, optics to biologically functionalized surfaces. Measuring
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the thickness and material properties and examining the adhesion at the interfaces
between layers are crucial to have reliable and repeatable fabrication processes. For
modeling purposes, in the simple case, one can assume that these layers are infi-
nitely wide as compared to contact radius, and axisymmetry applies for a spherical
or conical tip.

Numerical methods like finite element analysis (FEA) can be used to analyze the
AFM tip contact with layered substrates [2, 27]. Since the acoustic AFM techniques
use vibration frequencies in the order of 1–10 MHz resulting in wavelengths much
larger than the contact radius and the dynamic changes in contact radius is very small,
the contact can be assumed quasistatic [2]. Then, contact elements can be applied
to axisymmetric structural elements with static contact assumption. Although FEA
is a powerful tool for modeling the AFM tip-sample contact, it requires excessive
computation time. Therefore, for infinitely wide layered media, closed-form numer-
ical solutions for calculating indentation modulus have been studied [1, 28] and
used by many researchers [17, 29]. Although useful, these methods rely on many
approximations and do not predict effects of the interface defects.

Another approach to the same problem emerges when one realizes that AFM at
ultrasonic frequencies is a form of common ultrasonic non-destructive evaluation
(NDE) methods for layered media. Although AFM deals with interactions at a much
smaller scale, this fact does not prevent one from using the wave propagation-based
models used in ultrasonic NDE for this particular application. Radiation impedance
approach is one of these methods adapted to AFM problems [2]. In ultrasonic AFM, a
vibrating AFM tip contacts the surface with a DC contact force and creates a circular
ultrasonic source radiating acoustic waves into the sample. For flexural vibration
modes, this source applies a traction field normal to the surface with radius ac. Since
the contact radius, ac, is much smaller than the wavelength, λs , at that ultrasonic
frequency; the generated waves into the solid are mostly inhomogeneous waves [2].
It is possible to combine the radiation impedance of this acoustic radiator [30] with
Hertzian contact theory to explain the AFM tip-sample contact [2]. The radiation
impedance method uses the surface impedance tensor which relates the stress and
velocity fields on the surface of a sample with arbitrary number of anisotropic layers
in the general case [31]. Furthermore, different defects can be introduced at the
interfaces between these layers, making this approach a powerful tool for calculating
the contact stiffness for a broad range of layered samples [2, 5, 6].

In this method, first the surface stiffness, ks, is calculated from the effective radi-
ation impedance seen by the tip on the contact area.

ks = normal force on the contact

displacement
= jωZs, (15.8)

where Zs is the mechanical impedance and ω is the angular vibration frequency.
Given that the waves radiated from the contact are inhomogeneous, the radiation
impedance is predominantly imaginary and the contact acts as a lossless spring
[30, 31].
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The contact stiffness is then calculated from surface stiffness using the elements
of Hertzian contact theory. An iterative algorithm, called contact stiffness algorithm
(CSA) combines these two methods [2]. The algorithm can be summarized in 5 steps:

• An initial contact radius, as[i], is estimated for the given contact force and material.
• Surface stiffness, ks, is calculated by radiation impedance (Eq. 15.8).
• Ms (the indentation modulus of the sample) is calculated:

Ms = ks

2as
. (15.9)

• The contact radius associated with this Ms and F is calculated:

as[i+1] = 3

√
3F R

4Ms
. (15.10)

If as[i+1] is close to as[i], then it means the initial estimate is true. If not, the
first 4 steps are repeated until the contact radius value converges. After this step the
reduced equivalent Young’s modulus and contact stiffness are calculated (Eqs. 15.1
and 15.7).

Contact stiffness calculations using CSA agree well with analytical solutions for
half-space samples. The calculations for layered media have been validated by finite
element modeling [2] and experiments [5]. In addition to contact stiffness calculation
as a single lumped parameter, the surface impedance method enables one to obtain
relevant stress and displacement fields in the layered media, which provides further
insight into effect of material properties and interfaces on ultrasonic AFM. As an
example, in Fig. 15.4, the normal displacement fields for 5 nm thick photoresist
polymer and tungsten films on silicon substrate are plotted [2]. It is seen that in
the case of the soft polymer film the displacement (indentation) is very large and
confined to the polymer layer, whereas in case of tungsten film the displacement
field penetrates well into the silicon substrate. This type of additional information is
useful in interpreting the contact stiffness and penetration depth calculation results.

Bonding problems such as delaminations are common and detrimental in many
applications of layered media. It is possible to incorporate different interface
conditions or defects into CSA calculations, such as delaminations or slippery bonds
between layers [6]. These conditions are included in the calculations by imposing dif-
ferent stress and displacement boundary conditions at the interfaces between layers
in the surface impedance calculations. As an example, contact stiffness calculations
for a silicon oxide/copper/silicon substrate are shown in Fig. 15.5 for perfect bond-
ing and void-delamination conditions at the oxide/copper interface. The results show
that the changes in the bonding condition drastically affect both the contact stiffness
value at the surface and also the penetration depth for the measurements. Therefore,
ultrasonic AFM measurements on such a sample can be used to detect this kind of
subsurface layer problems.
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Fig. 15.4 Side view of normal displacements into the silicon substrates with 5 nm thick resist and
tungsten films on top [2]

Fig. 15.5 Contact stiffness on
oxide layer with and without
a bonding defect [6]

In addition to delaminations, other adhesion problems can be investigated by using
the CSA [6]. For example, when gold is deposited on silicon, usually a thin layer of
titanium is needed in between to provide good adhesion. Otherwise a slippery bond
occurs between gold film and silicon substrate. This slippery bond affects the contact
stiffness measured on the surfaces and these effects can be simulated by using CSA
[6]. Hurley et al. deposited a thin gold layer on a silicon sample with and without
titanium in between. Figure 15.6b shows the contact stiffness image on the surface
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Fig. 15.6 a Model for cantilever dynamics. b Image of the normalized contact stiffness k∗/kc
calculated from the contact resonance frequency. c Average stiffness versus position across the
center of the image in b [8]

with these regions. Since the lack of the titanium causes poor adhesion and slippery
bonds, these regions have lower contact stiffness than the regions with titanium.
A section view of the contact stiffness image (Fig. 15.6c) shows that experimental
results match with CSA results [8]. In summary, the radiation impedance method used
in conjunction with the CSA provides a solid tool for calculating contact stiffness
for AFM when infinite layers with various material and interface conditions need
to be considered. We use this method in evaluating important parameters such as
penetration depth in the later sections.

(b) Finite-sized Subsurface Structures

Although many samples measured by acoustic AFM may have structures much
larger than the tip-sample contact radius, and thus can be modeled by the radiation
impedance method, many other subsurface structures are of finite size. FEA is best
suited to model contact stiffness changes due to these subsurface structures.

A 2-D axisymmetric FEA model of the AFM tip-sample contact is easier to con-
struct as compared to a 3-D model, and it is useful in defining penetration depth
for spherical and pillbox shaped structures [15, 32]. A 3-D FEA model of the AFM
tip-sample contact on the other hand, can be used to quantitatively characterize the
effects of various subsurface structures with arbitrary shape and lateral position rel-
ative to the AFM tip. The experimental contact stiffness results can then be analyzed
for subsurface imaging by using this model. Here, we review some salient aspects
of a 3-D FEA model development.

In principle, 3-D FEA models are capable of simulating AFM tip-sample contact
for any geometry. One could define the tip and the sample geometry much larger
than the contact radius and the contact area, and finely mesh the whole structure.
This brute force approach requires extensive computational resources. Since the aim
of the simulation is to calculate the effective Young’s modulus of the sample, using
a smaller tip area decreases the computation time immensely, i.e., MS is of interest
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and MT can be calculated by using the mechanical properties of the silicon tip.
In another approach, an infinitely rigid tip material is assumed in the simulations
instead of the actual MT , because in this case the elastic parameters of the tip do not
affect the results anymore [15, 33]. The effect of the deformation in the AFM tip
can be included later analytically to calculate the actual contact stiffness, k∗ values
as discussed below. In other words, in this model the AFM tip is simulated as a rigid
indenter. This configuration gives the opportunity of using a smaller tip structure
since the tip does not need to be a half-space.

For an infinitely stiff tip (MT → ∞), M is simply given by MS according to Eq.
15.2. Consequently, Eq. 2.11 below provides surface stiffness, kS , assuming Hertzian
contact:

kS = 3F⊥
2δ

. (15.11)

Note that, this equation is different from Eq. 15.6 since that equation is computed
for the contact stiffness.

In order to obtain k∗, three more steps are required. First, MS is calculated using
the following equation:

MS =
√

k3
S

6F⊥ R
(15.12)

MS is a reduced indentation modulus for the sample, which incorporates the effects
of finite size subsurface structures with the bulk material properties. By substituting
MS of Eq. 15.12 into Eq. 15.2 and using actual MT ,M is obtained. Contact stiffness
can be easily calculated after this point, by using Eq. 15.7.

3-D FEA calculations can be implemented by ANSYS 11.0.25. For ANSYS,
the 3-D structural solid element (SOLID92) can be used to mesh the tip and the
substrate. In addition, the possible contact area should be meshed with 3-D contact
elements (TARGE170, CONTA174). Figure 15.7 shows a typical 3-D FEA mesh.
With this type of mesh one can simulate an AFM scan over subsurface structures
such as spheres, cylinders, or rectangular prisms. Also, more than one structure
can be present. The bottom of the tip is spherical and always touches the center of
the substrate which is a cylindrical volume with at least 2 µm radius. Convergence
studies show that any smaller sized substrate does not agree with Hertzian contact
validation for half-space case because of the close boundaries. To simulate a scan
over the surface, the subsurface structures are relocated to different positions and the
contact stiffness is calculated for those positions.

One of the drawbacks of the 3-D FEA contact model is the computation time,
which is mainly determined by the nonlinear contact analysis and the number of
nodes. The number of nodes should be high for more accurate results, but a high
node number leads to excessive computation time. The SMRTSIZE command of
ANSYS can be used with medium size to control the distribution of the elements
on whole volume. This command provides coarse meshing. However, fine meshing
around the contact, especially around the contact elements, is necessary. Thus, it is
suggested to refine the meshing around the contact by using NREFINE command.

http://dx.doi.org/10.1007/978-3-642-27494-7_2
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Fig. 15.7 The computational
grid on the Y surface [14]

Accordingly, the 3-D model of AFM tip-substrate contact with an acceptable number
of nodes can be obtained. Each simulation run takes approximately 15 minutes on
average on an Intel P 4 3.0 GHz.

Convergence analysis of the 3-D FEA model of the AFM tip-substrate contact
for the half-space material is performed through comparison with Hertzian contact
theory. According to the convergence analysis, the simulated contact stiffness for
a half-space converges to values obtained from Hertzian contact theory with less
than 1 % difference for different materials. Although this result verifies the FEA
approach, it does not provide a comparison for the simulation of the finite size
subsurface defects. For this purpose, additional ultrasonic AFM experiments were
performed and the 3-D FEA model was verified [14].

The capability of imaging simulation is demonstrated in Fig. 15.8, which shows
the contact stiffness variation when an AFM tip with 100 nm radius is pressed on
the surface with 1 µN contact force and scanned over a 300 nm radius spherical 500
nm under the silicon surface. The silicon half-space results in contact stiffness of
1,427 N/m in the simulations for the given parameters. The lowest contact stiffness
resulted by this spherical cavity is 1,411 N/m. In comparison, an infinitely long
cylinder with the same radius and depth results in 1,395 N/m of contact stiffness
when the AFM tip is located at its center. With these types of simulations, one
can use the 3-D FEA simulations to define subsurface image resolution of AFM in
addition to the topographical resolution dominated by the contact radius.

The 3-D FEA contact model is verified on a silicon substrate with well-known
finite sized subsurface structures by using AFAM. The cantilever, the tip radius,
and the contact force are determined prior to the experiments by following routine
calibration processes [4, 26] and these parameters are used in the simulation with-
out any parameter fitting. The experimental data is compared with 3-D FEA con-
tact simulations for the same subsurface structures and the comparison is shown in
Fig. 15.9 [14]. The experimental analysis verified that one can use 3-D FEA contact
models to calculate the contact stiffness on finite size subsurface structures [14]. It
has also been shown that one can quantitatively characterize nanoparticles embedded
in polymers by using 3-D FEA contact models as guidelines [25].
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Fig. 15.8 The contact stiff-
ness simulations for an embed-
ded spherical cavity [14]

Fig. 15.9 Measured and simulated contact stiffness on cylindrical cavities with 315 nm and 350 nm
radius in silicon substrate. The center of the cavity lies under 550 nm material and parallel to the
surface [14]

15.4 Penetration Depth and Subsurface Resolution
in Acoustic AFM

As introduced earlier, penetration depth is an important parameter for thin film char-
acterization and subsurface imaging. The models discussed in the previous section
enables us to evaluate this parameter for a wide variety of applications.

Penetration depth in layered media depends on the applied force, tip radius, and
material properties. In order to understand how these variables affect penetration
depth on thin films, the CSA approach described in Sect. III-a) is used. Figure 15.10
shows the penetration depth for a thin layer of SiO2 (MSiO2 = 72 GPa) deposited
on silicon substrate. In this figure, the penetration depth is calculated by assuming
�kmin = 10 N/m for different tip radius and applied force combinations. For exam-
ple, 100 nm of tip radius and 100 nN applied force results in a penetration depth of
42 nm. As a general trend, the simulation results show that for thin film layers, the
penetration depth can be expressed as proportional to the cube root of the force—tip
radius product, similar to the contact radius equation (Eq. 15.1). This does not mean
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Fig. 15.10 Penetration depth
of SiO2 film on the Si sub-
strate versus the force-radius
product

Fig. 15.11 Penetration depth
of thin films (indentation
modulus of 50, 100, 150, 200,
250, and 300 GPa) on different
samples

that penetration depth can be calculated from the contact radius as in the case of a
half-space. But once the penetration depth for a material combination is known for
a particular case, one can determine penetration depth for different force and radius
values.

The data presented in Fig. 15.10 are obtained for a specific thin film/substrate
material combination and it is highly affected by the indentation modulus of the
materials and their contrast. To study these effects, the thin film layers with inden-
tation modulus between 50 GPa and 300 GPa are studied. In the CSA simulations,
penetration depths of these films on different substrates are calculated (Fig. 15.11).
The data in this figure are obtained for 100 nN contact force and 100 nm tip radius.
However, it is possible to extract results for different force and radius combinations
by using the cube-root relation. When the contrast between the indentation moduli
of the film and the substrate is high, the penetration depth is also high. Another result
that can be obtained from this figure is that, for a thin film the penetration depth is
higher when the substrate is softer than the film. For example, when the film material
has 100 GPa indentation modulus, the penetration depth is 59 nm for a substrate with
50 GPa modulus. Penetration depth value decreases to 34 nm for a substrate with
200 GPa indentation modulus.
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Fig. 15.12 Contact stiffness
sensitivity to thickness change
of the thin films for different
films

To understand the thickness sensitivity of the contact stiffness measurement by
ultrasonic AFM, a simulation is conducted by CSA for a 3 nm thick film on silicon
substrate (Msubs = 150 GPa). In this simulation, different indentation modulus values
are assigned to the film and the contact stiffness change for one nm of film thickness
change is calculated for each material (Fig. 15.12). As expected, when the material
elasticity has high contrast with the substrate, the contact stiffness change is higher.

Generally, if a film on a substrate has high penetration depth, then film thickness
measurements are more sensitive. We also investigated the case where the penetration
depth is the same for two different combinations. The simulations show that when
a 75 GPa film is deposited on silicon substrate (Mfilm = 0.5 × Msubs), the penetra-
tion depth is 36.5 nm. This penetration depth value is also valid for a 345 GPa film
(Mfilm = 2.3 × Msubs). CSA simulations are performed to understand the stiffness
change associated with these films. As expected, increasing the thickness of the soft
film decreases the contact stiffness while increasing the thickness of the stiff film
increases the contact stiffness (Fig. 15.13a). As the rate of the stiffness change is
investigated, an interesting result is observed. For very thin films (as thin as 1 nm)
the stiffness change is more sensitive for a soft film, i.e., measuring the effects of the
substrate is easier through a soft film than a stiff film for thin layers. When the film
thickness is in the 3–10 nm range stiffer films are advantageous. For film thicknesses
higher than 15 nm, the rate of contact stiffness change is the same for softer or stiffer
film.

Materials of interest in nanotechnology are not limited to layered media. Finite size
defects, voids, inclusions under the surface are also of interest for many researchers.
One interesting parameter to investigate for finite size subsurface structure is the
effect of the elastic properties of these structures on the detection limits. As in the
case of infinite structures, the penetration depth changes with the elastic properties of
the finite subsurface structures. This type of information is important in determining
proper force and tip radius used in the experiments. For this purpose, long cylindrical
inclusions in silicon made of SiO2 and tungsten are simulated by 3-D FEA model.
To simulate the limiting cases, the results for a cylindrical cavity or a perfectly
rigid inclusion of the same shape are also generated. A contact force of 1 µN and
tip radius of 100 nm is used in the simulations. As mentioned before, �kmin, is
10 N/m. In Fig. 15.14, the minimum defect size and depth required for the detection
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Fig. 15.13 a Contact stiffness
on the surfaces with 75 GPa
and 345 GPa films for different
thicknesses b Contact stiffness
sensitivity for different layer
thicknesses

of these subsurface defects are plotted. Each line shows the depth and the radius of
the corresponding inclusion that results in �kmin. For each material, the region to
the left of the contour shows the detectable range of the cylindrical defect radius and
depth. According to Fig. 15.14, when there is higher contrast between substrate and
structure, smaller inclusions can be detected. Consequently, the lines corresponding
to rigid structure and void defects are the rightmost curves. Similarly, the tungsten
(MW = 478 G Pa) inclusion generates more contrast than a similar silicon dioxide
(MSi O2 = 74 G Pa) structure. Rigid inclusions can be detected easier than the voids
of similar size when they are close to the surface. The steep increase in detectable
rigid cylinder radius shows that the penetration depth for this type of defects is limited
to about 280 nm regardless of its size for this particular tip radius, tip, and substrate
material. In contrast, a void located deeper in the substrate can still be detected if
it has large enough diameter. The results presented here are specific for finite size
subsurface structures modeled as cylindrical inclusions. When the structure is much
larger than the contact radius, the results converge to the layered media as expected.
Note that although the results in this figure are valid for this particular example they
can serve as a guideline for subsurface detection.

A similar study is performed for investigating the effects of the tip radius on
penetration depth for finite size structures. Tip radius of 50 nm, 100 nm, and 150 nm
are simulated in the 3-D FEA model. The applied force is 1 µN force in this case
and there is a cylindrical cavity in the silicon substrate. The curves show the pene-
tration depth for different cylinder radii (Fig. 15.15). The left of the curves are the
detectable regime for each tip radius. As expected, increasing the tip radius increases
the penetration depth. When the ratios of the penetration depth for different tip radii
are examined, it can be concluded that tip radius affects penetration depth with cube
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Fig. 15.14 The detection
limit contours for the cylindri-
cal defects in silicon substrate
[14]

Fig. 15.15 Penetration depth
on a substrate with cylindrical
cavity for 50 nm, 100 nm, and
150 nm radius tips

root. This result is consistent with the contact radius equation of the Hertzian model
and CSA simulations on layered media.

Although layered media and finite size subsurface structures require more com-
plex models than Hertzian contact theory, when examining the penetration depth it is
possible to extrapolate data points by using contact radius equation (Eq. 15.1). One
can either use the models for the desired material combination or use the data shown
in this chapter and apply it for the desired force and tip radius combination in order
to determine whether a subsurface structure can be detected or not.

The lateral resolution of an AFM scan is defined by the contact radius. When it
comes to resolution in subsurface imaging, a more complicated analysis is needed.
As an example, in the following figure (Fig. 15.16), two cylindrical cavities with
300 nm radius are placed at 200 nm depth in a silicon substrate. The contact stiffness
measurement on this substrate is simulated by 3-D FEA mode for 1 µN force and
100 nm tip radius. In order to analyze the lateral resolution of subsurface imaging,
the distance between the centers of the cylinders is assigned as 800 nm, 1 µm, and
1.2 µm. The lateral resolution of subsurface imaging is the distance at which the
contact stiffness image can resolve each structure independently. With that definition,
when the distance between cylinders is 800 nm, the center shows a contact stiffness
change of 13 N/m. This value is higher than �kmin that we had assumed earlier
in this section, therefore these two structures can be resolved. Similarly, for the
distances of 1 µm and higher, the stiffness changes are also larger than �kmin and
these structures are resolvable. Therefore, for this sample configuration, there should
be at least 800 nm distance between the centers of the cylinders so that they can be
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Fig. 15.16 a Contact stiffness scan on two cylindrical cavities of 300 nm radius. b Schematic of
the simulated sample

imaged at this particular depth. For different types of subsurface structures a similar
analysis based on 3-D FEA can be performed.

15.5 Conclusion

Ultrasonic AFM provides a means for subsurface imaging at the nanoscale through
contact stiffness measurements. Analysis methods that can simulate contact stiffness
variations with different types of subsurface structures are essential for quantitative
interpretation of the ultrasonic AFM measurements and images. Wave propagation-
based analytical models have been shown to be an effective method to evaluate several
key parameters such as penetration depth for layered media with various material
combinations and interface defects. For more complicated 2-D and 3-D subsurface
structures, FEA methods have been developed and verified. When combined, this
array of methods provide the toolbox necessary to guide ultrasonic AFM studies
for quantitative non-destructive evaluation of a variety of subsurface structures well
beyond the few examples discussed here.

This material is based upon work supported by the National Science Foundation
under Grant No. 0725618.
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Chapter 16
Polymer Material Characterization
by Acoustic Force Microscopy

Chad S. Korach

Abstract Acoustic force microscopy has been used for the measurement of the
nanomechanical response in a number of materials and applications in materials
science and engineering. The use of acoustic techniques to study polymeric mate-
rials has only recently drawn interest from the technique. Here, a review of recent
accomplishments in the use of acoustic techniques to measure polymer nanomechan-
ical properties will be discussed and the measurements of polymer fibers and bulk
materials will be presented.

16.1 Introduction

Nanomechanical property measurement of materials with nanostructure and nano-
scale dimensions provide a challenge to well-established techniques such as
instrumented-indentation. This is primarily due to the depths and contact areas nec-
essary for accurate property assessment that reduces the spatial resolution. A class of
techniques based upon Scanning Probe Microscopy (SPM) which utilize analysis of
Atomic Force Microscope (AFM) cantilever dynamics to determine the mechanical
response of materials has evolved over the past 15–20 years. The techniques modulate
samples or cantilevers and measure the cantilever response while probe–sample con-
tact occurs; using contact modeling, quantitative properties can be accurately mea-
sured at the nanoscale and can be combined with high resolution rastering of sample
surfaces to create property maps. Acoustic modulation has been used by Atomic
Force Acoustic Microscopy (AFAM) [1], Contact Resonance-AFM [2], Ultrasonic-
AFM [3], Ultrasonic Force Microscopy (UFM) [4], Resonant Difference-Frequency
Atomic Force Ultrasonic Microscopy (RDF-AFUM) [5], Scanning Microdeforma-
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Fig. 16.1 Schematic of an acoustic microscopy technique (AFAM) setup showing location of
sample on an ultrasonic transducer (Reprinted with permission from Zhao et al. [17]. Copyright
2009 Elsevier Ltd.)

tion Microscopy (SMM) [6], Scanning Near-Field Ultrasound Holography (SNFUH)
[7], and Torsional Harmonic-AFM [8] to measure quantitative nanomechanical prop-
erties. Each technique provides a means, either through the sample or the probe tip,
to perturb the AFM cantilever which serves as the force transducer of the tip–sample
contact stiffness.

A schematic of an acoustic technique (in this case AFAM) in Fig. 16.1 demon-
strates the key components of the setup which utilizes ultrasonic frequency oscilla-
tions to excite an atomic force microscope cantilever when the tip is in contact with a
sample placed on an ultrasonic transducer. The high-resolution piezo scanner of the
AFM is utilized to gain precise spatial positioning, and the laser-photodiode system
provides high-resolution determination of tip position and cantilever vibration modes
and frequencies. Acoustic techniques can be utilized in a direct contact mode with a
sample or by rastering the sample. The latter provides a stiffness map of the imaged
surface. Depending on the technique, loads that are approximately two orders larger
than typical AFM imaging loads are used so that a sufficient contact exists between
the tip and sample and provides transduction of the oscillations induced by the ultra-
sonic transducer. Elastic modulus of the sample surface can be extracted from the
resulting measured contact resonance frequency and using a vibration model for the
cantilever is related to the tip–sample boundary condition, which is the contact stiff-
ness [1]. Using an appropriate contact mechanics model, which assumes tip geometry,
the modulus may be calculated from the contact stiffness. For polymers, both damp-
ing and plastic deformation are more likely to occur than when testing metallic or
ceramic surfaces, and are necessary to consider. The technique has been used to study
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material systems with structure or features on the order of nanometers. For example,
layered and thin-film polymers [9, 10], patterned wafers [11], thin-film magnetic fer-
rite grains [12], nanocrystalline Ni [13], and flexible electronic circuits [14], have all
been measured with a form of acoustic force microscopy. These examples have been
able to measure features on the order of nanometer resolution, which can be applied
to measuring mechanical property variations in polymers and soft materials, such
as epoxy matrix regions in composites and nanocomposites, subsurface imaging of
polymer thin films, polymer nanofibers embedded in bicomponent fibers, and elec-
trospun fibers of varying diameter. Here, these applications of acoustic microscopy
techniques to heterogeneous polymeric materials will be presented, along with the
effects of probe geometry and viscoelasticity.

16.2 Characterization of Electrospun Polymer Fibers

The measurement of mechanical properties of thin polymer fibers at the scale of
the fiber diameter dimension is important for understanding surface and structural
effects. The high resolution of the atomic force acoustic microscope provides the
capability to measure mechanical properties at the fiber scale. Confinement of the
semicrystalline polymers, poly-(ethylene-co-vinyl acetate) (PEVA) and low-density
polyethylene (LDPE), produced by electrospinning has been observed to produce
fibers with large protrusions, which have not been previously observed in fibers of
comparable diameters produced by other methods [15]. Measurement of the mechan-
ical properties of these fibers, by both AFAM and shear modulation force microscopy
(SMFM) [16], a lateral modulation technique, indicates that the moduli of these fibers
increases with decreasing diameter, with the onset at ∼10 µm. Here, the measure-
ment of the fiber stiffness will be detailed and presented.

The materials used for the fibers were PEVA and purchased from Dupont Co. with
the commercial name Elvax 260 (PEVA260). Chloroform was purchased from Fisher
Science. Electrospinning of PEVA polymer fibers was done by dissolving PEVA
with different weight concentration in chloroform. The solutions were left at room
temperature overnight and then heated on a hot plate until the solution completely
dissolved. PEVA solutions were electrospun directly. In the electrospinning process,
3 mL of the solution was drawn into the 5 mL glass syringe (Hamilton Co., Reno,
NV) that was then secured onto the graduated pump (KD Scientific, Holliston, MA),
and the flow rate was set to be 50 µL/min. The high-voltage power supply (Gamma
High Voltage Research, Ormond Beach, FL) was set to 10 kV and attached to the
needle. Because of the relatively poor solubility of PEVA in conventional solvent
system at ambient temperature, a heating system was appended to the conventional
electrospinning setup: (1) A flexible Kapton tape heater was attached the syringe
and wrapped around the barrel and needle, in order to control solution temperature
during electrospinning and the Taylor cone. The heating temperature was adjusted
according to the melting point of different polymers. The solution temperature was
maintained at 78 ◦C for the PEVA260. (2) An infrared lamp was also used to maintain
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Fig. 16.2 SEM images of
electrospun PEVA260 fibers,
showing smooth surface mor-
phology (Reprinted with per-
mission from Liu et al. [15].
Copyright 2011 American
Chemical Society)

the elevated temperature between the spinner and collector. Electrospun fibers were
collected on cleaned aluminum foils or silicon wafers as randomly oriented fiber
mat on the aluminum target, which was horizontally placed 10 cm away from the tip
of the needle. The electrospun fibers were then placed in a vacuum oven, at 25 ◦C
overnight, in order to remove residual solvent. The morphologies of the fibers were
imaged by using scanning electron microscopy (SEM, LEO 1550, LEO, Germany)
with 2.5 kV acceleration voltage and at working distance of 2–4 cm. All fiber samples
were sputter-coated with gold to improve the surface conductivity. Figure 16.2 shows
an SEM image of the electrospun PEVA260 fiber morphology. From the figure, it is
observed that the fiber surfaces are smooth and free of features.

Relative stiffness of the electrospun fibers were measured by the AFAM technique.
A conventional AFM (NT-MDT SolverProM) was used with the sample mounted
on an ultrasonic transducer which emits longitudinal acoustic waves [1]. The AFM
cantilever is brought into contact with the sample, and the resulting vibrational fre-
quencies in the cantilever were measured with the laser-photodiode system. The
AFAM technique has successfully been used to measure the elastic modulus of ther-
moset epoxies [17]. The tip–sample contact stiffness is modeled as a linear spring,
and using a cantilever beam model the equations of motion can be solved analytically
if amplitudes are kept sufficiently small, yielding the contact stiffness as a function
of vibrational frequency. An AFM cantilever (AIST fpN11S) with spring constant
of 6.1 N/m, calibrated by the thermal tuning method [18], was used for all mea-
surements. An indium film was used to calibrate the AFM cantilever and determine
the tip radius of curvature. A normal load of 1 µN was applied by the cantilever to
the tip–substrate interface through the cantilever bending calibration. Fibers were
distributed randomly on a silicon substrate that was then mounted on an ultrasonic
transducer with a small volume of honey which is allowed to set for at least 1 h.
The built-in zoom microscope was used to identify fibers of interest and measure
fiber widths. Small diameter fibers (<7 µm) were imaged directly with the AFM in
a semi-contact (tapping) mode, and AFAM measurements were made at the apex of
the fiber. When computing the elastic modulus from the measured contact stiffness,
a linear elastic isotropic Hertzian contact model was utilized, which did not take into
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Fig. 16.3 Relative modulus
of electrospun PEVA260
fibers measured by AFAM and
SMFM methods as a function
of fiber diameter. Increase
of ∼40 % is observed for
fibers of <10 µm. (Reprinted
with permission from Liu
et al. [15]. Copyright 2011
American Chemical Society)

consideration any time-dependent effects such as viscoelastic or viscoplasticity. For
larger diameter fibers, the AFM tip was located directly on the fiber and the surface
imaged to determine the location of the apex. At least four AFAM measurements
were performed on each fiber size. For comparison, measurements of the relative
modulus of the PEVA fibers were also performed by a Veeco/DI Dimension 3000
AFM using the principle of the SMFM method [16]. The SMFM technique works by
oscillating the x-piezo in a scanning probe microscope to generate a small displace-
ment parallel to the surface. This is accomplished while a normal load of ∼25 nN is
applied. The x-piezo amplitude is varied while the change in lateral cantilever posi-
tion from the photodiode is recorded with a lock-in amplifier at 1,400 Hz. Qualitative
comparison of the polymer surface stiffness can be made by the recorded cantilever
lateral response amplitude for different surfaces. The technique has also successfully
been applied to determine glass transition temperature (Tg) of polymers [16]. When
the drive signal amplitude was varied from 7.5 to 125 mV, which corresponded to an
x-piezo displacement of 1.5–25 nm, the cantilever response was recorded to estimate
the stiffness of the fibers. At least three fibrils were measured for the same diameter
of each material. Each fiber was measured using at least three locations and three
measurements were done at each location. Hence, the data represented an average
of 27 measurements.

The relationship between the mechanical properties and fiber size can be compared
by the AFM-based stiffness measurements. By keeping the ethylene content fixed,
the effect of fiber diameter on the modulus can be compared. Figure 16.3 plots
the relative stiffness values of PEVA260, which were measured by two separate, but
complementary, techniques. The figure demonstrates clearly that the moduli increase
by 40 % as the fiber diameters decrease from 18 to 2µm. The moduli are relative to the
largest fiber diameter tested, 14 and 18µm, for the SMFM and AFAM, respectively.
A similar increase in modulus with decreasing fiber diameter was previously reported
by Arinstein et al. [19] In their systems, the onset occurred for a diameter below 1µm,
in contrast to the PEVA260 systems where the onset occurs for diameters less than
10µm. This observation seems to confirm their interpretation of the results as being
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due to supramolecular structures internal to the fibers, rather than surface induced
alignment, since it is very difficult to explain surface orientation propagating into the
interior of the fibers for these larger distances. Since the AFAM technique is sensitive
to the bulk response of the fiber, this establishes that the increased modulus occurs
throughout the entire fiber. The AFM probe tip radius (∼50 nm) is small compared
with the fiber diameters (3–18µm), where the maximum sub-surface stress will be
<100 nm in depth. Thus, the contact stress field is contained within the fiber material
and the substrate effect will be consistent from fiber to fiber size. The relative moduli
obtained by AFAM and SMFM are plotted together in Fig. 16.3, where the results
are in good agreement, indicating that the increased modulus with decreasing fiber
diameter is characteristic of the fiber and are not simply a surface phenomenon.

Since polymeric chains have multiple degrees of freedom, confinement alone can
impart special properties. In semicrystalline polymers, such as PEVA, confinement
brought by electrospinning can change the melting point while at the same time
improving the mechanical properties. The relationship between fiber diameter, which
imparts a polymer orientation during the spinning process, and mechanical properties
was successfully measured by the AFAM technique and shown to begin for fibers as
large as 10µm. This study demonstrates the viability of using AFAM on complex
surfaces due to its high lateral resolution and ability to land on individual fibers.

16.3 Characterization of Bicomponent Polymer Fibers

Nanofibers spun from bicomponent extrusion are capable of unique structural and
physical properties due to the unusual polymer flow in the confined elastic bound-
aries. Bicomponent extrusion is capable of generating up to thousands of continuous
nanofibers within a sacrificial material [20]. When the fibers are at diameter scales
of 10 nm, unusual flow patterns occur resulting in increased strength due to crystal-
lization kinetics and induced superdrawing. The velocity profile within the extrusion
generates the unusual flow and creates variations in nanofiber stiffness within the
bicomponent fiber. Due to the nanoscale feature size of the fibers and the difference
in modulus between the nanofibers and sacrificial material, high-resolution tech-
niques such as AFAM may be used to quantitatively assess differences in stiffness.
AFAM images of the cross-section of a bicomponent fiber, of the Islands-on-the-Sea
type, obtained using conjugated extrusion are shown in Fig. 16.4. The island domains
are composed of polyamide and the sea matrix is composed of polyester. AFAM is
able to detect minor differences in the storage modulus between the two soft materi-
als with nanoscale resolution. The differences in the modulus of the island domains
are attributed to differential cooling and enhanced drawing of the fibers during the
spinning process.
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Fig. 16.4 AFAM frequency images of bicomponent fibers. Left lighter regions represent higher
stiffness, scale 1–6 kHz (dark to light). Right darker regions represent stiffer fibers, scale
372–387 kHz (dark to light). (Images courtesy of the Hinestroza Group, Cornell University, USA)

16.4 Characterization of Fiber-Reinforced Epoxy Composites

Composite materials have become ubiquitous in applications that demand high
strength to weight ratios for improved efficiency and performance. Polymer matrix
composites are multi-phase materials with fillers in the form of fibers, ribbons, or
particulates with length scales ranging from millimeters to nanometers. The region
surrounding the filler, the matrix interphase, is believed to control the fundamental
load-transfer process and thereby bulk mechanical properties of composites. Depend-
ing on the size of the filler and the dispersion, the interphase region can range from
tens of nanometers to microns. SPM-based techniques lend themselves to imaging
and characterizing composite materials due to the high spatial resolution. Accu-
rate mechanical property measurements at these scales prove challenging, and the
AFAM technique has been demonstrated as a viable method to determine highly local
mechanical properties. Zhao et al. [17] have successfully used AFAM to character-
ize carbon fiber-reinforced epoxy composite nanomechanical properties as a function
of moisture exposure time, and the first to quantitatively evaluate the fiber–matrix
interphase.

Fiber-reinforced polymer composites are used in infrastructure and other engi-
neering structures applications, however, it is critical that composites prove their
superior mechanical characteristics in terms of long-term durability when used in
harsh and demanding environments. Moisture is readily absorbed by most poly-
mer matrices and leads to changes in mechanical characteristics [21–23]. Research
on moisture based degradation has been qualitatively shown to affect the proper-
ties of the interphase [24, 25], the region, which is on the order of sub-micrometers,
between a fiber and matrix in composites, and controls the fundamental load-transfer.
Hence, quantitative measurement of the mechanical properties at or near the fiber–
matrix interphase is of critical importance. AFAM, a technique that retains the same
excellent lateral resolution of a scanning probe microscope, but combines with an
ultrasonic transducer to achieve quantitative mechanical property measurements
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[1, 26], is used to characterize the epoxy interphase as a function of degradation
time. This is achieved in part due to tip radius of curvature on the order of 10 nm and
the ability of the piezo-stack scanner to achieve subnanometer lateral resolution.

Specimens were machined from vacuum bag fabricated [0]8 and [0/90]2S

laminates of IM7/997 carbon-fiber/epoxy composite. IM7 is a 5µm diameter,
Polyacrylonitrile (PAN)-based carbon fiber, while 997 is a 177 ◦C (350 ◦F) curing,
thermoplastic modified, toughened epoxy resin with a proprietary formulation. All
specimens were preconditioned in a desiccator at ambient temperature and 10 % rel-
ative humidity for 1–2 weeks, and a diamond saw was used to cut samples in order to
mount them onto the AFAM stage for testing. Due to the low roughness requirement
to obtain results with AFAM, samples underwent metallographic polishing steps
with 3, 1, and 0.05µm particles. Boiling water degradation of composite samples
took place in a deionized water filled boiling flask [27]. A silicone oil bath was used
to provide indirect heat input and to generate an average heat distribution for the
deionized water. Cold water was continuously running through a condenser to retain
evaporate. During degradation, the temperature of the silicone oil was controlled
within the range of 130–135 ◦C. Samples for testing were placed into the degrada-
tion system all together, and two pieces were taken out after every 24 h of exposure.
Six conditions, which have been degraded for 0, 24, 48, 72, 96, and 120 h, were tested
with AFAM.

AFAM is performed by insonifying a sample mounted on an ultrasonic transducer
that emits longitudinal acoustic waves [1], in conjunction with an AFM. An AFM
cantilever is modeled as a clamped beam with a distributed mass that can vibrate in
different modes, such as flexural, torsional, and extensional. Closed form solutions
of the equations of motion have been used [28–30] in flexural and torsional vibration
modes for analysis of the free vibrations. If the beam is fixed at any length L1 and
coupled to a surface through a linear spring with stiffness k∗, the altered boundary
conditions representing the forces due to tip–sample contact, the equations of motion
can be solved analytically using a simplified beam contact model, if amplitudes
are kept sufficiently small. For larger amplitudes, a nonlinear representation of the
surface forces would be necessary [31]. A representative characteristic equation for
the modal flexural stiffness is given as:

k∗

kc

[− (cosh kn L1 sin kn L1 − sinh kn L1 cos kn L1)
(
1 + cos kn L ′ cosh kn L ′)

+ (
cosh kn L ′ sin kn L ′ − sinh kn L ′ cos kn L ′) (1 − cos kn L cosh kn L)

]

= 2
(kn L1)

3

3
(1 + cos kn L cosh kn L) (16.1)

where k∗ is the tip–sample contact stiffness, L is the total cantilever length, L1 is the
tip position along the cantilever, and L ′ = L − L1. The wave number, kn , is given
by (16.2),



16 Polymer Material Characterization by Acoustic Force Microscopy 445

kn = cc
√

fn (16.2)

c2
c =

√
48π2ρ

b2 Ei
(16.3)

kc = Ei b3a

4L3
1

(16.4)

where fn are the vibration frequencies (n = 1, 2, . . .), cc is a characteristic cantilever
constant, kc is the cantilever spring constant, Ei (= 169 GPa) is the modulus of the
cantilever material (silicon), ρ is the mass density of the cantilever material, a is the
cantilever width, and b is the cantilever height. Typical values of cantilever spring
constants used in the AFAM measurements are larger than used for contact imaging,
allowing higher normal loads to be applied to the contact interface while retaining
small cantilever deflections. If smaller kc values are used, the adhesive interaction
forces between the AFM tip and the sample surface are on the same order or larger
than the contact forces applied by the cantilever. Viscous damping and lateral forces
can be added into the theoretical model [28] though their influence on k∗ is small
compared with the normal forces and errors generated by tip geometry and position
[32]. The resonance frequencies are sensitive to the applied normal loads and increase
with applied load due to a stiffer contact created between the tip and sample, though
are stable within a certain range of loads.

A Hertzian contact model provides the elastic modulus of the sample surface,
after obtaining the contact stiffness. In the 3D Hertz analysis [33], the contact is
assumed to be a parabolic indenter in contact with a flat surface. The indenter tip and
the surface have elastic modulus of Ei and Es , and Poisson’s ratios of νi (= 0.33)
and νs(= 0.36), where i and s represent the indenter and the surface, respectively.
For a statically applied force, Fc = kc ×�z, where�z is the cantilever deflection. In
these experiments the tip–sample forces Fc are sufficiently large to overcome surface
interaction forces to ensure that the elastic contact forces are the main contribution to
the analysis. For small deflections, the radius of contact, ac, and the effective elastic
modulus, E∗, are given as,

ac = 3

√
3Fc R

4E∗ (16.5)

1

E∗ = 1 − ν2
s

Es
+ 1 − ν2

i

Ei
(16.6)

where R is the radius of curvature of the indenter tip.
Using (16.5) and the mutual approach between surfaces, δ = a2

R , the contact
stiffness can be represented by,

k∗ = 3
√

6E∗2 RFc (16.7)
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and relates the contact stiffness k∗ to the sample surface elastic modulus (Es), and
is a function of the applied contact force and the radius of curvature of the indenter
tip. The analysis makes the assumption of an isotropic, linear elastic material locally.
Viscoelastic effects will cause an increase in contact depth over time; the effect
was minimized in the experiment by allowing the tip to contact the sample for
∼1 min prior to beginning the test, which was found to have a constant depth dis-
placement as measured by the z-piezo and cantilever deflection. Compensation for
viscoplastic effects due to yielding of the epoxy at the high contact pressures present
have been attempted using a plastic core–shell contact model to estimate the contact
stiffness [34].

Cantilever geometry (L ′) was measured by combination of scanning electron and
optical microscopy. Tip radius of curvature is typically in the range of 10–100 nm,
and was checked for accuracy during experiments using a polished silica sample
[28]. Initial topography scanning to locate matrix regions for testing was performed
at low applied loads, making radius of curvature a consistent value throughout all
documented experiments.

The cantilever spring constant (kc) measurement is of essential importance, since
as (16.7) shows, contact force Fc is the only unknown parameter that relates con-
tact stiffness, k∗, and the reduced elastic modulus, E∗. Although AFM cantilever
manufacturers provide a typical range for kc, for accurate nanomechanical results
the direct calibration of the spring constant was determined by the thermal turning
method [18].

The ratio of k∗/kc guides selection of the appropriate cantilever to provide the
best sensitivity. Since composites contain two or more materials of different stiffness
(Efiber ∼ 275 GPa; Eepoxy ∼ 4.14 GPa [35]), to obtain correct results each material
should be tested with a cantilever of an appropriate spring constant. Incorrect can-
tilever selection can lead to erroneous evaluation of AFAM results, due to contact
stiffness (k∗) of tip–material pairs which are out of range. Equation (16.1) can be
rewritten as,

k∗/kC = (1 + cos(L ′CC
√
( fn)) cosh(L ′CC

√
( fn)))/

(sinh(L ′CC
√
( fn)) cos(L[′C]C

√
( fn))

− sin(L ′CC
√
( fn)) cosh(L[′C]C

√
( fn)))

· (L ′CC
√
( fn))

3/3. (16.8)

By evaluating (16.8), it is found that only some frequency ranges are possible for
the contact stiffness, since physically it is a positive value. Also, k∗ has singularities
at the contact resonance frequencies, which could lead to sensitivity problems in
calculating the sample elastic modulus, Es . This implies that for a specific sample,
cantilevers should be chosen with caution to achieve accurate results. Due to the
large normal loads needed for stable results using AFAM, single point testing has
been performed for all the quantitative measurements so as not to increase the tip
radius of curvature significantly by high load scanning. Cantilevers with lower spring
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Fig. 16.5 AFAM scan of a fiber-reinforced composite surface at 1123.509 KHz, a surface topog-
raphy image, b AFAM phase image. Location of AFAM point measurements is between the fibers.
(Reprinted with permission from Zhao et al. [17]. Copyright 2009 Elsevier Ltd.)

constants, kc = 6 N/m were found suitable for testing the degraded epoxy matrix
region.

AFAM measurements were performed in the epoxy matrix region near the fibers
for the undegraded and degraded composites (Fig. 16.5). The matrix between the
fibers in Fig. 16.5b shows variation between stiffer (lighter color), near the fibers,
and compliant (darker color), in the center, material response. The low AFAM phase
angle results on the fibers are not considered since they are out of the range of
measurement for the cantilever. This is an important consideration, in that materials
of large stiffness mismatch will not be capable of simultaneous quantitative AFAM
measurements due to the large difference in k∗, and is an area of further research
to develop methods to resolve this issue. For each exposure case two samples were
used and five independent locations were measured and the data averaged. Locations
were sought out that avoided fiber-debonding which was observed for degraded
samples. Phase changes in the cantilever resonance frequency while in contact with
the ultrasonically perturbed composite specimen were recorded.

Specimen perturbation ranged between frequencies of 1,100–2,300 kHz. Fre-
quency results are used in (16.1)–(16.3) to determine the contact stiffness, k∗, which
is used in (16.6) and (16.7) to determine the sample modulus. Measurements were
made for samples exposed to the boiling water degradation at intervals of 1 day. The
samples were allowed to sit at room temperature for 2 h prior to measurement, thus
any moisture on the surface in contact with the probe would have evaporated at the
scale of the experiment. Quantitative decrease in the epoxy matrix stiffness near the
carbon fibers was found as a function of degradation exposure. As seen in Fig. 16.6,
stiffness values leveled off at ∼72 h exposure. The observed decrease in stiffness
is believed to be a contribution of moisture absorption into the polymer matrix as
well as degradation of the polymer cross-links due to the temperature and humid-
ity exposure. In addition, the sensitivity of the results was evaluated as a function
of the applied tip load (Fc). Figure 16.7 shows a consistent value of Es versus the
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Fig. 16.6 Near-fiber epoxy
matrix elastic modulus (GPa)
versus boiling degradation
period (hours) (Reprinted
with permission from Zhao
et al. [17]. Copyright 2009
Elsevier Ltd.)
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Fig. 16.7 Epoxy elastic
modulus versus applied nor-
mal force for 0–120 h boil-
ing degradation exposure
(Reprinted with permission
from Zhao et al. [17]. Copy-
right 2009 Elsevier Ltd.)
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applied normal load for undegraded and degraded samples indicating the stability of
the reported measurements. These results are expected over a certain range, as long
as the load is sufficient for contact, since the contact force is proportional to the load
bearing contact area.

Spatial imaging of the matrix stiffness as a function of distance away from a fiber
can be obtained utilizing AFAM due to the high spatial resolution of the technique.
A measurement of the contact resonance frequencies of a degraded specimen matrix
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Fig. 16.8 Spatial variation
from the fiber–matrix inter-
face (left) toward the bulk
matrix (right) in the AFAM
phase angle signal, which rep-
resents a stiffer material for
higher phase angle changes.
Three discrete locations are
plotted from around a fiber.
Interphase is estimated from
the results to be 200–300 nm
in width (Reprinted with per-
mission from Zhao et al. [17].
Copyright 2009 Elsevier Ltd.)
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(see Fig. 16.8) from the edge of the fiber–matrix interface (left side of Fig. 16.8)
demonstrates the decrease in phase angle moving away from the fiber. In this exper-
iment, the AFAM phase signal relates to the change in stiffness of the matrix. The
phase angle represents a change in the contact resonance frequency from a chosen
datum, thus the region close to the fiber–matrix interface (left side of Fig. 16.8) is
stiffer than the matrix further from the fiber–matrix interface. This is believed to be
affected by a surface sizing that is present on the fibers from the manufacturer. From
the spatial measurement results, the interphase is estimated to be ∼200–300 nm in
width, which corresponds to measurements by others using AFM phase imaging
[36]. The results demonstrate that localized degradation of the epoxy matrix can be
quantified using AFAM, and has direct implications on long-term performance of
polymer matrix reinforced composites exposed to environmental conditions.

AFAM has been shown to be a viable technique for use in quantitative stiffness
measurements of epoxy-based composites with fiber reinforcement. For hygrother-
mal degraded carbon-fiber-reinforced epoxy composites, the elastic modulus
decreased from 4.8 GPa until reaching a constant after 72 h of exposure, and
spatial measurements showed an interphase region with thickness of 200–300 nm.

16.5 Polymer Nanocomposite Imaging and Characterization

Composites made from nanoscale filler can provide different effects in the bulk
thermal and mechanical properties when compared to traditional microcomposites.
These effects have been attributed to the fact that nanofiller has a far larger interfacial
surface area with the polymer matrix. Due to the small scale of the filler, SPM-
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based techniques are widely used for local characterization of properties versus bulk
techniques which would average out the small-scale filler. The use of AFAM on
nanocomposites has been explored by Preghenella et al. [37], where elastic modulus
distributions of epoxy-silica nanocomposites were obtained. The morphology of the
nanocomposite fracture surfaces was related to the AFAM modulus distributions.
Passeri et al. [38] used AFAM to evaluate dispersion of single-walled carbon nanotube
(SWCNT) epoxy nanocomposites, and to provide quantitative mapping of the elastic
modulus. Multiple techniques have been utilized to image the subsurface effect of
nanoparticles in composites: CR-AFM has been used to map locations and depth of
silica nanoparticles in polystyrene [39]; using the SNFUH technique, Shekhawat and
Dravid imaged gold nanoparticles beneath a polymer film, as well as voids [7]; gold
nanoparticles were also imaged beneath a polyimide thick film using RDF-AFUM
[5]; and three-layer rubber nanoparticles used for toughening were imaged by UFM
beneath the surface of injection molded Poly(methyl methacrylate) (PMMA) [40].

Fumed silica-epoxy nanocomposites of filler volume % ranging from 3 to 9 were
fabricated and tested for bulk thermal–mechanical properties [37]. AFAM was used
on fracture surfaces of the nanocomposites, where local elastic modulus distribu-
tions were calculated from the recorded contact resonance frequencies over multiple
1 × 1 µm regions. Filled samples were found to have broader distributions than
unfilled, which accounted for the higher modulus silica content. Since particles with
varying degrees of surface exposure would be present, a distribution occurs instead
of a bimodal response. This was confirmed by SEM. For the highest volume loading
of filler the modulus distribution was found to decrease for high moduli correlated
to the fumed silica; this phenomena was shown to occur due to a lower degree
of particle pullout from the matrix, indicating high interfacial interactions at the
particle–matrix interphase, and correlated with the bulk mechanical response of the
material which had the highest modulus and yield strength. The AFAM technique
was capable of resolving local mechanical response to the bulk properties. Lastly, the
study indicated higher than expected peak matrix modulus, which may be due to the
limitations of a linear elastic contact model for the contact stiffness determination.
These effects will be commented on in the next section. Carbon nanotubes (CNT)
based composites take advantage of the remarkable physical properties of CNTs such
as strength, toughness, and conductivity in polymer matrices. SWCNT composites of
1 % weight loading were fabricated for AFAM testing [38]. Raster scans of 4×4 µm
were made on the surface and contact resonance frequency distributions obtained
which were used to generate indentation modulus distributions. The inhomogeneous
modulus distributions are attributed to CNT bundling, and provides the capability of
the AFAM technique to study nanocomposite dispersion properties. Moreover, the
results again indicated higher than expected elastic modulus values for the epoxy,
which are believed to be due to increased adhesion forces. The results may also
be affected by plastic deformation, which is a concern when performing AFAM on
polymeric or soft materials. The effects of accurate contact area determination for
polymer AFAM will be discussed in the next section.

The ability to image distributions, spatial locations, and morphoplogy of nanopar-
ticles in the subsurface of polymer nanocomposites and thin films provides researchers
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a greater understanding of the materials processing and location of particles within
the material. For instance, localizations of nanoparticles near the surface may pro-
vide wear resistance in nanocomposite coatings. Although techniques such as SEM
can provide high-resolution imaging, they cannot provide depth sensing into the
material. Acoustic force microscopy techniques allow the combination of high lat-
eral resolution with depth sensing capabilities, since the subsurface nanoparticles
will alter the tip–sample contact stiffness. A number of researchers utilizing dif-
ferent acoustic microscopy techniques have shown evidence of imaging subsurface
nanoparticles. Shekhawat and Dravid [7] established the technique of SNFUH to
image nanoscale features below compliant surfaces [7]. SNFUH places sample sub-
strates (here nanocomposites and thin polymer films) on an ultrasonic transducer as
in most acoustic microscopy techniques, though additionally generates vibrations in
the cantilever via a separate transducer. The interference produces a surface acoustic
standing wave which is sensitive to variations in the specimen surface. Imaging of
15 nm diameter gold nanoparticles embedded to a depth of 500 nm in a polymer film
were successfully made and distributions of nanoparticles determined. The tech-
nique was employed to measure integrity of polymer films on patterned Si wafer
vias, where voids and film delaminations will cause open circuits and increased
resistivity. Nanoscale sub-surface voids were imaged and have application to micro-
electronic circuit evaluation and reliability. Cellular materials have similar com-
pliance as to polymers, and the ability to use SNFUH on the early detection of
malaria parasites within red blood cells was also established [7]. Malaria parasites
within red blood cells were imaged after only 4 h of incubation and can provide an
early-stage pathological assay to malaria. A similar technique to SNFUH is Res-
onant Difference-Frequency Atomic Force Ultrasonic Microscopy (RDF-AFUM)
[5], which also employs a perturbation of the SPM cantilever as well as the sample,
though enhances the oscillations at the contact resonance frequencies. A layer of
gold nanoparticles (10–15 nm diameter) embedded in polyimide were imaged using
RDF-AFUM to a remarkable depth of 7µm. The effect of the nanoparticles on the
polyimide bulk properties was quantitatively measured to be 24 % higher than for
neat polyimide. The result demonstrated the effective modulus increase due to the
integration of the nanoparticles. The subsurface nanoparticle imaging also revealed
changes in the RDF-AFUM phase in regions directly surrounding the particles, which
the authors believed to be a crystalline phase (interphase) of the polymer.

Other studies of nanocomposites have focused on resolving the depth and orien-
tations directly using acoustic microscopy techniques. Killgore et al. [39] mapped
the planar locations and depth of 50 nm silica particles embedded in polystyrene
(PS) of varying thickness ranging from 30 to 160 nm using CR-AFM [39]. They
were successful in determining variations in contact stiffness related to particle
depth. Their study used the Finite Element Method (FEM) modeling of an elas-
tic, isotropic axisymmetric contact between the probe tip and PS to compute the
embedded nanoparticle effect on contact stiffness, and compared with their experi-
ments. Although, in practice the authors found it necessary to utilize multiple scans
at different loads to differentiate differences in particle depth due to contact stiff-
ness variations. The morphological changes in rubber nanoparticles embedded in
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injection molded PMMA has been undertaken using UFM [40], where three-layer
rubber particles of ∼300 nm in diameter were observed after the bulk material was
mechanically tested. The study found that UFM could image the direction and the
elongation of the particles within the PMMA. Additionally, the core–shell structure
of the hardening particles was able to be resolved with UFM. Particle orientation was
observed to coincide with the melt flow direction of the PMMA in the material skin
(surface region), and demonstrates the use of UFM to link processing conditions to
nanoparticle morphology that is not observable by the SEM.

The use of acoustic microscopy techniques to study dispersions in nanocom-
posites has been demonstrated for SWCNTs, and fumed silica, gold, and rubber
nanoparticles, as well as nano-voids in polymers and malaria parasites within cells.
Successful correlation between the local elastic nanomechanical properties of the
nanocomposites and the bulk properties were achieved, as well as measurements
of morphological changes and depth dependency, demonstrating the capabilities of
acoustic microscopy techniques in relating quantitative microstructural results to bulk
material response, though work is still needed in determining accurate quantitative
values.

16.6 Characterization of Polymer Films and Surfaces

Polymer films and surfaces have application in the areas of microelectronics, flexible
electronics, solid lubricants for wear and friction reduction, and biological systems
and tissue substrates. The films can be formed through spin-casting or direct depo-
sition onto substrates, and may be found at thicknesses of only 10–100 nm up to
thick films on the order of tens of micrometers. Due to the fact in many applications
the films are typically deposited on stiffer substrates, the detection and imaging of
subsurface defects is an important area of research [7, 14, 41]. The high-resolution
capabilities of acoustic force microscopy techniques (SMM and UAFM) allows
precise observations of such irregularities. The ability to measure film thickness
accurately and non-destructively can also be achieved by these techniques [10], as
demonstrated by Phase Sensitive Acoustic Microscopy (PSAM). Differences in the
polymer film materials and morphology have also been demonstrated using UFM
[42], Scanning Acoustic Microscopy (SAM) [9], and PSAM [10]; as well as quan-
titative stiffness assessment of films using SMM [6] and TH-AFM [43].

Films of polymer used on stiff substrates for protection or electrical insulation are
prone to adhesive failure due to thermal and mechanical cycling. Critical locations
are typically along high aspect ratio features which present a sharp singularity in
the interface between film and substrate. To study the subsurface defects which may
arise due to the delamination in the films a technique such as acoustic microscopy is
needed, since typical optical or electron microscopes will only image the near surface
of the material. Multiple researchers have been able to demonstrate the usefulness of
acoustic force microscopy in the non-destructive detection of voids and delaminations
below polymer film surfaces [7, 14, 41]. Vairac et al. [41] used SMM to detect silicon



16 Polymer Material Characterization by Acoustic Force Microscopy 453

gratings buried beneath SU8 films of 15µm thickness [6]. SMM is a mesoscopic-
scale technique, and takes advantage of the large probe size to render accurate control
of probe tip geometry, and to insure negligible interfacial forces. Although these
attributes limit the possible imageable feature sizes, the authors observed that SMM
was sensitive to substrates below polymer films. In a similar study, using UAFM,
defect detection was performed on flexible electronic circuits which may be prone to
delamination defects [14]. A Cu substrate was covered with a 25µm thick polyimide
film, which has application to hard disk drive flexible circuits. Nalladega et al. [14]
raster scanned the surface and imaged nanometer-scale defects between the copper
and polymer covering film with UAFM, but topography scans of the same region
with AFM did not show any defects. The study demonstrated the effectiveness of
using UAFM as a quality control technique for flexible circuit defect detection, which
otherwise would show no defects on the surface.

Paper surface coatings containing a combination of latex and kaolin have been
mapped for adhesion and stiffness properties using TH-AFM to ascertain the thick-
ness of the latex film between and on the surface of kaolin pigment [43]. The TH-AFM
technique uses a unique cantilever design which contains a tip offset from the cen-
terline that enhances the torsional response. The cantilever is vibrated at resonance
and taps the surface causing torsional movement of the cantilever which is measured
by the photo diode. No sample transducer is used with TH-AFM, simply a differ-
ent cantilever is installed. Ihalainen et al. [43] made quantitative measurements of
the elastic modulus for the latex coatings containing kaolin pigment, though found
for the stiffer kaolin phase the modulus was underestimated. Quantitative mechan-
ical characterization has also been made of PDMS bulk polymer films using SMM
and compared with nanoindentation and dynamic mechanical analysis (DMA) for
benchmarking [6]. The authors performed a detailed sensitivity analysis of SMM
and determined an optimum sensitivity for each vibration mode, where sensitivity
decreased with increasing mode number, but the highest sensitivity shifted to higher
modes for stiffer materials. Thus, for compliant materials, the first mode was most
sensitive. Quantitatively, the modulus of PDMS was determined by SMM and was
found to be between 3.4 and 5.5 MPa. Compared with nanoindentation and DMA for
a range of working frequencies, the SMM results showed consistency with the other
techniques and potential as a continuity of results for higher frequencies.

Bulk film samples of polycarbonate (PC) have been studied by UFM for their
nanoscale wear and fatigue properties [42]. PC specimens were cycled on the order
of 10,000 cycles using a small stage beneath an AFM, and then topography imaging
using AFM was performed and subsequently UFM of the surfaces. The surfaces of the
fatigued PC were found to become increasingly rougher with higher fatigue cycles,
and the contact stiffness of the surfaces decreased with fatigue cycles as measured by
UFM. To observe the effect of fatigue on the nanoscale wear properties, using a higher
load the fatigued surfaces were scratched with an AFM probe after different fatigue
cycles. By using UFM on the worn regions, the contact stiffness was found to become
more uniform for an increasing number of fatigue cycles. The results demonstrated
by UFM that a different nanowear process was occurring for the fatigued specimens,
and is important for the near-surface wear of PC components.
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Stacked layers of polymer films to create a two-phase material were successfully
imaged by Scanning Acoustic Microscopy (SAM) [9]. The two polymer phases
created changes in the flexural and torsional vibrations of the cantilever as the sam-
ple was raster scanned, creating a distinct map of the material whereas topography
showed a uniform height. Measurable changes in the frequency of the cantilever
vibration response while scanning were made and can be used for quantitative assess-
ment. Another two-phase material, a polymer blend (PS/PMMA) film was measured
by an acoustic microscopy technique, PSAM, which uses no cantilever tip [10].
The technique places a liquid water coupling medium between a sapphire rod that
acts as a focusing lens for the acoustic vibrations and the sample surface. The rod
has an acoustic transducer attached at the opposite end driven at GHz frequencies.
A piezo driven scanner allows submicron lateral resolution of the sample, and height
variation of ∼2.5 nm can be achieved. PSAM has been employed to image struc-
tural properties and morphology of the PS/PMMA polymer blend films, and was
demonstrated to measure film thicknesses on the order of 300 nm non-destructively.

Acoustic microscopy techniques have proven to be of great use in the areas of
polymer films and in polymer surface characterization. Researchers have applied
various acoustic microscopy techniques to polymeric materials and have been capa-
ble of imaging sub-surface defects beneath films, image different phases of mixed
blend polymers, compute film thicknesses of polymer films non-destructively, iden-
tify nanoscale wear processes of polymer surfaces, and provide quantitative mea-
surements of contact stiffness and elastic modulus of polymer films. The variety of
material systems and techniques being used on polymers shows great promise in the
use of acoustic techniques in the area of film characterization and for non-destructive
evaluation for defects and film thickness.

16.7 Tip-Shape Models for Epoxy Characterization

The mechanical characteristics of the epoxy matrix found in filler-reinforced poly-
mer composites are important for determining strength and performance. Locally,
property variations in regions surrounding fillers can influence the overall macro-
scopic composite response to loading. Local nanomechanical stiffness of reinforced
epoxy composites is investigated using AFAM. The effects of tip shape on the contact
mechanics at the epoxy interface are found to influence the reported results signifi-
cantly [44] and will be discussed in context of different tip models. The results have
direct correlation to the effect of near-filler interphase regions and the long-term
influence of environmental conditions on the polymer composites.

In polymer composites, the mechanical properties of the matrix surrounding the
filler is critical to understand the composite performance. To measure this region,
termed the interphase, which is on the scale of tens to hundreds of nanometers, a tech-
nique capable of providing high spatial resolution is needed. AFAM can determine
quantitative mechanical properties [26, 28] and provides spatial resolution necessary
for interphase measurements [17]. However, it has been shown for polymers when
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using AFAM to measure elastic properties that the models utilized so far may be
inadequate [38]. Hence, the study of geometry effects utilizing more appropriate
contact mechanics are necessary to quantitatively determine the elastic modulus for
polymers.

Quantitative determination of the elastic modulus by AFAM is shown to be influ-
enced by a number of parameters, which are not fully understood [45, 46]. Passeri
et al. [45] have studied the effects of blunted AFM tips and recommend the use of
a flat punch model once a tip is used. Kopycinska-Müller et al. [46] investigated the
effects of surface forces on the contact area, though for loads on the order of micro-
newtons the surface forces are a small fraction of the total applied load. Repeated
use of AFM tips has been shown [45, 46] to alter the probe geometry significantly
causing significant changes in the measured AFAM contact stiffness for subsequent
tests. Changes in probe geometries were confirmed by SEM. To achieve accurate
measurements with the technique it is an established necessity to perform quantita-
tive analysis on reference materials with known mechanical properties. Reference
materials with similar modulus to the sample materials are found to provide the most
accurate results and are recommended. In this study [44], the contact stiffness is
measured by three different AFAM probe geometries, designated as: New, Flat, and
Round probes, for an Indium film and epoxy. Besides the Hertzian model, the AFAM
probe tip geometry is modeled as a flat punch and a body of revolution model, which
is proposed to better describe the actual tip geometry [34].

The reduced elastic modulus (E∗) is related to the experimentally measured
AFAM contact stiffness (k∗) by,

E∗ = k∗/2a (16.9)

where the contact area is a circle with radius a, and E∗ is calculated from (16.6). For
a flat punch, the contact area remains constant regardless of applied normal load (F).
The Hertzian contact theory represents a spherical tip geometry contacting a flat
surface, which has a contact area as a function of applied load, and is shown to
follow the relation for k∗ given in (16.7) [28].

The punch and Hertz models represent two extremes of the actual probe end
geometry, a flat and a sphere, respectively, but the probe end has been shown by
SEM to be blunted in the center and rounded at the edges, schematically shown in
Fig. 16.9. The actual geometry is better represented by a body of revolution model
which allows higher order curvature and is in between the Hertzian and flat punch
model geometries.

The proposed model is derived from a non-Hertzian surface contact relationship
[33], where the tip end profile is defined as a power law,

h = 1

(2R)2n−1 · x2n, n ∈ 1, 2, . . . , n (16.10)

and where, h and x are the depth and horizontal position of the tip end surface. The
relationship between applied normal load and reduced elastic modulus for a power
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Fig. 16.9 Comparison of
probe end geometry with flat
punch and Hertzian geome-
try models (Reprinted with
permission from Zhao et al.
[44]. Copyright 2009 Amer-
ican Society of Mechanical
Engineers)

law shape of order 2n was developed by Steuermann (see [33] Chap. 5.3) and given
as,

Fn = 4E∗ · n · a2n+1

(2n + 1) · (2R)2n−1 · 2 · 4 . . . 2n

1 · 3 . . . (2n − 1)
(16.11)

By taking n = 2 and 3 (4th and 6th order power law shapes, respectively), (16.11)
is rewritten as,

F2 = 8

15
· E∗a5

R3 for n = 2 (16.12)

F3 = 6

35
· E∗a7

R5
for n = 3 (16.13)

Combining (16.9) with (16.12) and (16.13), the measured contact stiffness can be
related to the reduced modulus by,

E∗ = 4

√
1

60
· k∗5

R3 Fn
for n = 2 (16.14)

E∗ = 1

2
· 6

√
3

35
· k∗7

R5 Fn
for n = 3 (16.15)

To determine the probe end geometry effects, three polysilicon (ESi = 169 GPa,
ν = 0.33) AFM cantilevers with similar spring constant (kc = 18–28 N/m, deter-
mined by the thermal tuning method), but with distinctly different probe end geome-
tries were used to perform quantitative measurements on Indium and Epon 862
epoxy. The known material properties of Indium (EIn = 12 GPa, ν = 0.3) and the
epoxy (E = 3–5 GPa, ν = 0.36) are used to compare with the contact models. In
the experiment, each probe measures both materials, in the sequence of Indium then
epoxy, to a maximum load of 5µN. Probe end geometries are observed by SEM
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Fig. 16.10 Elastic modulus
for Indium and Epon 862
samples analyzed using probe
geometry measured before and
after testing, using a body of
revolution model (n = 2) and
the round probe. Probe geom-
etry change location indicated
by the arrow (Reprinted with
permission from Zhao et al.
[44]. Copyright 2009 Amer-
ican Society of Mechanical
Engineers)
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before and after the measurement. The probe micrographs are analyzed by digital
imaging software, and 4th and 6th order power law curves are fit through a curve
fitting algorithm to determine the radii of curvature.

The power law shaped body of revolution model is shown to have a good approx-
imation of the real probe end geometry, and is best described as a rounded punch
(see Fig. 16.9). Experiments showed that the probes which began with a large, flat
end tended to become rounded after measurements.

Likewise, new AFM tips were found to blunt after usage. Both of these phenomena
are attributed to the high local contact stress in the Si causing fracturing and damage of
the probes at local stress concentrations, such as edges and apexes. As seen by others
[45], the geometry variation from before and after AFAM measurements affects the
quantitative results. Elastic modulus values are calculated for the measured contact
stiffness values with (16.14) and (16.15). The location of the probe geometry change
can be determined from contact stiffness and calculated elastic modulus values.
The moment when significant probe geometry change occurs can be observed in
Fig. 16.10 (indicated by arrow) and is believed to be caused by tip fracture at that test
condition. Since the measured contact stiffness increases for an increase in contact
area, the elastic modulus is overestimated since the model utilizes a smaller radius
of curvature. Calculation of the elastic modulus with the before and after geometries
leads to a shift in the result curves shown in Fig. 16.10. Since the Indium was
measured prior to the fracture event, it is best represented by the before geometry,
where modulus values are found to be larger and consistent with expected values
(∼10 GPa). The epoxy is best represented by the post measurement geometry for
values after the fracture event, leading to an elastic modulus value of ∼5 GPa at
higher loads, which is consistent with measured bulk values. Prior to the fracture
event, epoxy modulus values when analyzed with the pre-fracture geometry are more
appropriate, where it is interesting to note that values before and after the fracture
event are nearly continuous (see Fig. 16.10, loads of 1 and 1.2µN) when analyzed



458 C. S. Korach

with the pre- and post-fracture geometries, respectively. For the entire load range,
the elastic modulus is expected to remain constant, and the body of revolution model
provides a more consistent quantitative elastic modulus result than the Hertzian
and flat punch models (not shown) which vary significantly with load, as expected.
Similar results were obtained for all the probes tested. The application of nonlinear
constitutive models and time-dependent material response to the analysis of contact
resonance frequencies is an ongoing area of research. Yuya et al. [47] have modeled
the viscoelastic response of polystyrene and polypropylene contact stiffness with a
spring and dashpot model, combined with the quality (Q) factor of the cantilever
contact modes. The model allows correct extraction of the damping coefficient for
the polymers and shows an observed frequency dependence of the damping for
both materials.

16.8 Conclusions

Polymers and soft materials are increasingly important in future applications and
technology development. The ability to observe macromolecular behavior and
microstructural features of polymeric materials and composites is paramount to
new materials and application specific formulations. Acoustic force microscopy is a
unique technique which combines the high spatial resolution of SPMs with the abil-
ity to quantitatively measure mechanical properties of materials. The application of
acoustic microscopy techniques to polymer-based materials has been demonstrated
for not only bulk solids, but also thin and thick polymer film surfaces, nanocom-
posites, and fibers of different geometries. The effects of probe geometries are an
important aspect to proper measurements of polymers, though much work is still
needed in the specific ability to combine nonlinear constitutive models to the analy-
sis of contact response frequencies of materials. This should provide more accurate
models of the mechanical properties and spatial mapping abilities. Although acoustic
force microscopy techniques have proven to be a unique method for non-destructive
evaluation of polymers that have undergone physical or chemical changes, or possess
subsurface damage that is not visible using surface microscopy.
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Chapter 17
Application of Acoustic Techniques
for Characterization of Biological Samples

Bernhard R. Tittmann and Anne Ebert

Abstract The atomic force microscope (AFM) is emerging as a powerful tool in cell
biology. Originally developed for high-resolution imaging purposes, the AFM also
has unique capabilities as a nano-indenter to probe the dynamic viscoelastic mate-
rial properties of living cells in culture. In particular, AFM elastography combines
imaging and indentation modalities to map the spatial distribution of cell mechanical
properties, which in turn reflect the structure and function of the underlying cytoskele-
ton. Such measurements have contributed to our understanding of cell mechanics and
cell biology and appear to be sensitive to the presence of disease in individual cells.
Examples of applications and considerations on the effective capability of ultrasonic
AFM techniques on biological samples (both mammalian and plant) are reported in
this chapter. Included in the discussion is scanning near-field ultrasound hologra-
phy an acoustic technique which has been used to image structure and in particular
nanoparticles inside cells. For illustration an example that is discussed in some detail
is a technique for rapid in vitro single-cell elastography. The technique is based on
atomic force acoustic microscopy (AFAM) but (1) requires only a few minutes of
scan time, (2) can be used on live cells briefly removed from most of the nutrient
fluid, (3) does negligible harm or damage to the cell, (4) provides semi-quantitative
information on the distribution of modulus across the cell, and (5) yields data with
1–10 nm resolution. The technique is shown to enable rapid assessment of physi-
cal/biochemical signals on the cell modulus and contributes to current understanding
of cell mechanics.
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17.1 Survey of State of the Art

The study of biological samples is one of the most attractive innovative fields of
application of ultrasonic based atomic force microscope (AFM) techniques. Exam-
ples of application and considerations on the effective capability of ultrasonic AFM
techniques on biological sample are reported in this chapter.

The AFM is emerging as a powerful tool in cell biology. As pointed out by Costa
[1], originally developed for high-resolution imaging purposes, the AFM also has
unique capabilities as a nano-indenter to probe the dynamic viscoelastic material
properties of living cells in culture. In particular, AFM elastography combines imag-
ing and indentation modalities to map the spatial distribution of cell mechanical prop-
erties, which in turn reflect the structure and function of the underlying cytoskeleton.
A case in point is the work of Elkin et al. [2] on the synopsis of mechanical hetero-
geneities of the rat hippocampus measured by atomic force microscopic indentation.
Such measurements have contributed to our understanding of cell mechanics and cell
biology and appear to be sensitive to the presence of disease in individual cells.

AFM has many valuable modifications oriented toward specific applications and
two of these are ultrasonic atomic force microscopy (U-AFM) and atomic force
acoustic microscopy (AFAM). These are well-established techniques primarily used
to map the elastic modulus distribution of hard surfaces having variations in com-
position. This is accomplished by applying an ultrasonic frequency to either the
tip (AFAM) or sample (U-AFM) while monitoring the cantilever response to sam-
ple stiffness [3, 4]. Typical modes of operation have the probe tip in contact, non-
contact, or tapping (intermittent contact). The images are obtained by scanning the
probe across the surface in a 2D raster pattern. The variation in modulus provides the
contrast according to color or gray scale. Some examples include nano-crystalline
materials, multi-domain piezoelectrics, polymeric composites, diamond-like carbon
layers [3] on silicon, nano-scaled ferrites [5], thin films [6], Germanium islands grown
on silicon substrates [7], carbon fiber composites, and atomic steps in gold [8]. The
main objective of these studies was to obtain high-contrast images of these samples
and in doing so, distinguish between different materials on the surface and gaining
information about the compositional and elastic property heterogeneities across the
sample [9]. Significant problems have been encountered, however, when trying to
map thin layers of soft materials [10]. Among these are damage by the AFM tip to
the soft specimen surface and the influence a stiff substrate exerts on the specimen
modulus distribution.

Another application technique, due to its unique capability of visualizing buried
structures in soft samples, scanning near-field ultrasound holography (SNFUH) has
been used for studying structures and nanoparticles inside cells [11]. The technique
synergistically integrates three disparate approaches: a unique combination of scan-
ning probe microscope platform (which enjoys excellent lateral and vertical resolu-
tion) coupled to micro-scale ultrasound source and detection (which facilitates “look-
ing” deeper into structures, section-by-section) and a novel holography approach (to
enhance phase resolution and phase coupling in imaging).
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By means of ultrasonic force microscopy and lateral force microscopy
Szoszkiewicz et al. [12], measured adhesion hysteresis, and friction on protein films
of bovine serum albumin and concanavalin A at local scales. The investigations at
different relative humidities (less than 5 % and at 50 % relative humidity) correspond
to dehydrated and hydrated states of proteins. They demonstrate that a substan-
tial increase of adhesion hysteresis with relative humidity is a sensitive measure of
protein-water binding capacity at local scales. Cuberes [13] reports on the feasibility
to implement ultrasonic atomic force microscopy techniques in liquid environments
taking advantage of the mechanical diode effect. When using the mechanical diode
mode, the inertia of the cantilever allows one to detect ultrasound without monitor-
ing any particular cantilever resonance. It is shown that mechanical diode signals in
liquids exhibit a similar dependence on the ultrasonic excitation amplitude and tip-
sample normal force as in air. Moreover, ultrasonic force microscopy on samples of
biological interest such as lipid bilayers yields to reasonable contrast. In some cases,
apparent mechanical-diode signals are detected out-of-contact, with the cantilever
far distant from the sample surface.

Among the major problems in using AFAM are damage by the AFM tip to the soft
specimen surface and the influence a stiff substrate exerts on the specimen modulus
distribution. We have developed a new approach to overcome these problems and
recently have made preliminary short reports [14, 15]. Here, we present a more
detailed description of the technique and describe results obtained on baby hamster
kidney (BHK) cells, a commonly used eukaryotic cell type as a case study. We also
present relevant finite element model (FEM) calculations providing guidance for
the AFAM measurements. Finally, we present force–distance data obtained by what
is considered the standard but lengthy and time-consuming way to map modulus.
We use these data to verify the AFAM imaging results and to provide a gray-scale
calibration.

17.2 Basic Background of Technical Approach

Forces are the fundamental component behind atomic force microscopy. The interac-
tion between the tip and sample arises from different forces, as the tip is raster-scanned
across the surface. The forces that are monitored and used for this study are mainly
the attractive van der Waals forces and the repulsive electrostatic forces, in accor-
dance with Pauli’s exclusion principle [16, 17]. The operation of the AFM relies on
the combination of these forces between the tip and sample and the operating mode
determines the relative contribution of these forces. The forces felt between tips and
samples are analogous to the bonding forces between two atoms. At the equilib-
rium separation distance, EB represents the bonding energy or the energy required
to separate the two atoms. In general the bonding energy can be described by the
Lennard–Jones potential given by the following function,
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EB = 4ε
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]

(17.1)

where ε is the potential well depth and σ is the hard sphere radius. These parameters
can be fitted to reproduce experimental data or deduced from results of accurate
quantum chemistry calculations. This potential has an attractive tail at large r, it
reaches a minimum around 1.122σ , and it is strongly repulsive at shorter distance,
passing through 0 at r = σ and increasing steeply as r is decreased further. The term
1/r12, dominating at short distance, models the repulsion between atoms when they
are brought very close to each other. Its physical origin is related to the Pauli principle:
when the electronic clouds surrounding the atoms start to overlap, the energy of the
system increases abruptly. The exponent 12 was chosen exclusively on a practical
basis: Eq. (17.1) is particularly easy to compute. In fact, on physical grounds an
exponential behavior would be more appropriate. The term ∼1/r6, dominating at
large distance, constitutes the attractive part. This is the term which gives cohesion
to the system. A 1/r6 attraction is originated by van der Waals dispersion forces,
originated by dipole–dipole interactions in turn due to fluctuating dipoles. These
are rather weak interactions, which, however, dominate the bonding character of
closed-shell systems, that is, rare gases such as Ar or Kr. The total force the tip
exerts on the sample is then the sum of the repulsive and attractive forces between
the tip and sample during the contact mode AFM and is typically in the range of
10−8–10−6 N [17].

17.2.1 Resonant Dipping Mode

Here, we report an apparently new variation of AFAM, which we have found suc-
cessful in the in-vitro study of fragile biological cells. In contrast to most previously
reported methods, this technique places the probe tip in shallow (few Å) contact with
the cell (typically 1–10µm tall) and executes a gentle resonant dipping motion, only
10–100 Å in depth, hence the name “resonant dipping” mode. The force of interac-
tion during imaging is estimated at 10−9 N and is at least an order of magnitude less
than the force in the standard contact mode, thus minimizing any potential damage
to the cell. The role of a thin layer of liquid during atomic force microscopy is not
completely understood and has recently been given some attention in the literature.
Lantz et al. [18] showed that in the presence of a liquid layer on a sample, when
driven by direct application of a force to the tip, the microscope is stable over a
wide range of operating frequencies. At low frequency they find that the interfacial
stiffness extracted from approach curves is found to be of the order of 1 N/m on
first contact, which is indicative of imaging via a compressed liquid layer. Measure-
ments of the spectral response of the cantilever and numerical simulations confirm
this and show that viscous damping at the surface also plays a small role. Overney
et al. [19] reported force microscopy studies of friction and elastic compliance of
phase-separated organic thin films and found that with increasing pH both the Young’s
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modulus and friction force were found to decrease slightly. Our observations in the
context of this work showed that repeated scanning produced negligible change in
the modulus distribution. Given the various observations we conclude that the thin
layer of nutrient fluid probably has a small effect on the modulus. On the other hand,
the thin layer of nutrient fluid is most likely spread evenly over the cell surface so that
a measurement of the change in modulus over the cell’s surface is still meaningful
on a semi-quantitative basis. The weak force interaction and the shallow penetration
play a key role in the increase in scanning speed.

17.2.2 Hardware Configuration

The AFM can simultaneously collect information about topography and material
properties. The topography image relies on the tip feeling the differences in height
as it is raster-scanned across the surface, whereas U-AFM relies on the amplitude
change of the cantilever in response to surface elasticity differences. The Auto-
probe M51 was used for this study; a schematic of the configuration can be seen in
Fig. 17.1. This figure shows the hardware and electrical signal configuration that
allows for the simultaneous collection of topography and amplitude images. A key
feature seen in the diagram is that the amplitude and phase are detected with a phase
sensitive detector. Figure 17.2a, b shows scanning electron micrographs of a typical
AFM tip and cantilever, respectively. The tip is in contact with the sample surface
operating at a constant force vibrating at a specific frequency. The frequency of the
cantilever is on the order of tens of kHz, where the feedback loop operates around
1 Hz, permitting both topography and force modulation signals to be obtained con-
currently. The driving signal is supplied by the sine wave generator resulting in the
piezoelectric tube movement that drives the cantilever oscillation. As the tip scans the
surface, the cantilever deflects to changes in topography and the oscillation amplitude
changes with elasticity differences. The cantilever deflection is captured by the use of
a laser spot collected by the position sensitive photodetector (PSPD). The detection
system monitors cantilever deflection measuring the position and intensity of the
laser spot in the four quadrants. The output from the PSPD is an A-B signal, which
has a DC and an AC component. When operating in contact mode, the feedback loop
uses the DC cantilever deflection signal to maintain a constant force between the tip
and sample as well as to generate a topographic image. The AC component is sent to
the root mean square (RMS) detector that records changes in cantilever amplitude to
produce the amplitude image. In general, scanning probe microscopy is most com-
monly used for imaging sample surfaces. But they also have the capability to be used
as quantitative tools measuring material properties at single points on the sample
surface. The scanning tunneling microscope can be used as a spectroscopic tool by
measuring the electronic properties of the surface. By comparison, the AFM can be

1 Autoprobe M5 from Park Scientific Instruments, 1996.
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Fig. 17.1 Schematic of the Autoprobe M5 AFM

used to measure force–distance curves that provide quantitative information about
the local elastic properties of the surface [16]. In this study, force–distance curves
were utilized for semi-quantitative analysis of the local elastic properties of BHK
cells and the theory and operation of the force–distance curves will be discussed in
the following section.

17.2.3 AFAM Imaging Technique

The AFAM imaging is possible through the special hardware and electrical con-
figuration of the AFM. Our AFM used for imaging the BHK cells was the Veeco
Autoprobe M5. The resonant dipping mode used has the ability to simultaneously
collect topography and AFAM images. A set point force between 5 and 8 nN was
used with a scan rate of 0.6–1.0 Hz in air. The maximum scan rate of the system is
about 5 Hz. The glass substrates were removed from the growth media. The glass
substrates were mounted on aluminum metal stubs with double-sided carbon tape.
The aluminum stub was screwed into the AFM stage for stability. With practice this
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Fig. 17.2 a A scanning electron micrograph of an AFM tip. Source: Veeco Metrology Group; b
a scanning electron micrograph of an AFM tip mounted on the end of a “V” shaped cantilever.
Source: Veeco Metrology Group

process took about 1 min. Desiccation was a main problem, as well as change in
pH to an alkaline condition, in part due to lack of CO2 normally supplied to the
culture atmosphere. Although cell death can be delayed up to 8 min under special
conditions our mounting plus scan time was kept typically under 4–5 min. AFAM
imaging was performed with an ultralever A cantilever and tip composed of silicon.
The tip properties are listed in Table 17.1 [20]. The ultralever was originally chosen
because of user experience with the tip and image quality achieved. The ultralever
tips were manufactured with a 1,000 Å diamond coating to prolong the life of the
tip. The backside of the cantilever was gold coated for high reflectivity to maximize
the laser signal output. Tip A was used because of its relatively low spring constant
compared to the other ultralever tips. This allowed for high sensitivity imaging while
exerting the smallest force possible on the cell in the resonance dipping mode. The
free resonant frequency of the cantilever was used, i.e., before the tip was in con-
tact with the sample. The optimum operating frequency was selected as follows (1)
locate the main resonance peak; this is done by sweeping a frequency range from
1 to 500 kHz. (2) Narrow the frequency range within 10 kHz of the main peak to
verify uniform peak shape; (3) select a frequency to the right of the main peak where
the phase curve has some slope. A typical frequency was to the right of the 36 kHz
main resonance peak. Typical tip vibration amplitudes of 45–90 nm were used for
this study. The quality of the image was the ultimate factor determining the operating
frequency and drive amplitude.

17.3 Analyzes, Modeling, and Simulation

The interaction between the cells and the AFM tip plus cantilever was modeled
using our modification of the well-known Hertz model. The model is important in
the analysis associated with the force–distance curves. Using the model applied to
the force–distance curves we obtained the elastic moduli for various locations on the
cells. With these we were able to calibrate the AFAM images and assign modulus
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Table 17.1 Ultralever tip and cantilever characteristics
Ultralever tip A features

Height 7µm
Radius of curvature 10 nm

Cantilever features

Length 180µm
Width 25µm
Thickness 1µm
Force constant 0.26 N/m
Resonant frequency 40 kHz

Information supplied by Veeco Metrology Group

values based on image contrast. Live mammalian cells are typically very similar in
structure, e.g., a nucleoid in the center of a cytoskeleton with cytoplasm at the edge
[21]. Therefore, with some exceptions, the calibration results with force–distance
curve measurements should apply to a wide variety of cells. If there is an anomalous
modulus caused, for example, by melanoma or excessive waste products, this is
an important finding and more attention should be exerted with additional force–
distance data. The real benefit of the technique lies in enabling rapid assays which
typically require many measurements to make the results statistically meaningful.

The material of the cantilever and tip influences the spring constant and therefore
the resonant frequency used for operation, while also affecting sensitivity. We used
diamond coated silicon tips for the imaging [17]. Cantilever deflection is directly
related to the force applied to the tip with the use of Hooke’s Law (F = kcd),
where the spring constant, kc, of the cantilever is known, where d is the cantilever
deflection, and F is the force applied to the tip. This conversion leads to the force
versus distance (f–d) curves (described in detail in a later section). The determination
of the elastic modulus from the f–d curve requires the use of a model. For this study, a
nonlinear Hertz model was used. The Hertz model comes from continuum mechanics
of contacts where tip shape can be modeled with parabolic geometry leading to the
relation in Eq. (17.2),

F = 4

3
E∗ R

1
2 δ

3
2 (17.2)

and where, F is the force applied to the tip, E∗ = E/(1 − v2) is the effective elastic
modulus of the sample, R is the radius of curvature of the tip, δ is the indentation
depth into the sample, E is the actual elastic modulus of the sample, and v is the
Poisson’s ratio. The model is fitted to the graph of force versus distance to obtain
the elastic modulus. The indentation depth, δ, is found through a conversion of the
tip-sample distance, discussed in more detail later.

This resonant dipping mode and the interaction between tip and sample were
modeled and simulated by a finite element method. The simulation results provided
good understanding of and gave guidance to the operation of the new mode. They
also showed semi-quantitative agreement with the experimental observations. In
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Table 17.2 Material property information for silicon used in cantilever model
Material properties

Elastic modulus 169 GPa
Poisson’s ratio 0.21
Density 2.33 g/ml

Information supplied by Veeco Metrology Group

the work reported here, the feasibility of using resonant dipping to image delicate
biological cells was applied to BHK cells. The interest is in describing the contrast
rendered by elasticity differences across the BHK cell and to evaluate this technique
for the study of other biological specimen. The FEM was constructed representing the
cantilever and tip–sample interaction associated with resonant dipping. The computer
model allowed for the cantilever vibration amplitude and resonant frequency to be
theoretically determined when imaging soft materials. The range of forces for the
BHK cell found in parallel force–distance work was 10–70 KPa.

Specifically, Ansys Classic version 7.11C1 was used to develop a finite element
model of the cantilever and tip–sample interaction during U-AFM operation. There
are two main parts to the model: the cantilever and spring. The cantilever was mod-
eled as a shell, named shell63. Shell63 has both bending and membrane capabilities.
Both in-plane and normal loads are permitted. Each node has six degrees of free-
dom: translations in x, y, and z directions and rotations about x, y, and z axes. An
element is defined by four nodes, four thicknesses, and the density, elastic modulus,
and Poisson’s ratio of the material. The cantilever was modeled after the ultralever
used in U-AFM imaging with dimensions of 180µm long, 25µm wide, and 1µm
thick. The material properties of the cantilever were modeled after silicon seen in
Table 17.2, which is the composition of the ultralever.

The tip and sample were modeled by a nonlinear spring attached to the end
of the cantilever. The nonlinear spring was defined as combin39. Combin39 is a
unidirectional element with nonlinear force–deflection capability. Each node has
up to three degrees of freedom: translations in the nodal x, y, and z directions. The
element is defined by two node points and a force–deflection curve. The points on this
curve represent force versus relative translation for structural analyzes. The spring
length was defined as 10µm.

The mesh size was defined by Ansys as smartsize 4 for area meshing, defining
318 elements for the shell. The area of one element is between 28.8 and 39.9µm2.
The mesh shape is quad, defining four corners to each element. The spring is made
of one element composed of two nodes. Figure 17.3 is an example of the mesh of
the cantilever with a nonlinear spring attached to the end. The nonlinear spring is
represented by Eq. (17.2).

The simulations consist of applying a harmonic pre-load force of 0.5 × 10−5 N in
the z direction along the back of the cantilever section; all other directions, transla-
tional x, y, rotational x, y, and z are fixed. Also all points are fixed at node 688 at the end
of the spring. The input data is indentation depth, δ, as a function of force, F, at node
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Fig. 17.3 A picture of the
finite element mesh of the
cantilever with a nonlinear
spring attached to the end
representing the interaction
between the tip and sample
[14]. Reprinted with permis-
sion of Elsevier

687, which is the other end of the spring. Forces between 1 and 20 nN were applied
at node 687 in the z direction only. The indentation depth, δ, was calculated using
Eq. (17.2) as a function of force for the elastic moduli range of 10–70 kPa, repre-
senting the stiffness of the BHK cell. A sweep frequency between 10 and 80 kHz
was applied to the cantilever system, where the vibration response was measured at
node 687. The frequency range was reduced to 20–50 kHz to obtain more accurate
results with the maximum of 500 steps. The output data is given as displacement or
amplitude versus frequency representing the response of the cantilever.

The simulation took into account the composition and dimensions of the can-
tilever, tip, elastic modulus of sample, and force applied to the sample. A frequency
range between 20 and 50 kHz shows the theoretical resonant frequency peak of the
cantilever. This is similar to the experimental resonant frequency of 36 kHz. Diamond
coated silicon tips were used for the imaging [22–24]. The free cantilever vibration is
plotted showing the resonant frequency of the cantilever when the tip is far from the
sample surface. The free cantilever vibration is important since this is the procedure
for choosing the operating frequency during imaging. The displacement amplitude
versus frequency was plotted for each elastic modulus in the range of 10–70 KPa,
as seen in Fig. 17.4a. It can be seen that the amplitude changes with varying elas-
tic modulus. This shows the dependence of cantilever amplitude to the tip–sample
interaction. When focusing on the right-hand side of the main resonance peak, the
amplitude of the cantilever increases as the elastic modulus increases, see Fig. 17.4b.
Experimentally, the right-hand side of the resonant peak was used in all our AFAM
imaging. When the computer simulation is applied to the AFAM image, considering
the right-hand side, stiffer materials produce higher amplitude of cantilever deflec-
tion, which leads to the conclusion that the stiffer materials appear brighter in the
image. This agrees with the original hypothesis that the outer edge of the cell is stiffer
and is represented by the brighter areas in the amplitude images. Another important
feature of the computer simulation is that the indentation calculated from the mod-
ified Hertz model, demonstrates that the stiffer materials result in less indentation
from the tip during imaging. This results in a larger cantilever deflection since the
stiffer materials resist the interaction with the tip more than compliant materials.
There was about a 10 % difference between the computer simulated resonance fre-
quency, around 41 kHz, and the experimental resonance frequency, around 36 kHz.
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Fig. 17.4 a Resonance curve,
b magnified image

The discrepancy could stem from experimental deviations from the ideal assumed
in the simulations, such as the mass loading of gold and diamond coatings on the
tip and cantilever, respectively. Another possible reason is the presence of the thin
layer of viscous fluid on the sample. The current FEM model does not take these into
account explicitly. Refinement is necessary and is planned for a more accurate sim-
ulation but the current trends are in good semi-quantitative agreement. In summary,
the computer model showed the cantilever response amplitude as a function of the
elastic properties of the sample. The simulation described the contrast in the ampli-
tude images where stiffer materials have a stronger interaction with the tip, resulting
in brighter areas in the image, where more compliant materials are represented by
relatively darker shades.
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17.4 Sample Preparation

BHK cells, an immortal cell line grown in culture, were used as a model system
for development of the resonant dipping AFAM technique. The BHK cells adhere
and proliferate on glass thus eliminating any need for immobilization. Mammalian
cells are characterized as eukaryotes as they possess a membrane-delimited nucleus
as well as membranes surrounding and playing a significant part in the structure of
many organelles [25]. The cytoplasm, which is the liquid substance that suspends
the organelles, contains an array of fibrous proteins collectively called the cytoskele-
ton. The most abundant and significant cytoskeletal proteins are the microfilament,
microtubule, and intermediate filaments. These proteins become attached to the cell
membrane, to each other, and even to the cell nucleus thereby forming a 3D internal
scaffold. This scaffold is documented to add strength and rigidity to the structure
of the cell. The scaffold is a dynamic structure; it changes its assembly/disassembly
character during its normal physiology [24–27].

17.4.1 Sample Characterization

For the purpose of characterizing the BHK cells by standard methods we first image
them with the scanning electron microscope (SEM) and the laser scanning confocal
microscope (LCSM). For the SEM the cells were grown on glass substrates and then
fixed with glutaraldehyde, a cell rigidifier, and gold-coated, as both are required for
SEM imaging. It is important to note that the cells for AFAM imaging were not
fixed or gold-coated. The SEM used was a JEOL JSM 5400 model A. Typical SEM
image is shown in Fig. 17.5 and is useful in exhibiting the shape, size, and exterior
structure of the cells at high magnification. The image clearly shows the nucleoid of
the cells in the center surrounded by cytoskeletal filaments. The scale is displayed in
the image.

The LSCM used was an Olympus with Fluo-View FV1000 software. The cells
were stained to exhibit the structure, which can be seen in Fig. 17.6. The lower image
is a superposition of two different versions (shown above) of the same cell cluster.
The upper left hand image is produced by green fluorescence with Phalloidin and
emphasizes the actin cortical cytoskeleton, whereas the upper right hand image was
obtained by staining with mitotracker red a fluorescent dye to emphasize the mito-
chondrial network. These are typical fluorescence images and show the distribution
of cytoskeletal filaments which surround the periphery of the cells. The images show
that the cell diameter is around 10–40µm, with some as long as 70µm. The cells
appear to be stretched out on the surface, apparently making connections to other
cells. The surfaces of the cells appear relatively rough within these sets of images,
which was expected due to their highly heterogeneous surface. The topographic data
were obtained by standard AFM. Figure 17.7 exhibits a cross-sectional image along
a line through the region connecting two cells. These images show that the cells are
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Fig. 17.5 SEM micrograph of BHK cell fixed on glass surface at a magnification of 5000x [14].
Reprinted with permission of Elsevier

about 3–5µ thick at the center in the region of the nucleus and 1–2µ thick at the
edges, where the cytoplasm predominates.

17.4.2 BHK Cell Viability Under Conditions of Drying

When cells are removed from their culture liquid they have a short survival rate
for up to about 5–10 min depending on the environmental conditions. The cells
typically have some culture liquid adhering to their surfaces. We have imaged cells
as a function of time after removal from the culture medium and report on their change
in condition. Thus, when we imaged the cells by AFAM, when just removed from
the culture medium we placed a limit of 5 min on the useful imaging operation. The
images obtained in this manner with AFAM are maps of the relative elastic modulus
across the cell and typically take only a few minutes of scan time. The modulus
distributions were verified by force–distance curves carried out within the culture
medium. The force–distance curves are the results of a well-established technique,
which, however, is very time-consuming and cumbersome taking typically 1 h or
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Fig. 17.6 Fluorescence image verifying the distribution of cytoskeletal filaments (magnification
of 5000x) [14]. Reprinted with permission of Elsevier

Fig. 17.7 Height profile

more of scan time, while the cells are submerged in the nutrient fluid. The resolution
is consistent with typical AFM performance and is estimated at 1–10 nm.

BHK cells were cultured in Lab-Tek Chamber Slides (Nunc Inc.) at a cell density of
105 cells per 4 cm2 chamber. The cells were allowed to adhere in the chambers for 24 h
prior to testing. As the procedure requires a minimal fluid environment for the cells it
was first necessary to test the effect of a near dryness state on cell viability. This test
was accomplished by decanting the growth medium from 4 chambers, and removing
the chamber walls, leaving the BHK monolayers exposed on the slide, moistened only
with residual growth medium that formed a thin layer of fluid over the cells. The slides
were kept in a horizontal position and allowed to begin the drying process at ambient
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Table 17.3 Experiment results of cell viability change with time

Time (min) Live/dead cells counts Average survival percent (%)

0 56/0 48/0 52/1 39/2 98.3
5 42/0 47/4 50/7 36/11 89.1
10 0/48 0/40 0/49 0/46 0
15 0/40 0/39 0/39 0/47 0

The survival percent of the cells are acceptable (about 90 %) within up to a 5 min interval

conditions; room temperature (21 ◦C), unknown humidity. The slides were observed
for a 15 min drying period over the course of the trial. Immediately, and at 5, 10,
and 15 min after removal of the culture medium, individual slides were immersed for
10 s in 0.1 % trypan blue solution prepared in Hank’s balanced salt solution (HBSS),
and then were washed by dipping several times in HBSS. Cell counts were done
on the slides immediately, both to determine the total cells adhering, as well as
the percentage of viable cells. Four fields were counted subsequently for each time
point and the results averaged. As is seen in Table 17.3, under these conditions we
observed that the cell monolayer appeared dried in some areas after about 6 min, and
completely dried in about 8 min. As summarized in Table 17.3, under the conditions of
this trial, cells attached to a glass slide dried to completeness in 6–8 min. However, it
is apparent that cell death as measured by inclusion of trypan blue dye, corresponded
directly with the drying process. Under conditions of this trial, cell monolayers with
growth medium removed remained viable for approximately 5–6 min.

17.5 Results

17.5.1 Force–Distance Measurements

The force–distance curves for this study were collected with a special AFM
(BioscopeTM), which has a liquid container to ensure cell viability over a long period
of time, although it has no capability for either U-AFM or AFAM. Microlever can-
tilevers (see Table 17.4) of 0.01 N/m were used and were replaced after each exper-
iment. The liquid environment and use of microlever cantilevers allowed the direct
comparison to other published data. The locations probed on the cell were general-
ized as center or edge since the exact location can be determined only approximately
with the built-in optical microscope. The tip was moved from the original position to
probe multiple cells in one experiment; therefore it is inaccurate to compare inden-
tation depths since each curve had a new starting position. The experimental can-
tilever deflection versus tip–sample distance plots were transformed into force versus
indentation depth curves using the calibration data. Figure 17.8 shows an example of
cantilever deflection versus tip–sample distance measured on glass (upper line) and
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Fig. 17.8 Example of can-
tilever deflection versus
tip–sample distance curves

Table 17.4 Microlever tip and cantilever characteristics
Microlever tip C features

Height 3µm
Radius of curvature <50 nm

Cantilever features

Length 320µm
Width 22µm
Thickness 0.6µm
Force constant 0.01 N/m
Resonant frequency 7 kHz

Information supplied by Veeco Metrology Group

BHK cell (lower line). The difference, δ, between the curves equals the tip indentation
depth.

Figure 17.9 shows typical force versus indentation depth curves for three dif-
ferent locations on the surface of a BHK cell. The solid lines through each curve
are derived from the modified Hertz model using the information from Table 17.2.
The curves were then fitted with the nonlinear Hertzian model described by Eq. (17.2)
to determine the elastic modulus. Three separate force–distance experiments were
performed collecting a total of 50 curves, where 28 were from center positions and
22 were from outer edge positions of the cell. Tables 17.5 and 17.6 show the results
of all force–distance curves providing data on the difference between cell center and
edge. The results are summarized in Table 17.7. From a statistical point of view it
is noted that there are two sizes to the elastic moduli in both the edge and center
distribution. As will be seen in the imaging results (for example see Fig. 17.10, this
observation is confirmed for the cell edge. For the cell center the two sizes could be
a result of measurements in the nucleoid where both the soft nucleus and the harder
skeleton are present as shown in Fig. 17.5.
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Fig. 17.9 Force versus
indentation depth

Fig. 17.10 Topography on left and AFAM image of BHK cell on right. A scan size of 50µm and
a frequency of 36 kHz were used. The basic outline of the BHK cells can be distinguished in the
topographic image but it lacks surface detail. In contrast, the AFAM image on the right shows
several distinct regions of contrast [14]. Reprinted with permission of Elsevier

Table 17.5 Young’s modulus measured at the center of the cells (KPa)
Experiment values Average value

16.2 15.7 29.4 39.8 15.3 12.3 12.7 19.6
8.7 11.4 11.4 15.1 18.3 44.5 14.5

12.3 14.1 13.9 16.5 15.7 39.4 12.3
14.8 10.1 40.3 17.6 18.4 16.7 41.2

17.5.2 Imaging Results

In this section the resonance dipping AFAM images are displayed and for comparison
some topographical images collected simultaneously. An ultralever A tip was used
to collect the following images. The topography image maps differences in height
across the surface, whereas the AFAM image maps differences in elasticity across
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Fig. 17.11 Three different force–distance curve experiments were performed on the BHK cells to
quantitatively determine the elastic modulus at different locations on the cell surface, generalized
as edge or center. By assuming parabolic tip geometry the Hertz model was applied to the data to
obtain the elastic modulus as a function of cell position. The average E for the edge of the cell was
determined to be 46.7 kPa, which was twice as stiff as the center of the cell, with an average of
19.1 kPa. The elastic moduli range for the BHK cell was determined to be 10–70 kPa. The force–
distance work showed the same trend observed in the AFAM images with elasticity differences
between the edge and center of the cell. The set of f–d curves also provided the elastic modulus
range used in the computer simulation [14]. Reprinted with permission of Elsevier

Table 17.6 Young’s modulus measured at the edge of the cells (KPa)
Experiment value Average value

36.6 48.0 28.0 18.0 22.0 25.5 26.5 22.5 22.5 45.9 54.0 46.7
23.4 75.0 84.9 66.0 34.9 60.0 68.1 60.0 64.9 54.9 85.0

Table 17.7 Average elastic moduli for BHK cell

Location Avg. E and St. Dev. (kPa)

Edge of cell 46.7 ± 21.8
Center of cell 19.6 ± 10.9
Whole cell 31.3 ± 21.2

The elastic modulus is substantially higher in the center of the cell as obtained from AFM
force–distance data with a fit to modified Hertz model [14]. Reprinted with permission of Else-
vier

the surface. In Fig. 17.10, a scan size of 50µm and a frequency of 36 kHz were
used. The basic outline of the BHK cells can be distinguished in the topographical
image but lacks surface detail. Height differences are mainly between the cell and
the underlying glass substrate but virtually no detail is seen on the cell surface. The
cell in the left hand corner appears to be attached to another cell in the bottom corner
through a string-like feature present in the image. The corresponding amplitude or
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AFAM image is on the right and shows two distinct areas of contrast. There are bright
and dark regions present within the cell boundaries. The darker shades are present
within the center of the cell, where the outer edges and boundaries of the cell appear
much brighter. Also, there appear to be two cells in the bottom corner, which are
not distinguishable in the topographical image. This alludes to elasticity differences
across the cell. When the scan size is decreased to 20µm, in the amplitude image,
there is distinct contrast seen across the cell; the center of the cell appears darker
than the outer edge. This amplitude image shows circular regions within the dark
area. There also appears to be additional contrast around the center of the cell, where
there are scattered bright features in this area. In addition, there is contrast between
the outer boundary of the cell and the underlying glass substrate. Another cell was
imaged under identical conditions using an ultralever A tip at a frequency of 36 kHz
at a scan size of 22µm. The matching amplitude image showed high contrast across
the cell surface. The center of the cell appeared darker than the other areas of the
cell. There were also brighter areas surrounding the center of the cell.

17.5.3 Interpretation

A total of six sets of topography and amplitude images were obtained (not all shown
here) and the same phenomena were seen. The topography images lacked surface
detail, where very little surface roughness or height differences were seen across the
cell. The lack of surface detail present in the topography images is attributed to the
BHK cell surface roughness.

Although the topography images lacked surface detail, the outline of the cell could
be easily distinguished from the glass substrate. In some of the topography images, the
glass substrate appeared rough. This could be a result of cellular secretions or outer
membrane disruption. The BHK cells grow in monolayers, so as they grow and move,
it is possible that residues (glycoprotein) were deposited across the glass surface, so
that no area of the glass surface was pure glass. In comparison, the amplitude images
showed high contrast between different regions of the BHK cells. Different surface
and cellular features were distinguishable that were not present in the topography
images. The contrast in the amplitude images generally differed from the center to
the edge of the cell, suggesting elasticity heterogeneities across the cell surface. In
characterizing the dark and bright regions in the images, it is suggested that the center
of the cell is less stiff than the outer areas. This agrees with the common theory [28–
31], in which the outer region of the cell contains larger amounts of fibrous proteins.
The proteins in the cytoskeleton produce 3D networks in which larger quantities are
believed to reside in the outer regions of the cell, providing strength and cellular
movement. The cytoskeleton of the cell is within the plasma membrane, which leads
to the belief that it senses both the outer membrane and the internal components of
the cell. It is therefore suggested that the darker regions are areas of less stiffness;
corresponding to the area where the tip is either interacting with the outer membrane
or internal organelles of the cell, such as the nucleus.
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In summary, the interaction between the tip and sample gives rise to contrast
in the images. In this study it is suggested that the darker regions present in the
amplitude images, prevalent in the center, represent lower stiffness when compared
to the brighter regions concentrated at the outer edge. This would correspond to a
stiffer material producing a larger cantilever deflection than a less stiff area.

It is important to note that there was no apparent cell damage during imaging,
which is often a concern when imaging in contact mode. The same area was scanned
repeatedly to confirm that the cell was not damaged. Cell stability, in this case, is
attributed to the sample itself. Sample damage varies among different biological cells
and different AFM systems.

17.6 Discussion and Summary

The elastic properties of BHK cells were evaluated with a new adaptation of AFAM.
Both qualitative and quantitative information were collected with the new AFAM
technique.

In contrast to most previously reported methods, the new technique places the
probe tip in shallow (few Å) contact with the cell (typically 1–10µm tall) and exe-
cutes a gentle resonant dipping motion, only 10–100 Å in depth, hence the name
“resonant dipping” mode. The force of interaction during imaging is estimated at
10−9 N and is at least an order of magnitude less than the force in the standard con-
tact mode, thus minimizing any potential damage to the cell. The presence of a thin
layer of nutrient fluid on the surfaces of the cell has been considered. This role is
not completely understood but has been the topic of interest in the literature. It has
been shown that in the presence of a liquid layer on a sample, when driven by direct
application of a force to the tip, the microscope is stable over a wide range of oper-
ating frequencies. At low frequency it is found that the interfacial stiffness extracted
from approach curves is found to be of the order of 1 N/m on first contact, which is
indicative of imaging via a compressed liquid layer. Measurements of the spectral
response of the cantilever and numerical simulations confirm this and show that vis-
cous damping at the surface also plays a role. On phase-separated organic thin films
it was found that with increasing pH both the Young’s modulus and friction force
were found to decrease. Our observations in the context of this work showed that
repeated scanning produced negligible change in the modulus distribution. Given
the various observations we conclude that the thin layer of nutrient fluid probably
has a small effect on the modulus but little or no effect on the relative modulus dis-
tribution. The weak force interaction and the shallow penetration play a key role in
the increase in scanning speed. This is confirmed by the observations that repeated
scanning produces negligible change in the cell surfaces. The weak force interaction
and the shallow penetration play a key role in the increase in scanning speed.

The new approach overcomes the limitations of customary atomic force acoustic
microscopy. This approach (1) does not harm or damage the cell, (2) provides semi-
quantitative information on the distribution of modulus across the cell, (3) gives
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1–10 nm resolution, (4) requires less than 5 min scan time, and (5) can be used
on cells briefly removed from the nutrient fluid. We describe the new approach,
apply it to BHK cells and verify/calibrate the images obtained with force–distance
measurements. AFAM and topographical images were simultaneously acquired at
a cantilever modulation frequency of about 36 kHz. The scan sizes ranged from 50
to 14µm, where the AFAM images showed higher contrast in comparison to the
conventional topography images; the topography images lacked surface detail and
resolution. The main advantage of the amplitude images was the depiction of the
elasticity differences across the cell surface. By using AFAM, the topography or
roughness of the cell was not a factor in the image, resulting in high contrast and
resolution images based on the elastic properties of the cell. The AFAM amplitude
images showed the highest contrast between the e.g., which was bright, and center,
which was dark, of the cell.

A series of force–distance curve experiments were performed on the BHK cells to
quantitatively determine the elastic modulus at different locations on the cell surface,
generalized as edge or center. By assuming parabolic tip geometry the Hertz model
was applied to the data to obtain the elastic modulus as a function of cell position.
The average E for the edge of the cell was determined to be 46.7 kPa, which was
twice as stiff as the center of the cell, with an average of 19.1 kPa. The elastic moduli
range for the BHK cell was determined to be 10–70 kPa (see Fig. 17.11). The force–
distance work showed the same trend observed in the AFAM images with elasticity
differences between the edge and center of the cell. The set of f–d curves also provided
the elastic modulus range used in the computer simulation.

The computer model described the contrast in the AFAM images. A finite element
model was constructed using Ansys software of the cantilever and tip–sample inter-
action. The cantilever was modeled after the ultralever cantilever used in AFAM
imaging, where the tip–sample interaction was represented by a nonlinear spring
described by the nonlinear Hertz model. The results of the simulations showed that
when operating at a frequency on the right side of the main resonance peak, the
cantilever response amplitude increased as elastic modulus of the sample increased.
This confirmed that the edge of the cell, which was brighter in the AFAM image,
was stiffer than the center. The simulation also confirmed that the brighter color in
the image was a result of the tip having a stronger interaction with stiff materials.

In conclusion, resonant dipping is a powerful technique with the ability to describe
the elastic property heterogeneities across soft biological cells. The amplitude images
obtained were of higher contrast and resolution than the corresponding topograph-
ical images. The elasticity differences seen in the images were confirmed by the
force–distance curve techniques resulting in a twofold edge to center elastic modu-
lus difference. The elastic moduli range was determined to be 10–70 kPa for the BHK
cell where the average was determined to be 31.3 kPa. The computer model was able
to describe the contrast of the AFAM images in agreement with the force–distance
work. The technique should have many uses as a diagnostic tool for characterizing
cells and will enable rapid assessment of the effects of physical and chemical signals
on cells to obtain statistically meaningful data.
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Linear

contact vibration, 224
detection regime, 78
spectra, 7, 8, 163
springs, 144
tip–sample interaction, 199

Linearization, 328
Liquid, 463, 464, 473
Liquid meniscus, 28
Liquid–vapor interfacial energy, 320
Lock-in amplifier, 265, 297, 318, 339
Long tip, 119
Longitudinal acoustic waves, 444
Lorentz transmission electron microscopy, 302
Lorentzian, 403
Loss modulus, 13, 156, 254, 401

Low frequency generator, 230
Low megahertz range, 74
Low-density polyethylene, 439

M
Macroscopically-homogeneous stiff-samples,

205
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M (cont.)
Magnetic force, 114
Magnetic force microscopy (MFM), 15
Magnetic force modulation microscopy, 191
Magnetic resonance force microscopy, 191
Malaria, 308
Mass Matrix, 105
Mass of the cantilever, 190
Mass-loaded cantilever, 191
Mass-spring system, 300
Mathieu’s equation, 88
Maugis, 28
Maximum nonlinearity regime, 74
Mechanical

diode, 164
map, 386
model, 395
properties, 125, 341
reactance, 200

Mesh, 107
Metallic glass, 400
Michelson interferometer, 360
Microdeformation

image, 232
microscopy, 376
volume, 230

Microlever, 279
Microlever cantilevers, 475
Micromachined cantilever, 323
Microscopy dynamic indentation, 5
Minimum defect size, 431
Mode coupling, 55
Mode function, 207
Model, 110, 129
Model of vibrations of the CM cantilevers, 208
Molybdenum disulfide, 271
MOSFET embedded cantilevers, 310
Multi-asperities contact, 14, 159
Multilayer graphene, 283
Multi-phase materials, 443

N
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metals, 406
Nanocrystalline materials, 368
Nanoindentation, 44, 229, 248, 254, 345, 346,

396, 453
Nanomechanical mapping, 370
Nanoswing, 347
Natural

environment, 280
flexural vibrations, 207

frequencies, 209
resonant frequency, 264
vibrational modes, 51

Near field, 124
Near field acoustic waves, 5
Near-field

microscopes, 228
scanning optical microscopy, 294
ultrasound holography, 299

Ni single crystal, 399, 408
Nickel, 135
Niobium, 143
Noise, 328
Non linearities, 245
Non-destructive evaluation, 423
Nondestructive, 304, 365, 421, 434
Non-Hertzian surface contact, 455
Nonlinear, 6

force–deflection, 469
force-separation interaction, 76
mixing, 70
spectra, 8, 162
tip-sample interaction force, 54
vibration model, 196

Non-linear regime, 295
Nonlinearity, 6, 62, 117, 145
Nonsliding contact, 117, 119
Normal

cantilevers, 205
contact stiffness, 129, 140
stiffness, 103

Normalized
contact stiffness, 426
first flexural mode sensitivity, 237
interactive force, 198
resonant frequency, 203
stiffness, 203, 205

Nucleation, 406

O
One-freedom model, 209
Optical

detection, 325
glass slide, 214
heterodyne force microscopy, 288

Optimization, 338
Oriented domains, 180
Oscillation amplitude, 56, 78, 328
Oscillator, 406
Oscillatory solution, 69
Outer membrane, 479
Oxide particles, 280
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Parasite infection, 308
Peak force, 331
Peak frequency shifting, 85
Peak-peak distances, 343
Penetration, 23

depth, 4, 397, 429
speed, 249

Perturbative procedure, 61, 68
Phase, 58, 124

contrast, 60, 303
delay, 203
factor, 65
image, 300
image contrast, 81
imaging, 74, 318, 342
sensitive acoustic microscopy, 452
signal, 299
velocity, 66, 360

Phase-locked loop, 177
Photodetector, 299
Photoresist, 247
Piezoelectric

element, 212
stiffening, 182
transducer, 230

Piezoplate, 267
Piezo-transducer, 298
Pixels, 337
Plane strain modulus, 356
Plasma-enhanced vapor deposition, 368
Plastic deformation, 157
Plasticity, 404
Platinum, 217
Point force, 466
Point-mass models, 200
Poisson ratio, 13, 126, 172, 255
Polished glass, 215
Poly-(ethylene-co-vinyl acetate), 439
Poly(methyl methacrylate) (PMMA), 275,
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Polyacrylonitrile, 444
Polyamide, 442
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Polycrystalline, 404
Polydimethylsiloxane (PDMS), 44, 236
Polydimethylsiloxane, 247
Polyester, 442
Polyethelyne terephthalate, 280
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Polymer, 252, 358, 392, 428

binder, 280
blend, 386, 454
cross-links, 447

film, 317, 452
matrix, 447
nanocomposite, 449

Polynomial expansions, 55
Polypropylene, 380, 458
Polysilicon, 456
Polystyrene, 170, 451
Polyurethane, 120
Probe geometry, 457
Pull-off point, 277
Pull-out force, 32
Pulsed electrodeposition, 368
Pulsed laser, 298
Pulse-echo ultrasonics, 354, 356

Q
Q factor, 156, 161, 403
Q factor mapping, 177
Quality factor, 224
Quantitative measurement, 228
Quantitative mechanical characterization, 387
Quantum dots, 284
Quartz glass, 398, 399, 411, 412
Quiescent separation distance, 54
Q-values, 128, 393

R
Radius of curvature, 387
Rayleigh criterion, 5
Rayleigh waves, 5
Reactance relative, 201
Real

force, 117
normal force, 117
tangential, 117

Rebound, 40, 43
Rectangular cantilever, 118, 171, 211
Rectangular, 102
Red blood cells, 307
Reduced elastic modulus, 455
Reduced modulus, 22
Reduced Young’s modulus, 140
Reference materials, 455
Reference sample, 141
Regions of stability, 89
Relaxation time, 252, 286
Relaxed moduli, 257
Renormalization, 90

methods, 56
scale, 90

Resolution, 273, 364, 391
Resonance, 60, 112
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angular frequency, 249
curve, 7, 245, 401
frequency tracking, 177
frequency, 64, 156, 392
spectra, 397

Resonance-tracking, 156
Resonant

difference-frequency atomic force ultra-
sonic microscope, 73

difference-frequency atomic force ultra-
sonic microscopy, 9, 48, 296, 451

dipping, 481
frequency peak, 470
frequency, 124, 321

Restoring force, 53
Rod-like CM cantilever, 208
Roughness, 38, 216, 272, 385, 398, 410, 481
Rubber, 345

S
Saint Vernant’s principle, 284
Sample

elasticity, 204
holder, 114
stiffness, 80
tilt, 173

Sampling ratio, 335
SAW-assisted SPM, 364
Scanning acoustic force microscopy, 124
Scanning acoustic microscope, 294, 295, 366
Scanning acoustic microscopy, 4, 5, 363–365,

452
Scanning capacitance microscopy (SCM), 15
Scanning electron micrographs, 465
Scanning electron microscope, 472
Scanning electron microscopy, 302, 409, 440
Scanning force microscopy, 262
Scanning Kelvin probe microscopy (SKPM),

15
Scanning local-acceleration microscopy, 263
Scanning microdeformation microscope, 228
Scanning microdeformation microscopy, 7,

124, 190, 437–438
Scanning near field ultrasonic holography, 9,

48, 73
Scanning near-field optic microscopy, 6
Scanning near-field ultrasound holography, 9,

376, 438, 462
Scanning nonlinear dielectric microscopy, 179
Scanning probe microscope, 462
Scanning probe microscopy (SPM), 1, 382
Scanning tunneling microscope, 465

Scanning tunneling microscopy, 262
Scanning tunnelling microscope, 273
Scattered waves, 297
Scattering, 297
Segmentation, 385
Self calibration, 144
Semicrystalline polymers, 442
Sensitivity, 204, 257, 370
Sensitivity optimization, 236
Setpoint, 328
Shear elasticity, 183
Shear force, 207, 395
Shear modulation force microscopy, 441
Shear moduli, 172
Shear stress, 405
Shift, 64
Shift frequency difference, 240
Short tip, 119
Si substrate, 256
Signal processing, 331, 337
Signal-to-noise ratio, 286
Silica, 240
Silica particles, 451
Silicon, 143, 379

carbide fibre, 268
dioxide (Sio2), 379
sample, 236
substrate, 440, 425

Silicon-based viscoelastic polymer, 239
Simulation, 198, 272, 404, 470
Single-crystal, 396
Single-walled carbon nanotube, 450
Single walled carbon nanohorns, 308
Sliding contact, 117, 119
Slope detection, 212
Sneddon relation, 357
Soda-lime glass, 170
Soft

contact, 79
film, 431
samples, 205

Softening nonlinear spring, 166
Softening nonlinearity, 145
Sound velocity, 41
Spatial eigenfunctions, 51
Spectroscopic AFAM, 404
Spectrum, 244
Spiral-spring constant, 211
Spiral-spring model, 210
Spreading resistance microscopy (SRM), 16
Spring, 401
Spring constant, 446
Spurious resonances, 7
Spurious vibration, 156, 175
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Stacked layers, 454
Static

deflections, 243
force, 245
load, 137
solution, 69

Steady-state solution, 68
Stick & slip, 241
Stiff

cantilevers, 205
film, 431
samples, 201

Stiffening nonlinear spring, 166
Stiffness, 22, 36, 55, 296, 338, 340, 394, 464,

470
atomic force microscope, 298
matrix, 106, 107
of the cantilever, 257
ratio, 210

Storage modulus, 13, 254, 401
Strain field, 255, 295
Stress field, 14
Structures, 74
Styrene butadiene styrene (SBS), 385
SU8 resin, 247
Subcellular structures, 306
Subharmonic, 50, 63, 86

components, 194
stability, 86

Substrate effects, 219
Subsurface, 74, 230

defects, 418, 421, 428
features, 66, 295
grooves, 230
imaging, 14, 302
properties, 295
resolution, 422
stress, 442
structures, 434

Superlubricity, 275
Surface

acoustic wave, 286, 361
acoustic wave spectroscopy, 366, 367, 369
drive amplitude, 77
dynamics, 55
elastic contrast, 303
roughness, 479

Symmetric, 244
Synchronization, 335

T
Tabor parameter, 35
Tangential stiffness, 103

Tapping mode, 78, 391
Taylor series, 56
Test sample, 341
Test structure, 333
Thermal contrast, 280
Thin film, 36, 334, 400, 421, 429
Thin layer, 471
Thin-film polymers, 439
Threshold amplitude, 265, 277
Ti sheet, 215
Ti-alloy layer, 218
Time scale sensitivity, 289
Time’-space, 92
Time-force graphs, 321
Time-resolved waveforms, 319
Timoshenko, 129
Tip, 33, 36, 110, 269, 356, 382, 396, 409

geometry, 382
height, 119
material, 427
position, 132
radius, 420
shape, 21, 139, 212
wear, 365

Tip-sample, 301
interaction, 264
interaction force, 53, 318
separation, 48

Tip-shape models, 454
Tip–surface, 278
Titanium, 217, 426
Tomography, 310
Topography, 214, 270, 275, 303, 387, 410, 479
Torsional

bending, 347
contact resonance, 408

contact resonance frequencies, 13
friction, 410
harmonic atomic force microscopy, 9, 438
modes, 244
oscillation, 339
resonance frequency, 334
response, 322
stiffness, 183
vibration, 101, 125, 326

Transfer of energy, 58, 64
Transmission electron microscopy, 271, 302
Transparent silicon nitride tip, 286–287
Trench isolation, 306
Triangular, 126
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cantilever, 118
shape, 117
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powder, 212
wire, 230
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Ultralever, 469
Ultrasonic, 68

atomic force microscopy AFM, 7, 48, 79,
124, 156, 190, 354, 418, 419, 421, 423,
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force microscopy, 8, 48, 76, 124, 192, 231,
263, 264, 273, 295, 362, 376, 437, 463

frequency, 266
scanning pin microscope, 263
superlubricity, 280
velocity techniques, 217
vibration, 267
waves, 303

Ultrasonic-based AFM, 359
Ultrasound

holography, 303
lubrication, 413

Ultrathin films, 219
Uncertainty, 138, 365
Undegraded, 447

V
Van der Waals, 27
Velocity, 68
Vertical drift, 378
Vibration

amplitudes, 394, 467
analysis, 109
modes, 209, 211

Viscoelastic, 403, 441

material, 13, 251
measurements, 370
properties, 247
relaxation, 269
response, 303, 305

Viscoelasticity, 80, 124, 358, 441
Viscosity, 164
Viscous damping, 193
Viscous constant, 41
Viscous fluid, 471
Void, 14, 306, 432
Voiding, 303
Von mises stress, 158

W
Waveforms, 360
Waveguide, 285
Wavevector, 282
Wear, 11, 142, 159, 331, 382
Working frequency, 253
W-shaped cantilevers, 243
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X-ray imaging, 294
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Yield stress, 158
Young moduli, 320
Young modulus, 13, 68, 80, 126, 239, 329,
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Zeroth order solution, 69
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