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EDITORS' INTRODUCTION

The proceedings of the 1979 and 1980 annual conferences
of the Association of University Teachers of Economics,
have been brought together here, and in a companion volume
of essays in contemporary economic analysis. These annual
meetings provide an important, and indeed the only well-
established annual forum for professional economists in
the United Kingdom. The activities of the Association
date back to the 1920s, and include amongst its past par-
ticipants and officers such economic luminaries as John
Maynard Keynes and Sir William Beueridge. That the associ-
ation meetings now represent a thoroughly professional
conference venue is in no small measure due to the efforts
and endeavours of Frank Paish and the late Harry G. Johnson.
In partial tribute, the two keynote lectures of the meet-
ings are named after them.

An A.U,T,E. conference is not drawn upon narrowly defined
subjects, and previous conference volumes have not, there-
fore reflected any specific themes., The simultaneous pub-
lication of the 1979 and 1980 papers has offered the editors
the opportunity to bring together papers in the general
areas of micro-economics and development, (vol 1), and
macro~economics and econometrics, (vol 2).

The programme committee endeavours to invite contribu-
tions for the main keynote lectures from distinguished
scholars actively pursuing research in areas which seem
important and promising. This volume includes the Frank
W. Paish lectures for 1979 and 1980, which were delivered
by Martin Feldstein and Dale Jorgenson, both of Harvard
University and the inaugural Association lecture by Arnold

~”

Z ellner of the University of Chicago.

The theme of Feldstein's Frank Paish lecture is the
effect of social security on private saving. In all coun-
tries which attempt to make a general provision for state
pensions, the acturial value of such pension rights is a
substantial fraction of conventionally measured private
wealth; in some, the pension rights are on a sufficiently
generous scale to reduce drastically the drop in real
income normally expected at retirement. There are thus
"common sense" grounds for expecting the existence of
general social security schemes to depress private saving
substantially, although a number of theories - notably



approaches based on optimal intergenerational transfers -
have disputed the legitimacy of this inference. Feldstein
reviews some reasons for regarding these objections as
unconvincing and presents an assortment of empirical
evidence to suggest that social security does indeed reduce
private saving substantially, even when effects on the
timing of the retirement decision are taken into account.

In a lecture which brings together economic theory,
measurement and policy analysis, Jorgenson presents an
analysis of aggregate consumer behaviour. One important
feature of the analysis is the application of recent
theoretical developments on exact aggregation, which makes
it possible to dispense with the notion of a representative
consumer. An illustration of the policy relevance of the
approach, is the analysis of the deregulation of U.S. do-
mestic petroleum prices in 1979. An example of the host
of interesting implications is that the benefits of decon-
trol are proportionately greater for higher income consumers.
The profession will look forward with some excitement to
further extensions of work in this area by Jorgenson and
associates.

Arnold Zellner, in a stimulating first Association
lecture addresses the somewhat neglected issue of the
philosophy and objectives of econometrics. Drawing upon
the interrelationship between scientific objectives and
methodoly and statistical inference, he emphasises the
need for quantitative economists to fruitfully consider the
merits of sophisticated simplicity and Bayesian inference
within the general framework of economic inquiry.

The other essays in this volume deal with a variety of
topics in macroeconomic and econometric analysis. As may
be expected of the conference sessions which are for presen-
tation, the papers elicited a considerable amount of discus-
sion from the floor. We are grateful to the participants,
formal discussants and referees for their helpful and
critical comments. Particular thanks are due to Naomi
Canter, Nora Parsley, Simon Blackman and Nora Kelly for
efficient secretarial and editorial help.

The Editors.
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1. THE EFFECT OF SOCIAL SECURITY ON SAVING

Martin S. Feldstein!

I am pleased and honored to have been asked to deliver
the 1979 Frank Paish Lecture. Professor Paish's studies
over many years have added to our understanding of the
economic system in general and the British economy in
particular. The process of saving and capital formation on
which I will speak today was one of the many important
subjects to which Professor Paish contributed.

The saving rate of an economy is one of the most
important parameters governing its long-run performance.
A higher saving rate means greater capital intensity,
higher productivity and a better standard of living. An
economy that increases its savings rate experiences more
rapid technical progress and a faster rate of growth over
many years until a new equilibrium is established,

Saving rates differ very substantially among industrial
nations. For the 15 year period from 1960 through 1974,
gross saving accounted for an average of 25 percent of gross
domestic product among the 21 0.E.C.D., countries for which
data are available., But this gross saving rate ranged from
a high of 37.2 percent in Japan to lows of 18.4 percent and
18.6 percent for the U.,K. and the U.S. The pattern of high
and low saving rate countries has remained quite stable over
this period. The correlation between the average saving
rate in a country in the 1960-64 period and the 1965-69
period is 0.97. For 1965-69 and 1970-74, the correlation
is 0.93 (Feldstein and Horioka, 1979).

Why do saving rates differ so much among countries? How
do the government policies pursued in each country affect
that country's saving rate? As a profession, we are still
disturbingly far from having complete answers to these very
important questions, My remarks today will focus on one
aspect of this subject that, after several years of research,
I believe is extremely important: the impact of social
security on private savings.,
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Social security programs have become extremely important
in most of the industrial countries of the world. Social
security benefits have come to be relied upon as the major
source of finance of post-retirement consumption in the
United States and in many other countries, The traditional
life cycle theory of saving implies that existing social
security programs are likely to depress substantially the
aggregate private rate of saving. Moreover, since the
social security programs are largely unfunded - i.e. they
do not accumulate assets to meet future benefit obligations
in the way that a private pension would - the reduction in
the private saving rate translates into a corresponding
reduction in the national saving rate. But as with so many
other subjects, a wider and more general analytic framework
reveals a theoretical indeterminacy; we cannot know on the
basis of a priori consideration alone whether social
security increases or decreases the private saving rate.

I will discuss the nature of this theoretical indeterminacy
in the first part of my lecture.

There is fortunately a growing body of empirical research
on this subject. While there are of course ambiguities
and problems in the interpretation of these econometric
studies, I believe that on balance the evidence strongly
supports the implication of the traditional life cycle
saving theory that the provision of a large social security
pension does substantially reduce real private saving., The
second half of my lecture will provide a review of this
evidence,

Soctal Security in the Theory of Saving

The life cycle model is the central idea in the modern
theory of saving because it provides the crucial link
between the microeconomics of rational household behavior
and the macroeconomics of the rate of saving. The funda-
mental insight of this theory, that aggregate saving is
positive in a growing economy because the younger workers
who save are more numerous and have higher earnings than
the older retirees who dissave, was presented by Sir Roy
Harrod in the second lecture of his famous book, Towards a
Dynamic Economics (1948). Harrod's description of the
household's optimizing behavior, which he noted was an
extension of Irving Fisher's (1930) analysis, is remarkably
modern and 'meoclassical" for someone who is rightly
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regarded as one of the great developers of Keynesian
economic theory. It was then Franco Modigliani and his
collaborators (e.g. 1954, 1957, 1963 and 1966) who developed
Harrod's insight and metaphor of "hump saving" into a
quantitative theory and began the process of empirical
verification that has made the life cycle model a central
feature of our economic understanding.

Implications of the Life Cycle Model

The traditional Harrod-Modigliani life cycle model
implies that the introduction of an actuarially fair social
security pension program unambiguously reduces private
saving. More specifically, in this life-cycle framework, a
govermment policy alters the time pattern of consumption
only if it changes the household's lifetime budget con-
straint. Since an actuarially fair social security program
leaves the budget constraint unchanged, there is also no
change in each year's consumption. The social security tax
that is paid in each year therefore reduces private saving
by an equal amount. For an actuarially fair social security
program, this is equivalent to reducing the personal wealth
accumulated before retirement by the actuarial present
value of future benefits (see Feldstein 1974, 1977).

In the United States, the substantial size of the social
security program implies that the magnitude of this
reduction in private saving is potentially very great. It
is useful to review briefly the size of this potential life
cycle effect before going on to discuss the possible off-
setting effects suggested by a more general theoretical
framework.

Consider the question first from the point of view of
an average American worker. A married worker who has had
the median level of earnings all his life now retires with
social security benefits for himself and his wife equal to
65 percent of his peak before-tax earnings. Since these
social security benefits are untaxed, they replace approxi-
mately 80 percent of his maximum after-tax earnings.
Moreover, the benefits are now permanently inflation-indexed
so that they maintain their real value regardless of what
happens to the price level. With such a high replacement
rate, there is little if any reason for such a worker to
want to save or to have a private pension.
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The replacement rate is higher for workers with less
than the median earnings and somewhat lower for workers
with earnings above the median. Social security provides
a significant replacement rate except for the relatively
small number of employees who earn substantially more than
the current maximum yearly earnings of nearly $23,000. The
replacement rate is also lower for families in which there
is a second earner whose contribution to total family in-
come is relatively large. It is these groups alone that
still have some incentive for private saving.

For most American families, social security is the most
important form of household "wealth". More precisely, the
actuarial present value of the social security benefits to
which they will be entitled at age 65 exceeds the value of
all their other assets combined. A recent study at the
National Bureau of Economic Research concluded that the
aggregate value of this social security wealth exceeded
$3.5 trillion in 1978.2 To put this $3.5 trillion of social
security pseudo-wealth into perspective, it is useful to
note that the most inclusive traditional measure of the
total net worth of the private sector is less than $6
trillion., If the current social security wealth had been
saved and accumulated as real wealth instead, the stock of
real capital would be more than 50 percent larger than it
is today.

The potential importance of the social security program
is also clear if we look at the volume of social security
tax collections. Since social security taxes are widely
regarded as a form of compulsory saving, it is interesting
to compare the annual social security taxes with the annual
volume of private saving. In 1978, social security tax
payments by employees and employers exceeded $100 billion,
By comparison, total private saving (including corporate
retained earnings and net pension contributions as well as
individual saving) was also approximately $100 billion.,
Thus if the social security tax payments would have been
saved instead, the private saving rate would have been
double its actual level,

Departures from Maximizing Behavior

These figures leave no doubt about the very large
potential impact of social security on the process of
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capital accumulation if the traditional life cycle theory
is an appropriate model of individual saving behavior. It
has, however, been common in many popular discussions of
social security policy to reject this picture of rational
life cycle saving and its conclusion that social security
depresses private saving (e.g. Meyers, 1965; Pechman et al.,
1968; and Schulz, 1974), Individuals are instead viewed as
myopic nonplanners who save in a haphazard way or not at
all; it is this failure to provide systematically for
consumption in retirement that is the primary justification
for social security. As a result of such myopia, the
introduction of social security or an increase in its scale
would have no offsetting effect on private saving.

It is also sometimes argued that much of existing wealth
does not reflect life-cycle accumulation but is held in
order to make future bequests. According to one form of
this view, individuals receive bequests and then act as
stewards of that wealth until they pass it on to their own
heirs; holding and increasing wealth is a matter of morality
and honor, not of utility maximizing economic behavior.
Wealth that is held or accumulated in this way will not be
affected by social security.

There are undoubtedly some individuals whose saving
behavior is largely haphazard and irrational. There are
others who regard the spending of inherited wealth as
morally wrong and who guide their own accumulation by a
principle of stewardship rather than the life-cycle use of
funds, I doubt that either form of behavior is as common
as is sometimes claimed. In any case, such behavior among
part of the population would reduce the effect of social
security on savings but not eliminate it.

Some writers have even suggested that the provision of
social security may actually cause some individuals to save
more, This argument is based largely on the survey
evidence of Katona (1965) and Cagan (1965) indicating that
persons covered by private pensions did not save less and
may have saved more than those persons not covered by
pensions. Cagan explained his surprising results in terms
of a "recognition effect", i.e. when an individual is
forced to participate in a pension plan, he recognizes for
the first time the importance of saving for his old age.
Participation in a pension plan has an educational effect;
more formally, it changes the individual's utility function
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as he perceives it ex ante during his working years. Katona
added to this a second explanation: the "goal gradient"
hypothesis of psychological aspiration theory according to
which "effort is intensified the closer one is to one's
goal" (Katona, 1965, p. 4). In more conventional economic
terms, this would imply that individual preferences are
themselves a function of the opportunity set or of the
initial position, a dramatic departure from the usual
assumption of economic analysis.

Extending the Life Cycle Model

A theoretical analysis that implies that social security
may not depress personal saving need not rest on an
assumption of irrational behavior, recognition effects or
changing preferences, In an analysis that I called the
"extended life cycle model" (Feldstein, 1974), I showed
how individual life cycle saving could actually be increased
by the introduction of social security or by an increase of
social security benefits. The essential feature of that
extended life cycle model is that the pattern of working
and retirement is not fixed but that retirement and saving
decisions are made jointly., This has the important
implication that any exogenous variable can influence saving
indirectly by altering retirement.

Social security and private pensions are likely to induce
earlier retirement because benefits are generally available
only to those who are fully or partially retired. The
resulting increase in the expected period of retirement
will, as such, increase total saving during preretirement
years., The net effect of social security or of a private
pension depends on the relative strengths of the "wealth
replacement effect" of the traditional life cycle model and
the "induced retirement effect" suggested by the extended
life cycle model. An important implication of this is the
possibility that the effect of social security of a private
pension on saving is not monotonic; at first, the induced
retirement effect might dominate but then, as the probability
of retirement reaches a natural maximum, further increases
in retirement benefits depress private saving.

A different extension of the life cycle model, the
introduction of intergenerational transfers, has recently
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been proposed by Robert Barro (1974), Levis Kochin (1974)
and Merton Miller and Charles Upton (1974). The extreme
version of this theory implies that an actuarially fair
social security program will have no effect on private
saving., The essence of their argument is that the intro-
duction of social security (or a change in an existing
program) causes an offsetting change in private inter-—
generational transfers. To understand and evaluate this
argument, it is useful to distinguish three alternative
cases that might exist before the introduction of change
in social security: (1) parents plan to and do leave
positive bequests to their children; (2) parents plan to and
do receive substantial support from their children during
retirement; and (3) a corner solution with no significant
intended bequests or gifts in either direction,

Consider first the case with planned bequests that was
emphasized by Barro and the others who developed the current
argument., The parent generation chooses an optimal life
cycle plan which, because their children's utility enters
their own utility function, includes making a bequest to
their children. An increase in social security benefits
entails a transfer from children (who will pay the future
social security taxes) to the parents. This upsets the
parents' initial equilibrium by reducing the effective net
value of the bequests that parents make to their children.
To counteract this, the parents must increase the size of
their cash bequest by enough to offset the extra taxes that
their children will pay. The extra saving for this enlarged
bequest just offsets the reduced saving that would otherwise
result from the larger social security benefits,

The process is actually more complex than this because
each future generation also receives benefits that are in
turn financed by their own children. But since the real
rate of return on real capital exceeds the pseudo-return on
social security taxes (Samuelson, 1958), each future
generation is worse off under social security. Restoring
the initial equilibrium requires the first generation of
parents to provide an extra bequest that will in effect
endow an annuity for all future generations to compensate
them for this difference. Barro has shown that the extra
saving to establish this endowment just offsets the reduced
saving that would otherwise result from the larger social
security benefits of the first generation.
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This model of offsetting private bequests requires an
unlikely degree of rational planning and foresight. More
important, it is wrong to assume that parents who are
concerned about the utility of their children will
necessarily wish to leave bequests, A parent who believes
that, because of generally rising productivity and real
incomes, his children will be richer than himself, may well
decide that the optimal "bequest" is negative, i.e. a
transfer from his children to himself. Since this decision
cannot be enforced, the "constrained optimum" for the
parent is no bequest. This may remain the parent's chosen
position after an increase in social security: the
increase in social security could alter the parent's un-
constrained optimum but have no effect on actual bequests.,

It is clear that, for the vast majority of the population
and therefore for most social security recipients, there
are no significant bequests to children even in the
presence of our current social security system. There is
no evidence that the typical retiree wishes to offset social
security intergenerational transfers from young to old.
To the extent that there is no induced offsetting private
transfer, social security reduces saving by substituting
for private wealth.

Some supporters of the theory of offsetting bequestshave
tried to broaden their argument to include such other
parent-child transfers as the financing of the child's
education, the child's consumption at home, and even the
amount of parental attention given to the child. There is
of course no evidence that any of these have responded to
the increase in social security. Moreover, none of them
involves the accumulation of physical capital. Thus even
if social security did induce such offsetting transfers
from parents to children in the form of education or
increased childhood consumption, it would still be true
that social security reduced real saving and capital
accumulation.

Consider therefore the seemingly more plausible second
mechanism by which changing intergenerational transfers
could offset the basic effect of social security. In this
case, parents make no bequests but, in the absence of
social security, rely on their children to finance their
retirement consumption. In the extreme form of this
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argument, our pay-as-you-go system of public social security
replaces a private pay-as-you—go system of private intra-
family transfers. In this extreme case, social security has
no effect on private saving precisely because no such saving
would have occurred in the absence of social security. More
generally, the effect of social security on saving is reduced
to the extent that parents rely on children for part of their
support in old age and expect their children to reduce their
gifts by any increase in the amount of the social security
benefits,

The survey evidence on gifts from children to retired
parents shows that this second case is also of very limited
importance (e.g. Wintworth and Motley, 1970). At no time
in recent decades has more than a small fraction of retirees
received gifts from their children; moreover, the average
gift was extremely small in comparison to concurrent income
levels or to the corresponding ratio of social security
benefits to income today. I have recently analyzed the
experience of older retirees whose total incomes, including
social security benefits but excluding gifts received from
children and others, is below the official poverty line
(Feldstein and Bernheim, 1979). Even among this very low
income group, only a small fraction receive gifts from
their children and the value of these gifts is very small,

It is beyond belief that the current working generation
would, in the absence of social security, have made gifts
totalling nearly $100 billion to retired parents in 1978.
Moreover, it seems reasonable to believe that, even without
social security, the rise in incomes during the past few
decades would have made most workers choose to finance their
own retirement consumption rather than be dependent on the
much lower level of voluntary support that their children
might later provide.

The dominant form of behavior is therefore likely to be
the "corner solution" in which there are neither bequests
nor the general support of retirees by their children.
Parents might like to receive gifts from their generally
more affluent children but have no way to coerce such
behavior., They -therefore save to finance their own retire-
ment consumption and reduce their saving when social
security benefits are increased. The economtric evidence
summarized below supports the conclusion that this "corner
solution'" case is more important than either of the two
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cases in which changes in private intergenerational
transfers offset the savings effect of social security.

In addition to induced changes in retirement and in
transfers between parents and children, there is a third
way in which the character of private behavior may partly
offset the depressing effect of social security. To some
extent, social security substitutes for private pension
plans. In the United States, many of these pension plans
are only partly funded; i.e. the expected present value of
future pension benefits exceeds the value of the assets
owned by the pension funds. To the extent that social
security merely substitutes for unfunded private pensions,
an increase in social security is only the substitution
of an unfunded public program for an unfunded private one.
There is, however, an important difference., An unfunded
private pension is a net corporate liability and should, if
correctly perceived by investors, depress the value of
corporate equity by an equal amount. The equity owners of
the company should respond to this reduction in their
wealth by increasing their saving., More explicitly, the
effect of a private pension on total saving will not depend
on whether or not it is funded if the stock market is
efficient in reflecting the full extent of the unfunded
liability and if share owners are rational savers whose
consumption level depends only on their real lifetime budget
constraint.

Although the study of the effect of pensions on private
saving is far from complete, a preliminary analysis of time
series data on the relation between private pension accu-
mulation and other forms of saving implies that private
pensions have not altered the total volume of private savings
in the United States (Feldstein, 1979). Moreover, studies
of data for individual firms indicate that each dollar of
unfunded vested pension liability reduces the market value
of a firm's equity by approximately one dollar (Oldfield,
1977; Feldstein and Seligman, 1979). Taken together, these
two analyses suggest that private pensions do reduce the
direct saving by individual employees and that this is off-
set through increased pension funding and the saving by
individual shareholders. The combination of pension funding
and induced shareholder response makes private pensions
fundamentally different from social security and imply that
substituting social security for private pensions is likely
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to depress total saving. Again, however, this is not a
fully settled issue and is not one on which a priori
arguments are fully convincing.

Even if we disregard the role of pensions as well as any
induced changes in retirement and in private intergenera-
tional transfers, there are reasons why rational savers
might not regard "social security wealth" - i,e., the present
actuarial value of future social security benefits =~ and
ordinary private fungible wealth as perfect substitutes.
First, the social security program provides an annuity
rather than a fixed sum at retirement. Even before price
indexing was formally incorporated in 1972, benefits were
periodically adjusted for rising prices. Because of this
"real annuity" character of social security, risk-averse
individuals might reasonably regard a dollar of social
security wealth as a substitute for more than a dollar's
worth of fungible assets., Alternatively, since "social
security wealth" lacks the liquidity of ordinary savings, a
dollar of social security wealth might substitute for less
than a dollar's worth of fungible assets. Second, social
security benefits are not a contractual obligation of the
government but are determined by legislation. Pessimists
might therefore underestimate the value of social security
wealth while optimists overestimate it, Finally, social
security is not an actuarially fair program but alters
lifetime budget constraints; such changes in real lifetime
resources will alter consumption and saving.

The implication of the theoretical issues that I have
been discussing is that the question of whether social
security increases or decreases capital accumulation cannot
be answered from theoretical consideration alonme. The basic
life cycle model suggests a strong presumption in favor of
the conclusion that the unfunded social security program
depresses national saving. But the possibility of irrational
behavior by some individuals, the induced earlier retirement
and changes in private intergenerational transfers, the role
of unfunded private pensions, and the special characteristics
of social security wealth all imply that the promise of
social security benefits may not cause an equivalent
reduction in private wealth accumulation. Only by the
analysis of data on private saving and wealth can we hope to
assess the actual effect of social security.
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Econometric Evidence on the Effect
of Soctal Security on Saving

Economists are now beginning to use different bodies of
data to estimate the impact of social security on saving.
In the remaining part of this lecture, I will summarize
some of the major findings of that econometric research.
I will focus this necessarily brief summary on the studies
dealing with the United States and on my own research. I
hardly need say that empirical findings for the United
States economy should not be extrapolated to other countries
where differences in institutions could result in a quite
different response to social security.

The Time Series Evidence

During the late 1930s and the succeeding war years, there
was a general expectation among economists that the saving
rate would continue to rise as people became more affluent
and as retirement at age 65 became increasingly common.
That increase in saving did not materialize. Even as
incomes rose very substantially in the 1960s and the
fraction of men over 65 who were still working dropped to
less than half of the rate in the 1920s, the aggregate
saving rate did not increase significantly. This was also
the period in which social security was introduced and in
which it grew rapidly. It is worth noting that early
American Keynesians like Seymour Harris (1941) and even
Keynes himself3 predicted that the U.S. social security
program precluded the rapid growth of private saving. Time
series analysis of aggregate saving behavior permits a test
of this view and, more generally, an estimate of the effect
of changes in the level and scope of the social security
program.

The basic problem in doing such time series analysis is
measuring the magnitude of the social security program in
a way that corresponds most closely to its potential effect
on private saving. Surveys confirm that individuals do not
have precise estimates of the likely value of their future
social security benefits. Although legislative changes
create benefit entitlements immediately, these new benefits
are only recognized slowly by the individuals affected.
There is no completely satisfactory solution to this
problem., In practice, all of the researchers have used
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"social security wealth", i.e. the present actuarial value
of the future benefits to which the working population is
entitled."* This overly precise measure cannot provide an
accurate picture of year to year variations in the public's
perception of the extent to which they can rely on social
security but, hopefully, it does capture the broad sweep of
changes including the original introduction, the major
extensions of coverage and the provision of dependents'
benefits.

When a social security wealth variable is added to a
standard aggregate consumption function that is estimated
with annual data for the period 1929 through 1974 (without
the 6 war years), its coefficient is 0.024 (with a standard
error of 0.009).° Adding this variable has relatively
little effect on the coefficients of the other variables.
Since the aggregate value of social security wealth in 1972
was $1.85 trillion (Feldstein and Pellechio, 1979), a co-
efficient of 0.024 implies that social security increased
consumption (and thereby depressed private saving) by
$44.4 billion. 1In 1972, total private saving (including
real corporate retained earnings) were $75.3 billion. A
reduction in saving of $44.4 billion is thus equivalent to
59 percent of actual saving in 1972.

With any statistical equation there is always the
possibility that an estimated coefficient really reflects
the effect of some important variable that has been
inadvertently omitted. In the first time series study of
this question (Feldstein, 1974), I tested the unemployment
rate to assess whether the coefficient of the social
security variable was only reflecting changes in unemploy-
ment rates between and within the pre-war and post-war
periods. Including the unemployment rate had the effect of
cutting the coefficient of the social security wealth vari-
able by half (to 0.10) and to less than its standard error
while the coefficient of the unemployment variable was
slightly greater than its standard error. The problem of
collinearity between the two series made it impossible to
arrive at any firm conclusion unless the unemployment rate
could be excluded on a prior: grounds. Fortunately, shortly
after the publication of my 1974 paper, the U.S. Department
of Commerce published revised estimates of national income
and its components which embody a number of improvements
over the information that was previously available. Analysis
with this new and better data eliminated the ambiguity
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previously introduced by unemployment., The unemployment
variable became only a fraction of its standard error and
its presence had almost no effect on either the coefficient
of social security wealth or its statistical significance
(Feldstein, 1979).

In an interesting extension of this analysis, Alicia
Munnell (1974) added the retirement rate of men over age
65 as an additional variable. This specification makes
the social security wealth coefficient a measure of the
pure wealth replacement effect; as expected, Munnell's
coefficient of 0.30 is greater than my estimated net effect
of 0.24. The impact of induced retirement thus offset an
average of one-fifth of the pure wealth replacement effect
of the traditional life cycle model.

Robert Barro (1978) recently presented estimates that
suggest that the effect of social security wealth is more
ambiguous. His analysis modifies the basic specification
of the consumption function by adding the government surplus
as an additional variable. Barro's rationale for this
novel specification is that a government surplus implies a
reduction in government debt which, in an economy in which
intergenerational transfers link all generations together,
is equivalent to an increase in current disposable income.
Adding the government surplus variable reduces the co-
efficient of social security wealth from 0.24 to 0.14 with
a standard error of 0.10. The depressing effect of social
security appears to be smaller and statistically less
significant.

I believe Barro's analysis is misleading. I have already
explained why the assumption of an operational inter-
generational transfer process is not likely to be a
realistic description. More specifically, I believe the
government surplus variable does not belong in a properly
specified consumption function. Although the variable
appears to be statistically significant, I believe that the
significance is spurious. The government surplus is not an
exogenous variable that directly affects consumption, as
the Barro specification assumes, but an endogenous variable
whose value changes with cyclical variations in consumption.
What we really see in the positive coefficient of the
government surplus variable is that an increase in consumer
spending tends to expand the economy, raising tax collections
and therefore increasing the government surplus. This
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interpretation is confirmed by dividing the surplus into

its two components (government spending and tax receipts);
the government expenditure variable is insignificant and the
tax receipts variable is significant.

In concluding this summary of the time series evidence,
I should note that data for the postwar period alone appear
to be incapable of providing useful information on the
effect of social security. In all of the studies using
postwar data, the standard error of the coefficient of the
social security wealth variable is so large that no econo-
mically interesting hypothesis can be rejected. This
reflects not only the shorter period but also our inability
to measure accurately enough the perceived changes in the
public's expectation about future social security benefits.
This inadequacy of the postwar data makes it important to
examine other types of information, including cross-section
data on individual households and cross—country studies of
international differences in saving rates.

Individual Household Evidence

The best microeconomic data on the wealth of individual
American households remains the Survey of Consumer Finances
that was conducted in 1963 by the U.S. Census Bureau
(Projector and Weiss, 1966). This survey of more than 2000
households greatly oversampled the high income population.
On the basis of the information collected in the survey, I
estimated the social security wealth of each household in
the sample with a male between the ages of 35 and 64.

In the first analysis of this data (Feldstein, 1976), I
compared the characteristics of the distribution of ordinary
"fungible wealth" with the characteristics of the distri-
bution of "total wealth" (defined as the sum of ordinary
fungible wealth and social security wealth). The key
conclusion of that comparison is that the distribution of
total wealth is much less concentrated than the distribution
of ordinary fungible wealth. For example, while the top
one percent of wealth holders had 28.4 percent of fungible
wealth in 1963, they only had 18.9 percent of total wealth.
Since the concentration of ordinary wealth has shown no
trend over the past 50 years, this evidence indicates a
substantial reduction in the concentration of total wealth
over this period.
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This reduction in the concentration of total wealth is
what would be expected because of the reduced concentration
of disposable income over this century as well as the
growing importance of estate taxes. This helps to resolve
the apparent paradox of a stable concentration of wealth
as conventionally measured and suggests that the concen-
tration of fungible wealth has remained stable because of
the growth of social security wealth.

Within each age group, the distribution of income among
income classes is more similar to the distribution of total
wealth than to the distribution of fungible wealth. The
life cycle theory of wealth accumulation is thus more
consistent with the distribution of total wealth than with
the distribution of fungible wealth. This provides further
indirect evidence that the prospect of social security
benefits induces households to reduce their accumulation of
private fungible wealth.

To test this relation between social security wealth and
individual wealth accumulation more explicitly, Anthony
Pellechio and I used these data to estimate the effect of
each household's social security wealth on that household’s
pre~retirement accumulation of ordinary fungible wealth
(Feldstein and Pellechio, 1979a). For this study, we
limited out sample to households in which there was an
employed man aged 55 to 64; households with very low or
very high incomes were also eliminated. The basic para-
meter estimates indicated that social security substantially
reduces the accumulation of household wealth as tradition-
ally defined. More specifically, the point estimates
generally indicate that each dollar of social security
wealth reduces ordinary net worth by somewhat less than one
dollar. The standard errors are too large to reject the
implication of the traditional life cycle model that there
is dollar-for—dollar replacement, but the estimates are
also consistent with a rather wide range of other replace-
ment rates. In general, however, the estimates are not
compatible with the hypothesis that social security does
not depress private wealth accumulation. This microeconomic
evidence therefore supports the conctusion reached on the
basis of the time series evidence.

New data on household wealth and on social security are
just becoming available at this time. These new data
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represent substantially larger samples and contain
information on potential social security benefits based on
administrative records. They will therefore provide
important opportunities to refine the existing analysis of
household behavior.

International Evidence

I turn finally to the evidence on the relation between
international differences in social security and the saving
rates in the corresponding countries. As I noted at the
beginning of my talk, there are very substantial and
relatively stable differences in saving rates. There is
also substantial variation in the extent of social security
coverage and in the ratio of social security benefits to
income. More specifically, in a study of fifteen countries
for which data could be compiled, I found that benefits per
aged individual averaged 40 percent of per capita income
during the period from 1954 through 1960 and that the
standard deviation of this ratio was 26 percent of per
capita income (Feldstein, 1977).

To assess the effect of these differences in social
security benefits, I used data on this cross-section of
countries to estimate a model of the saving and retirement
behavior implied by the extended life cycle theory. The
savings function in this model builds on earlier studies
of international savings differences by Houthakker (1961,
1965) and Modigliani (1970). The basic life cycle model
implies that a country's saving depends on the growth rate
of aggregate income and the demographic structure of the
population. To this specification I added an estimate of
the ratio of social security benefits to average per
capita income and a measure of retirement behavior.

The parameter estimates of this model imply that social
security has a powerful effect on both saving and retirement.
More specifically, if the retirement rate is held constant,
an increase in the social security benefit ratio from one
standard deviation below the sample average to one standard
deviation above implies a reduction in the net private
saving rate by 5.4 percentage points or 43 percent of the
sample mean rate of saving. This overstates the net impact
of social security on saving because an increase in social
security benefits reduces the labor force participation of
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older men which in turn increases the saving rate. In the
reduced form of the model, with the retirement rate no
longer held constant, the net effect of social security on
saving is some 80 percent of this pure wealth replacement
value; i.e. an increase in benefits from one standard
deviation below the average to one standard deviation above
reduces the saving rate by 4.3 percentage points.

One of the most worrisome things about the data used in
the study is the crude measure of the social security
benefits that employees expect. The observed ratio of
actual benefits per aged individual to average per capita
income may reflect past practices and previous income
levels. A new set of data, produced by the U.S. Social
Security Administration in cooperation with officials of
foreign govermments, provides measures of the actual
statutory ratio of benefits to the preretirement earnings
of typical employees in twelve countries (Olsen, 1978).

I have been studying these data in the context of the
extended life cycle model. Although this study is not yet
complete, the coefficient estimates appear to confirm the
results obtained with the cruder measure of social security
benefits. It is quite reassuring that, despite the

obvious problems of international comparability, the data
appear to be rich enough to yield estimates of the impact
of social security that are similar in magnitude to the
estimates obtained with time-series data and with indivi-
dual household observations.

Conelusion

This brings to an end my review of the theoretical and
empirical analysis of the relation between social security
and private saving. There will undoubtedly be further
research on this subject in the future. New data and new
conceptual insights will refine and could modify signifi-
cantly the conclusions that emerge from existing research.
Additional studies for other countries can indicate the
extent to which they share the experience of the United
States.

In my opinion, the existing research indicates that
social security does substantially depress private saving
and therefore national saving in the United States. Each
dollar of social security wealth appears to reduce private
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wealth accumulation by somewhat less than a dollar but more
than 50 cents. These studies have also contributed to our
understanding of the basic process of saving and capital
formation, showing the explanatory power and appropriateness
of the life cycle framework as well as the need to extend
the traditional life cycle model to a less restricted form
of behavior. The more general lesson about the importance
of the unintended but adverse consequences of a well-meaning
government policy should also not go unnoticed.
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FOOTNOTES

1. Professor of Economics, Harvard University and President,
National Bureau of Economic Research. This paper draws
together conclusions of research done as part of the
NBER's program of research on Social Insurance and its
special research project on Capital Formation. The
views expressed here are my own and should not be
attributed to any organization.

2. Martin Feldstein and Anthony Pellechio (1978). The
estimate of $3.5 trillion refers to individuals over
age 34 only.

3. My colleague Richard Musgrave recalls the occasion when
Lord Keynes visited the U.S. Treasury and commented that
the new U.S. Social Security program would prevent the
excess saving that many economists then feared.

4, The idea of social security wealth is introduced and
described in Feldstein (1974).
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5. This particular equation, presented in Feldstein (1979b),
is the same specification as reported in Feldstein (1974)
but with a longer sample period and the new national
income account revisions that were published in 1976.



2. PHILOSOPHY AND OBJECTIVES OF ECONOMETRICS

A. Zellner

It is a great pleasure and honor to be invited to pre-
sent the first Association Lecture. I say that it is a
pleasure because this occasion affords me the opportunity
to record publicly my appreciation for the outstanding
British contributions to economics and statistics by Smith,
Ricardo, Marshall, Edgeworth, Keynes, Ramsey and others in
economics and by Bayes, Edgeworth, Pearson, Fisher, Jeff-
reys and others in statistics. On the philosophy of
science, I have been most strongly influenced by the wri-
tings of Sir Harold Jeffreys of your Cambridge University
who was born here in Durham on April 22, 1891 and in honor
of whom I have edited a recently published volume, Bayesian
Analysis in Econometrics and Statistics: Essays in Honor
of Harold Jeffreys. Thus, my present lecture and eco-
nomics and statistics in general have a major "made-in-
Britain" component.

The first point that I shall make is that unless we have
a good grasp of the philosophy and objectives of econo-
metrics, a term which I use almost synonymously with modern
quantitative economics, we really do not know what we are
doing in economic research and in teaching economics. The
same can be said about philosophy and objectives in any
area of knowledge. By thinking seriously about the foun-
dations of econometrics, a topic unfortunately not well
treated in textbooks of econometrics, we may possibly
obtain a clearer understanding of what it is we are doing
and trying to accomplish in econometrics and with these
insights become more effective in research and teaching.

On the relation of science and econometrics, I have for
long emphasized the Unity of Science Principle which Karl
Pearson put forward as follows: The unity of science is a
unity of methods employed in analyzing and learning from
experience and data. The subject matter discipline may be
economics, history, physics, etc. but the methods employed
in analyzing and learning from data are basically the same.
As Jeffreys expresses the idea, "There must be a uniform

24
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standard of validity for all hypotheses, irrespective of
the subject., Different laws may hold in different sub-
jects, but they must be tested by the same criteria;
otherwise we have no guarantee that our decisions will be
those warranted by the data and not merely the result of
inadequate analysis or of believing what we want to
believe."  Thus the Unity of Science Principle sets the
same standards for work in the natural and social sciences.
For example, this range of considerations is particularly
relevant for those in economics who cross-correlate varia-
bles and assert causation on the basis of such correla-
tions alone or those who carelessly test all hypotheses in
the "57 accept-reject syndrome.'" Also, we must emphasize
the importance of a general unified set of methods for use
in science and the undesirability of unnecessary jargon
and ad hoc methods.

Given that we take the Unity of Science Principle
seriously, we may next ask what are the main objectives of
science., As Karl Pearson, Harold Jeffreys and others
state, one of the main objectives of science and, I add,
of econometrics is that of learning from our experience
and data., Knowledge so obtained may be sought for its
own sake, for example to satisfy our curiosity about
economic phenomena and/or for practical policy and other
decision purposes. One part of our knowledge is merely
description of what we have observed; the more important
part is generalization or induction, that is that part
which "... consists of making inferences from past experi-
ence to predict future [or as yet unobserved] experience',
as Jeffreys puts it.

Thus there are at least two components to our knowledge,
description and generalization or induction. While
generalization or induction is usually considered to be
more important, description plays a significant role in
science, including economics. For example Burns' and
Mitchell's monumental NBER study, Measuring Business
Cycles is mainly descriptive but valuable in providing
general features of business cycles about which others can
generalize. While some have damned this work as "measure-
ment without theory", the opposite sin of '"theory without
measurement' seems much more serious. In fact there are
too many mathematical economic theories which explain no
past data and which are incapable of making predictions
about future or as yet unobserved experience. Such
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economic theories are mathematical "denk-spielen" and not
inductive generalizations to which I referred above. Fur-
ther, I shall later mention another important role for
description in connection with reductive inference.

In learning from our experience and data, it is critical
that we understand the roles and nature of three kinds of
inference, namely deductive inference, inductive inference
and reductive inference.

As regards deductive inference, Reichenbach explains
that, "Logical proof is called deduction; the conclusion
is obtained by deducing it from other statements, called
the premises of the argument. The argument is so construc—
ted that if the premises are true the conclusions must also
be true ... It unwraps, so to speak, the conclusion that
was wrapped up in the premises." Clearly, much economic
theory is an exercise in deductive inference. However,
the inadequacies of deductive inference for scientific work
must be noted. First, traditional deductive inference
leads just to the extreme attitudes of proof, disproof or
ignorance with respect to propositions. There is no pro-
vision for a statement like, "A proposition is probably
true" in deductive inference or logic. This is a defi-
ciency of deduction for scientific work wherein such state-
ments are very widely employed and found to be useful.

Second, deduction or deductive inference alone provides
no guide for choice among logically correct alternative
explanations or theories. As is well known, for any
given set of data, there are an infinity of models which
fit the data exactly. Deduction provides no guide for
selection among this infinity of models.

Thus there is a need for a type of inference which is
broader than deductive inference and which yields state-
ments less extreme than deductive inference. This type of
inference is called inductive inference by Jeffreys. It
enables us to associate probabilities with propositions and
to manipulate them in a consistent, logical way to take
account of new information. Deductive statements of proof
and disproof are then viewed as limiting cases of inductive
logic wherein probabilities approach one or zero, respec-
tively.

Jeffreys who has made major contributions to the develop-
ment of inductive logic in his book, Theory of Probability
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states that inductive inference involves "... making infer-
ences from past experience to predict future experience"

by use of inductive generalizations or laws. And given
actual outcomes, the procedures of inductive inference
allow us to revise probabilities associated with inductive
generalizations or laws to reflect the information contain-
ed in new data.

Note that for Jeffreys induction is not an economical
description of past data, as Mach suggested since Mach
omitted the all important predictive aspect of induction.
Further, predictive inductive inferences have an unavoid-
able uncertainty associated with them as Hume pointed out
years ago. For example, it is impossible to prove,
deductively or inductively that generalizations or laws,
even the Chicago Quantity Theory of Money are absolutely
true. Even Newton's laws which were considered "abso-
lutely true" by many physicists in the nineteenth century
have been replaced by Einstein's laws. Thus there is an
unavoidable uncertainty associated with laws in all areas
of science, including economics. Inductive logic pro-
vides a quantification of this uncertainty by associating
probabilities with laws and providing logically consistent
procedures for changing these probabilities as new evidence
arises. In this regard, probability is viewed as repre-
senting a degree of reasonable belief with the limiting
values of zero being complete disbelief or disproof and of
one being complete belief or proof.

For Jeffreys, Bayesian statistics is implied by his
theory of scientific method. Thus Bayesian statistics is
the technology of inductive inference. The operations of
Bayesian statistics enable us to make probability state-
ments about parameters' values and future values of varia-
bles. Also, optimal point estimates and point predictions
can be readily obtained by Bayesian methods. Probabili-
ties and/or odds ratios relating to competing hypotheses
or models can be evaluated which reflect initial informa-
tion and sample information. Thus many inference problems
encountered in induction can be solved by Bayesian methods
and these solutions are compatible with Jeffreys's theory
of scientific method.

To illustrate inductive inference in econometrics, con-
sider Milton Friedman's, Theory of the Consumption Function.
In his book Friedman set forth a bold inductive generaliza-
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tion which he showed explained variation in much past data,
a fact which increased most individuals' degree of reason-—
able belief in his theory. Further, Friedman proposed a
number of additional tests of his model and predicted their
outcomes, an example of what we referred to above as induc-
tive inference. A number of these tests have been perfor-
med with results compatible with Friedman's predictions.
Such results enhance the degree of reasonable belief which
we have in Friedman's theory. This is the kind of research
in economics and econometrics which illustrates well the
nature of inductive inference and is, in my opinion, most
productive.

As regards inductive generalizations, there are a few
points which deserve to be emphasized. First, a useful
"starting-point" for inductive generalization in many in-
stances is the proposition that all variation is considered
random or non-systematic unless shown otherwise. A good
example of the fruitfulness of such a starting point is
given by the random walk hypothesis for stock prices in
stock market research. Many researchers have put forward
models to forecast stock prices by use of variables such as
auto sales, changes in money, etc. only to find that their
forecasts are no better than those yielded by a random walk
model. In other areas, when a researcher proposes a new
effect, the burden is on him to show that data support the
new effect. The initial hypothesis is thus, "No effect
unless shown otherwise.”

A second most important guiding principle in the selec-
tion of inductive generalizations is the Wrinch-Jeffreys
Simplicity Postulate, namely, "The simplest law is chosen
because it is the most likely to give correct predictiomns",
and "... simpler laws have the greater prior probabilities.
This is what Wrinch and I called the simplicity postulate.”
Jeffreys provides much evidence for the simplicity postulate
in his book Seientific Inference in which he shows that
scientists in many fields generally have found simple models
to be most fruitful. Also, it should be noted that in
addition to Jeffreys, R.A. Fisher, J.W. Tukey, G.E.P. Box,
M. Friedman and many others emphasize the virtues of sophis=-
ticated simplicity in choice among models, a point of view
that is sometimes supported by an appeal to Occam's Razor
or the Principle of Parsimony or the Simplicity Postulate.

The concept of sophisticated simplicity in model-building
does not stand in one-to-one correspondence with the number



Philosophy and Objectives of Econometrics 29

of equations of a model. TFor example, it is possible to
have a horribly complicated single non-linear mixed diff-
erential-difference equation. Thus I believe that we must
have at least a two-way classification of econometric
models, namely small/simple, small/complicated, large/
simple and large/complicated. The objectives of an analy-
sis and the nature of the available data will often be
important in determining the size of a model, for example
whether it need and can be large to capture much detail.

In any event, whether models are small or large, I main-
tain that they should be sophisticatedly simple.  Input-
output models are examples of large, simple models; how=
ever the main problem with them is that they are not
sophisticatedly simple. Marshallian supply and demand
models are examples of relatively simple models which have
been of great practical value., On the other hand, there
are a number of complicated multi-equation macro-econo-
metric models on the scene which violate the Simplicity
Postulate. Some of these involve hundreds of non-linear
stochastic difference equations. I ask builders of such
models if their models have a unique solution. Generally,
they are unable to answer this question. Further, when

I ask them why they build such complicated models, some
respond that reality is complicated and therefore models
have to be complicated. This response involves an a

priori view of nature and a major non-sequitor. How do
we know that reality (whatever that is) is complicated and
not simple? I believe that when we say that something is

complicated, it is equivalent to saying that we have some-
thing which is not understood. In my view understanding
involves simplification not complication and thus I am
unhappy with these complicated, little understood models
which don't forecast very well relative to simpler models
and which are unreliable guides to policy. For example,
our simulation experiments with a major U.S. macro-
econometric model have led me to conclude that at best it
is to be considered as a very local, not entirely satis-
factory approximation to some underlying model and very
unreliable for analyses of major recessions, depressions
and inflationary periods. Also, its use as a policy
instrument leaves much to be desired. In fact, I believe
that this large model, and others like it, should be
labelled, Dangerous, Users Beware.

Very important in improving old inductive generaliza-
tions and creating new ones is the third kind of inference,
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reductive inference or sometimes referred to as abductive

or retroductive inference which dates back to Aristotle.
C.S. Pierce states, '"Abduction or reduction suggests that
something may be. It involves studying facts and devising
generalizations to explain them". While many features of
reductive inference are not very well understood, Jacques
Hadamard's book, The Psychology of Invention in the Math—
ematical Field does provide some useful insights. Hadamard
surveyed his fellow mathematicians to learn how they made
their major discoveries. Almost invariably the responses
which he obtained emphasized surprising and unusual facts
that played a key role in the production of major discover-
ies or break-throughs. That is rather than solving a given
problem, it appears that leading mathematicians' recognition
of unusual and surprising facts caused them to think about
possible explanations. This thinking involved forming many
combinations of ideas with both the conscious and unconscious
minds playing a role. Usually a good deal of hard prepara-
tory work is required before one generates a scientifically
esthetically pleasing combination of ideas which explains
the unusual fact and is capable of making additional verifi-
able predictions. Thus hard work appears to be a necessary,
though unfortunately not a sufficient condition for the pro-
duction of fruitful new combinations of ideas.

Examples of unusual or surprising facts leading to major
developments in economics are not hard to find, For example
Kuznets' finding of the constancy of the savings-income ratio
in time-series data contrasted with its non-constancy in
cross—-section data caused many including Duesenberry,
Modigliani, Brumberg, Ando and Friedman to produce new
theories of consumption. The surprising linear relation
between the logarithm of output per worker and the logarithm
of the wage rate across countries prompted Arrow, Chenery,
Minhas and Solow to discover the CES production function.
Many other examples of surprising and unusual facts leading
to new theories could be provided. In view of the poten-
tial importance of unusual and surprising data, it is of
course troubling to see how often outlying observations are
discarded without thought or averaged with usual observa-
tions by means of "robust" techniques. Of course statis-—
ticians usually average everything. In fact a definition
of a statistician is a person who has his feet in the
refrigerator and his head in the oven and says that on
average he is comfortable. Then he computes a confidence
interval and is uncertain.
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Since unusual and surprising facts are considered impor-
tant in reductive inference, I suggested some years ago
that we should give a good deal of thought about how to
produce unusual facts in economics and econometrics. I

shall mention some procedures and hope that you will add to
the list.

1. Study of incorrect predictions and forecasts of
models can be quite jarring and induce new thoughts on how
to reformulate models to explain them. The incorrect
econometric models' forecasts of a post-World War II
depression in the U.S. prompted a good deal of such model
reformulation.

2. Close study of the equations of current macro-
econometric models can yield surprising and startling facts.
For example, some models' dividend, investment and consumer
durable goods expenditure equations have unbelievably long
lags. Studies of micro-panel data by several of my doc-
toral students have convinced me that these long lags are
spurious, the result of aggregation over buyers and non-
buyers and firms that change and those that do not change
dividend rates. In each of these areas, new models for
the micro-panel data were formulated, fitted and compared
with macro-formulations. The results were most illumina-
ting.

3. Looking for regularities such as constancy of labor's
share or of saving-income ratios is a good source of unu-
sual and surprising facts requiring explanation.

4, Strenuous simulation experiments with current econo-
metric models can produce unusual facts about models' pro-
perties which require explanations., For example, putting
a model through a major depression may reveal many unusual
features., Or simulating a model over long periods may
indicate unusual fluctuations (or lack of them).

5. Pushing theories to extremes generally produces
unusual results., For example in terms of Friedman's
proportionality hypothesis for permanent consumption and
permanent income, some years ago I suggested that as per-
manent income approaches zero, the consumption-income ratio
would rise toward one in order to keep body and soul to-
gether. Recent analysis of data for low income Indian
consumers bears out this contention. Similarly for con-
sumers with very great wealth, it should be the case that
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the consumption-income ratio is lower than for consumers of
just average wealth. If Rockefeller's wealth is 2.5 bill-
ion dollars, with a 10%7 annual rate of return his permanent
income is $250 million a year. It is doubtful that he con-
sumes nine-tenths of $250 million. Thus it is probably

the case that the consumption-income ratio is near one at
low income levels, about .9 over the mid-range and below

.9 for high incomes. By pushing other theories to their
extremes, similar departures may be discovered which require
explanations, a process which resembles what is done in
physics by studying systems under extreme conditions of high
pressures, low temperatures, etc.

6. Observing behavior in unusual historical periods, for
example periods of hyperinflation or great depression and in
very different cultures can yield a number of unusual and
surprising facts.

7. Surveys can be designed to produce unusual rather than
usual facts by considering measurement of the behavior of
unusual groups.

8. Experimental economics, that is experiments with ani-
mals and/or humans has produced a number of very intriguing
and unusual facts which have as yet not been explained.
There is fertile ground here for much reductive inference
activity,

In the way of conclusion, let me stress the following
points.

First, deduction, induction and reduction deserve to be
studied more thoroughly by econometricians and economists
in order to achieve a better understanding of their roles
in research.

Second, a much heavier emphasis on sophisticated sim-
plicity in econometrics is needed both with respect to
models and methods.

Third, the sophisticatedly simple Bayesian learning model
and decision-making techniques have been incorporated in
econometric textbooks. Further use of them will lead to
better analyses of data and decision problems.

Fourth, much greater emphasis on reductive inference in
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teaching econometrics, statistics and economics would be
desirable. To a certain extent, recent emphasis on exp-
loratory data analysis techniques in statistics is a step
in the right direction and would be worth instituting in
econometrics.

Finally, I hope that this lecture has provided you with
a number of surprising ideas and facts which will stimulate
you to reconsider your thoughts about the philosophy and
objectives of econometrics.
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3. AGGREGATE CONSUMER BEHAVIOUR AND INDIVIDUAL WELFARE

D.W. Jorgenson, L.J. Lau and T.M. Stoker

1. INTRODUCTION®

The objective of this paper is to present a new econ-—
ometric model of aggregate consumer behavior and to imple-
ment this model for the United States for the period 1958-
1974. The model incorporates aggregate time series data on
quantities consumed, prices, the level and distribution of
income, and demographic characteristics of the population.
It also incorporates individual cross section data on the
allocation of consumer expenditures for household with
different demographic characteristics.

Our econometric model can be applied to the generation of
projections of aggregate consumer demand in the United States.
For this purpose projected future prices, the future level
and distribution of income, and the future demographic
development of the population are required. The model can
also be used to make projections for groups of individuals
within the United States, classified by income and by demo-
graphic characteristics. Finally, it can be employed in
assessing the impact of economic policies on the welfare of
individuals with common demographic characteristics.

Our model of aggregate consumer behavior unifies two
distinct lines of empirical research on consumer behavior.
The first line of research, issuing from the seminal cont-
ributions of Schultz (1938), Stone (1954b), and Wold (1953),
has focused on the role of prices and incomes as determin-
ants of consumer expenditures. The theory of consumer be-
havior is used to derive a model of the representative con-
sumer. This model is implemented on the basis of aggregate
time series data on prices, per capita quantities consumed,
and per capita income.

A second line of research, realized most fully in the
classic study of family budgets by Prais and Houthakker

35
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(1955), has focused on the role of demographic character-
istics and incomes of individual households as determinants
of consumer expenditures. The theory of consumer behavior
is used to derive a model of the individual consumer. This
model is implemented on the basis of cross section data on
quantities consumed, income, and demographic characterist-
ics of individual households.

Time series and cross section data have been combined by
Stone (1954b) and Wold (1953) in aggregate models of con-
sumer behavior based on a model of the representative con-
sumer. Cross section data are used to estimate the impact
of per capita  income and time series data are used to
estimate the impact of prices within a model of per capita
quantities consumed. This pioneering research omits an
important link between individual and aggregate consumer
behavior arising from the fact that aggregate demand funct-
ions can be represented as the sum of individual demand
functions.

Aggregate demand functions depend on prices and incomes,
as in the theory of individual consumer behavior. However,
aggregate demand functions depend on individual incomes
rather than aggregate income. Models of aggregate consumer
behavior based on aggregate income or per capita income
imply restrictions that severely limit the dependence of
individual demand functions on individual incomes. In the
absence of such restrictions the implications of the theory
of consumer behavior for aggregate demand functions are
extremely limited.

An immediate consequence of the theory of individual con-
sumer behavior is that the weighted sum of aggregate de-
mand functions with each function multiplied by the price
of the corresponding commodity is equal to aggregate income.
A second consequence is that aggregate demand functions are
homogeneous of degree zero in prices and individual incomes.
Diewert (1977) and Sonnenschein (1974) have shown that any
system of aggregate demand functions that satisfies these
two conditions, but is otherwise arbitrary, can be ration-
alized as the sum of systems of individual demand functions.

Gorman (1953) has provided a complete characterization
of the restrictions on individual demand functions that
underly models of aggregate consumer behavior based on per
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capita quantities consumed and per capita income. Indiv-
idual demand functions must be linear in income with iden-
tical slopes for all individuals. This restriction implies
that Engel curves for individual consumers are linear and
parallel to each other. Furthermore, if aggregate demands
are equal to zero when aggregate income is equal to zero,
individuals must have identical homothetic preferences.

Homothetic preferences are inconsistent with well-est-—
ablished empirical regularities in the behavior of individ-
ual consumers, such as Engel's Law that the proportion of
total expenditure devoted to food is a decreasing function
of total expenditure.? Identical preferences for individual
households are inconsistent with empirical findings that
expenditure patterns depend on demographic characteristics
of individual households.?® Even the weaker form of Gorman's
results, that quantities consumed are linear functions of
income with identical slopes for all individuals, is incon-
sistent with empirical evidence from budget studies."

Despite the conflict between Gorman's characterization of
individual consumer behavior and the empirical evidence
from cross section data, this characterization has provided
an important stimulus to empirical research based on aggre-
gate time series data. The linear expenditure system,
proposed by Klein and Rubin (1947) and implemented by Stone
(1954a), has the property that individual demand functions
are linear in income. The resulting system of aggregate
demand functions has been used widely as the basis for
econometric models of aggregate consumer behavior. Gener-
alizations of the linear expenditure system that retain the
critical property of linearity of individual demand func-
tions in income have also been employed in empirical res-
earch.’

Muellbauer (1975,1976a,1976b) has substantially gener-
alized Gorman's characterization of the representative con-
sumer model by permitting per capita quantities demanded to
depend on prices and on a function of individual incomes
not restricted to be per capita income. In Muellbauer's
model of the representative consumer individual preferences
are identical but not necessarily homothetic. Furthermore,
quantities consumed may be nonlinear functions of income
rather than linear functions, as in Gorman's characteriza-
tion. An important consequence of this nonlinearity is
that aggregate demand functions depend on the distribution
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of income among individuals. Berndt, Darrough, and Diewert
(1977) have implemented aggregate models of consumer
behavior that conform to Muellbauer's characterization of
the representative consumer model, retaining the assumption
that preferences are identical among individuals.

Lau (1977b) has developed a theory of exact aggregation
that makes it possible to dispense with the notion of a
representative consumer entirely. One of the most remark-
able implications of Lau's theory of exact aggregation is
that systems of demand functions for individuals with
common demographic characteristics can be recovered uniquely
from the system of aggregate demand functions. This feature
makes it possible to exploit all of the implications of
the theory of the individual consumer in specifying a model
of aggregate consumer behavior. The corresponding feature
of the model of a representative consumer accounts for the
widespread utilization of this model in previous empirical
research.

In this paper we develop an econometric model of aggre-
gate consumer behavior based on the theory of exact
aggregation. In this theory the assumption that the impact
of individual incomes on aggregate demand can be represent-
ed by a single function of individual incomes, such as
aggregate income or per capita income, is replaced by the
assumption that there may be a number of such functions.
These functions may depend not only on individual incomes
but also on attributes of individuals, such as demographic
characteristics, that give rise to differences in prefer-
ences.

To incorporate the implications of the theory of indiv-
idual consumer behavior into a system of individual demand
functions, we characterize each individual by means of an
indirect utility function. We assume that the indirect
utility function for an individual depends on prices and
income and on demographic characteristics of the consum-
ing unit that give rise to differences in preferences.
Given an indirect utility function for each individual, we
can generate a system of individual demand functions by
applying Roy's (1942) Identity. This approach to specify-
ing a system of individual demand functions was first
implemented in a path-breaking study by Houthakker (1960).
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In order to represent aggregate demand functions as the
sum of individual demand functions, we employ the theory
of exact aggregation. To incorporate the implications of
the theory of the individual consumer into a model of
aggregate consumer behavior, we first characterize systems
of individual demand functions that conform to the theory
of exact aggregation. The theory of exact aggregation
requires that individual demand functions are linear in a
number of functions of individual income and attributes,
such as demographic characteristics, that give rise to
differences in preferences. We impose integrability on the
individual demand functions by generating them from indirect
utility functions.

The theory of exact aggregation enables us to specify
the dependence of systems of individual demand functions on
incomes and attributes. To incorporate the implications of
the theory of the individual consumer we must also specify
the dependence of systems of individual demand functions on
Prices. We assume that the indirect utility function for
each individual has the transcendental logarithmic or trans-
log form. We present estimates of the parameters of the
resulting model of aggregate consumer behavior in Section 2.

To illustrate the application of our model of aggregate
consumer behavior, we analyze the impact of a policy of
decontrolling U.S. domestic petroleum prices in 1979. We
project expenditure patterns with and without oil price
decontrol for the period 1979-1985 in Section 2. We eval-
uate the impact of alternative policies on individual wel-
fare by means of the variation in total expenditure that
each consuming unit requires in order to achieve the level
of utility after the policy change at prices prevailing
before the policy change. Results for oil price decontrol
are presented in Section 3 for consuming units classified
by demographic characteristics and income. We conclude
with an appraisal of new research possibilities created by
our applications of the theory of exact aggregation.

2. Aggregate Consumer Behavior

In this section we present individual and aggregate
models of consumer behavior based on the theory of exact
aggregation. The theory of exact aggregation requires
that the individual demand functions must be linear in a
number of functions of individual income and of attributes
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that depend on demographic characteristics. Representing
aggregate demand functions as the sum of individual demand
functions, we find that the aggregate demand functions
depend on the distribution of income among individuals as
well as the level of per capita income and prices. The
aggregate demand functions also depend on the shares of
groups of individuals, classified by demographic charac-
teristics, in total expenditure.

We assume that each consuming unit has an indirect
utility function that is homogeneous of degree zero in
prices and income, nonincreasing in prices and nondecreas-
ing in income, and quasi-convex in prices. To incorporate
differences in indidual preferences we allow the indirect
utility function to depend on attributes, such as demo-
graphic characteristics, that vary among individuals. 1In
our model of consumer behavior the individual consuming
units are households. We assume that household expend-
itures on commodity groups are allocated so as to maximize
a household welfare function. As a consequence, the house-
hold behaves in the same way as an individual maximizing a
utility function.®

We assume, further, that there are m commodity groups,
indexed by j = 1, 2, ... m, and n consuming groups, in-

dexed by £ = 1,2 ... n. The quantity of the jth commodity
group consumed by the 2th consuming unit is denoted ng.

The price of the jth commodity group, denoted Pj’ is the

same for all consuming units. Total expenditure by the fth
unit on all m commodity groups is denoted Ml =1 Pj Xﬁl'
The expenditure share of the jth group in the budget of
the 2th unit is w,, = P, X, M,.
il j 3L / L

To allow for differences in preferences among consum—
ing units, we allow the indirect utility functions for
the 2th unit to depend on a vector of attributes, say AQ;
each attribute is represented by a dummy variable equal to
unity when the consuming unit has the corresponding
characteristic and zero otherwise. In our model of con-
sumer behavior there are several groups of attributes.
Each consuming unit is assigned one of the attributes in
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each of the groups.

To represent our model of consumer behavior we require
the following additional notation:

Wy = (wll’ Wog tet Wmﬁ) -- vector of expenditure shares for
the %th consuming unit (L =1, 2 ... n).

P p P P
fn Er._ (Kn E;_' > n Ez_ tn E;LJ -- vector of log-

L L L L

arithms of ratios of prices in total expenditure by the Lth
consuming unit (£ = 1, 2 ... n). in p = (4n Pl’ n P2 .
n Pm) -- vector of logarithms of prices.

We assume that the 2th consuming unit allocates its
expenditures in accord with the transcendental logarithmic

or translog’ indirect utility function, say VZ’ where:

P!
fn vy = F(a)) + in ' o

R,w

1 P P
+ = An 'R n — + n —'
2 P 2 ) pp MZ MQ

BPA AR s (=1, 2 ... n)

In this representation the function F depends on the

attribute vector A2 , but is independent of the prices p
and total expenditure Ml' The vector ap and the matrices
BPP and B pa 2T constant parameters that are the same for

all consuming units.

The expenditure shares of the Lth consuming unit can be
derived by the logarithmic form of Roy's Identity:®

v d8n v
Vi S —2 %

—_— , (= 1,2 ... m
3 in (Pj/MQ) B_Qn_(Pj/Mz)
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2 =1, 2 ... n).

Applying this identity to the translog indirect utility
function, we obtain the system of individual expenditure
shares:

L

D

P
) (ocP +BPP in —

W =
2 Mz

+ BE% AQ)’ (=1, 2 ...n),

where the denominators {DR} take the form:

— 1] ] P_ 1 =
D9v—1 o+ Bpp SLan + BPAAQ,(SL 1, 2 «.. n).

and | is a vector of ones.

We first observe that the function F that appears in
the translog indirect utility function does not enter into
the determination of the individual expenditure shares.
This function is not identifiable from observed patterns
of individual expenditure allocation. Second, since the
individual expenditure shares can be expressed as ratios
of functions involving the unknown parameters —- O BPP’

8 ~-- these shares are homogeneous of degree zero in the
PA

parameters. By multiplying a given set of the unknown

parameters by a constant we obtain another set of para-

meters that generates the same system of individual

budget shares. Accordingly, we can choose a normalization
for the parameters without affecting observed patterns of
individual expenditure allocation. We find it convenient
to employ the normalization:

Under this restriction any change in the set of unknown
parameters will be reflected in changes in individual
expenditure patterns.

The conditions for exact aggregation are that the
individual expenditure shares are linear in functions of
the attributes {AQ} and total expenditure {MQ} for all
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consuming units.? These conditions will be satisfied if
and only if the terms involving the attributes and total
expenditures do not appear in the denominators of the
expressions given above for the individual expenditure
shares, so that:

'Bp1 =0

I’BPA =0
These restrictions imply that the denominators {DQ} reduce
to:

D=-l+1'BP2HP,

P

where the subscript £ is no longer required, since the den-
ominator is the same for all consuming units. Under these
restrictions the individual expenditure shares can be
written:

1
Wy =5 (0p +Bpp I P -8, dn My 4B,

(2=1, 2 ... n).

a)

The individual expenditure shares are linear in the logar-
ithms of total expenditures {f&n Mg} and the attributes {AQ}’

as required for exact aggregation.

Aggregate expenditure shares, say w, are obtained by
multiplying individual expenditure shares by total expend-
iture for each consuming unit, adding over all consuming
units, and dividing by total expenditures for all units:

)
MQ WQ

ZMR

The aggregate expenditure shares can be written

1 I M nM I MA
'3 L L8

w=—=(o_ +8 n P -8 —= +3 —_—= ).
D ‘P pp PP 5 M PA S M

L %



44 Dale W. Jorgenson, Lawrence J, Lau, Thomas M. Stoker

Aggregate expenditure shares depend on prices p. They
also depend on the distribution of total expenditures
over all consuming units through the statistic I M2 n MR/
L M,. This single statistic summarizes the impact of
chariges in the distribution of total expenditures among
individual consuming units on aggregate expenditure allo-
cation. Finally, aggregate expenditure shares depend on
the distribution of total expenditure among demographic
groups through the vector of statistics{I My A2/2M2} Since

the attributes are represented as dummy variables, equal to
one for a consuming unit with that characteristic and zero
otherwise, these statistics are equal to the shares of the
corresponding demographic groups in total expenditures. We
conclude that aggregate expenditure patterns depend on the
distribution of total expenditures over all consuming units
through the statistic £ MZ fn MQ/Z M, and the distribution

among demographic groups through the vector of statistics
£ Ma,/ ZMQ}.

The parameters Bppl and BPA can be estimated from cross

section data for expenditures on all commodity groups,
total expenditure, and demographic characteristics of all
consuming units. Time series data on prices are required
to estimate the remaining parameters of the model. To
implement our model of aggregate consumer behavior we pool
time series data for the period 1958-1974 with cross sect-
ion data for 1972 from the 1972-1973 Survey of Consumer
Expenditures. We estimate ZMk n Mk / ZMk and{ZMk Ak / qu

on a time series basis from the Current Population Reports!®
The resulting estimates are presented in Table 1. The

first part of Table 1 gives the notation for expenditure
shares, prices, total expenditures, and the five sets of
demographic characteristics employed in our model. The
second part gives parameter estimates and standard errors
for all five equations of the model.

We illustrate the application of our model of aggregate
consumer behavior by analyzing the impact of a policy of
decontrolling the prices of o0il products in 1979. We meas-—
ure the impact on patterns of consumer expenditures over
a seven year period for individual consuming units with
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Table 1 : Notation

Expenditure shares:

WEN Energy
WAG Agricultural products
WTNT Trade and transportation
WCAP Capital services

WSERV Consumer services
Prices:
P

EN Energy
P .

AG Agricultural products
P .
TNT Trade and transportation
p . .

CAP Capital services
P .

SERV Consumer services

Total expenditures:
M

Family size:

F2 2 persons
F3 3 persons
F4 4 persons
F5 5 persons
F6 6 persons
F7 7 or more persons

Age of head:

A30 25-34 years
A40 35-44 years
A50 45-54 years
A60 55-64 years
A70 65 years and over

Region of residence:

RNC North Central
RS South

Rw West

Race:

BLK Nonwhite

Type of residence:

RUR Rural
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different demographic characteristics and different income
levels. For this purpose we employ projections of prices
for the five commodity groups included in our model with
and without oil price decontrol for the period 1979-1985.
We also employ projections of income, say I, and total ex-
penditure M for households with 1979 incomes of $17,000
and $8,000. The projections are given in Table 2 for the
Base Case and the Case with Decontrol.

Changes in economic policy result in changes in expend-
iture patterns. To illustrate the application of our
model to projection of expenditure patterns for groups of
individuals classified by income and by demographic charac-
teristics. Table 3 provides typical expenditure patterns for
households with four members, age of head of household in
the range from 35-44 years, Urban residence, and White
race. Results are given for households with 1979 incomes
of $17,000 and $8,000. Expenditure on energy, the first
commodity group, increase with an increase in prices for
households with 1979 incomes of $8,000; expenditures de-
crease for households with 1979 incomes of $17,000. These
changes in expenditure patterns reflect the offsetting in-
fluence of positive income effects and negative price effects
on the demand for energy.

3 Individual Welfare

To evaluate the impact of alternative economic policies
on individual welfare we employ the equivalent variation
in total expenditure required for each consuming unit to
achieve the level of utility after the policy change at
prices prevailing before the policy change. 1If the equiv-
alent variation is negative, the total expenditure of the
consuming unit must be increased in order to compensate for
the policy change. If the equivalent variation is positive,
the total expenditure of the consuming unit must be decrea-
sed to compensate for the change. Differences in equiv-—
alent variations among consuming units reflect the fact
that preferences and economic circumstances differ among
units.

Under the exact aggregation condition the indirect
utility function for each consuming unit takes the
i form:

. 1
1lnVv, = ' + = +
1n In P' (o 2 B in P B

3 AR) - 1n MSl D(P)

A
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50 Dale W. Jorgenson, Lawrence J. Lau, Thomas M. Stoker

Given the indirect function for each unit, we can solve
explicitly for the expenditure function:

_ 1 ' 1 ‘ -
In M, =3 [InP (O‘p+28pplnp+gPAAz) in V)1

The expenditure function gives the minimum expenditure
required for the consuming unit to achieve the utility
level Vs given prices P.

To analyze the impact of the change in economic policy
on the 2th household, we first evaluate the indirect util-
ity function after the change in policy has taken place.
Suppose that prices are Pl and expenditure for the Rth
household is Mé. Now, suppose that the prices prevailing

. . 0 . .
before the change in policy are P . We define the equiv-
alent variation in total expenditure for the %th household,
say EQ, as the additional expenditure required to achieve

the same level of utility after the change in policy, say

Vi , at the old prices PO

E2= Q—M(P Vl

The equivalent depends on the attributes A2 of the %th
consuming unit, the final expenditure and prices, which
enter through the 1nd1rect utility function of the th
consuming unit V (pl, %, Mé) , on the prices pl pre-

vailing before the policy change, and on expenditure

Mé after the policy change.

Alternative economic policies result in differences in
the prices facing the individual consuming units. They
also result in differences in total expenditures for the
individual units. To evaluate the impact of alternative
policies on individual welfare, we must compare the equiv-
alent variation in total expenditure required to achieve
the level of utility resulting from each policy with the
change in total expenditure that actually takes place.

For this purpose we define the net equivalent variation
in total expenditure for the 2th household, say NQ’ as the
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difference between the equivalent and the change in total
expenditure:

0 0 0
N —EQ—(%-MQ)—MQ(P,Vi,AQ) My -
If the net equivalent variation is negative, the welfare
of the consuming unit is increased by the policy change; if
the net equivalent variation is positive, the welfare of

the consuming unit is decreased.

L

To evaluate the impact of oil price decontrol on con-
sumer welfare we first evaluate the equivalent variation
in total expenditure for each consuming unit at prices

Po without decontrol and total expenditure Mé

level Vﬁ with decontrol. In Table 4 we give the equivalent
variation for households with $17,000 of income in 1979,
having four members and age of head of household in the
range from 35-44 years. Similarly, in Table 5 we give the
equivalent variation for households with $8,000 in income
in 1979 with the same demographic characteristics. Results
are given for consuming units in each of four regions of
the United States, for Urban versus Rural residents, and
four White versus Nonwhite racial groups.

and utility

A comparison of equivalent variations among groups re-
veals that the additional expenditure required to achieve
the same level of utility without o0il price decontrol is
proportionately greater for consumer groups with lower
incomes. Second, at a given level of income these addit-
ional expenditures are greater for Rural than for Urban
households. Again, at a given level of income Whites must
be compensated by larger amounts than Nonwhites. Finally,
households in the Northeast and North Central regions must
be compensated more than households in the South and West.
Since prices have increased for all households, the equiv-
alent variations are positive for all groups we have exam-
ined.

Our second step in evaluating the impact of oil price
decontrol on consumer welfare is to_evaluate net variations
for each consuming unit at prices P and total expenditures

0 . cq .
M without decontrol and utility level Vﬁ with decontrol.



Stoker

Jorgenson, Lawrence J. Lau, Thomas M.

Dale W.

52

£€67€61

GG 9LT

£€° 291

ST LT1

8% vl

et L1

80° Y%
4LTHMNON

TVianyg

L%°L0T
£€9°881
0S %L1
86°LC1
08°€8
66 12
60° G
JLIHMNON
vy

80°L61
19°6L1
£€5°991
€€ 611
%9°9¢
1.°81
9e° %
HLIHM

10°11¢
89°161
69°LL1
ST°0€1
96°68
68°C¢
L€°s
ALIHM

LSEM

KA/

60°091

LL°S%1

90°¢01

€0°29

S8 11

0L°¢
JLTHMNON

NVaIn

8%7°881

81°¢L1

6" LS1

06°¢11

LE 1L

€091

1L°¢
JLTHMNON

NvVedn

TVILNAD HILYON

60°8L1
S1°¢91
L6°8%71
%7 601
0z %9
oz ¢l
66°¢C
JLIHM

£0°¢61
%T°SLT
717191
LO°9TT
€6 €L
JANVA
00" %
4LIHM

%6°90¢ 60°01¢
%87L81 06°061
SyTeLl $9°9.1
17421 8E°6C1T
17°¢8 1£°68
86707 ce e
66°Y 87°¢
AL IHMNON JLTHM
Tvand
8L°861 €L 70¢
1181 81 %81
897991 887691
907271 wzoyel
7€YL 8% 08
16°81 98°61
| A4 oLy
L THMNON JLTHM
viand

000°¢L1¢$ dwodur 6/61
SNOILV1¥VA INATVAINDA

Y d1dvL

HLOOS

LSVAHLYON

967 (81 117161
6€°TL1 SYyLl
06°961 01°091
CI°ETl 0eL°GTT
LL70L 76°¢L
9% 61 08°91
79°¢ 06°¢
HLTHMNON ALIHM
NVEIn
6L°6L1 vE ‘€8T
£9° %91 €L°L91
¢1°06I CLTEST
86°L01 917011
88769 G089
00°¢T VA A
70" ¢ [47)
JLIHMNON ALIHM
NVdEan

G861
%861
€861
7861
1861
0861
661
dvax

6861
%861
€861
7861
1861
0861
6161
AVIX



53

dual Welfare

1vi

Aggregate Consumer Behavior and Ind

€1L°86
8L°68
08°¢8
S9°¢9
12° 1y
0g-01
vz
ALTHMNON
VI

6Z° 601
9%°S6
7588
€L°89
09°6%
9z°¢1
88°¢
ALTHMNON
TNy

0%°001 08°68

¢t 16 %0°¢8

1e°v8 10°6L

£9°%9 20" LS

€T°TY 9€°G¢

£€6°01 oL L

VAR 9L 1

dLIHM JLIHMNON
NVIn

1SaM

96901 9€° 96

06° 96 €L L8

€07 06 7,708

9.7 69 11°¢9

197 9% GL°6E

68°C1 L9°6

10°¢ €2°¢

ALTHM ALTHMNON
NVaIN

TVHINGD HLION

L%°16
8%7°¢8
75" 9L
50" 8¢S
8€°9¢
€e°8

68°1

HLIHM

£€0°86
91768
%T°e8
71°¢9
LL°0%
oe"01
et

HLIHM

$8 %701

60°66

£0°88

££°89

438

66° 11

8¢
JLTHMNON

TVaInyg

0z 101

€6°16

$8°v8

$6°69

zo°ey

£8°01

96°¢
ALIHMNON

wviInd

000°¢g¢$ 2wodul 6
SNOILVI¥YVA INITIVA
S 14Vl

767901
£€6°96
%S 68
0%°69
€€ 9y
79771
L6°C
dLTHM

£8°201
LETE6
S€°98
8699
70 %y
9% 11
0L°C
JLIHM

L61
1003

HLNOS

LSVIHLION

€6°66
9€°L8
§T°08
SL°19
Ly°6¢€
o%7°6
61°C
ALIHMNON
Nvgan

L2°T6

6178

90° /L

€€°6S

L1°LE

%278

16°1
JLIHMNON

NVEan

6G°L6
6L°88
SL718
8L°C9
6%°0%
€0°01
[43%4

4LIBM

76°€6
£€9°68
1S°8L
9¢€°09
61°8¢
[8°8

s0°¢

J1IHM

G861
7861
£861
7861
1861
0861
6L61
aviax

S$861
%861
€861
7861
1861
0861
6461
qviax
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In Table 6 we give the negative of the net equivalent
variation for households with $17,000 of income in 1979,
having four members and age of head of household in the
range from 35-44 years, as before, Similarly, in Table 7
we give the negative of the net equivalent variation for
households with $8,000 in income in 1979 with the same
demographic characteristics. As before, we provide results
for consuming units in each of four regions of the United
States, for Urban versus Rural residents, and for White
versus Nonwhite racial groups.

Net equivalent variations are a measure of individual
welfare losses. The change in individual welfare under
0il price decontrol reflect both losses in welfare due to
higher prices and gains in welfare due to higher incomes.
The benefits of decontrol are proportionately greater for
consumer groups with higher incomes. Second, at a given
level of income the benefits for Urban groups generally
exceed those for Rural groups. Nonwhites benefit more
than Whites at a given level of income. Finally, house-
holds in the Northeast and West regions of the United States
benefit more than households in the North Central and South
regions. Among the groups we have examined, Rural White
households in the North Central and South regions, with

1979 incomes of $8,000 benefit the least from oil price
decontrol.

4 Conclusion

We have succeeded in bringing the implications of the
theory of individual consumer behavior to bear on a model
of aggregate consumer behavior without resorting to the
restrictive framework required by the theory of the rep-
resentative consumer. This has made it possible to incor-
porate nonlinearities in total expenditure and differences
among households in consumer expenditure patterns observ-
able in cross section budget studies into our model. It
has also make it possible to incorporate the response of
aggregate consumption patterns to changes in relative
prices observable in time series demand studies.

Using our model of aggregate consumer behavior we have
developed projections of changes in expenditure patterns
resulting from changes in economic policy. We have also
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developed measures of individual welfare that make it poss-
ible to evaluate the impact of alternative economic policies.
In our illustrative example of the response of expenditure
patterns to the decontrol of petroleum prices in the

United States, we have seen that the impacts of economic
policy differ substantially among demographic groups at

the same income level and ar-ng different income levels

for the same demographic groups.

Perhaps our most important conclusion is that the
theory of exact aggregation opens up a wide range of new
research possibilities. First, we can provide a more
detailed model for allocation among cgmmodities. We have
disaggregated our five commodity groups into thirty-six
groups, assuming that individual preferences are homothet-
ically separable in the five groups. We assume, for ex-
ample, that the share of energy in total expenditure depends
on household characteristics, while the share of, say,
electricity in expenditures on energy does not. The share
of electricity in total expenditure depends on household
characteristics only through its dependence on the share
of energy.

The second research objective suggested by our results
is to imbed the system for expenditure allocation into a
model that includes labor supply and savings decisions.
The essential complication is that the labor-leisure choice
depends on a price of leisure, the wage rate after taxes,
that varies. among consuming units. We must aggregate over
wages in the same way as we have aggregated over income
and consumer attributes, using the theory of exact aggre-
gation. This is an additional example of the problem of
determinants of demand, like income, that vary among con-
sumers. Quantity-constrained allocation patterns provide
another illustration of the same generzl problem. The
theory of exact aggregation provides a general solution for
this problem.

The third research objective suggested by our work is
to incorporate our model of aggregate consumer behavior
into a complete general equilibrium model including
production as well as demand. This work is now underway
and will be completed within the next year. An econometric
general equilibrium model of the U.S. economy has been
constructed by Hudson and Jorgenson (1974). However, this
model was based on a much simpler approach to consumer
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behavior. The final problem for research is to integrate
measures of individual welfare into a social welfare func-
tion. This will make it possible to summarize policy
impacts by means of a single measure of social welfare.
This work is still in an experimental phase.
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See, for example, Houthakker (1957) and the references
given there.

Evidence on demographic variations in consumer ex-
penditures is presented by Prais and Houthakker (1955);
additional evidence and more recent references are
given by Pollak and Wales (1980).

See, for example, Prais and Houthakker (1955) and
Leser (1963).

See, for example, Blackorby, Boyce, and Russell (1978)
and the references given there.

See Samuelson (1956) for details.

See Chyistensen, Jorgenson and Lau (1975) and Jorgenson
and Lau (1975)

See Roy (1943); a detailed review of econometric models
of consumer behavior based on Roy's Identity is given
by Lau (1977a)

For details, see Lau (1977b).

Our time series are based on data prepared by Jack
Faucett Associated (1977) for the Federal Emergency
Management Agency. For details on the estimation
procedure, see Stoker (1979).
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4. A REVIEW OF RECENT WORK ON TESTING FOR AUTO-CORRELATION
IN DYNAMIC SIMULTANEOUS MODELS

T.S. Breusch and L. Godfrey

1.  INTRODUCTION!

There has been a great deal of research carried out
recently into the construction of tests for the various
kinds of misspecification that are sometimes encountered in
applied econometric analysis. The problem of testing for
autocorrelation has received particular attention because
of its well established and important role in checking model
specification, and new results have been obtained for both
single equation models and simultaneous equation systems.
These results indicate the possibility of a single flexible
and simple approach to testing for autocorrelation in regres-
sion equations, complete simultaneous equation models and
individual structural relationships of such systems. The
results also reveal that the tests can be easily calculated
without modifications to existing estimation programmes.

It, therefore, seems important to present these results in

a way which is readily accessible to the non-specialist, and
to discuss in some detail the implementation of tests for
various statistical models now commonly employed in applied
economic work.

The example of testing for first order autocorrelation in
the errors of a simple regression model is used in Section 2
to develop and illustrate the general approach. The const-
ruction of tests against more complex forms of autocorrela-
tion for general dynamic regression equations is also out-
lined, and some Monte Carlo evidence is discussed. Section
2 concludes with an examination of tests of the adequacy of
assumed autocorrelation models to cover cases in which re-
gression equations have been estimated allowing for serial
correlation of the errors.

The discussion of testing for serial correlation in
dynamic economic systems contained in Section 3 is also
based upon a simple (two equation) model. It is shown that

63
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the essential features of the results reported in Section
2 for a single regression equation are still applicable
whether a complete simultaneous system or one of its equa-
tions is being considered. Finally, some concluding
remarks are offered in Section 4.

Since the primary purpose of this paper is expository,
relatively little emphasis is placed upon technical matters
and attention is instead focussed on those aspects of
greater relevance to applied researchers (some theoretical
material is provided in two appendices).

2. TESTING FOR AUTOCORRELATION IN DYNAMIC REGRESSION MODELS

Although economists have long recognised the importance
of testing for serial correlation when estimating dynamic
regression equations, they have usually relied solely upon
Durbin's (1970) 4-test (or the inappropriate Durbin-Watson
statistic). Since the /-test was designed specifically
for the alternative of a first order autoregressive error,
this practice seems ill advised in many cases. For example,
Wallis (1972) has put forward persuasive arguments that
researchers should test for fourth order autocorrelation
when fitting quarterly relationships, Moreover, given that
regression equations with lagged dependent variables can
often be regarded as transformed versions of some rational
distributed lag model, the moving average error model is
frequently a more plausible alternative than an autore-
gressive scheme (see Nicholls, Pagan and Terrell (1975,
Section 2)). The lack of consideration of autocorrelation
schemes which are more complex than the first order auto-
regression may have arisen from the fact that empirical
researchers had not been provided with a wide range of
easily implemented and flexible tests for such misspeci-
fication. Recent research, however, suggests that the
Lagrange multiplier (LM) approach to hypothesis testing is
most useful in filling this gap in the applied econometri-
cian's toolkit.

In the first of the section's four subsections, a simple
outline of the derivation of some LM tests for autocorrela-
tion is presentedz. Comments are made upon some practical
considerations in the second subsection which contains a
description of various approaches which can be used to
compute LM test statistics for situations commonly encoun-
tered in applied work, and Monte Carlo evidence is reviewed
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in the third subsection. In the fourth and final sub-
section, it is supposed that an economic relationship has
been estimated allowing for some form of autocorrelationm,
e.g. a first order autoregression, and tests which enable
the researcher to check the adequacy of his assumed error
model are discussed.

Finally, although the theory underlying this section was
developed for dynamic regression models, it is also applica-
ble when the regressors do not include lagged values of the
dependent variable.

2.1 The Lagrange Multiplier approach and testing for
autocorrelated errors

Serial independence of the regression errors is just one
of the assumptions often made in empirical work in order to
simplify the econometric problems of estimation and hypothe-
sis testing. It is important that such assumptions should
be tested against the available evidence and a thorough pro-
gramme of checks for specification error is required in
any empirical study. Such tests can frequently be carried
out by viewing the specified relationship as a special case
of a more general model, and then investigating the accep-
tability of the restrictions which yield the required spe-
cialisation. Since the emphasis is on testing the validity
of the specified model, it would clearly be useful to con-
struct tests from the results obtained from estimation of
that model alone. The LM test and its variants are often
ideally suited to this purpose.

In order to illustrate the basic ideas of the LM approach
to testing for autocorrelation, consider the following simple
regression model with autocorrelated errors:

Yy, = th + u,, t=1, 2, ..., n, (2.1)
and
u, = pu,_; * €L, o] <1, (2.2)

where the €, are normally and independently distributed

with mean zero and variance Oi (more briefly, ¢ NID(O,Gi)).

t

The disturbances u, are independent if p=0 and are other-
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wise autocorrelated. The problem of testing the assumption
of independent errors can, therefore, be formulated as
testing the null hypothesis H_  : p=0 against the two sided
alternative Hy - p#0.

It will sometimes be useful to regard € and u, as being

functions of the observed values of Y, and X, and the para-

meters 8 and p . In such cases, the following notation will
be employed:

ut(B) =y, - th

and

e, (B, 0) = u(8) - pu, ,(B)

=y " Bx - Py tBex

= (y,-py,_) —Bx-px, ).

t-1

Thus, the ordinary least squares (OLS) esti?ate of B is
obtained by minimising Zut (6)2:= Zst(B, 0)° .
t t
A test of HO : p = 0 could be carried out by obtaining

autoregressive least squares (ALS) estimates by minimising

S(B, 0)

zz le (8, 0) 1%

n 2 (2.3)
=L, [(y,-py, ) - B(xt -ex I
with respect to 8 and p, and then either carrying out a
test of the significance of the ALS estimate of p by divid-
ing it by its estimated asymptotic standard error, or by
comparing the maximised log likelihood associated with the
ALS estimates with that obtained using OLS under the res-
triction p=0.> The first of these tests is known as a Wald
(W) test and the second is, of course, the likelihood ratio
(LR) procedure. These two procedures are, however, unattrac-
tive from the point of view of the researcher wishing to
check his estimated model since they require him also to
estimate its more complicated generalisation. Fortunately,
a third procedure, namely the LM test, is available which,
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while sharing the asymptotic properties of the LR
and W tests, requires only the estimation of the model
under the null hypothesis (in the above example, this
simply involves the OLS estimation of equation (2.1)).

The LM test is derived by regarding estimation under the
null hypothesis is being an example of constrained optimisa-
tion. An objective function, namely S(B, p) of (2.3), is
minimised subject to the constraint p=0. The estimation
problem can, therefore, be set up as a classical constrained
optimisation problem as follows:

e e . _ on _ _ _ 2
minimise S(B,p) =2, [(y - py,_) - B(x-px, )]
subject to p=0.

The associated Lagrangean can then be written as

S*(B,p, A) = 5(B,p) + 2Ap,

where \ is the usual multiplier." If the first partial
derivatives of S*(B, p, A) vanish at (B, p, A), i.e.

55%(B, by \/38 = 35(3,0)/38 =0

~

% (8, p, N)/3p

]

9s (B, p)/3p +2x =0,

and

~

as%(8, p, N/

]
N
©
]
(=
-

A~

then p =0 and B is the OLS estimate of B of (2.1) since

. . e - . . 2
it satisfies 39S (R, 0)/9B8 = 0 with s(B, 0) being Zut(B) .
t

The LM procedure is simply a test of the significance
of A. If the null hypothesis p=0 is correct, imposing it
as a constraint in estimation can be expected to have
little effect relative to unrestricted estimation. In an
interpretation that will be familiar to economists, A can
be viewed as the shadow price of the gonstraint. When the
implicit cost is too high, i.e. when A is significantly
different from zero, the constraint is to be rejected.

~

The estimated multiplier A is given by
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A= - 135(8,0)/9p (from 35*(B , 0, X)/dp = 0 (2.4)
= -z [e, (B, 0)3e (B,0)/9p] (from equation (2.3))
n ~ ~ .
= Zl [et(B, O)ut_l(B) ] (from equation (2.2))
n N ey
= Lyuu g
where u Z 0 and u, =€, (B, 0) = ut(B) =y, - xtB is the

OLS residual in period t (¢=1, 2, ..., n). The test of the
significance of A leads, in this application, to a test of
the significance of the estimated first order autocovariance
of the OLS residuals, or, equivalently, of their estimated
first order autocorrelatjon.® This result ties up rather
well with the notion of XA as the shadow price of the con-
straint.

Equation (2.4) illustrates another interpretation of the
IM approach by revealing that it is equivalent to testing
the significance of 35 (B, 0)/9%p. If Ho : p =0 1s true,
then the constrained estimates B and p=0 will tend to be
close to the corresponding unrestricted ALS estimates. As
9s (B , p)/3p equals zero when evaluated at the ALS est-
imates, it follows that 39S (B, 0)/3p will tend to be close
to zero when p=0. If, however, the errors are autocorrel-
ated (p#0), there is no reason why 95 (B, 0)/3p should be
small. Thus, the validity of the assumption of independ-
ent errors can be investigated by testing whether 35 (B ,
0)/93p 1is significantly different from zero.

The results above are easily generalized. If the alter-
native to independence is the p th order autoregression

2
= + ...+ + 2.
u, plut—l pput_p Et’ et NID(0, oe), (2.5)

then the estimated multipliers for testing Py = - = pp
= 0 are given by

A A

A, =1L

=1y, oo,
i lutut—i s 154, s P>

~

where presample values uj, j £ 0, are set equal to zero.

The above analysis provides the basis for testing against
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autoregressive error schemes. Although most applied
workers restrict their attention to such error models, it
is important to examine tests against moving average pro-
cesses, especially when dealing with dynamic regression
relationships. The relevance of moving average schemes
derives from the fact that many dynamic regression models
are transformed versions of rational distributed lag
models of one kind or another. For example, it is custom—
ary to transform a Koyck model

= Y 1 < 1ul <
gy, = BIL,_ou x ] teE, 0 [u] <1, (2.6)

to obtain an estimating equation

vy, = Bx, * i, *u, (2.7)
where
u =€ —ﬂa =g + U where Uy = —ﬂ. (2.8)

€
t t t-1 t t-1

Equation (2.8) implies that it is very likely that the u,
of (2.7) will be autocorrelated, and that the u, are first
order moving average if the €, are independent.®

If the assumption of the serial independence of the
disturbances of the regression equation (2.1) is tested
against a first order moving average alternative written
as (2.8), then the LM approach leads to a test based
upon

~ n A A
Mg = —Zl[et(B » 0)oe (B, 0)/3u 1], (2.9)
where Et is now defined as a function, et(B , W, of 8 and

U by equations (2.1) and (2.8). But equation (2.8) can
be rewritten as

2
= - = - +
€, = U - HE, _; =u - W e ,

so that

de, (B, W/ou = -u _,(B) +2ue, (B, W

+ ude (B8, w)/ou.
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Evaluation at (B= 8, u=p=0) yields

BEt(B ) 0)/3}‘l = _ut—l(B) = -ut—l s
u,, A is given by

and, as € (B, 0) £ M

< >t

Ao=1" = X of equation (2.4).

MA 1 "t t-1
It follows that the same LM test statistic will be

obtained whether the alternative is a first order auto-
regression or a first order moving average scheme, and this
remarkable result can be easily generalised to the p th
order case (see Breusch (1978a) and Godfrey (1979b)). Thus,
when testing the assumption that regression disturbances
are independent, one need only decide upon the order of the
autocorrelation model under the alternative and not upon

its form.

Although the analysis above involves only the simple
regression model (2.1), the results on LM autocorrelation
tests are applicable to general linear regression equations
with lagged values of the dependent variable appearing as
regressors. Methods for computing the sample values of
LM test statistics will be discussed in the next subsection
along with some other practical issues.

2.2 On the Implementation of LM Tests

Now that the values of the multipliers for testing
serial independence have been derived, it is necessary to
discuss how tests of their significance can be obtained.
For the LM tests to be attractive to applied workers, it
is also necessary to show that their implementation is
simple and easily modified to take account of interesting
restrictions on the alternative model. (It is also import-
ant to demonstrate that such tests are effective for
finite samples and this issue will be examined in the next
subsection). It will be shown below that LM tests for
autocorrelation can be viewed as least squares tests of
the joint significance of a subset of estimated regression
coefficients, requiring only the estimation of an additional
regression equation by OLS.

Suppose that the regression equation specified by the
researcher is written as
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y=Zk

" i=lxtiB u,, t=1,2, ..., n, (2.10)

.+
1 t
where the X s includes lagged values of Yy and the assump-

tion that the u, are independent is to be tested against a

p th order autocorrelation alternative, e.g. the autoregres-—
sive scheme of (2.5). Breusch (1978a) and Godfrey (1978c)
show that the appropriate LM statistic can be calculated

as the product of the sample size, n, and the R? statistic
from the regression of the OLS residual at on its first p

lagged values Ui_; 5 snes ut—p and the original regressors
x, .. If the assumption of independent errors is correct,

ti

then the LM statisic is asymptotically distributed as Xz(p),
so that its sample value should be compared to the selected
critical value of that distribution with significantly large
values leading to the rejection of the null hypothesis.

~

Since the OLS residual u, is uncorrelated with (orthogo-
nal to) each of the regressors X elementary regression

theory implies that the LM test of Ho PPy = e = pp =0

in the autoregression (2.5) is asymptotically equivalent
to a standard large sample test of Ho when the alternative

model 1is
; = Zk X Y. + P ; p., + 1 t=1, 2, ... n?(2 11)
t i=1"ti'i i=1t-i"i t? > o ’ :

Further, the same test of the assumption that the Py coef-

ficients all equal zero will be obtained if (2.11) is re-
placed by

y=Zk P

¢ i=lxti6i + Zi-—-lut-ipi t=1, 2, ..., n. (2.12)

+ nt’
The null hypothesis of independent errors may, therefore,
be tested against p th order autoregressive or moving -

average models by adding the first p lagged values of a,

to the regressors of the economic model (2.10) and then
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applying any asymptotically valid form of the usual test
of the joint significance of the estimated pi—coefficients.

For example, one could compare p times the conventional F
statistic for testing Ho : pl = ... = pp = 0 to the

desired Xz(p) critical value.

Procedures of this type are very simple to implement
since all that is needed is the saving of the least
squares residuals u, and then the least squares estimation

of a second regression equation such as (2.12). They are
also easily modified to allow for restricted alternatives.
For example, if quarterly data are being employed and the
researcher wishes to test the validity of the independent
errors assumption against a seasonal model of the form

= + .
u, p4ut_4 Et , (2.13)

then all that is required is a test of p4=0 in the model

k + p4u +n. . (2.14)

g, =L t-4 £

t i=1%ed 1

If the alternative is either

= + +
Up = Ppup g TPy T
or
= - +
Up = PgU_ g T PgU g T PP s B s

then the augmented regression equation (2.14) should be
replaced by

x IN A~

= + + .
Ye Zi=leiéi Oju g ¥ Pt (2.15)
and the joint contribution of u and u,_  must be assessed?

t-1 t-4

It should be noted that although the example given above
have been for purely autoregressive schemes, the LM tests
are also appropriate for the corresponding moving average
models, e.g. testing p =0 in (2.14) yields the LM test
against the simple foutfth order moving average scheme

u, = €_+0p

2
N .
¢ . € ID(0, Oe)

a2 £
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Further, tests of the type described in this subsection can
be used to test against certain restricted mixed autoregres-
sive-moving average error models although the standard
results on LM, LR and W procedures cannot be employed when
the alternative is an unrestricted mixed autoregressive-
moving average error model: see Breusch (1978a) and

Godfrey (1978b). For example, testing the validity of the
restrictions pl=p4=0 in equation (2.15) is equivalent to

to testing the assumption of independent errors against
the restricted mixed alternative

2
u, = p €, NID(O, Oe) .

+ e +
¢ H

Me-g T B T WG

2.3 Some Monte Carlo Evidence

It is important to investigate the finite sample per-
formance of any asymptotic test proposed for use in empiri-
cal work. If samples have to be unacceptably large before
a test achieves a reasonable degree of success, then it is
of little value to the applied researcher. Moreover, since
the LM test of serial independence seems to be neglecting
an important piece of information about the alternative
model (namely, whether it is autoregressive or moving
average), it might be thought that it would be markedly
less powerful than the corresponding LR and W tests. It,
therefore, seems worthwhile to review some Monte Carlo
evidence on the usefulness of LM tests for autocorrelation.

Some Monte Carlo results on the behaviour of "nxR°"
variants of the LM test have been reported by Mizon and
Hendry (1980). These authors set up a dynamic regression
model with first order autoregressive errors in order to
study the LM statistic calculated from the regression of

~ ~

u, on u

¢ 1 and the original regressors, and also the appro-

priate LR and W tests. On the basis of their estimates of
the rejection frequencies of these three asymptotically
equivalent tests, they conclude that "the evidence favours
the use of the easily computed Lagrange multiplier test for
residual autocorrelation".

Despite this favourable evidence, it could be thought
that the finite sample behaviour of the "nxR2" forms of LM
tests might be adversely affected by the fact that they do
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not omit some asymptotically negligible terms, e.g. covarian-
ces between lagged residuals and exogenous regressors; see
Breusch (1978a). If, for example, the residuals obtained

by estimating the regression equation (2.10) are to be
examined for first order autocorrelation, then dropping

terms which vanish as n+o transforms the "nxR?" LM statis-
tic into the square of Durbin's (1970) h-statistic which

can be written as

2 2 o n” " n"2 o

= -nV T =1 AV
h nr /(1-nV), where r 2utut_l/ ZZUt-l , and V' is
the estimated asymptotic variance of the OLS estimator of
the coefficient of y _ in (2.10).° There are, however,
many asymptotically équivalent forms for autocorrelation
tests, e.g. h” is asymptotically equivalent to

"2 = n(-1)%/(1-0v),

where d is the Durbin-Watson statistic. Although differen-
ces such as those between h? and (h')2 are unimportant as
n>o, it will be important to compare the small sample per-
formances of alternative forms.

An example of the small sample relevance of asymptotically
negligible terms is provided in a paper by Godfrey and
Tremayne (1979). These authors are concerned with the
problem of testing for fourth order autocorrelation in
quarterly dynamic relationships, and carry out Monte Carlo
experiments using a model consisting of

b = Byt Byx v Byt (2.16)
and

u. =pu  +e., e NID(O, G°). (2.17)
e Pa¥-g T B Bt e

The tests of p4=0 corresponding to the h and h' tests can

be shown to be

~

_ 26
h, = Jﬁr4/(1 nB % V)

N)—

and

. 1 260\
hy = vh(1 3d ;) /(1-n8 V)
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n n"2 . . .
where r4 = Z5utut_4/25ut_4 and d4 is the generalisation of

10
the Dubin-Watson statistic proposed by Wallis (1972).

After investigating the sign of the difference between
(1—%d4) and s Godfrey and Tremayne suggest that h4 is
likely to be superior to hé (in terms of rejecting false

null hypotheses) when Py < 0 and inferior when 04 >0 .

Their Monte Carlo results reveal that: (a) the small sample
differences between h4 and hé can be quite large for

moderate values of p4; and (b) the widespread practice of
relying solely upon the h-test when estimating dynamic
quarterly regression models cannot be recommended. Some
typical results which illustrate these findings are
reported in Table 1.%!!

TABLE 1

SOME RESULTS FOR LM TESTS FOR THE
CASE OF A SIMPLE FOURTH ORDER AUTOREGRESSION

Value of Sample size = 40 Sample size = 60
P ' '

4 h h4 h4 h h4 h 4
-0.9 35.1 99.9 99.5 40.1 100.0 100.0
-0.6 14.4 96.2 79.2 14.2 99.8 96.1
-0.3 6.3 49.9 19.9 5.3 67.6 40.1

0.0 5.8 5.8 3.8 5.7 5.4 5.2
0.3 6.5 24.5 42.7 6.6 49.3 65.4
0.6 13.1 88.1 94.6 15.3 98.3 99.1
0.9 22.8 100.0 100.0 34.2 100.0 100.0

Note: This table is constructed from Table II of Godfrey
and Tremayne (1979). The entries are the percent-
ages of rejections of H : p =0 with a nominal type
I error of 5 per cent. "Estimates for 0 =0 cases
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are based upon 6000 replications, while all
others are based upon 1000 replications. These
results are for a case in which B, = 0.0, B, =

- 1 2
1,0, 83 = 0.6,

_ 2.
X, = 0.4xt_4 + ct, CtNID(0.0, 1.0), and Oa is
chosen so that the model of (2.16) and (2.17)
has a signal-noise ratio of 5.0.

Godfrey and Tremayne argue that the differences between
h4 and hé are too important to ignore in empirical work

and suggest that the two sided test of Ho : p4=0 be carried
. 2 2 2
out by using H4 = max[h4, (hé) J. It must, of course, be

borne in mind that Hi is asymptotically distributed as the

maximum of two x2(l) variables when p4=0, and so, if it is

compared to 3.84 (the 5 per cent value for the x2(1) distri-
bution), then the large sample probability of a type I
error of the Hi test is between 5 and 10 per cent.

There is a clear need for further Monte Carlo investi-
gations of LM tests, but they do appear to offer a
cheap, effective and flexible approach to testing for
autocorrelation.

2.4 Testing for Misspecification of an Autocorrelation
Model

Empirical workers who find that IM tests lead to the
rejection of the assumption of independent errors will
have to decide how to treat the residual autocorrelation.
Two courses of action open to researchers are: (a) to
re-estimate the original regression equation using a
technique designed to take account of some specified form
of autocorrelation; and (b) to re-specify the regression
model until there is no significant evidence of auto-
correlation.’? If the re-estimation strategy is adopted,
then the error model must be specified and this specific-
ation 1s a non-trivial task, especially since the LM test
depends only on the order of the autocorrelation model
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of the alternative and not upon its form. It, therefore,
seems worthwhile to examine tests of the adequacy of assu-
med error structures in order to have some guard against
using an incorrect autocorrelation model and/or a misspeci-
fied economic relationship.

In order to provide a framework for the discussion of
tests for misspecification of the error model it will be
assumed that the economic relationship (2.10) has been
estimated allowing for autocorrelated errors. In empirical
work, autocorrelation is usually modelled by low order
autoregressive processes, but, for the purpose of discus-—
sing available test procedures, a general mixed autoregres-—
sive-moving average model of order (p,q) can be considered
and written as

u = p + p u

+ ... + +
t lut—l p t-p Et H

+ €
Uq t-g°

2
€, nrp(o, Oe) . (2.18)

+ .
15¢e-1

Models of the form (2.18) have yet to gain wide acceptance
in applied econometrics, but clearly it is possible to
obtain more popular models by setting p and/or g equal to
zero.

The conventional time series approach to testing the
adequacy of an autocorrelation model is to estimate the
model, calculate some of the autocorrelations of the esti-
mated residuals %t , and then to test their joint signifi-

cance. If the assumed error model is correct, then the Et

are independent and one would expect the residual auto-
correlations to be low. The significance of the (squared)
autocorrelations can be assessed by using the Ljung-Box
(1978) modification of the Box Pierce (1970) Q-statistic.
The power of the Ljung-Box test has, however, been studied
by Davies and Newbold (1979) who conclude that it only
achieves a high level of success when the sample size is
fairly large (100 or 200). 1In particular, when n=50, the
test often fails to detect severe misspecification of time
series models.

Whatever the merits of the Box-Pierce and Ljung-Box
tests for time series models, it is not valid to apply
these tests to the residuals obtained by estimating a



78 T.S. Breusch and L.G. Godfrey

regression equation when the regressors include both exo-
genous variables and lagged dependent variables and altern-
ative tests must be derived; see Breusch and Pagan (1980,
p. 245). 1f the adequacy of (2.18) is checked by testing
it against a more general formulation, e.g. the (p+r, q)
scheme

= .+ + + + oo+
U T Pi¥eg Potre-p-r © Bt T M1feg et e-q?
or the (p, g+r) process
= + + + e 4+ + +
LS L Pole-p © e T W% Po+rfe-g-r’

then LM tests can be developed which use only the results
from estimating (2.10) and (2.18).}% 1In fact, it can be
shown that the LM test of the (p, g) model of (2.18) against
the (p+r, ¢g) model is also the test against the (p, g+r)
alternative. (The method of proof of this result is a
straightforward generalisation of that used in the latter
part of Section 2.1 above for the particular case p=¢=0.)

It can also be shown that a test of the appropriate estim—
ated multipliers is equal to a test of the significance of

the first r autocorrelations of the Et residuals, so that

there is a close link between the LM procedure and the time
series analysis tests of Box and Pierce (1970) and Ljung
and Box (1978) (see Breusch (1978a) and Hosking (1979) for
a discussion of this relationship).

Although LM tests for general error models have been
obtained (see Godfrey (1978c)), only the case of a pure
autogregression (g=0) will be discussed in detail here
since this is the model most commonly employed in applied
work. "

If the model consisting of (2.10) and (2.5) is estimated
by some appropriate ALS method to obtain estimates B ;

(i=1, ..., k) and pi (i=1, ..., p) and associated sets of
residuals

~ k ~

e L
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€ =u - - . -
L L Ple-p °

then the LM test against the alternative that the u, are

generated by a (p+r) th order autoregression (or by a mixed
autoregressive moving average (p,r) model) can Qe calculated
as the product of the sample size, n, and the R® from the
OLS estimation of

A~ ~ ~

K p r
= * + + .
€ ,_ox*y, +1L P, Zi=1€t-iui N, (2.19)

t - “i=1%ti)i i=1%-i

where Xti is the estimated autoregressive transform of

.y 1l.e.

g0 1€
¥ = x - p.x .= ... - D X .
ti ti 1 t-1,1 p t-p,1

Alternative forms of the LM test statistic can be
obtained in much the same way as in the earlier discussion
of testing the assumption of independent disturbances. For
example, it would be possible to calculate the test statis-
tic as r times the usual least squares regression F-statis-

tic for testing # : o, = ... = 0_ = 0 in the model
o 1 r
k p r °
* = * + P, t+ L, .o, + 2.20
yt Zi=1xt.1'6.7' Zi=1ut—1p1 Z1=l€t-1 1 nt ( )
where yi = yt_plyt—l - ee. - ppyt-p' The sample value of

the test statistic should be compared to the selected
critical value of the X2(r) distribution, with significantly
large values leading to the rejection of the specification
of the error autocorrelation model (2.5).!°

3. TESTING FOR SERIAL CORRELATION IN DYNAMIC SIMULTANEOUS
EQUATION MODELS

Despite the importance of dynamic systems in current
economic modelling, only a limited amount has been published
on testing for serial correlation in simultaneous equation
models. Guilkey (1975) applied Durbin's (1970) general
procedure to obtain a test suitable for cases in which a
complete system had been estimated by some full information
estimation technique, e.g. three stage least squares (3SLS)
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or full information maximum likelihood (FIML). Unfortun-
ately, as Maritz (1978) has pointed out, Guilkey's analysis
is marred by errors which invalidate his expression for

the test statistic.!® 1In any case, it is not clear that
tests based upon full information estimates will be widely
used, since many applied workers estimate simultaneous
equation models equation by equation using two stage least
squares (2SLS) or some other instrumental variable (IV)
technique.!’

Tests for serial correlation which can be calculated
from single equation IV estimates have been proposed by
Godfrey (1976, 1978a), but the discussion of these tests
was in some ways incomplete. One aim of this section is
to provide a fuller discussion of these tests in order to
assist the applied worker to carry out tests of the assump-
tion of independent errors against plausible (and possibly
complex)serial correlation alternatives.

The plan of this section is as follows: first, a simple
illustrative model is set out and some basic concepts are
discussed; next, tests based upon complete systems estima-
tors like FIML and 3SLS are outlined and are shown to be
closely related to the autocorrelation tests proposed in
Section 2 for single regression equation models; and
finally, tests calculated from 2SLS or IV estimates of
individual equations from the system are examined. Tests
for the misspecification of an assumed serial correlation
model corresponding to those developed in Subsection 2.4
can be obtained by straightforward generalisation.

3.1 An Illustrative Model and Some Preliminary Remarks

The discussion of tests of the assumption of serially
independent disturbances will be based upon the following
simple model:

B

= u

+ +
g 1292 T V119¢-1,1 Y V13%e1 T Yer

tl * (3.1)

8 = u ’ (3-2)

+ + +
21%1 7 Ye2 T YVooYt-1,2 T Y24%e2 £2

where the Y., are the current endogenous variables of the

system, the Yp_;.; are their one period lagged values, and
—L
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the zti are exogenous variables. Needless to say, none of

the results presented below rely upon either the simplicity
or the particular specification of the two structural equa-
tions (3.1) and (3.2). This model is, however, adequate
for the purpose of outlining the main points of relevance
to empirical workers.

As before, the approach adopted to constructing tests
of the serial independence of the disturbances u, is to

assume some form of serial correlation model as the alter-—
native. The natural systems generalisation of the simple
first order autoregressive scheme of (2.2) is a vector
autoregressive process which can be written as

+ € (3.3)

= +
u Pr1%-1,1 7 P1o%-1,2 * ®t1

tl

+ € (3.4)

= +
u Por¥e-1,1 " Po2%-1,2 F E¢2

t2
where the Eti are normally distributed with zero means, con-

stant variances and covariance, and all serial correlations
are zero (i.e. E(esietj) = 0 if s#t for i, j=1, 2 ). Note
that in this vector serial correlation model a disturbance
term depends not only upon its own lagged value, but also
upon the lagged value of the error of the other equation.
If pl2 = p21 = 0, the serial correlation model of (3.3) and

(3.4) reduced to two scalar processes in which each distur-
bance depends upon only its own past values. If all the
pii are zero, then the model's errors are serially indepen-—

dent.

The presence of serial correlation in the errors of a
dynamic system will rob conventional estimators such as
2SLS and 3SLS of the asymptotic properties usually claimed
for them and will also invalidate the standard tests of
hypotheses. One way to see the adverse effects of the
errors being serially correlated is to note that many
simultaneous equation estimators involve (explicitly or
implicitly) "purging” the endogenous variables appearing
as regressors in order to remove the parts of these vari-
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ables which are correlated with the model's errors. If
the pi, of (3.3) and (3.4) are all zero, then such '"purg-
ing" ¢dn be based upon the reduced form relationships der-

ived from (3.1) and (3.2). The reduced form can be written
as

y =

e1 = MY

+ T + T + + .
t-1,1 " T12%-1,2 Y T15%e1 Y T14%e2 P Ve (309

y + v (3.6)

=T + T + + z
t2 = "21%-1,1 T "22%-1,2 7 T23%t1 T T2d%e2 T Ve
where the ﬂij are functions of the parameters of the struc-

tural system. Thus, 2SLS and 3SLS involve estimating (3.5)
and (3.6) by OLS to obtain predicted values (estimated
"systematic parts') for ¥, and Yo If, however, the 0,

J
are non-zero, then the reduced form errors Vti will be

serially correlated and so will be asymptotically correla-
t i .

ed with yt—l,l and yt—l,2 It follows that when the
errors are serially correlated the usual reduced form
relationships (3.5) and (3.6) no longer split endogenous
variables into asymptotically uncorrelated systematic
("purged") and non-systematic parts.

This problem can be overcome by using a simple extension
of the device employed in the previous section to obtain
an equation with serially independent errors. Recall that

y, = th + ut (2.1)
and
ut = put_-Z + €t (2.2)

implied that

y, = Py + Bx, - PBx, _, *E

t t-1 t t’
A similar sort of substitution to eliminate vector autore-—
gression in (3.5) and (3.6) leads to equations of the form
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= + + + +
Ui = Vip¥ee1,1 Y VioYeo1,2 * Vis%er T Vid%e2 t VisYeoo,1

+y

+ ¢

+ +
e 2,2 ¥ Viz%eo1,1 * Vig%e-1,2 F Cei

i6
i=1, 2, (3.7)
where the wij are functions of the Bij’ Yij and pij’ and

o is a serially independent error. The set of equations
like (3.7) plays the role of the reduced form in simultan-
eous equation models with autocorrelated errors, see
Hatanaka (1976). It should be noted that the transforma-
tion to eliminate the serial correlation has introduced
four new variables to the analysis, namely (y s Y ,
t-2,1° Jt-2,2

Ze 1,17 Ze-1,20"

3.2 Testing for Serial Correlation Using Full Information
Estimates

The well known FIML approach gives as estimates of the
coefficients of (3.1) and (3.2) the maximisers of the likeli-
hood appropriate for the case in which Uy, and u,, are
serially independent. If follows that the FIML estimates
can be viewed as being obtained in a constrained optimisa-
tion problem in which the likelihood for the model compri-
sing (3.1)-(3.4) is maximised subject to the four restric-
tions pll = 012 = le = 022 = 0. This interpretation 1mm-

diately suggests the use of the LM approach advocated for
testing H :p= 0 in

u = pu + € (2.2

above. Given the assumptions of Section 2, minimising the
error sum of squares function S(B, p) of (2.3) 1is equivalent
to maximising the likelihood L(B, p) for the model consis-
ting of (2.1) and (2.2), so that the test of the significance
of the multiplier of (2.4) is equivalent to that of the
estimated multiplier arising from consideration of the first
order derivatives of the Lagrangean
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L*(B, p, A) = L(B, p) + Ap

which is appropriate for the constrained optimisation
problem:

maximise L(B, p)
subject to p = 0.

The estimated multipliers for testing HO iP; TP

=0 = 0 can be obtained by solving the first order

22
conditions for a Lagrangean equal to the sum of the like-
lihood function for the alternative model (3.1)-(3.4) and,
e.g. O‘lpll + >\2p12 + >‘3021 + )\4p22), where the Ai are

the multipliers. The derivation of the LM test statistic

is straightforward and is presented in Appendix A.

The direct LM approach is, however, unattractive because
it requires a special subroutine to be added to standard
full information estimation programmes and this may pose
(short run) problems. Fortunately, appropriate generalisa-
tions of the results of Subsection 2.2 can be obtained and
it can be shown that the LM test is asymptotically equiva-
lent to testing HO : pll = pl2 = p2l = 022 = 0 when the
alternative is the following augmented version of the
original system:

Yer ¥ B12Ye2 Y Y1pYee1,1 Y V1%t pll;t-l,l * p12:’::—1,2
- (3.8)

Bo19e1 Y Yo Y Vo¥eo1,2 t YogPe2 t le;t-l,l * p22:11:-1,2
- (3.9)

where the ; , are the lagged values of the residuals

t-1,1

obtained by estimating the original economic model by FIML
(or by some other estimator which is asymptotically equi-
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valent to FIML when H is true). This result corresponds

to the fact that when testing for first order autocorrela-
tion in the residuals of a single (non-simultaneous)
regression equation, the null hypothesis p=0 can be tested
by applying the usual significance test after estimating

= + +
= Bxg *ou ;g

by least squares.

If the alternative model consisting of (3.8) and (3.9)
is estimated using FIML or 3SLS, then Ho T TP P

Py, = 0 can be tested, e.g. by a LR test.!®
This approach is obviously convenient since it does not

require modifications of existing estimation programmes.

Considerations of computational cost suggest that it

would be unwise to apply FIML directly to alternative

models like (3.8)-(3.9), and that it would be better to first

concentrate the likelihood with respect to the pij.19 This

concentration simply leads to re-estimating the original
economic model (3.1)-(3.2) by FIML with all variables
replaced by their residuals from QLS regressions on the
1 F I3 ~ . . 3
agged FIML residuals ut—l,l and ut-l,2 The maximised
likelihood for this "residuals for variables'" version of
(3.1)-(3.2) is equal to that obtained by estimating the
alternative system (3.8)-(3.9) by FIML.

Several of the other results reported in Subsection 2.2
can be generalised to cover the systems tests of this sub-
section. For example, the LM test of serial independence
against the first order vector autoregressive model is
also appropriate for the first order vector moving average
alternative. Also, tests against p th order vector serial
correlation schemes are obtained by adding the required

~

extra lagged values of the FIML residuals uy; to the

alternative model (3.8)-(3.9). (Restricted alternatives,
e.g.

u €

= + +
£1 = P11%-4,1 T P12%-4,2 T Eta
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u . =p

£2 e

+
21%-4,1 7 P22%t-a,2 T €

are handled in the obvious fashion.)

3.3 Testing for Serial Correlation Using Individual
Structural Equation Estimates

As suggested above, it is unlikely that tests based
upon estimates from full information methods like FIML
and 3SLS will be widely used since many researchers use
2SLS or some other single equation IV technique to esti-
mate the parameters of dynamic models. Being aware of
the dangers of ignoring serial correlation when estimating
dynamic simultaneous systems, some applied workers have
tried to test the serial independence assumption by
means of Durbin's (1970) h-test. Unfortunately, this
test is not valid when the estimated relationship belongs
to a simultaneous equation model (see Godfrey (1978a)).
It is, therefore, important to develop valid tests which
can be calculated from 2SLS or IV estimates, and which can
be fairly easily used against a variety of alternative
models. The purpose of this subsection is to discuss
the problem of deriving such tests.

If the pij of (3.3) and (3.4) are all zero, the struc-
tural disturbances u,; will be serially independent and

the usual 2SLS/IV estimators will be consistent. These
consistent estimators can in fact be used to construct
tests of Ho : pll = 012 = 021 = 022 = 0 which are asymp-
totically equivalent to the LM procedure mentioned in the
previous subsection. The complexity of these alternatives
to the LM approach is, however, probably sufficient to
deter most researchers from using them (e.g. see the
discussion of the C(0) test in Appendix A).

The unrestricted vector autoregressive scheme of (3.3)~
(3.4) will, therefore, no longer be used as the alternative
and attention will instead be focussed on the restricted
process obtained by putting iy = Py = 0, i.e.

u ., =p

+ € (i=1, 2) (3.10)
ti

ii%e-1,1 i
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The specification (3.10) reflects the emphasis on esti-
mation of an individual structural equation as opposed to
complete systems.20

Suppose that the first equation has been estimated and
that the assumption of serially independent errors is to
be tested against the appropriate member of (3.10). The
null hypothesis of interest is then H o :p,, = 0. It

might be thought that the treatment of P (the coefficient

of the error model of the second equation) is unimportant,
but if p22 is not zero, then the transformed reduced form

relationship (3.7) will include the variables Yy o o and
b

Z,_1 which are not in the original structural model (3.1)-
Ly

(3.2). If these additional variables are not used in the
instrument set when estimating the first structural equation
(3.1), then the LM type test of H i 90, = 0 will not be

asymptotically equivalent to the appropriate LR test.
One solution to this problem would be to assume Py = 0

when testing HO : = 0, but this seems arbitrary and,

P11
in any case, it would appear illogical to stick to this
strategy when testing Ho PPy, = 0 if significant evidence
of serial correlation had been found in the first equation's
residuals. Another solution would be to take account of

the alternative when estimating models under the null
hypothesis of serial independence by using the regressors

of transformed reduced form relationships like (3.7) as

the set of available instruments. This solution is,
however, not in the spirit of the diagnostic check approach
discussed in Section 2 which would involve restricting the
instruments to be regressors of the original reduced form
(3.5)-(3.6).

If estimation is to be based only upon instruments
appearing in the specified economic model, then modified
LM (MLM) tests can be derived which are asymptotically
valid, but which need not be asymptotically equivalent to
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the LR test of Py = 0. The derivation of MLM procedures
is quite similar to that of the LM autocorrelation tests
of Section 2. Sargan (1959) has proposed an autoregres-—
sive instrumental variable estimator which bears the same
relationship to the standard instrumental variable pPro-
cedure as does ALS to OLS. The MLM test is then designed
to be asymptotically equivalent to a test of the signifi-
cance of the autoregressive instrumental variable estimate
of pll.21

It can be shown that if the first structural equation
(3.1) is estimated by 2SLS or IV to obtain

~ A~ ~ A~

+ + + = 3.11
Y1 ¥ B1oYer * Vi19eo1,1 F V15%e1 T Yes (3.10)
now denotes the 2SLS or IV estimate and Uy, is

where " ©~ "

the residual, then the MLM test of pll = 0 (based upon the

set of instruments used for (3.11)) can be calculated as
a test of the significance of the estimated coefficient of

~

. h . 1
ut—l,l in the alternative mode

~

=n .. (3.12)

+
y B8 y £1

+ + +
t1 1292 T Vi1Ye-1,1 T Y13%e1 T P

11%-1,1
(Under H_, the "t-ratio" of this estimated coefficient will
be asympgotically distributed as a normal variable with
zero mean and unit variance.)

This result is clearly very similar to those obtained
in Subsections 2.2 and 3.2. Furthermore, the main results
for MLM tests are exactly what might be expected from the
discussion above:

(a) the MLM tests of the serial independence of the u,

errors against the p th order autoregression alternative

+

Yt1 Yi_i,1P10 7 B

™

p
i=1

and the p th order moving average alternative
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p
+
T R LT,
i=1

are the same;

(b) this common test statistic can be calculated by means

of a test of Ho : pll = ... = plp = 0 in the alternative
model
y,, + B oy , * YU vy, .z o+ 5P u =n
tl 12°¢t2 11°t-1,1 13 ¢l i=1 lit-1i1 tl
(3.13)

with the instrumental variables used in the estimation of
(3.13) being the same as those employed when estimating
the original model (3.1);

and

(c) restricted alternatives, e.g. corresponding to the
seasonal model of equation (2.13), can be dealt with in
the way described in Section 2.2.22

The test of the joint significance of the estimated plj

of (3.13) can be calculated very simply. If the residuals

obtained by estimating (3.13) are denoted by Neg o then
the test statistic can be expressed as

2 2
m(p) = n(R; - R), (3.19)

2 . 2 P
where Rl is the R” statistic of the least squares regres-—

A

sion of U, on the instruments used to estimate (3.1) and

. 2 . .
(3.13), and R; is the R statistic when the regressors

are again these instruments, but the regressand is YR

. s e s . . . 2
This test statistic is asymptotically distributed as ¥ (p)
under the null hypothesis with significantly large values
indicating that the sample evidence is not consistent
with the assumption of serial independence.
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It should be noted that the choice of the instruments
used to generate the MLM tests is not entirely unrestricted.
Firstly, the instruments cannot consist entirely of exogen-
ous variables since these would be asymptotically uncorre-
lated with the ut—i,l regressors of (3.13) under HO and
so would not satisfy one of the usual conditions for the
validity of an instrumental variable. Secondly, the num-
ber of variables in the instrument set used in estimating
(3.1) must not be less than the number of coefficients in
the alternative model (3.13), since this set is also used
to estimate the latter model. In some cases, the number
of regressors in the original reduced form (3.5)-(3.6)
may be too small to satisfy this second restriction, but
some of their lagged values can be used to overcome this
problem.??

Since the MLM test need not be asymptotically equivalent
to a LR test, there may be other procedures which are
superior to it in large samples. One obvious alternative
to the MLM approach is simply to examine the significance
of the estimated autocorrelations of the IV residuals

A

u,, which have the general form

. n~» ~ nn2 24
r () = Zu,_. u /Iu .
11 G+1 t-j,1 tl 17tl

Godfrey (1978a) has derived an asymptotic test of the
significance of the first order autocorrelation coefficient
) (1) and Sargan (1976) has provided a more general analy-

sis. Unfortunately, it does not seem possible either to
derive a general relationship between this sort of test and
the MLM procedure, or to find a simple approach to com-
puting a test, say 06(p), of the significance of the first
p autocorrelations.

A large sample test of the significance of a set of
residual autocorrelations can be obtained using Sargan's
(1976) results and an expression for such a test is given
in Appendix B.
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4. CONCLUSIONS

It is hoped that the discussion above has demonstrated
that the LM approach (or some modification of it) provides
easily implemented and versatile tests for various types
of autocorrelation. Given that these tests are derived
from asymptotic theory, their performance in finite samples
deserves further investigation to provide applied workers
with information about their practical value. The avail-
able Monte Carlo evidence is encouraging, but much remains
to be done, especially in the area of testing for serial
correlation in dynamic simultaneous equation models.

It is suggested that tests for autocorrelation of
the type outlined above should be employed as part of
the routine testing of economic models estimated using
time series data. It should, however, be stressed that
in the event of the assumption of serial independence be-
ing rejected, serious consideration should be given to
the problem of how to react to this evidence of misspeci-
fication. Omitted variables, incorrect functional form
and many other deficiencies in the specification of the
economic model can lead to residual serial correlationm.
Even if it were possible to know that a significant
value of a test statistic reflected the presence of auto-~
correlation in the errors of a correctly specified econ-
omic relationship, there would still remain the problem of
choosing the autocorrelation model. This kind of choice
will not be easy given that LM tests are usually the same
for several alternatives, and will probably have some
degree of power whenever the specified alternative is
contained within the true model.?® It follows that resear-
chers must be prepared to respond to residual serial
correlation by estimating a number of alternative models
and applying various tests for misspecification to these
estimated models in an attempt to reject inadequate
specifications.?’ It seems very likely that the general
LM procedure will be valuable in this context since it
can be employed to construct simple tests for heteroske-
dasticity, functional form and other types of misspeci-
fication.
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APPENDIX A. Some asymptotic tests for vector serial
correlation in dynamic simultaneous equation
models

An expression for the direct LM test of the serial inde-
pendence of the errors of a system against the alternative
of a first order vector autoregression will be provided in
this appendix.?® This appendix also contains a description
of an asymptotically equivalent procedure which only requires
the use of an estimator which is consistent under the null
in contrast to the LM approach which involves maximum likeli-
hood estimation subject to the restrictions of the null
hypothesis. This second procedure is closely related to
Neyman's (1959) c(a) test and, since the C(a) test has not
been widely used in econometrics, it seems worthwhile to
outline its derivation before obtaining the specific form
for the problem under consideration.

Suppose that n_l times the log of the likelihood function
for an alternative model is 2(0), where the parameter vec-—
tor O consists of two subvectors el(r by 1) and 62 (s by 1),

and the null hypothesis to be tested is Ho : 62 = 0. The

null hypothesis could clearly be tested by obtaining the
unrestricted MLE 6% = (9?', 63')’, and then testing the

significance of 63. The asymptotic properties of this
(Wald) test would not be affected if 63 were replaced by

an estimator which was asymptotically equivalent to it
under the nul]l and a sequence of local alternatives
Hn : 62 =n"235, § '§<»; n being, as usual, the sample size.

The ¢(a) approach simply involves using an estimator

6 = (Gi, Sé)’ which is consistent under Hn to construct
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such an asymptotically equivalent estimator.

Applying the Rothenberg-Leenders (1964) theorem on
linearised maximum likelihood estimators yields the
result that 6% is, under Hn, asymptotically equivalent to

~ o~ |
i, eé)'=6+G g (a.1)

-1 ~2o¢m o
¢ = {6, j} = -{ 3°2(9)/ aei aej}, i, j=1, 2,

b

~ ~

{gi} = { 82(5)/ aei}, i=1, 2.

Thus, the estimator which is asymptotically equivalent to
6; under Hn is

= ~21” ~22”
62 = (& 9;, %6 9, ) (a.2)

where the Glj

are defined by
¢t =167y, i,j-1, 2.

62) is asymptotically nor-

1 1
Under H_, n26§ (and hence n*

mally distributed with zero mean vector and_asymptotic
variance covariance matrix equal to plim G°°. Since
62 of (A.2) is asymptotically equivalent to 83 and

plim G22 equals plim 622 when Ho is true, it follows that

the standard Wald test of Ho is asymptotically equivalent
to

=, 22 -1
[0} n92 [G7] 92 (a.3)

~ ~ ~ ~

~21 "227 ., "22 -1 21 -
n[G 9, G g,1" 6] [67g, +6G 9,1

~ ~

22 -1721" ~22 ~22.-1721"
n[G"") "G g, +g,] " I6T] [(6T) T6 g, +g,]
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~ ~ ~ ~ ~ ~

"22
= n[g,=G 1" 6] [9,-G

..l -
2:%11 91 21611917
The final expression for ¢ in (A.3) is very similar to the
form of Neyman's (1959) C(o) test (see Breusch and Pagan
(1980) for further discussion of C(a) tests and their appli-
cations). When the null hypothesis is true, ¢ is asymptoti-
cally distributed as ¥?(s).

~

Note that when the constrained MLE 6 = (ei, 0 )' is used

to generate 6_, then since

2’

9

= 32(6)/861 =0,
(A.3) reduces to the expression for Silvey's (1959) LM test,
i.e.

2
Oy = P96 9, (2.4)

A

where the 9; and ¢*7

are defined in the obvious fashion.
The above results can now be applied to the problem of
testing for vector serial correlation in dynamic economic

models. The simultaneous equation system will be written
as

Y YB + 2C + U (a.5)

1]

Xa + U, (x =(v,2) and &' = (B', C'))

where Y is a n by m matrix of observations on the current
endogenous variables, Z is a n by k matrix of observations
on lagged endogenous variables and current and lagged
exogenous variables, U is a n by m matrix of error terms,

B is a m by m coefficient matrix with bii =0, i=1, 2, e,

m and det(Im—B) # 0, and C is a k by m coefficient matrix.
It will be assumed that the model is identified and stable,

with plim n'l(z'z) being a finite non-singular matrix. The
total number of variables in the dynamic model (A.5) is

f = mtk.
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The reduced form of (A.5) is

~
]

-1 -1
ZC(Im—B) + U(Im—B) (A.6)

Zll + Vv, where II = C(Im—B)—l and Vv = U(Im-B)_l s

Y + v, say.

A typical equation of the system will be written in
unrestricted form as

y; = YiBi + ziyl. + u, i=1, 2, ..., m, (a.7)

where v, is the i th column of v, Y, is the n by m, matrix

of current endogenous variables appearing as regressors,
Zi is a n by ki matrix of predetermined regressors, Bi

and Y; are the unrestricted coefficient vectors and u, is

the i th colum of U. The data matrix of "right hand side"
variables in the i th structural equation is then X, =

(Yi’ Zi)’ and it will be useful to introduce a selection

matrix T defined by

(Im @ X)T = diag(Xl,X s sees Xm); (a.8)

compare Hatanaka (1976).

The error model under the alternative hypothesis is the
vector autoregressive scheme

U= U_lR + E, (a.9)

where U _ is the one period lagged value of U, R is the

1
m by m coefficient matrix, and E is a n by m random
matrix. The n rows of E are independently and normally
distributed with zero mean vector and unrestricted
variance~covariance matrix X. Since the errors of the
system (A.5) are serially independent when R=0, the null
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hypothesis to be tested is Ho : vec(R) = 0 (a m2 by 1 null
vector). In terms of the earlier discussion, 62 is vec(R).
It will be assumed that the likelihood function has been
concentrated with respect to the unrestricted matrix X, and

so the nuisance parameter vector 61 will consist of the

unrestricted structural coefficients, i.e. the elements of
Gl are made up of those of the Bi and Yi of (A.7).

The concentrated log likelihood function for the alter-
native model comprising (A.5) and (A.9) is then

2(8) = const + } Jlnl(rm—B) 'W(I_-B) |- 3 n|E(0) 'E(B) |, (&.10)
where W is Y'(In-Z(Z’Z)—lZ')Y and E(B) 1is (Y—XA—Y_1R+X_1AR)

regarded as a function of the unrestricted elements of A
and the elements of R.

In order to develop C(a) tests for serial correlation,
it is useful to obtain the first and second partial

derivatives of 2(8) of (A.10) evaluated at (ei, o")'. It

can be shown that, under HO, the relevant partial deriva-

tives are:
-1 -1, -

9, =n 7' (s “®x")vec(y-Xa) (a.11)
g, = n sl (v_; -x_,4) ") vec(v-xa) (a.12)
G, = nlrsTlex )T (2.13)

I JPE S P - = !
012 =n "T'(s @ (Y__l X_lA)) G21 (A.14)
and
6. = (s '@s) (a.15)
22 ’ :

where X = (v, 2) = (ZC(Im-B)_l,Z), and S = n_l(Y—XA) "(y-xa).
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The computation of the C(0) test requires a set of esti-
mates obtained by the use of some procedure which is con-
sistent when the errors_of the system are serially inde-
pendent. Under Hh, a m by 1l null vector can serve as 62,

and 2SLS or any other IV estimator can be used to provide

61. Given a suitable 91, a consistent estimator of A, A
= (B', C¢')', can be obtained which can then be substituted
in (A.11)-(A.15). Estimates of the 9, and Gij can then

be employed to calculate the sample value of the ¢(0) test
statistic ¢ of (A.3).%® When the errorsof (A.5) are
serially independent, ¢ of (A.3) is asymptotically
distributed as X2(m2), and if the sample value of the
statistic exceeds the selected critical value for this
distribution, then there is significant evidence of serial
correlation.

The LM specialigation of (A.3) is obtained by using
the FIML estimate A (or any other estimator which is asymp-
totically equivalent to FIML under HO) in (A.12)-(A.15)

and (A.4), and it is easy to show that the direct LM test
is essentially the same as the appropriate generalisation
of Durbin's (1970) h-test (see Breusch (1978b, Chapter 5)).

APPENDIX B. Testing the autocorrelations of instrumental
variable residuals

The purpose of this appendix is to provide an asymptot-
ic test of the significance of a set of residual auto-
correlations calculated after estimating an individual
equation of a simultaneous system by 2SLS or some other IV
method. It will be convenient to adopt a notation which
is different to that employed in the main body of the
paper. Thus, the equation of interest will be written
as

y=XB +u (B.1)

where y is a n by 1 vector of observations on an endogen-
ous variable, X is a n by k matrix of observations on
endogenous, lagged endogenous, exogenous and lagged exo-
genous variables, B is k by 1 vector of unknown coefficients
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and u is a n by 1 vector of errors. Also, the n by m

(m > k) matrix Z contains the observations on the instru-
mental variables used to obtain the IV estimator

B = (0 Txy = e lxy, (5.2)
where X = Z(Z'z)-lz'X. If z is the observation matrix for
all the predetermined variables of the complete system con-
taining equation (B.1), then B is the 2SLS estimator. The
residuals will be denoted by u,, SO that

(;l’ cees u)' = u=y-XB (B.3)

and the implied estimates of the error variance and auto-
correlations will be taken as

"2 -1.n"2

= .4
o n Zlut (B.4)
and
r(j) = Z_]"‘lt - J/E =1, 2, «..y (B.5)
respectively.

Suppose that the significance of the first p residual
autocorrelations is to be investigated in order to test
the assumption that the errors of (B.1l) are serially inde-
pendent. The joint asymptotic distribution of (r(I1), ...,
r(p)) under the null hypothesis can be deduced from results
derived by Sargan (1976). If W is a n by p matrix consis-
ting of the p lagged values of the residual vector u (i.e.

a typical element w, ., is equal to u, ., t=1, ..., n and i=l,

ti t-1

.++s D), then Sargan's (1976) findings imply that
A A l e A N el A

8(p) = W'WIW'W-W' X(X'X) ~X'W-W' X(X'X) X WHW' X(X' X" X'W]-l

W'u/02 (B.6)

is the appropriate criterion for testing the significance

of (r(1), ..., r(p)) . The statistic 6(p) is asymptotically
distributed as Xz(p) when the errors of (B.1l) are serially
independent.

Note that no alternative hypothesis has been specified,
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so that 6(p) is a pure significance test in the spirit of
the Box-Pierce (1970) procedure. It is, however, simple

to modify this approach in order to restrict attention to
some subset of the first p residual autocorrelations, e.g.
if a quarterly relationship is being considered, then r(4),
r(8) etc. might be of particular interest.

FOOTNOTES

The authors are grateful to Christine Godfrey, J.M.
Malcomson, G.E. Mizon and the referee for their helpful
comments.

See Silvey (1959) for a discussion of the general LM
procedure, and Breusch (1978a) and Godfrey (1978b) for
more detailed accounts of LM tests for autocorrelated
errors.

It is assumed that the initial value U, is zero, but

this assumption is unimportant as far as asymptotic
properties are concerned. Moreover, the LM test
statistic proposed below would not be affected if U,
were treated as a random variable.

The factor of 2 appears in the expression for the
Lagrangean S*(B, p, X) in order to simplify later
analysis.

The transformations required to convert A of (2.4) into
an autocovariance (division by n), or an autocorrelation

(division by Zu ) will not affect the form of the LM
statistic.

Note that the coefficients of yt_lin (2,7) and €y

in (2.8) sum to zero. For the purpose of constructing
tests of the assumption of serial independence, it will
be assumed that the coefficients of the autocorrelation
model of the alternative hypothesis are functionally
independent of those in the regression equation.
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10.

11.

12.

13.

14.

15.

A test against autoregressive errors based upon least
squares estimation of (2.11) was proposed by Durbin
(1970).

See Wallis {1972) for an interesting discussion of
quarterly models and autocorrelation.

See Aldrich (1978) for a derivation of the Z~test by
means of the LM approach.

The form of the denominator of the test statistics
depeads upon the order of the systematic dynamics,
see Godfrey and Tremayne (1979) for details.

Godfrey and Tremayne (1979) also examined the appropriate
"nxR2" test and found that its small sample performance

.. 2
was very similar to that of h4.

There are, of course, dangers associated with starting
from very simple models and then trying to work towards
more general ones using the results of tests for misspeci-
fication. Hendry (1979) provides a valuable discussion
of this method of model building and of the alternative
"general to specific" approach. It is, however, always
possible that any specified "general" model is inadequate
and so diagnostic checks are still important. Also see
Mizon (1977, Section 3).

The Box~Pierce and Ljung-Box procedures do not require
the specification of an alternative hypothesis and so
are pure significance tests.

See Hendry (1977) for some evidence which supports the
use of autoregressive schemes as approximations to more
complex error models., It is, however, important not

to restrict attention to low order autoregressive models,
see Hendry (1977) and Newbold and Davies (1978).

The test statistic is, of course, only asymptotically
distributed as x?(r) under the null hypothesis of
correct specification.
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16.

17.

18.

19.

20.

21.

22,

23,

24,

25.
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It also seems that Maritz (1978) did not correct all

the errors contained in Guilkey's derivation, see
Breusch (1978b, Ch. 5).

A general analysis of testing for misspecification
after estimation by the IV method is provided in an
important unpublished paper by Sargan (1976).

The LR test involves comparing the maximised likelihoods
from FIML estimation of the null model (3.1)-(3.2) and
the alternative model (3.8)-(3.9).

See Koopmans and Hood (1953, Section 5.5) for a dis-
cussion of concentrating likelihood functions.

This specification does not imply that cross serial
correlations between the equations' errors are zero,
except in the special case when E(etzetg) = 0.

Godfrey (1976) has obtained the MLM test of py7 = 0

but his approach does not lead to simple implementa-
tion without modification of existing programmes.
Godfrey's test is derived using Durbin's (1970) theorem,
rather than the LM approach.

The p pre-sample residuals appearing in (3.13), i.e.
(uol’ ey ul—p,l) can all be set equal to zero as

suggested in Section 2,

Note that the researcher can choose which lagged
variables to use and how many to add to the instru-
ments of the original system, provided, of course, that
the total number of instrumental variables is at

least equal to the number of parameters of (3.13).

Fisk (1967) argues that it is unlikely that cross serial
correlations will be non-zero when the autocorrelations
of a series are zero and that, in most cases, it will

be sufficient to test the serial independence assumption
by examining autocorrelations of the latter type.

Breusch (1978b, Chapter 5) has obtained some results

on the asymptotic relationship between the w(I) and
8(1) tests. These results are, however, for fairly
special cases in which both the pij and the instruments
are restricted.
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26. There is some evidence that the small sample perfor-
mance of the LM procedure can be unsatisfactory if
the selected alternative is greatly overspecified.

27. The importance of starting from general models is
again to be emphasised.

28. This LM test is also appropriate when the alternative
is the first order vector moving average process and
the generalisations to higher order alternatives are
straightforward.

29, The actual expression for the C(a) test against vector
autoregression will, of course, be fairly complicated,
but calculating the sample value of the test statistic
will have a very small marginal cost once an appropriate
subroutine has been added to the researcher's estimation
programme,
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DISCUSSION: DENISE R. OSBORN

This paper presents an admirable explanation of how the
Lagrange multiplier (LM) technique can be used in practice
to provide simple and flexible tests for autocorrelation
in a wide variety of dynamic econometric models. Many of
the results quoted in their paper are due to the two
authors, and they are to be congratulated on making these
so accessible to non-specialists.

In my view, one of the great advantages of LM tests is
that they force us to think about the alternative hypothesis
when we specify the null of zero autocorrelation: there is
no longer any excuse for using the first-order auto-
regressive model as a dustbin into which we throw any model
misspecification or autocorrelated error structure. When
quarterly data are used, a joint test against first- and
fourth-order autocorrelation is often appropriate, and such
a test can now easily be carried out. There is, of course,
a problem in that the LM statistics do not discriminate
between autoregressive and moving average alternatives.

One case in which the appropriate hypothesis to be
tested may not be clear is in the Koyck lag model, which
leads to equations (2.7) and (2.8) of the paper. These
equations may be written as

Yp = Bep v oy, gty

Up T Bp T UELg

with the restriction a + u = 0. From here the equation
usually estimated is obtained by introducing the simplifi-
cations:

(1) o+ u=0;
(i1) u = 0.

The first is then typically ignored, with any subsequent
test for misspecification being based on the second
simplification. Is, however, the appropriate test here
simply a test for a moving average error process? Since
the authors have introduced the Kovck model in order to
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motivate tests against moving average errors, I do not aim
to criticise them for considering only a test of u = 0.

My point is that where possible sources of misspecification
are apparent, modelbuilders should seek appropriate
statistics to test against these misspecifications.

Moving on to consider more technical matters, Section 2
of the paper introduces two LM tests for the regression
model (2.10) with the alternative to independence of the
Uy being given by equation (2.5). More compactly, the

model 1is

y =X +u

u=0p+c¢
p

with y, u, € all nx1; the other dimensions are X nxk,

Up nxp, B kxI, p pxI. The Zth column of Up contains Uiy

t =1,...,n where Uy = 0O, s £ 0. Under the null hypothesis

that p = O, the model is estimated by ordinary least squares
to yield the residual vector # and lagged residual matrix
Up. Now, the two variants discussed for the LM test of

p = 0 both employ the regression (2.11), that is the
regression

u = Xy + @pp + 7 (1)

The statistics are then obtained as:

1. nXR2 from this regression. That is,

Ao N LT
LM, = uw'U_[U “(I - N)U U “u 2
7 p[ |2 ( ) p] p /O ( )
where N = X(X‘X)_ZX’ and 32 = u’u/n. 1In terms of the
references of the paper, (2) is (16) of Godfrey (1978b).

2. p times the F statistic for testing p = 0. Using the
restricted and unrestricted residual sum of squares (RRSS
and URSS respectively) from the regression (1), we are
interested in
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_ RRSS - URSS

LMy = DRG] trk=p) (3)

Now, since X’z = O
RRSS = u’u (3a)
and hence

A A A~ A PP, DA
URSS = u'n - w'U [U "I - MU ] U~ 3b
p[p( )p] L u (3b)

Comparing LMZ and LMZ’ the numerators of the two statistics

are identical and

A A
-

WU o oA ~os S
LM& > LMé as — S u{l - Up[Up (I - N)Up] Up Yu/ (n~-k-p)

. s ~o=17 .
Since U _[U_“(I - N)U U~ 1is positive semi-definite

A A ~ ~ ~ ~ __-ZA N 7
wuzu{l-U[U"(I~-NU U “}u, but n > n—k-p so that
p[ b ( ) p] b u P so tha

there is no simple inequality relationship between the two
LM statistics. Also, the Monte Carlo studies have so far

employed only LMJ, so there is no evidence on the relative
finite sample performances of the LMz and LM2 statistics.

The differences could, clearly, be important.

Finally, I would like to point out that the authors'
results on testing the null hypothesis of no autocorre-
lation against the alternative of a moving average model
are more general than they have claimed. They derive the
LM statistic assuming that the moving average estimation
criterion is to minimise the residual sum of squares with
"starting residuals" set to zero: the same statistic will,
however, be obtained if the criterion is to maximise the
exact likelihood function for the moving average process.!

Consider, first, the simple model (2.1) with u, following

t
the first-order process (2.8), using the equations of the
paper. Assuming normality and after concentrating with

2 . . . . .
respect to Tos the log likelihood function is, excluding
constants,
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L(8,w) = = = log|K7K| = % log 5(8,v) “)
¢ 2
where S(B,u) = ) [Et(B,U)]

t=0

and e (Bsw) =y, - Bx, —ue, (B0, t =z 1.

The matrix K depends only on u, and in this first-order
case

2(n+l
" ( )

1 - u2

kK] = =

Although eO(B,u) in general depends on all the observations
Y, and x, as well as B and yu, EO(B,O) = (0. The exact

likelihood function for the moving average process is
derived by Box and Jenkins (1970, appendix A 7.4) and
discussed by, among others, Osborn (1976). Clearly,
maximum likelihood estimates may be obtained by minimising
-2L(B,1), so that the constrained optimisation problem can
be solved using the first-order conditions for the
Lagrangian function

L*(B,u,\) = Zog|K’K| + n log S(B,u) + 2\u (5)

Evaluating BL*(é,ﬂ,i)/au at § = 0, the term in IK’K[ drops
out and

BL*(B,0,8) _ _m _ 35(B,0) , o5 _ )
o 5,00 M
where
o e (8,0
35(B,0) _ ’zz . (5.0) e, (8,0)
du 20 7 du
n Bst(é,O)
=2 z et(B,O) BT (7
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as EO(E,O) = 0. Except for the factor of n/S(R,0) which

does not affect the LM statistic, this gives A as in the
paper.

Generalising this likelihood discussion is not
difficult: for a gqth order moving average and X regressor
variables, B is kxI while u,X and eO(B,u) are all gxI1. The
likelihood can still be written as in (4), with the
summation in S(B,n) now extending from I-q to » and with
the expression for et(B,u) appropriately generalised. The

vector EO(B,O) = 0, while X“K can be written as
K°K=1I+ A4

where A involves only products and sums of the elements of
L. Suitably interpreted in vector terms (the lower limit
of summation in S(B,u) being amended), the logic follows
through to reach again (7); hence the same LM statistic is
obtained as when the criterion function of the paper is
used.
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FOOTNOTE

1. This discussion is intentionally limited to the exact
likelihood function for the error process: 1if the
model contains lagged dependent variables among the
regressors, the exact likelihood function for all the
coefficients will be more complicated.



5. ESTIMATING CONTINUOUS CONSUMER EQUIVALENCE SCALES
IN AN EXPENDITURE MODEL WITH LABOUR SUPPLY

Richard W. Blundell

1. Introduction!

In this paper we shall be concerned with the estimation
of consumer equivalence scales using a single cross-section
of data. We develop a model of household behaviour that
considers both the labour supply and commodity demand
decisions of the household. In particular we analyse male
and female participation decisions jointly with the demand
for goods. Incorporating the labour supply (leisure demand)
decision into the analysis introduces a price (the marginal
wage rate) which naturally varies over the cross-section
and therefore aids the identification of the underlying
composition parameters. Precisely how we specify this
joint decision turns out to be crucially important. Recent
additions to the literature on demand analysis, see
for example, Barnett (1979), have stressed the
restrictiveness of the traditional specification which
assumes separability between goods and leisure. It is not
difficult to see that if separability is assumed, all goods
become substitutes for leisure. However, if separability
is not a priori acceptable, demand systems and Engel curves
that exclude the marginal price of leisure are misspecified.
Indeed, it would be incorrect to assume the existence of a
utility measure defined over goods alone, commonly used in
welfare comparisons across households.

By providing detailed data on composition and labour
supply for individual households, the U.K. Family Expenditure
Surveys are ideal for the study of household composition
effects in a leisure goods choice model. The composition
data allows a close analysis of age effects in household
decisions and in turn accurate estimation of the underlying
equivalence scales. The labour supply data, apart from
identifying these equivalence scales, allows us to test, and
not impose a priori, separability between goods and leisure.
We should, of course, always model female labour supply as
well as male labour supply as it is likely that female
participation is at least as responsive to price, income and

111
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demographic changes.

Incorporation of the female labour supply decision leads
to certain complications since, if she is a secondary
worker in a household, she will have the choice of whether
to work or not. As we shall see, this implies that one
dependent variable in our model, female labour income,
although constrained to be non-negative may often take the
value zero. Such limited dependent variable models are
well known in the literature and were considered in detail
by Tobin (1958) subsequently to be known as Tobit models.
However, fully efficient estimation requires the maximi-
sation of a 'non-standard' likelihood function and a
computationally more tractable method of estimation may be
preferred. The simple alternative of selecting only those
observations for which the female participates produces
inconsistent estimates of all the parameters, including the
equivalence scales, when the usual joint least squares
procedure is applied to the selected sample. Consistent
estimation is nevertheless possible without resorting to
the full Tobit procedure once it is seen, following
Heckman (1976, 1979), that the sample selection bias can
be corrected by the inclusion of an additional variable in
each equation of the system.

In order to introduce equivalence scales into a system
of household expenditure and labour supply equations and
in order to test the separability hypothesis, a fully
integrable model of household behaviour is essential. The
model we choose is a generalisation of one suggested by
Muellbauer (1980) and is described in Section 2 of this
paper. It has the advantage of being quasi-homothetic
(linear cost function) resulting in an essentially linear-
in-variables expenditure system. Its disadvantage however,
springs from its linearity, and in our empirical example we
see it only as an approximation over some range of
expenditure, TFor this example, we use a single cross-
section of individual household data from the 1974 U.K.
Family Expenditure Survey, and even though the price of
goods is assumed constant over the cross—section, variation
in the marginal wage is sufficient to identify all the
parameters necessary for the purposes of this study. To
specify the equivalence scales in such a way as to allow
flexibility without over—parameterisation we use the cubic
spline technique. This turns out to be a rather convenient
method of imposing continuity on age effects and is
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described in detail in Section 3. Section 4 discusses the
estimation problem and derives a consistent estimator. In
Section 5 we present estimates of the model with and without
the correction for the sample selection bias and provide a
detailed analysis of the implied equivalence scales.

Section 6 concludes the paper with a brief summary and
evaluation of the empirical results.

2. The Model of Household Behaviour

Barten (1964) proposed that to compare households with
different composition one should define the preferences of
each household, by a strictly quasi-concave utility
function,

U@; 5 9y 5e-e5q, ) 2.1
m

sy, s

where a; is the quantity of good 7 consumed and the cor-
responding deflator m, measures the specific effect on
utility of household composition. Letting p; denote the

price of good ©, the household cost function that solves:
min (Zpiqi | U >0
is given by:

Cp, U) = C(pzmz, PggseesssP, M s U) 2.2

The similarity between price and household composition
effects in 2.2 imply very simple generalisations of the
traditional individual demand models.

In this study, the cost function is specified directly
as this leads immediately to both the demand equations and
the true cost-of-living index useful to a study of equiva-
lence scales. To begin with, let us specify the following
quasi-homothetic form of 2.2 suggested by Gorman (1976),

Cp, U) =alp) + b(p) U 2.3

where a(p) and b(p) are concave, linear homogeneous
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functions in p. In our model we shall only let the fixed
cost a(p) depend on household composition, in particular
we shall write:

n
a(p) = ) p.y.m. 2.4

This form of the cost function corresponds to the trans-
lation method of incorporating composition effects
developed by Pollak and Wales (1978). We note that
choosing a Cobb-Douglas form for b(p) would lead to
equivalence between the Barten and translation methods.

In order to identify the parameters and to test the
hypothesis of separability between goods and leisure,
implicit in a form such as 2.2, we introduce the household
labour supply decision. We suppose that each household
has a male and female worker facing marginal wage rates
W and wf. The full income budget constraint for the

household is given by:
' =
p'q + mem + wflf w I+ waf +y 2.5

where 1, and 7_ represent leisure time, T, and T_ the
f m f m

maximum time available for leisure activities and ¥y
unearned income. The supply of hours is then given by

hi = Ti - Zi for 7 = m,f.

The cost function we choose to represent household
preferences over goods and leisure is a generalisation of
the form 2.3 suggested by Muellbauer (1980) and given by:

C(p, Ve Vs U) =a(p) + wfdf(zz) +w d (p)

0 5]

f w Ty 2.6
m

O v

where ef.+ em = 0 and U is a household utility measure

similar to 2.1 but defined over leisure as well as goods.
The functions d_.(p) and d%(g) satisfy the usual homogeneity

!
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and concavity properties. If df and dm are independent

of prices p, then we shall see that leisure is separable
from goods, otherwise this model allows for both substitutes
and complements to leisure. The fixed cost a(p) is defined
as in 2.4 above, the other functions for simplicity are
assumed to take the following forms:

di(ED =y, I PJ , Z Gtg =0 for < =mf and
J dJ
bj .
b(p) =Tp., , b. =1,
i’ iV

These forms are not restrictive and are simply used for
illustration. Prices are assumed constant in the cross-—
section and any second order flexible functions in prices
will produce the same cross-section demand functions. In
particular, we are not imposing separability between
commodity groups in the resulting demand model. We would
normally expect df(p) to depend on household composition

as this measures the necessary amount of female 'leisure'
8t
time. In particular we choose the form df(p) =Yf'n pj fb+
J

Yanc where n, is the number of children (0-18 years of age)

in the household. This is a rather crude formulation and
in Blundell and Walker (1980) it is extended to allow for
differing age effects and economies of scale. Nevertheless,
it does, as we shall see, lead to an interesting breakdown
of composition effects on female participation.

The derivatives of the cost function with respect to
W wf.and the p; will generate the labour income and goods

expenditure equations for each household. For the cost
function, 2.6, the implied labour income equations are
given by:

w =w (lT,.-d 1-06,) -9 + (T -d w
fhf e ) ( 2 ply + (T, = d ),

- a()] 2.7
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wmhm = wm(Tm - dm(p)) I - em) - em[y + (Tf - df(p))wf.

- a(] 2.8

Referring to the above discussion on composition effects
in female participation, we see that in 2.7 the necessary
leisure effect 4f(p) has an opposite sign to the necessary

expenditure effect a(p). For households with young
children we would expect df(p) to dominate whereas for

households with older children a(p) would dominate. The
goods expenditures are a generalisation of the familiar
linear expenditure system and are given by:

Py = Py + Y piip + V8,0, + (1 = 0)bi [y
+ (Tf - f(p))wf + (T, - d (®P)w, - aP)]2.9

The compensated substitution effects for goods and male
leisure, for example, are given by:

Ym6m¢ bi
S. = + (1 -0 =T -d) -=hn) 2.10
im p; p; m m m

for all 2 = 1,....,n.
We see that separability of goods from male leisure implies
that v § . are zero for all 7 with a similar condition

for female leisure. Given the form of the expenditure
equations 2.9, this allows a simple test of separability.

3. Specification of the Equivalence Scale Parameters

In order to estimate equivalence scales from the
composition variables me, we need to model explicitly the

relationship between this variable and the demographic
characteristics of the household. Let us suppose that
there are D age groups and associated with each age group
g, there are ng members in the household. We then write:
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D
m. = 2 e. n for all 2 =1,....,n 3.1
7 Lo Tig g
g=1
or
m. =el!ln 3.2
T =T =

where the e, are the specific equivalence scales for
good 7.

If we have detailed age data, a parsimonious represen-—
tation of the equivalence scales is required. We could set

all eig = 1, then m. = N the total number of persons in

each household. A slightly less restrictive alternative
is that e. = e. for children and e. = 1 for adults,
19 7 g

allowing a separate but constant child scale for each good.
However, it seems more likely that age has a significant
and continuously changing effect on consumption. We could
suggest that structural changes in behaviour occur, in mid-
teens and late twenties for example, but not so as to
destroy the overall continuity of behaviour. We wish to
impose a continuous, albeit fairly flexible, structure on

e, seen as a function of age.

The cubic spline technique satisfies these properties
while allowing a significant reduction in the number of
parameters estimated. We assume that between each point of
structural change, the function is at most a cubic, but at
these points a change in behaviour is represented by a jump
in the third derivative, preserving continuity.

Suppose we can 1dent1fy k - 1 such possible points at

ages gl, 92,....,gk 79 then our spline, for each good, is
given by:
k-1
_ 2 3 =9
e(g) =6 Spag T % Spu0d *+ 8,,20° + jZ] aj(g Qj)+ 3.3

- 3 A -

- 3 (g_g ‘) lf g >
d
where (g - g.), = _
J 0 ifgsg,
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and Si, 2=1,....,k=3 are unknown parameters.

From 3.3 we know the form of e; for all g, so given
observations at particular ages we could substitute ei(g)

directly into our model, However, for practical application
we follow Poirier (1976) and derive an alternative
expression below. For this study we also restrict the
second derivative of e, at §0 to be zero and the first

derivative at §k to be zero, imposing a certain stability

of behaviour with age, which seems a priori reasonable.
These two restrictions reduce the number of equivalence
scale parameters for each commodity to k+I,

In particular, we choose to write these cubic spline
restrictions on our equivalence scale parameters as:

e. =We. for all <=1,.,...,n 3.4
—1

where e is a k x 1 vector of coordinates corresponding to
50, 51"""§k and ¥ is a known transformation matrix,
details of which are given in Appendix Al. Given g, we can
use 3.4 to generate estimates of e; that satisfy the
smoothness conditions outlined above. For estimation
purposes we therefore combine 3.2 and 3.4 to write:

m.=n'We.
T = =

which after substitution into our expenditure equations
2.9, provides an essentially linear-in-variables expenditure
and income system for each household.

Identification of the equivalence scale parameters in
this model derives from the introduction of the labour
supply decision. The coefficients of the wages rates that
now appear on the right hand side of each equation allow

i i i S A S . -
us to find unique estimates of the Yf £i and Yoo Para

meters. Given these, the composition terms pY;m; can be

identified from the composition parameters in the expendi-
ture equations. This is to be contrasted with the more
traditional model where we exclude the labour supply
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equations and treat labour income as exogenous. In this
case, as pointed out by Muellbauer (1974), the Py M

terms are not identified in a single cross-section due to
the adding up restrictions. We can only identify n-I terms
and a suitable restriction has to be placed on one of them.
Finding such a plausible restriction is rather difficult
and unsatisfactory. In our model the equivalence scale
parameters are identified whether df and dm depend on

composition or not., We choose dm to be independent of

composition for a priori reasons and not in order to
identify the equivalence scale parameters.

4. Estimation

We are now in a position to write a stochastic version
of the whole system 2.7 - 2.9 as:

Yi = X'Bi + e for all 7=1,....,n,f,m 4.1

where the Bi are non-linear functions of the underlying

parameters, Yi =Psq; for 7=1,....,n, Yf = wfhf and

Ym = wmhm' All dependent variables in this or any other

expenditure system are constrained to be non-negative, but

as we shall see, this is unimportant provided the probability
of attaining the zero limit is very small. For female

labour income this is not the case since we often observe

a zero value.

The inconsistency that arises when estimating a system
like 4.1 using joint least squares on a selected sample
where Yf > 0, can be seen from an examination of the

expectation of the disturbances conditioning on Yf > 0,
We have:

E(af[yf>0)=5(ef[ef>-X'sf)¢0 4.2

and similarly

E(Ei > - X’BfJ z 0 for all Z=1,....,n,m 4.3

l €f
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provided E(efgi) = ofi z 0.

Following Tallis (1961) we can be more precise about
these conditional expectations. First we note that the
probability of Ef > - X’Bf is given by 1 - F(Lf) where

L,.=-X'B F being the cumulative standard normal
f f/of‘ ’ g

distribution function and Of = chf' Given this, the

conditional expectation 4.2 can be written:

E(e g, > = X'"B.) =0, 4ob
ep | ey P T
7L

where Af =37z F(LfJ and f is the standard normal
density function. Similarly, we may write:

Ofi

d ! = ———— '=

E(e, | ep> - X'Be o A for all Z=l,...,mym 4.5

In most empirical work both fKLfJ and F(LfJ are close
enough to zero for Af’ and therefore the conditional

expectations 4.4 and 4.5, to be taken as zero. However,
in the case of female labour supply, Af may be quite

different from zero for many observations. Consistent
estimation on the selected sample is possible provided we
include the variable A, in each equation of the system.
We have: J

G oA
1 .
Y. = X8 + ~O£— Aot v, for all d=l....,mmf 4.6
f
and we note that E(Ui I Yf > 0) = 0 for all <.

It is important to notice that the covariance structure
of the vi's is heteroskedastic. The exact form is deriv-

able from the results on the second moments of truncated
multivariate normal random variables and is given by:
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2 _ L2
_ L2
B, | €p> T XBE)= 0o, (14 Leho = 2T) 4.7
2 %ir ? 2
1
E@, | ef.>—XBf)=o7,.,L. (1 + 507 (fof-xf))
for all Z.

If %f was known for each household,* then consistent
estimation would be possible. If Af is replaced by a

consistent estimate, then consistent estimation of all the
parameters is again available. Such an estimator for A

is given by: £
£
Ao = — 4.8
I -F(@{L
(f')
where if = X' Ef
f
and (éf Y is a consistent estimate.
o
of
The problem then is to consistently estimate (éf ) with-
/of

out prior knowledge of Af. Two possibilities seem open.

We could use probit analysis on the whole sample and this
would provide our consistent estimate (see for example
Heckman (1979)). Alternatively, we could extend Amemiya's
(1973) suggestion and use an instrumental variable estimator.
The distinct advantage of this estimator over the probit
estimator is that it only requires data on the selected
sample. A more detailed discussion of the estimator is

given in Appendix A2,

Given the estimator of Af’ with a known limiting distri-
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bution, we can substitute back into system 4.6 and derive
consistent (although not fully efficient) estimates of all
the parameters of the model. In the following section we
present the empirical estimates of this model concentrating
in particular on the separabili<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>