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Foreword

The capabilities of modern technology are rapidly increasing, spurred on to a 
large extent by the tremendous advances in communications and computing.  
Automated vehicles and global wireless connections are some examples of these 
advances.  In order to take advantage of such enhanced capabilities, our need to model 
and manipulate our knowledge of the geophysical world, using compatible 
representations, is also rapidly increasing.  In response to this one fundamental issue 
of great concern in modern geographical research is how to most effectively capture 
the physical world around us in systems like geographical information systems (GIS).  
Making this task even more challenging is the fact that uncertainty plays a pervasive 
role in the representation, analysis and use of geospatial information.  The types of 
uncertainty that appear in geospatial information systems are not the just simple 
randomness of observation, as in weather data, but are manifested in many other forms 
including imprecision, incompleteness and granularization.  Describing the uncertainty 
of the boundaries of deserts and mountains clearly require different tools than those 
provided by probability theory. The multiplicity of modalities of uncertainty appearing 
in GIS requires a variety of formalisms to model these uncertainties.  In light of this it 
is natural that fuzzy set theory has become a topic of intensive interest in many areas 
of geographical research and applications 

This volume, Fuzzy Modeling with Spatial Information for Geographic Problems,
provides many stimulating examples of advances in geographical research based on 
approaches using fuzzy sets and related technologies.  It includes chapters on diverse 
research topics such as spatial directions, geographical interpolation, landscape 
features and spatial decision systems among others.  The editors, Maria Cobb, Vince 
Robinson and Fred Petry provide a snapshot of current topics of research and should 
stimulate work in this area and hopefully encourage more cross-disciplinary efforts 
such as demonstrated by these chapters.  The papers published in this volume should 
be of considerable interest to a broad spectrum of researchers in the fuzzy set and GIS 
areas as well as those engineers who make use of geospatial information in their 
applications and systems.  

Ronald R. Yager 
New York, NY USA 
August 25, 2004 



Preface

This volume, the companion to Flexible Querying and Reasoning in Spatio-

Temporal Databases edited by Rita De Caluwe, Guy De Tre, and Gloria Bordogna, 
focuses on advances in research on approaches to incorporating explicit handling of 
uncertainty, especially by fuzzy sets, to address geographic problems. Over the past 
several years interest in the use of fuzzy approaches has grown across a broad 
spectrum of fields that use spatial information to address geographic problems.  

The reasoning about geographic information representing regions, relations, 
and/or fields is fundamental to any progress in the application of fuzzy sets to 
modeling geographical problems. There are several papers in this volume that advance 
our understanding of these fundamental issues. Hans Guesgen builds on his previous 
work that introduces fuzzy sets into the artificial intelligence community’s RCC 
theory. His results suggest that the formalism developed by converting RCC8 relations 
into fuzzy sets and applying a fuzzy RCC8 algorithm is robust under uncertainty. 
Pascal Matsakis and Dennis Nikitenko focus on issues of modeling fuzzy spatial 
relations. They introduce the Force Histogram (F-histogram) and proceed to illustrate 
that the F-histogram is a valuable tool for extracting directional and topological 
relationship information from two spatial objects exploiting a fuzzification of Allen 
relations.

Much of the research on fuzzy modeling applied to geographical problems is 
based on a geographic information system that represents information as layers and 
uses a field based approach to processing the spatially explicit data. Jörg Verstraete 
and colleagues present their exploration of two types of field based methods for the 
modeling of fuzzy spatial data. They discuss the extended triangulated irregular 
networks and extended bitmap models with respect to fuzzy membership values, fuzzy 
numbers, operations, type-2 fuzzy sets, and possibilistic truth values. Thus, it is an in 
depth exploration of fuzzy extensions to two very important, fundamental models of 
geographic information. 

Sungsoon Hwang and  Jean-Claude Thill model localities as fuzzy regions 
represented as eggs in the egg-yolk model of spatial representation. Their study 
illustrates a real world problem domain where fuzzy regions and linguistic variables 
are shown to be useful in addressing the problem of pinpointing the location of a 
traffic accident given limited and imprecise (e.g. linguistic) information. In the case of 
emergency dispatch operations, the outcome of this process could have profound 
consequences. 

One of the most common approaches to fuzzy modeling of spatial data for 
geographical problem solving consists of constructing a fuzzy classification. The 
fuzzy k-means algorithm has a long history of being applied to geographical problems. 
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Zhijan Liu and Roy George propose an extension to the fuzzy k-means algorithm to 
account for both spatial and temporal data. They demonstrate its utility in another 
important problem area of geographical data analysis, namely data mining, by 
showing that it is able to identify interesting phenomena with a large weather data set. 
Cidália Fonte and Weldon Lodwick identify four different sources of fuzziness in their 
two phase classification procedure. For each source of fuzziness, a method to compute 
the membership grades for fuzzy geographical entities is presented, based on semantic 
interpretation of the grades of membership. These semantic interpretations are the 
likelihood view, the random set view and the similarity view. They show that these 
semantic interpretations are suitable for construction of fuzzy geographical entities.  

Although spatial interpolation is a commonly used technique in geographical 
analysis, the use of fuzzy spatial interpolation is not yet widespread, especially when 
incorporating temporal dynamics. Suzana Dragi evi  presents the potential of using 
fuzzy set theory to deal with imperfect geographic data and entities when applying 
GIS based spatial and spatio-temporal interpolation. 

Susan Kratochwill and Josef Benedikt present the argument that the uncertainty 
inherent in geographic information systems is due to the semantics of categorization 
using linguistic symbols in a process of communication. They go on to present the 
Talking Space platform for mapping spatial knowledge with uncertainty. Ferdinando 
Di Martino and colleagues show how the FUZZY-SRA software tool is used to 
evaluate the reliability of environmental data for the island of Procida. 

Landscape features have long been recognized as being inherently fuzzy 
concepts whose inherent fuzziness has historically been difficult to represent in a 
manner that is flexible enough to be useful in any but a single problem domain 
operating at a single scale. Xun Shi and colleagues present a similarity-based method 
for deriving fuzzy representation of terrain features such as ridges (broad vs narrow), 
headwaters, and “knobs” that is computationally efficient, effective and flexible. Peter 
Fisher and colleagues explain the effect that scale has on how landscape features can 
be modeled using fuzzy sets. This paper represents one of the first to explicitly model 
landscape morphometry at multiple scales using fuzzy sets. 

With the rapid escalation in computational technology and digital geographic 
data fuzzy modeling of spatial data has become increasingly important in those 
applications where decision making is of utmost importance. Frank Witlox and Ben 
Derudder elaborate on fuzzy decision tables as an important addition to qualitative 
modeling. They show it is possible to explicate the imprecision involved in the 
decision making process through use of fuzzy decision tables and discuss possible 
limitations, especially in relation to the use of fuzzy knowledge based systems. Ashley 
Morris and Piotr Jankowski present the FOOSBALL system that allows for multiple 
criteria fuzzy queries over an object oriented spatial database. Vince Robinson and 
Phil Graniero present a computational framework and methodology for modeling 
small mammals as mobile fuzzy agents making decisions during their dispersal 
process.  



Preface ix

This book has the two aims. One is to stimulate further research in both the 
theory and application of fuzzy sets to spatial information management and geographic 
problem solving. The other is to show the advances in research that have matured to 
the point that we find fuzzy modeling being used by geoscientists, computer scientists, 
geographers, ecologists, engineers, and others.  
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1. Fuzzy Reasoning about Geographic Regions

Hans Werner Guesgen

Computer Science Department, University of Auckland
Private Bag 92019, Auckland, New Zealand
hans@cs.auckland.ac.nz

Abstract. Reasoning about geographic regions, like forests, lakes, cities, etc., often involves
uncertainty and imprecision. For example, when we talk about a region like the city of Auck-
land, we usually do not know exactly the boundaries of that region. Nevertheless, we are able
to reason about such a region. Or if we hear on the radio that a cold front is moving in from
Antarctica, we can estimate when it will reach New Zealand, although we might not be able
to determine with certainty the exact relation between the area covered by the cold front and
the one that is referred to as New Zealand.

Recently, the RCC theory has gained a particular interest in the AI research community
as formalism to reason about regions. This first-order theory is based on a primitive relation,
called connectedness, and uses eight topological relations, defined on the basis of connect-
edness, to provide a framework to reason about regions. Lehmann and Cohn have introduced
an extension to the RCC theory, which deals with imprecision in spatial representations. Our
work carries on from there by applying fuzzy sets to the RCC theory and introducing a uni-
form framework to reason about geographic regions under uncertainty and imprecision.

1.1. Introduction

In the last two decades, the amount of work on formalisms based on spatial relations
has increased steadily. Early approaches mainly used extensions of Allen’s interval
algebra (Allen, 1983) for reasoning about space. In (Guesgen and Hertzberg, 1993),
for example, we introduce a form of spatial reasoning that extends Allen’s relations
to the three dimensions of space by applying very simple methods for constructing
higher-dimensional models and for reasoning about them. Freksa (1990) uses the
same set of relations and shows that for an important class of problems, only a small
subset of all possible combinations of spatial relations can occur. By restricting
himself to sets of conceptually neighboring relations, he can restrict the complexity
of the constraint satisfaction algorithms significantly.

Hernández (1991) introduces an extension of Allen’s approach to represent the
spatial features occurring in 2D projections of 3D scenes. He suggests to establish
spatial relations between objects by splitting them up into two aspects: projection
and orientation. Mukerjee and Joe’s work (1990) is similar to Hernández’s approach.
Objects of a two-dimensional world are characterized by the directions in which the
objects are moving and by associating with the objects trajectories along which they
are moving.

Kettani and Moulin (1999) use the notion of spatial conceptual maps to generate
and describe routes in a qualitative way. Their spatial models are based on the notion
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of object influence areas. These areas determine how people reason about objects,
evaluate metric measures, qualify distances between objects, etc. Musto et al. (2000)
also use a qualitative approach to describe routes (or courses of motion, as they call
them). They use qualitative motion vectors to abstract from irrelevant details of a
course of motion.

Recently, the RCC theory (Randell et al., 1992) has gained a particular interest
in the AI research community as formalism to reason about regions. This first-order
theory is based on a primitive relation, called connectedness, and uses eight topo-
logical relations, defined on the basis of connectedness, to provide a framework
to reason about regions. Lehmann and Cohn (Lehmann and Cohn, 1994) have in-
troduced an extension to the RCC theory, which deals with imprecision in spatial
representations. Our own work (Guesgen, 2002, 2003) carries on from this work
by introducing fuzzy sets into the RCC theory. This chapter builds on our previous
results and introduces a uniform framework based on fuzzy sets to reason about
geographic regions under uncertainty and imprecision.

1.2. The RCC Theory

The idea of using relations to reason about spatio-temporal information dates back
at least to the beginning of the eighties, when Allen (1983) introduced an interval
logic for reasoning about relations between time intervals. Although Allen’s logic
can be used to reason about two-dimensional space (Guesgen, 1989), it often leads
to counterintuitive results. For example, consider two rectangular-shaped regions,
one of which is not aligned to the reference axes (see Figure 1.1). Using Allen’s

�
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�� ���

��

�
�
�
�
�
�
�
�
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�
�
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�

�

Fig. 1.1. The relations between two rectangles with respect to the �-axis and �-axis, where �

denotes the Allen relation ������.

relations to describe the relationships between the projections of the rectangles on
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to the �-axis and �-axis, respectively, would lead to a counterintuitive description:
both projections suggest the ������ relations, although the two rectangles do not
have any area in common.

The RCC theory (Randell et al., 1992) avoids this problem by defining the rela-
tion between two regions based on their topological properties and therefore inde-
pendently of any coordinate system. The basis of the RCC theory is the connection
relation, �, which is a reflexive and symmetric relation, satisfying the following
axioms:

1. For each region � : ������
2. For each pair of regions � , � : ����� � � ������

From this relation, additional relations can be derived, which can be arranged in a
lattice structure as shown in Figure 1.2. From these relations, the ���� relations
can be selected, which are jointly exhaustive and pairwise disjoint: 1

���� � �	��
�����

���������������������

There are different ways to reason about ���� relations. Since the RCC theory
is expressed in first-order predicate logic, theorem provers can be used to infer new
relations from a set of given ones. More popular, however, is reasoning based on a
composition table such as the one shown in Figure 1.3, which describes how rela-
tions depend on each other. In particular, given the relation �� between the regions
� and � , and the relation �� between the regions � and �, the composition table
determines the relation �� between the regions � and �, i.e., �� � �� Æ ��. In
the case of a set of regions with more than three regions, the composition table can
be applied repeatedly to three-element subsets of the set of regions until no more
relations can be updated, resulting in a set of relations that is locally consistent.

1.3. Uncertainty and Imprecision in Spatial Relations

Reasoning about space often has to deal with some form of uncertainty or impre-
cision. Referring to the example used before, when we talk about a region like the
city of Auckland, we usually do not know exactly where the boundaries are for
that region. Nevertheless, we are perfectly capable of reasoning about such a re-
gion, like determining the landmarks that are a part of (��� or ����) Auckland.
Or if we hear on the radio that a cold front is moving in from Antarctica, we can
estimate when this front “connects” to New Zealand, although we might not be
able to determine with certainty whether, at that time, the cold front will be discon-
nected from (	�), externally connected to (
�), or already partially overlapping
(��) New Zealand. This chapter uses fuzzy logic to deal with this type of issues.
Our approach is based on the concept of conceptual neighbors, which was first in-
troduced by Freksa (1992) for Allen relations and later applied to the RCC theory
(Cohn et al., 1997; Cohn and Gotts, 1996).

1 See Figure 1.4 for a graphical illustration of the ���� relations.
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NTPPPO TPP EQ TPPi NTPPi DC

PPiPP

P Pi

O

EC

C DR

Relation and its interpretation Definition of the relation

������ � ������ �
�� disconnected from � �

����� � ��������� � ���� � ��
�� part of � �

������ � ����� � � �������
�� proper part of � �

������ � ����� � � ������
�� identical with � �

����� � ��������� � ���� � ��
�� overlaps � �

������ � ������ �
�� discrete from � �

������ � ����� � � ������ � � �������
�� partially overlaps � �

������ � ����� � � ������ �
�� externally connected to � �

������� � ������ � � ���������� � ����� � ��
�� tangential proper part of � �

�������� � ������ � � ����������� � ����� � ��
�� nontangential proper part of � �

Fig. 1.2. Spatial relations derived from the connection relation, arranged in a lattice structure.
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DC EC PO TPP NTPP TPPi NTPPi EQ

DC no DR, PO DR, PO DR, PO DR, PO DC DC DC
info PP PP PP PP

EC DR, PO DR, PO DR, PO EC, PO PO, PP DR DC EC
PPi TPP, TPi PP PP

PO DR, PO DR, PO no PO, PP PO, PP DR, PO DR, PO PO
PPi PPi info PPi PPi

TPP DC DR DR, PO PP NTPP DR, PO DR, PO TPP
PP TPP, TPi PPi

NTPP DC DC DR, PO NTPP NTPP DR, PO no NTPP
PP PP info

TPPi DR, PO EC, PO PO, PPi PO, TPP PO, PP PPi NTPPi TPPi
PPi PPi TPi

NTPPi DR, PO PO, PPi PO, PPi PO, PPi O NTPPi NTPPi NTPPi
PPi

EQ DC EC PO TPP NTPP TPPi NTPPi EQ

Fig. 1.3. Composition table for the ���� relations. The entry at row �� and column �� in
the table denotes the possible relations between the regions � and �, assuming that �� is the
relation between the regions � and � , and �� the relation between the regions � and �.

Two relations on regions� and � are conceptual neighbors if the shape of� or
� can be continuously deformed such that one relation is transformed into the other
relation without passing through a third relation. Figure 1.4 shows the conceptual

��
��
�

��
��
�

������ �

��
��
�

��
��
�

������ �

��
��
�

��
��
�

������ �

�
�
�

�
�
�

������� �

��
��

�

��
��
�

��
��
�

�
������ �

��
��

�

��
��
�

���	���� �

�
�
��

�
�
��


������� �

��
��

�

��
��
�

��
��

�

��
��
�


���	���� �

Fig. 1.4. The ���� relations arranged in a graphs showing the conceptual neighbors.
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neighbors for the ���� relations.
The conceptual neighborhood graph can be used to handle uncertainty in rea-

soning about spatial relations (Guesgen and Hertzberg, 1996). Before we discuss in
detail how this can be achieved, we will make an intermediate step and reformulate
the relation between two given regions � and � as a characteristic function:

�� � ���� �� ��� ��

The function yields a value of 1 if and only if the argument is equal to the ����
relation denoted by the characteristic function:

����
�� �

�
�� if �� � �

�� else

For example, if � and � are externally connected (i.e., ������ �), the relation
between � and � can be defined by the following characteristic function:

��� � ���� ������� � � � �����
� ����� ��� ���� ��� ���� ��� ���� ��� � � ��

The next step is to transform the relation between two regions � and � into a
fuzzy set. A fuzzy set �� of a domain � is a set of ordered pairs, ��� � ��

����, where
� is an element of the underlying domain� and � ��

� � � ��� �� is the membership
function of ��. In other words, instead of specifying whether an element � belongs
to a subset � of � or not, we assign a grade of membership to �. The membership
function replaces the characteristic function of a classical subset of �.

In the context of the ���� relations, instead of having two classes, one with
the accepted relation where �� results in 1 and another with the discarded relations
where �� results in 0, we now assign acceptance grades (or membership grades, to
use the term from fuzzy set theory) with the relations.

The question that arises at this point is how to choose the membership grades.
Assume, for instance, that the only information we have about the regions � and �
is that they are externally connected. Then it makes sense to assign a larger mem-
bership grade to ���� relations closer to �� in the conceptual neighborhood graph
and a smaller membership grade to relations further away. In other words, if the re-
lation is ��, we assign the membership grade 1; if the relation is a neighbor of ��,
we choose a membership grade �� with � � �� � �; if the relation is a neighbor
of a neighbor of ��, we assign a grade �� with �� � �� � �; etc. In the end, the
relation between � and � can be defined by the following membership function:

� ��� � ���� � ������� � � � �����
� ��������� ���� ��� �������� �������� � � ��

Figure 1.5 shows the complete assignment of membership grades.
In some cases, however, we have additional knowledge about the relations be-

tween the regions and can take this into consideration when assigning the member-
ship grades. For example, if � and � are externally connected (i.e., ������ �) and
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Fig. 1.5. The assignment of membership grades to the ���� relations with ������ � as
reference relation, assuming that we do not have additional knowledge about this relation.

moving towards each other, we would assume that neither������ � nor ������ �
can be observed in the next time instance, but all the other relations are plausible
with decreasing membership grades �� � �� � �� � � � � �. In this case:

�
���
� ���� �

���
���� � � � �����

� ����� ��� ���� ��� �������� �������� � � ��

Figure 1.6 illustrates this observation.
In general, movement and deformation is closely related to the notion of direc-

tion. The idea of incorporating directions into a static spatial theory is not new. Renz
(2001), for example, introduces the directed interval algebra, which uses 26 base re-
lations to describe the relationship between two directed intervals. However, this
approach cannot directly be applied to the RCC theory, because movement or de-
formation is not aligned to a particular axis in this theory (see Figure 1.7). A purely
qualitative approach to modeling movements or deformations of regions in the RCC
theory, similar to the one used in the directed interval algebra, would lead to descrip-
tions that are too coarse to make meaningful inferences. On the other hand, precise
mathematical descriptions of movements or deformations are often too complex.
Using membership grades to model movements and deformations is a compromise,
which is both powerful and computationally feasible.

Regardless of whether we have additional information or not, determining the
actual membership grades ������ � � � can be a problem, since there is no general
algorithm for computing the grades. On the other hand, there are experiments show-
ing that membership grades are quite robust, which means that it is not necessary to
have precise estimations of these grades (Bloch, 2000). The explanation given for
this observation is twofold: first, membership grades are used to describe imprecise
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Fig. 1.6. The assignment of membership grades to the ���� relations with ������ � as
reference relation, assuming that � and � are moving towards each other.
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Fig. 1.7. All possible movements/deformations in the directed interval algebra for the �����
relation as opposed to some examples of movements/deformations in the RCC theory for the
�� relation.
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information and therefore do not have to be precise, and second, each individual
membership grade plays only a minor role in the whole reasoning process, as it is
usually combined with several other membership grades.

If the membership grades are combined by using the min/max combination
scheme, as it is the case in the rest of this chapter, we do not need numeric mem-
bership grades but can perform reasoning on symbolic values ������ � � �, which
solves the problem of determining the initial membership grades. The fact that there
is an ordering �� � �� � �� � � � � � on the grades suffices to guarantee that we
can select the largest/smallest grade from a given set of membership grades, which
is essentially what fuzzy reasoning is based upon.

So far, we have only considered atomic relations (i.e., single relations between
regions). Non-atomic ���� relations (i.e., disjunctions of ���� relations) can be
transformed into fuzzy ���� relations by using the same technique as described in
the previous section. A non-atomic ���� relation is given by a set of atomic ����
relations, which is interpreted in a disjunctive way. We therefore transform each
atomic relation in the set into a fuzzy ���� relation and compute the union of the
resulting fuzzy relations.

There are different ways of computing the union, intersection, and complement
of fuzzy sets. Here, we have chosen the min/max combination scheme (Zadeh, 1965)
to define the membership function of the union, intersection, and complement of
fuzzy sets, respectively:

�
�������

��� � �����
���
���� �

���
����

�
�������

��� � �����
���
���� �

���
����

�
��
�

�

��� � 	� �
���
���

1.4. Reasoning about Fuzzy Regions

In order to be able to reason about fuzzy ���� relations, we have to define the
composition of fuzzy ���� relations. In the crisp case, the composition of two
relations can be represented as a characteristic function of the following form:

���Æ�� 
 ���� �� ��� 	�

The function yields a value of 1 for arguments that are elements of the corresponding
entry in the composition table of Figure 1.3; otherwise, a value of 0:2

���Æ����� �

�
	� if � � �� Æ ��

�� else

For example, if �� � �� and �� � ����, then the entry for �� Æ �� � �� Æ ����
is ��, which is equivalent to �������. The characteristic function of �� Æ ����

2 Entries in the composition table that are not members of the ���� relations are interpreted
as disjunctions of the ���� relations that they subsume.
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is therefore defined as follows:

���Æ������� �

�
�� if � � �������
�� else

Adopting the min/max combination scheme from fuzzy set theory, we can now
define the composition ��� Æ ��� of two fuzzy ���� relations ��� and ��� as the fuzzy
���� relation given by the following membership function:

����Æ������ � ���
�
�

���
�

������

�
���Æ�

�
�
�����

���	����������� �����������

The composition of fuzzy relations plays a central role in a number of algorithms
for reasoning about fuzzy ���� relations. One of these algorithms is an Allen-type
algorithm for computing local consistency in networks of fuzzy ���� relations.
Input to this algorithm is a set of regions and a set of (not necessarily atomic) fuzzy
���� relations. The aim of the algorithm is to transform the given relations into
a set of relations that are consistent with each other.3 This is achieved through an
iterative process that repeatedly looks at three regions� , � , and �, and their fuzzy
relations ������� �, ������ ��, and ��������, computes the composition of two of
the relations, and compares the result with the third relation:

�������� � �������� � 
������� � Æ ������ ���
Figure 1.8 shows pseudocode for the extended algorithm; a more elaborate dis-

cussion of the algorithm can be found elsewhere (Guesgen et al., 1994).
The worst-case complexity of the fuzzy ���� algorithm is �����, which is the

same as the complexity of Allen’s original algorithm. However, unlike in the crisp
version of Allen’s algorithm, no elements are deleted from the fuzzy relations dur-
ing the run of the algorithm (instead, their membership grades are updated). The
reason for this is that the fuzzy ���� algorithm does not make a yes/no decision
about whether a crisp atomic ���� relation is admissible or not, but computes a
new membership grade for that relation. The new membership grade is compared
with the initial membership grade of the relation. If the new grade is smaller than the
initial grade, the membership grade of the relation is updated with the new grade.
As a result, the algorithm performs a complete lookup of all table entries and an-
notates each entry with the minimum of the membership grades of the relations
that led to this entry. From the annotated entries, the algorithm selects those whose
membership grades are maximal with respect to ��, ��, ��, and so on.

In order to avoid extensive, often redundant, search for the best relation, two
different strategies can be exploited. The first strategy avoids extensive search by
determining the new membership grades on a best-first basis. This method results
from the following considerations:

3 In this context, consistency means that the membership grades are consistent with each
other.
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Fuzzy ���� Algorithm

� Let �� be a set of fuzzy ���� relations between regions ���� ��� � � � � ���.
� While �� is not empty:

1. Select a relation ������ ��� � ��

2. ��� ��� ������� ����
3. For � � ��� � � � � �� with � �� �� �:

������ ���� ������ ��� � ������� ���Æ������ ����

If ������ ��� changed, then ��� �� 	 ������� ����
������ ���� ������ ��� � ������� ���Æ����� � ����

If ������ ��� changed, then �� � �� 	 ������� ����

Fig. 1.8. Extended version of Allen’s algorithm for computing local consistency in net-
works of RCC8 relations. Without loss of generality, we assume that the relation ������ ���
is defined for every �� � � ��� �� � � � � �� with � �� �, possibly as universal relation
����� ��� ���� ��� ���� ��� � � ��.

1. A membership grade of 1 in the composed relation can only result from com-
bining relations with a membership grade of 1.

2. The second highest membership grade, ��, can only result from combining
relations which have a membership grade equal to or greater than ��, and so
on.

Search is therefore able to stop as soon as a membership grade has been obtained
for each of the ���� relations, because, by virtue of the heuristic, the first value
obtained must be the maximum.

The second strategy addresses the problem of repeated lookups. During the com-
position of two fuzzy relations, the same lookup pair of atomic relations is often pro-
duced several times. To avoid that a combination of relations is looked up more than
once, a hash table is maintained in which pairs are recorded that have already been
looked up. Before any two relations are composed, this hash table can be consulted
to ensure an equivalent combination has not already been processed.

Research in the area of spatio-temporal reasoning has shown that Allen’s algo-
rithm in general only computes local consistency. The same holds for the extended
algorithm in Figure 1.8. To obtain a globally consistent network of relations, addi-
tional methods have to be used, which usually involve some form of backtracking
in the non-fuzzy case. In networks with fuzzy relations, we are seeking some level
of optimality, which means that a plain backtracking algorithm is insufficient. In-
stead, the algorithm must continue after a consistent instantiation is found, if this
instantiation is not ‘good enough’ (in terms of the membership grades of the instan-
tiation). One way to achieve this goal is by applying an optimization technique like
branch and bound (Freuder and Wallace, 1992), which operates in the same way as
backtracking search with some variations:
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1. The best instantiation so far is recorded.
2. A search path is abandoned when it is clear that it cannot lead to a

better solution.
3. Search stops when all search paths have been either explored or aban-

doned, or when a perfect instantiation has been found.

1.5. Conclusion

In many real-world situations, spatial relations between regions are subject to un-
certainty and imprecision. For example, it might be the case that we cannot define
the boundaries of a region precisely. Or it might be that a region changes over time,
due to the fact that the region alters its position or shape. The purpose of this chapter
is to introduce a formalism for reasoning about spatial relations that is robust under
uncertainty. This is achieved by converting the RCC8 relations into fuzzy sets and
applying a fuzzy RCC8 algorithm to the resulting sets.

The chapter focuses on two reasoning techniques: one based on Allen’s algo-
rithm, the other on branch and bound techniques. In general, however, reasoning
over fuzzy RCC8 relations does not have to be restricted to these techniques. A
network of fuzzy RCC8 relations can be viewed as a constraint network, and the
problem of finding a consistent instantiation for such a network as a constraint sat-
isfaction problem. This means that in principle any fuzzy constraint satisfaction
algorithm (Guesgen and Philpott, 1995) can be used to reason about fuzzy RCC8
relations.

Our formalism has a variety of applications. However, unlike (Cui et al., 1992)
for instance, the intention is not to provide a formalism for qualitative simulation,
but to provide the basis for reasoning in environments that may (or may not) change
from one time instance to the other, or in environments that are not precisely defined
at any time. As a result, our formalism does not keep track about the changes in the
environment, nor does it allow to reason about sequences of changes. Future work
might address these problems.
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Abstract. The importance of topological and directional relationships between 
spatial objects has been stressed in different fields, notably in Geographic 
Information Systems (GIS). In an earlier work, we introduced the notion of the 
F-histogram, a generic quantitative representation of the relative position 
between two 2D objects, and showed that it can be of great use in understanding 
the spatial organization of regions in images. Here, we illustrate that the F-
histogram constitutes a valuable tool for extracting directional and topological 
relationship information. The considered objects are not necessarily convex and 
their geometry is not approximated through, e.g., Minimum Bounding 
Rectangles (MBRs). The F-histograms introduced in this chapter are coupled 
with Allen’s temporal relationships based on fuzzy set theory. Allen’s 
relationships are commonly extended into the spatial domain for GIS purposes, 
and fuzzy set theoretic approaches are widely used to handle imprecision and 
achieve robustness in spatial analysis. For any direction in the plane, the F-
histograms define a fuzzy 13-partition of the set of all object pairs, and each class 
of the partition corresponds to an Allen relation. Lots of directional and 
topological relationship information as well as different levels of refinements can 
be easily obtained from this approach, in a computationally tractable way.

2.1. Introduction 

Space plays a fundamental role in human cognition. In everyday situations, it is 
often viewed as a construct induced by spatial relations, rather than as a 
container that exists independently of the objects located in it. A variety of 
formalisms developed in Artificial Intelligence naturally deal with space on the 
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basis of relations between objects. Geographic Information Systems constitute a 
wide area of applications for such formalisms. Many authors, from different 
fields, have stressed the importance of topological (Allen 1983; Clementini and 
Di Felice 1997; Cohn et al. 1997; Kuipers 1978) and directional relationships 
(Bloch 1999; Dutta 1991; Krishnapuram et al. 1993; Kuipers and Levitt 1988). 
Work in the modeling of these relationships for GIS is often based on an 
extension into the spatial domain of Allen’s temporal relationships (Allen 1983). 
A common procedure is to approximate the geometry of spatial objects by 
Minimum Bounding Rectangles (Clementini et al. 1994; Nabil et al. 1995; 
Sharma and Flewelling 1995). A 2D object is then represented as a set of two 
perpendicular 1D segments and relationships between objects are inferred from 
relationships between segments. To enhance querying and improve accuracy in 
relationship determination, however, several alternatives and refinements have 
been proposed. In (Petry et al. 2002), for instance, MBRs are partitioned into 
sets of rectangles. Such partitioning results in a finer approximation of the 
object’s true geometry, called Multiple Rectangle Representation. 

The need to handle imprecise and uncertain information concerning spatial 
data has been widely recognized in recent years, e.g., (Goodchild and Gopal 
1990), and there has been a strong demand in the field of GIS for providing 
approaches that deal with such information. Humans often deal with space on a 
qualitative basis, allowing for imprecision in spatial descriptions when 
interacting with each other. Qualitative spatial reasoning, a subfield of AI, aims 
at modeling commonsense knowledge of space (Cohn 1995). Computational 
approaches for spatial modeling and reasoning, however, can benefit from more 
quantitative measures. For instance, qualitative composition of positional 
relations, if iterated over a path of several intermediate positions, introduces too 
much indeterminacy in the result. The problem can be addressed by coupling 
qualitative with fuzzy, semi-quantitative knowledge (Clementini 2002). As 
many authors early emphasized, fuzzy approaches are of great interest for spatial 
modeling and reasoning (Dutta 1991; Freeman 1975; Robinson 1988; Wang et al. 
1990). Research on fuzzy sets and GIS is very active. A recent special issue of 
Fuzzy Sets and Systems (Cobb et al. 2000), for instance, touches on topics as 
varied as fuzzy objects for GIS, fuzzy spatial queries and landform classification 
with fuzzy k-means. 

In earlier publications, we introduced the notion of the F-histogram (Matsakis 
1998; Matsakis and Wendling 1999). It is a generic quantitative representation 
of the relative position between two 2D objects. It encapsulates structural 
information about the objects as well as information about their spatial 
relationships. It is sensitive to the shape of the objects, their orientation and their 
size. It is also sensitive to the distance between them. Moreover, the F-histogram 
enables the handling of intersecting, concave, non-connected, unbounded, fuzzy 
objects as well as of disjoint, convex, bounded, crisp objects. Most work focused 
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on particular F-histograms called force histograms. These histograms offer solid 
theoretical guarantees and nice geometric properties (Matsakis et al., to appear). 
They ensure fast and efficient processing of vector data (Skubic et al. 2003) as 
well as of raster data (Matsakis et al. 2001). Numerous applications have been 
studied, and new applications continue to be explored. For instance, the histogram 
of forces lends itself, with great flexibility, to the definition of fuzzy spatial 
relations. The fuzzy directional relations described in (Matsakis et al. 2001) 
preserve important relative position properties and can provide inputs to systems 
for linguistic scene description. One such system has been developed and 
dedicated to human-robot communication (Skubic et al. 2003). Reference 
(Matsakis 2002) reviews and classifies work on the histogram of forces. It shows 
that the notion of the F-histogram can be of great use in understanding the 
spatial organization of regions in images. 

The aim of this chapter is to illustrate that the F-histogram, because of its 
general properties, constitutes a valuable tool for extracting directional and 
topological relationship information from two objects. The objects considered 
here are 2D, crisp, bounded objects, but they are not necessarily convex, nor 
connected, and they may have holes in them. Their geometry is not 
approximated through, e.g., centroids, MBRs or convex hulls. The F-histograms 
described in the present work are coupled with Allen relations using fuzzy set 
theory. Obviously, the set of Allen relations does not allow all possible 
topological relationships between 2D concave objects to be described. However, 
it is a well-known set, of reasonable size, which has been extensively used. For 
any oriented line, , the Allen relations define a crisp 13-partition of the set of 
pairs of segments on . For any direction, , the F-histograms introduced here 
define a fuzzy 13-partition of the set of all object pairs, and each class of the 
partition corresponds to an Allen relation. Lots of directional and topological 
relationship information as well as different levels of refinements can be easily 
obtained from this approach, in a computationally tractable way. The notion of the 
F-histogram is described in Section 2.2 and the way F-histograms are coupled 
with Allen relations is examined in Section 2.3. Preliminary experiments validate 
the approach in Section 2.4 and conclusion is given in Section 2.5.  

2.2. When Pairs of 2D Objects 
Are Handled as Pairs of 1D Sections 

We describe here the notion of the F-histogram (Section 2.2.2), which was 
introduced in an earlier work (Matsakis 1998; Matsakis and Wendling 1999). F-
histograms include f-histograms (Section 2.2.3) and f-histograms include -
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histograms (Section 2.2.4). Most of the previous research has focused on force 
histograms, which are particular -histograms and have shown to be of great use 
in understanding the spatial organization of image objects (Section 2.2.5). First 
of all, we go over some terms and introduce a few notations (Section 2.2.1). 

2.2.1.  Terminology and Notations   

As shown in Figure 2.1, the plane reference frame is a positively oriented 
orthonormal frame (O, i , j ).  For any real numbers  and v, the vectors i  and 
j are the respective images of i and j  through the -angle rotation, and (v) 

is the oriented line whose reference frame is defined by i  and the point of 
coordinates (0,v)—relative to (O, i , j ).  The term object denotes a nonempty 
bounded set of points, E, equal to its interior closure 1, and such that for any 
and v the intersection E (v) is the union of a finite number of mutually 
disjoint segments.  Note that an object may have holes in it and may consist of 
many connected components. The intersection E (v), denoted by E (v), is a 
longitudinal section of E. Finally, the symbol T denotes the set of all triples 
( ,E (v),G (v)), where  and v are any real numbers and E and G are any 
objects.

Fig. 2.1.   Oriented straight lines and longitudinal sections.  Here, E (v)=E (v) is the 
union of three disjoint segments. 

                                                          
1  In other words, it is a 2D object that does not include any “grafting,” such as an arc or isolated 

point.
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2.2.2.  F Histograms

Consider two objects A and B (the argument and the referent), a direction  and 
some proposition PAB( ) like “A is after B in direction ,” “A overlaps B in dir-
ection ,” or “A surrounds B in direction .” We want to attach a weight to 
P

AB( ). To do so, the objects A and B are handled as longitudinal sections 
(Figure 2.2). 

For each v, the pair (A (v),B (v)) of longitudinal sections is viewed as an 
argument put forward to support PAB( ).
A function F from T into IR+ (the set of non-negative real numbers) attaches 
the weight F( ,A (v),B (v)) to this argument (A (v),B (v)). 
The total weight FAB( ) of the arguments stated in favor of PAB( ) is naturally 
set to: 

FAB( ) =  F( ,A (v),B (v)) dv. 

If the domain of the function F AB so defined is all of IR    (the set of real 
numbers), then FAB is called the F histogram associated with (A,B). This 
histogram, which is a periodic function with period 2 , is one possible 
representation of the position of A with regard to B. 

FAB( ) =  F( ,A (v),B (v)) dv. 

A

B

v

v)

Fig. 2.2.   The objects are handled as longitudinal sections: 

2.2.3.  f Histograms 

There exists one set {Ii}i 1..n of mutually disjoint segments (and only one) such 
that A (v) = i 1..n Ii . Likewise, there exists one set {Jj}j 1..m of segments such 
that B (v) = j 1..m Jj . The function F, in charge of the longitudinal sections, 
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might delegate the handling of these segments to some function f, from 
IR+ IR IR+  into IR+ (Figure 2.3). The case is described below. 

Each (Ii,Jj) is considered an argument put forward to support the proposition 
P

AB( ).

The function f attaches the weight f(xIi , y I i Jj , xJj) to this argument (Ii,Jj)—

where xIi and xJj denote the lengths of Ii and Jj , and where yI iJj  characterizes 
the relative position of Ii and Jj on (v) (Figure 2.4). 
F( ,A (v),B (v)) is naturally set to the sum of the weights f(xIi , yI i Jj , xJj) of all 

the (Ii,Jj) arguments:    F( ,A (v),B (v)) =  i 1..n, j 1..m  f(xIi , yI i Jj , xJj).
FAB can then be renamed fAB and called the f histogram associated with (A,B).   

v

y1

y2

x

x1

x2

B

A
v)

Fig. 2.3.   The function F, in charge of the longitudinal sections, might delegate the 
handling of segments to some function f:   F( ,A (v),B (v)) = f(x1,y1,x) + 
f(x2,y2,x).

uJ

uJ

wJ

wJ

uI

uI

wI

wI

xI

xI

  xJ

xJ

y  > 0IJ

y  < 0IJ

(v)

(v)

J

J

I

I

Fig. 2.4.   A pair (I,J) of segments on an oriented line (v) and the values attached to it. 
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2.2.4. Histograms 

In turn, f, which is in charge of the pairs (I,J) of segments, might delegate the 
handling of points to another function , from IR  into IR+ (Figure 2.5). The case 
is described below. 

Each (M,N), with M in I and N in J, is considered an argument put forward to 
support the proposition PAB( ).
The function  attaches the weight (u w) to this argument (M,N)—where u 
and w specify the location of M and N on (v) and u w characterizes the 
relative position of these points on (v) (Figure 2.5). 
f(xI, y I J , xJ) is naturally set to the sum of the weights (u w) of all the (M,N) 
arguments:  

  f(xI, y I J , xJ)  =  (
0

xJ
(u w) dw) du. 

Note that: 

JIJ

JIJI

xy

xyx
(

0

xJ
(u w)dw)du  =  

I

I

u

w
(

J

J

u

w
(u w)dw)du 

 = 
J

J

u

w
(

I

I

u

w
(u w)du)dw,  

where u I , wI , u J  and wJ  represent the coordinates of the ends of the two 
segments I and J (Figure 2.4). 
f AB (or FAB) can then be renamed AB and called the histogram associated 
with (A,B).

u-w

y

z

x

w

u

M

N

Fig. 2.5.   The function f, in charge of the segments, might delegate the handling of points 
like M and N to some function :    f(x,y,z) =  y z

x y z ( 0
z (u w) dw) du.
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2.2.5.  Force Histograms vs. Other F-Histograms 

In most previous work, the considered proposition PAB( ) is “A is in direction 
of B” (i.e., “A is after B in direction ”) and the F-histograms are r-histograms, 
where r is a real number and r is the function from IR  into IR+  defined by:  

d IR ,  d 0 r(d)=0    and     d>0 r(d)=1/dr .

The value  r
A B( ) can be seen as the scalar resultant of elementary forces. These 

forces are exerted by the points of A on those of B, and each tends to move B in 
direction  (Figure 2.6). The mapping r defines the force fields. As an example, 
gravitational force fields can be represented by 2. This is according to 
Newton’s law of gravity, which states that every particle attracts every other 
particle with a force inversely proportional to the square of the distance (i.e., d) 
between them.  The argument A and the referent B can then be seen as flat metal 
plates of uniform density and constant and negligible thickness. A r-histogram is 
called a histogram of forces. It offers solid theoretical guarantees and nice 
geometric properties. Numerous applications have been studied, and new 
applications continue to be explored.  Reference (Matsakis 2002) reviews and 
classifies work on the histogram 

A

B

   

 (a) (b)  

Fig. 2.6.   Force histograms.  (a) r
A B( ) is the scalar resultant of elementary forces (black 

arrows).  Each one tends to move B in direction . (b) The histogram of gravitational forces 
associated with (A,B) is one possible representation of the position of A relative to B.   

of forces. It touches on varied topics, such as the modeling of spatial relations, 
spatial indexing mechanisms for medical image databases, pattern recognition, 
scene matching, linguistic scene description and human-robot communication.  

As said above, most work on F-histograms has focused on force histograms. 
The use of f-histograms that are not -histograms, however, was suggested in 
(Matsakis 1998) for the handling of convex objects. The use of F-histograms 
that are not f-histograms was suggested in (Matsakis and Andréfouët 2002) with 

2

AB
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the aim of attaching a weight to the proposition PAB( )  “A surrounds B in 
direction .” Malki et al. (2002) consider the propositions Pr

A     B( )  “A r B in 
direction ,” where r belongs to the set {>, mi, oi, f, d, si, =, s, di, fi, o, m, <} of 
Allen relations (Figure 2.7). For instance, P>

A     B( ) is “A is after B in direction ”
and Po

A     B( ) is “A overlaps B in direction .” To attach a weight to these 
propositions, the authors rely on the research presented in (Matsakis 1998) and 
propose the use of f-histograms. The thirteen f-histograms are defined by the 
following functions: 

if y>0 then f>(x,y,z)=y/(x+y+z) 
else f>(x,y,z)=0 

if y=0 then fmi\(x,y,z)=1 
else fmi\(x,y,z)=0 

if (y<0 and x+y>0 and y+z>0) then foi\(x,y,z)= y(1/x+1/z) 
else foi\(x,y,z)=0 

if (y<0 and x+y>0 and y+z=0) then fsi (x,y,z)=z/x
else fsi (x,y,z)=0 

if (y<0 and x+y>0 and y+z<0) then fdi\(x,y,z)=z/x 
else fdi\(x,y,z)=0 

if (y<0 and x+y=0 and y+z>0) then ff\(x,y,z)=x/z 
else ff\(x,y,z)=0 

if (y<0 and x+y=0 and y+z=0) then f=(x,y,z)=x 
else f=(x,y,z)=0 

if (y<0 and x+y=0 and y+z<0) then ffi (x,y,z)=z/x 
else ffi(x,y,z)=0 

if (y<0 and x+y<0 and y+z>0) then fd\(x,y,z)=x/z
else fd\(x,y,z)=0 

if (y<0 and x+y<0 and y+z=0) then fs\(x,y,z)=x/z
else fs\(x,y,z)=0 

if (y<0 and x+y<0 and y+z<0 and x+y+z>0) then fo(x,y,z)=(x+y+z)(1/x+1/z) 
else fo(x,y,z)=0 

if (y<0 and x+y<0 and y+z<0 and x+y+z=0) then fm(x,y,z)=1
else fm(x,y,z)=0 

if (y<0 and x+y<0 and y+z<0 and x+y+z<0) then f<(x,y,z)=y/(x+y+z)
else f<(x,y,z)=0 
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Only convex objects are actually considered. Moreover, there is no real 
consistency between the fr functions and, hence, between the fr histograms. For 
instance, the function f>, which is continuous on its domain and whose range is 
[0,1], defines a fuzzy relation between aligned segments. The function fsi  also 
defines a fuzzy relation between aligned segments; it is not, however, 
continuous on its domain; its range is [0,1). The function fmi defines a crisp 
relation; its range is {0,1}. The function foi defines neither a crisp nor a fuzzy 
relation; its range is [0,2). In this chapter, we revisit the work of Malki et al. 
Note that, in their publications, the authors refer to the set of thirteen 
fr histograms as the histogram of spatial relations. They also use the term of 
orientation histogram instead of -histogram. We do not subscribe to these 
changes in terminology. 

m (meets)

fi (finished
     by)

si (started 
 by)

mi (met by)

f (finishes)s (starts)

(equals)

< (before) o (overlaps)

di (contains) 

d (during)

     oi (overlapped
by)  

> (after)

=

Fig. 2.7.   Allen relations (Allen 1983) between two segments on an oriented line. The 
black segment is the referent, the gray segment is the argument. Two relations r1 and r2

are linked if and only if they are conceptual neighbors (Freksa 1992), i.e., r1 can be 
obtained directly from r2 by moving or deforming the segments in a continuous way. 

2.3. When F-Histograms Are Coupled With 
     Allen Relations Using Fuzzy Set Theory 

Consider an Allen relation r, two objects A and B (convex or not) and a 
direction . The goal of this chapter is to attach an appropriate weight to the 
proposition Pr

A     B( )   “A r B in direction ” (see Section 2.2.5). As discussed in 
Section 2.2.2, each pair (A (v),B (v)) of longitudinal sections will be viewed as 
an argument put forward to support Pr

A     B( ). A function Fr will attach the weight 
Fr ( ,A (v),B (v)) to this argument and the total weight Fr

A      B( ) of the arguments 
stated in favor of Pr

A     B( ) will be set to: 
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Fr
A     B( ) = Fr( ,A (v),B (v)) dv. 

The question, therefore, is how to define Fr. Let us describe a very simple idea. 
Consider two segments I and J on an oriented line. We have either IrJ or (IrJ). 
The first case can be rewritten r(I,J)=1 and the second case r(I,J)=0. Now, 
assume the oriented line is (v) and I and J are the longitudinal sections A (v) 
and B (v). There exists one set {Ii}i 1..m of mutually disjoint segments such that:  
I = i 1..m Ii. Likewise, there exists one set {Jj}j 1..n of segments such that:  
J = j 1..n Jj. We could extend the thirteen Allen relations between segments to 
relations between longitudinal sections and say that r(I,J)=1 (i.e., 
Fr( ,A (v),B (v)=1) if and only if there exist two segments Ii and Jj such that 
r(Ii,Jj)=1 (and r(I,J)=0 otherwise). The idea, obviously, is not very satisfactory. 
For instance, as shown by Figs. 8 to 10, small changes in the longitudinal 
sections could affect their relationships significantly. As mentioned in Section 
2.1, fuzzy set theoretic approaches have been widely used to handle imprecision 
and achieve robustness in spatial analysis. The issue raised by Figure 2.8 is 
addressed in Section 2.3.1 by fuzzifying the thirteen Allen relations. The issue 
raised by Figure 2.9 is addressed in Section 2.3.2 by fuzzifying the longitudinal 
sections. Section 2.3.3 addresses the last issue (Figure 2.10) and defines the 
function Fr .

I
J

Fig. 2.8.   A single pixel at the end of one segment might change the relationships 
significantly. We may have  ( >(I,J)=1 and mi (I,J)=0 and oi (I,J)=0 )  or  ( >(I,J)=0 and 
mi (I,J)=1 and oi (I,J)=0 )  or  ( >(I,J)=0 and mi (I,J)=0 and oi (I,J)=1 ). 

 (a)     I
J

(b)     I
J

Fig. 2.9.   A missing pixel in the middle of one segment might change the relationships 
significantly.  (a) mi (I,J)=0 and oi (I,J)=1 and d (I,J)=0.  (b) mi (I,J)=1 and oi (I,J)=0 and 
d (I,J)=1. 

(a) I
J

(b) I

J

Fig. 2.10.   A single pixel lost in the middle of nowhere might change the relationships 
significantly.  (a) >(I,J)=1 and <(I,J)=0.  (b) >(I,J)=1 and <(I,J)=1. 
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2.3.1.  Fuzzification of Allen Relations 

An Allen relation r can be fuzzified in many ways, depending on the intent of 
the work. Guesgen (2002), for instance, proceeds in a qualitative manner. Let 
(I,J) be a pair of segments and let r’ be the only (crisp) Allen relation such that 
Ir’J. Denote by r(I,J) the degree to which the statement IrJ is to be considered 
true. r(I,J) is chosen as a decreasing function of the conceptual distance between 
r and r’ (i.e., of the distance between r and r’ on the graph shown in Figure 2.7). 
Only a few membership values—which are to be provided by the user—can 
therefore be taken. Here, we proceed in a quantitative manner. Let , ,  and 
be four real numbers such that < <  and let ( , , , ) be the trapezoid 
membership function defined on the set of real numbers by: 

( , , , )(u) = max(min(
u

-

-
,1,

u

-

-
),0)

The support of the corresponding fuzzy set is the open interval ( , ) and the 
core is [ , ]: ( , , , )(u)  0  u ( , )  and  ( , , , )(u) = 1  u [ , ]. The 
thirteen Allen relations are fuzzified as shown in Figure 2.11. Each relation, 
except =, is defined by the min of a few trapezoid membership functions. For 
instance, the fuzzy relation mi associates with each pair (I,J) of segments the 
value

mi(I,J) = ( a/2,0,0,a/2)(y)

and the relation f associates with each (I,J) the value 

f(I,J) = min ( ( 3a/2, a, a, a/2)(y), ( (b+a)/2, a, a,+ )(y), ( ,z/2,z/2,z)(x)). 

Notations are as described in the caption of Figure 2.11. Let A be the set of all 
thirteen fuzzy relations. Three properties are worth noticing. First, for any pair 
(I,J), we have:  r A r(I,J) = 1.  This, of course, comes from the definition of = 
(and it can be shown that = takes its values in [0,1]). Second, for any r in A ,
there exist pairs (I,J) such that r(I,J)=1. Lastly, for any pair (I,J) and any r1 and 
r2 in A , if r1(I,J) 0 and r2(I,J) 0 then r1 and r2 are direct neighbors in the graph 
of Figure 2.7. 
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2.3.2.  Fuzzification of Longitudinal Sections 

In this section, we address the issue raised by Figure 2.9. The idea is to consider 
that if two segments are close enough relative to their lengths, then they should 
be seen, to a certain extent, as a single segment. Let I be the longitudinal section 
E (v) of some object E. Assume I is not empty. There exists one set {Ii}i 1..n

of mutually disjoint segments (and only one) such that:  I = i 1..n Ii. The 
indexing can be chosen such that, for any i in 1..n 1, the segment Ii+1 is after Ii

in direction . Let Ji be the open interval H(Ii Ii+1) Ii Ii+1, where H(Ii Ii+1)
denotes the convex hull of Ii Ii+1, i.e., the smallest segment that contains both Ii

and Ii+1. The longitudinal section I is considered a fuzzy set on (v). Its 
membership function is I and its -cut is I. For any point M on any Ii , the 
value I(M) is 1. For any point M on any Ji , the value I(M) is i —and,
initially, i = 0. The algorithm presented in Figure 2.12 fuzzifies I by increasing 
these membership degrees i. Note that the maximum number of iterations of 
the while loop is n. An illustration of the fuzzification process is presented in 
Figure 2.13.  
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a/2-b+a/2

-(b+a)/2 -(b+a)/2 0-b

-a/2-b-a/2

-a

y y

y y

y y

y y

y

y y

y y

y

y

y

-b-a

-3a/2-b-3a/2

z/2 z
x

z/2 z
x

z/2 z
x

z 2z
x

z 2z
x

z 2z
x

s f

di

d

<

m

o

>

mi

oi

sifi

s f d

di

< m
=

o

> mi oi si fi
= 1

Fig. 2.11.   The thirteen fuzzified Allen relations between two segments I and J on an 
oriented line. Each relation, except =, is defined by the min of a few membership 
functions (one for <, >, m, mi, o, oi; three for s, si, f, fi, d and di). x is the length of I (the 
argument), z is the length of J (the referent), a is min(x,z), b is max(x,z) and y 
characterizes the position of I relative to J (see Figure 2.4).  
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c  0; 

 1; 

while  > 0 do

%--------------- There exists one set {I
c
i }i 1..nc of 

mutually disjoint segments (and only one) such that:  

I = i 1..nc I
c

. For any i and any j in 1..nc, with 

i j, the length of I
c
i is denoted by x

c
i and the distance 

between I
c
i  and I

c
j is denoted by d

c
i j. ---------------%

for any i in 1..nc 1 do

for any j in i+1..nc do

(1  d
c
i j/min(x

c
i ,x

c
j));

for any k in 1..n 1 do

if Jk  H(I
c
i  I

c
j ) then

k  max{ k, };

endif;

endfor;

endfor;

endfor;

 max { k}k 1..n 1  [0, );

c  c+1; 

endwhile;

Fig. 2.12.   Algorithm for the fuzzification of a longitudinal section I. The symbol       
H(I

c
i I

c
j ) denotes the convex hull of I

c
i I

c
j . The indexing is chosen such that the segments 

I
c
i  and I

c
i +1 are consecutive in I. The algorithm increases the membership degrees k

associated with the open intervals Jk = H(I
0
k I

0
k +1) I

0
k I

0
k +1 (initially, all k values are 

zero).

2.3.3.  Coupling F-Histograms with Allen Relations 

Consider an Allen relation r and the longitudinal sections A (v) and B (v) of 
some objects A and B. We are now able to define the value Fr( ,A (v),B (v)) 
(see the introductory paragraph of Section 2.3). If A (v)=  or B (v)=  then 
Fr( ,A (v),B (v)) is naturally set to 0. Assume A (v)  and B (v) . Assume 
A (v), B (v) and r have been fuzzified as described in Sections 3.1 and 3.2. 
There exists a tuple ( 0, 1,…, c) of real numbers such that 
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0=0< 1< 2<…< c=1 and { k}k 0..c = { A (v)(M)}M (v)  { B (v)(M)}M (v)

(the set of all membership values in the fuzzy sections A (v) and B (v)). For any 
k in 1..c, there exists one set {I

k
i  }i 1..mk of mutually disjoint segments such that:  

k A (v) = i 1..mk I
k
i  . Likewise, there exists one set {J

k
i  }i 1..nk of segments such 

that: k B (v) = i 1..nk J
k
i  . For any i in 1..mk, the length of Ik

i   is denoted by x
k
i  .

For any i in 1..nk, the length of J
k
i   is denoted by zk

i  . The value Fr( ,A (v),B (v)) is 
defined as follows: 

a

b

c

 1

I1

I1

I1

0

1

2

0

1

2

0 00

1

I2

I2

I2

I4I3

I3

I5

input

output

 0

 0

 0

 1

 1

2/3

2/3

1/3

1/6

v

v

v

Fig. 2.13.   Fuzzification of a longitudinal section I using the algorithm given in Section 
2.3.2. Here, I is the union of five segments (n=5). Its membership function I is plotted in 
(a). We have: x

0
1   =1 (length of I

0
1  ), x

0
2   = 8, x

0
3   =1/2, x

0
4   =6, x

0
5   =10, d0

1  2 =3 (distance between 
I

0
1   and I

0
2  ), d

0
2  3 = 1, d

0
3  4 = 1/2, d

0
4  5 = 5. At the end of the first iteration of the while loop, I

is as shown in (b). It has been modified because of two pairs of segments: (I
0
2   , I

0
4   ) and (I0

4   ,I
0
5   

). At the end of the second iteration, I is as shown in (c). It has been modified again, 
because of (I

1
2   , I

1
3   ). The third and last iteration does not bring any changes. The fuzzified 

longitudinal section is therefore defined by the membership function plotted in (c).
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Fr( ,A (v),B (v)) = k 1..c i 1..mk j 1..nk [x
k
i   z

k
j   ( k k 1)] r(I

k
i  ,J

k
j  ). (2.1) 

The issues raised by Figs 2.8 to 2.10 are solved. For instance, since r(I
k
i  ,J

k
j ) is 

weighted by x
k
i   and z

k
j, the emergence of a segment as in Figure 2.10 has no 

significant impact on Fr( ,A (v),B (v)). Figure 2.14 shows that the emergence of 
a hole in a segment has no real impact either. Small changes in the longitudinal 
sections do not affect Fr( ,A (v),B (v)) significantly. Continuity is satisfied and, 
hence, robustness is achieved. The Fr histogram associated with (A,B) is as 
defined in Section 2.2.2: 

Fr
A     B( ) =  Fr( ,A (v),B (v)) dv. (2.2)

Remember that the issue raised by Figure 2.9 has led us not to consider a 
longitudinal section a set of independent segments or points (Section 2.3.2). As 
a result, the Fr histograms are neither f-histograms nor -histograms. Also note 
that the sum  r A Fr( ,A (v),B (v)) = k 1..c i 1..mk j 1..nk [x

k
i   z

k
j ( k k 1)]  does 

not depend on any Allen relation. Therefore: 

r A F r
A     B( ) = r A Fr( ,A (v),B (v)) dv = r A Fr( ,A (v),B (v)) dv 

does not depend on any Allen relation either. Its value, however, is difficult to 
interpret. Let us redefine Fr( ,A (v),B (v)) this way 2 :

Fr( ,A (v),B (v)) = w

zx
k 1..c i 1..mk j 1..nk [x

k
i   z

k
j   ( k k 1)] r(I

k
i  ,J

k
j  ) , (2.3) 

where  x = i 1..mc x
c
i  ,  z = j 1..nc z

c
j ,  and  w = k 1..c i 1..mk j 1..nk [x

k
i   z

k
j

( k k 1)]. We now have  r A Fr( ,A (v),B (v)) = x+z,  and the value r A

Fr
A     B( ) = r A Fr( ,A (v),B (v)) dv  is the total area of the subregions of A 

and B that are “facing” each other in direction  (Figure 2.15). In other words, 

r A F r
A     B( ) tells us to what extent the objects are involved in some spatial 

relationships along direction . If this information is judged to be unimportant, 
the Fr histograms, of course, can be normalized. Let us denote by Fr

A     B  the 
histogram F r

A     B after normalization. Fr
A     B  is defined by 2

                                                          
2   In Eqs. 2.3 and 2.4 we agree that a fraction is 0 if its denominator is 0. 
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 IR , Fr
A     B ( ) = F r

A     B( ) / A F
A  B

( ). (2.4) 

For a given oriented line (v), the Allen relations define a crisp 13-partition of 
the set of pairs of segments on (v). For a given direction , the normalized 
Fr histograms define a fuzzy 13-partition of the set of all object pairs, and each 
class of the partition corresponds to an Allen relation.  

            0

 0

 1
1

 1

x

x

x1 x2

x0

v

v

Fig. 2.14.   In (a), a missing pixel in the middle of one segment would not have much 
impact on F>( ,A (v),B (v)). The way fuzzy relations are weighted (Eq. 2.1), combined with 
the way longitudinal sections are fuzzified, allow continuity to be satisfied.  (a)

F>( ,A (v),B (v)) = xx0 . (b) F>( ,A (v),B (v)) = xx1 +xx2 +xx0(1 ) = 
x(x1+x2) +xx0(1 )  xx0 +xx0(1 ) = xx0 .

AB

Fig. 2.15.   The value r A F r
A     B( ) is easy to interpret and gives useful information. In this 

example, r A F r
A     B( ) is the total area of the two dark gray regions. 

(b)

(a)
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2.4. Experiments 

In practice, of course, only a finite set of directions  is considered. For the 
experiments described in this section, 360 directions were processed (i.e., the 
angle increment was 1 degree). All objects were stored in raster form. The 
computation of an F-histogram value, FAB( ), is achieved by partitioning the 
objects into longitudinal sections, i.e., into sets of adjacent pixels (Matsakis 
1998; Matsakis and Wendling 1999). The generation of these sections is based 
on the rasterization of a pencil of parallel lines (Figure 2.2) by means of 
Bresenham’s algorithm in integer arithmetic, which is commonly circuit-coded 
in visualization systems. The handling of a pair of objects then comes down to 
the handling of pairs of longitudinal sections, as described by Eq. 2.3. Note that, 
in a given image, all pairs of objects can be processed simultaneously. 
Moreover, F-histogram computation is highly parallelizable. 

A grayscale value is associated with each Allen relation (Figure 2.16(a)). The 
referent, B, is always shown in dark gray and the argument, A, in light gray 
(Figure 2.16(b)). The thirteen Fr histograms that represent the extracted 
directional and topological relationship information are plotted in the same 
diagram (Figure 2.16(c)). The topological relationships along direction  (on the 
X-axis) are described by the vector composed of the thirteen F r

A     B( ) values (on 
the Y-axis). Usually, most of these values are zero. The histograms are arranged 
in “layers.” For a given , the total height of the layers (i.e., r A F r

A     B( ))
represents an area, as described in Section 2.3.3 and Figure 2.15. It tells us to 
what extent the objects are involved in some spatial relationships along . The 
thirteen normalized Fr histograms can be plotted in the same way (Figure 
2.16(d)). Figs. 16 and 17 show two object pairs and the corresponding diagrams. 
Figure 2.16(d) and Figure 2.17(c) illustrate well the symmetric nature of the 
histograms. For any , we have:  

F>
A     B ( ) = F <

A     B ( + )  and  ABFmi ( ) = F m
A     B ( + )

and ABFoi ( ) = F o
A     B ( + )  and  ABFsi ( ) =

ABFfi ( + )  and  
ABFf ( ) = F s

A     B ( + ).
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Fig. 2.16.   (a) Allen relations and attached grayscale values.  (b) A pair of objects.   
               (c) Corresponding Fr histograms. (d) Normalized Fr histograms.

Fig. 2.17. (a) A pair of objects.  (b) Corresponding Fr histograms. (c) Normalized 
Fr histograms.
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The first series of experiments illustrates how the fuzzy relations defined in 
Section 2.3.1 are interconnected. It also demonstrates how the prominence of 
different relations waxes and wanes with the change of distance between the 
objects. In Figure 2.18(a), the objects are quite far apart, and only the relations 
before and after are present. As the distance shortens, Figure 2.18(b) and Figure 
2.18(c), meets and met by appear and become more and more prominent, while 
before and after decrease in their importance. Finally, when the objects touch, 
Figure 2.18(d), meets and met by perfectly describe the scene.  

Fig. 2.18.   First series of experiments. Interconnection of fuzzy relations and sensitivity to 
distance. (a) Objects far apart. Relations before and after. (b) Objects closer together. Rel-
ations before, after, meets and met by. (c) Objects very close together. before and after are 
less prominent, meets and met by are more. (d) Objects touching. Relations before and after

disappear.

In the second series of experiments (Figure 2.19), we examine the relations 
between two convex objects A and B as A moves towards B, intersects it and, 
finally, goes through it. In Figure 2.19(a) and Figure 2.19(b), the only relations 
between A and B are before and after. As A moves towards B, the support of the 
two relations becomes wider. Once A intersects B, the relations become more 
complex and are mainly represented by the symmetric pairs before – after, meets 

– met by and overlaps – overlapped by (Figure 2.19(c)). In directions close to 
horizontal, there are also small contributions from equals and its conceptual 
neighbors contains and during. Once A is completely in B (Figure 2.19(d)), but 
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still very close to its top edge, the relations finishes (when viewed from the 
bottom) and starts (when viewed from the top) become prominent and the 
relation during is consistently present. Once the object A moves further towards 
the center of B, during becomes by far the most important relation (Figure 
2.19(e)); finishes and starts occur only briefly, in the directions where the 
distances between the edges of A and B are the smallest.  

Fig. 2.19.   Second series of experiments. Complex relation changes in a 
dynamic scene between convex objects. The same scene is considered in (Malki 
et al. 2002).
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The final set of experiments involves concave objects. It illustrates how the 
Fr histograms allow more complex topological relationships to be described and 
differentiated. In Figure 2.20(a), a convex object, B, is partially surrounded by a 
concave object, A. The diagram shows that the relations before and after coexist 
equally in the horizontal directions (B is between equidistant, equally thick 
“arms”). As the direction  changes, before increases and then decreases in 
prominence, followed in its behavior by after. The twin “peaks” in the diagram 
(for both before and after) occur when  passes through B and the arms of A 
(diagonal directions), whereas the “valleys” occur when  passes through B and 
the “body” of A (vertical directions). In Figure 2.20(b), the concave object is 
asymmetrical, and the histograms are less regular. In the horizontal directions,
before and after do not coexist any longer. Note that small contributions from 
meets and met by appear in both experiments due to the proximity of the objects. 
Also note the complete absence of the pair overlaps – overlapped by.

Fig.  2.20.   Third series of experiments. Handling of concave objects. The same pairs are 
considered in (Petry et al. 2002).  (a) The referent is partially surrounded by the 
argument.  (b) The referent is surrounded to a smaller degree. 

2.5. Conclusion 

The F-histogram is a powerful generic quantitative representation of the relative 
position between two 2D objects. In this chapter, we have designed a set of 
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thirteen histograms that constitutes a valuable tool for extracting directional and 
topological relationship information. Imprecision is handled and robustness 
achieved through fuzzy set theoretic approaches. For any direction in the plane, 
the F-histograms introduced here define a fuzzy 13-partition of the set of all pairs 
of objects, where each class of the partition corresponds to an Allen relation. The 
considered objects are not necessarily convex, nor connected, and they may have 
holes in them. We have shown that the F-histograms associated with a given pair 
of objects carry lots of relationship information. For instance, an ambiguity index 
can be calculated to assess the complexity of the topological relationships along 
any direction. If so desired, only the Allen relation that represents these 
relationships the best can be kept (defuzzification). Alternatively, two Allen 
relations can be kept—the most prominent—and weighed by their corresponding 
membership degrees. The number of directions to be processed can be chosen 
according to needs, interests and constraints (e.g., accuracy, computational 
efficiency). It can be as low as two (horizontal and vertical directions, like for 
MBRs) and as large as a few hundred (e.g., the increment step of 1  chosen for 
our experiments). Since directions are handled independently from each other, 
additional ones can be considered in a second stage, depending on the case in 
hand (dynamic refinement). The direction for which the ambiguity index is 
minimum can be searched for. Spatial relationships can be compared from one 
pair of objects to another, using similarity or distance measures between the 
vectors of membership degrees in all considered directions. These are avenues 
that we intend to explore in future work. 

References

Allen JF (1983) Maintaining Knowledge about Temporal Intervals. Communications of 
the ACM 26(11):832-843 

Bloch I (1999) Fuzzy Relative Position between Objects in Image Processing: New Def-
inition and Properties Based on a Morphological Approach. International Journal of 
Uncertainty, Fuzziness and Knowledge-Based Systems 7(2):99-133 

Clementini E (2002) Path Composition of Positional Relations Integrating Qualitative 
and Fuzzy Knowledge. In: Matsakis P, Sztandera L (eds) Applying Soft Computing 
in Defining Spatial Relations. Studies in Fuzziness and Soft Computing, Physica-
Verlag, 106:17-39 

Clementini E, Di Felice O (1997) Approximate Topological Relations. International 
Journal of Approximate Reasoning 16:173-204 

Clementini E, Sharma J, Egenhofer MJ (1994) Modelling Topological and Spatial Rel-
ations: Strategies for Query Processing. Computers and Graphics 18(6):815-822 



Combined Extraction of Directional and Topological Relationship Information    39  

Cobb M, Petry F, Robinson V (2000) Special Issue: Uncertainty in Geographic 
Information Systems and Spatial Data. Fuzzy Sets and Systems 113(1) 

Cohn AG (1995) The Challenge of Qualitative Spatial Reasoning. Computing Surveys 
27(3):323-327

Cohn AG, Bennett B, Gooday J, Gotts NM (1997) Representing and Reasoning with 
Qualitative Spatial Relations about Regions. In: Stock O (ed) Spatial and Temporal 
Reasoning. Kluwer, pp 97-134 

Dutta S (1991) Approximate Spatial Reasoning: Integrating Qualitative and Quantitative 
Constraints. International Journal of Approximate Reasoning 5:307-331 

Freeman J (1975) The Modeling of Spatial Relations. Computer Graphics and Image 
Processing 4:156-171 

Freksa C (1992) Temporal Reasoning Based on Semi-Intervals. Artificial Intelligence 
54:199-227

Goodchild M, Gopal S (1990) (eds) The Accuracy of Spatial Databases. Taylor and 
Francis, Basingstoke, UK 

Guesgen HW (2002) Fuzzifying Spatial Relations. In: Matsakis P, Sztandera L (eds) 
Applying Soft Computing in Defining Spatial Relations. Studies in Fuzziness and 
Soft Computing, Physica-Verlag, 106:1-16 

Krishnapuram R, Keller J, Ma Y (1993) Quantitative Analysis of Properties and Spatial 
Relations of Fuzzy Image Regions. IEEE Transactions on Fuzzy Systems 1(3):222-233 

Kuipers B (1978) Modeling Spatial Knowledge. Cognitive Science 2:129-153 
Kuipers BJ, Levitt TS (1988) Navigation and Mapping in Large-Scale Space. AI 

Magazine 9(2):25-43 
Malki J, Zahzah EH, Mascarilla L (2002) Indexation et recherche d'image fondées sur les 

relations spatiales entre objets. Traitement du Signal 18(4) 
Matsakis P (1998) Relations spatiales structurelles et interprétation d’images. Ph. D. 

Thesis, Institut de Recherche en Informatique de Toulouse, France 
Matsakis P (2002) Understanding the Spatial Organization of Image Regions by Means 

of Force Histograms: A Guided Tour. In: Matsakis P, Sztandera L (eds) Applying 
Soft Computing in Defining Spatial Relations. Studies in Fuzziness and Soft 
Computing, Physica-Verlag, 106:99-122 

Matsakis P, Andréfouët S (2002) The Fuzzy Line Between Among and Surround. FUZZ-
IEEE 2002 (IEEE International Conference on Fuzzy Systems), Honolulu, Hawaii 

Matsakis P, Wendling L (1999) A New Way to Represent the Relative Position between 
Areal Objects. IEEE Transactions on Pattern Analysis and Machine Intelligence 
21(7):634-643

Matsakis P, Keller J, Wendling L, Marjamaa J, Sjahputera O (2001) Linguistic Description of 
Relative Positions in Images. IEEE Transactions on Systems, Man and Cybernetics, 
Part B 31(4):573-588 

Matsakis P, Keller J, Sjahputera O, Marjamaa J (2004) The Use of Force Histograms for 
Affine-Invariant Relative Position Description. IEEE Pattern Analysis and Machine 
Intelligence 26(1):1-18 



40   P  Matsakis and  D  Nikitenko 

Nabil M, Shepherd J, Ngu AHH (1995) 2D Projection Interval Relationships: A 
Symbolic Representation of Spatial Relationships. SSD '95 (Advances in Spatial 
Databases: 42nd Symposium) pp 292-309 

Petry F, Cobb M, Ali D, Angryk R, Paprzycki M, Rahimi S, Wen L, Yang H (2002) 
Fuzzy Spatial Relationships and Mobile Agent Technology in Geospatial 
Information Systems. In: Matsakis P, Sztandera L (eds) Applying Soft Computing in 
Defining Spatial Relations. Studies in Fuzziness and Soft Computing, Physica-
Verlag, 106:123-155 

Robinson V (1988) Implications of Fuzzy Set Theory for Geographic Databases. 
Computers, Environment, and Urban Svstems 12:89-98 

Sharma J, Flewelling FM (1995) Inferences from Combined Knowledge about Topology 
and Direction. SSD'95 (Advances in Spatial Databases: 42nd Symposium) pp 
279-291

Skubic M, Matsakis P, Chronis G, Keller J (2003) Generating Multi-level Linguistic 
Spatial Descriptions from Range Sensor Readings Using the Histogram of Forces.  
Autonomous Robots 14(1):51-69 

Stoms D (1987) Reasoning with Uncertainty in Intelligent Geographic Information 
Systems. GIS'87 (2nd Annual International Conference on Geographic Information 
Systems) pp 693-699 

Wang F, Hall GB, Subaryono (1990) Fuzzy Information Representation and Processing 
in Conventional GIS Software: Database Design and Application. International 
Journal of Geographical Information Systems 4:261-283 



3.  Field Based Methods for the Modeling of Fuzzy 

Spatial Data 

Jörg Verstraete, Guy De Tré, Rita De Caluwe and Axel Hallez 

Department of Telecommunications and Information Processing, Ghent Univer-
sity, B9000 Ghent, Belgium 

Abstract. In this chapter, two different field based techniques for the modeling of 
fuzzy information spread over a geographic region, are presented and are com-
pared regarding their applicability. The first one is a vector-mode approach, using 
triangulated irregular networks (or TINs), the second one is a raster (bitmap-
mode) approach. Appropriate aggregation operators are defined in both ap-
proaches and illustrated by means of examples. The feasibility of the implementa-
tion of the operators (by approximation whenever required) is studied. Attention 
has been paid to the applicability, advantages and disadvantages of both methods 
in flexible querying. 

3.1.  Introduction 

One of the latest developments in Geographic Information Systems (GIS for 
short), is handling uncertain and imprecise information (Morris 2001; Schneider 
1999; Zimmerman 1999). At the heart of a GIS is a database in which geospatial 
data (information on certain locations, e.g. the exact position of a house in a navi-
gation system) and related attribute data (information that is related to a location, 
e.g. the temperature at the location or the house number) are stored. Special data 
structures and operations are used to model and manipulate the required data and 
to query the database in an adequate way. 

The geographic information and the related attribute data are often obtained 
through measurements in the field, by extracting data from images (satellite or ae-
rial) or by applying various sensing techniques (Rigaux et al. 2002). As it is physi-
cally impossible to measure values or to record data on every square millimeter, 
the information is very prone to imprecision or uncertainty. Imprecision occurs 
when the value of the data is not precisely known, whereas uncertainty occurs 
when there is doubt concerning the data. This difference is mainly semantical. Ba-
sically imprecision and uncertainty can occur (separately or combined) in two dif-
ferent contexts: either imprecision and/or uncertainty in the spatial domain, or im-
precision and/or uncertainty concerning the attribute data themselves. 

Consider for example that data about a house in a given street are to be regis-
tered. Imprecision in the spatial domain can occur when the location of the house 
with e.g. number 65 is not precisely known, for instance due to limitations in posi-
tional measurements as traditional systems use an interpolation between two cor-



42   J Verstraete et al.  

ners of a block to determine the location of a given number.  Uncertainty in the 
spatial domain can occur when there is doubt about the position of the particular 
house. Imprecision in the attribute domain can occur when e.g. it is only known 
that the number of the house is between 60 and 70. Finally, uncertainty in the at-
tribute domain can occur when one is not sure of the number of the house. Hence, 
handling these cases of fuzziness and uncertainty more adequately logically leads 
to more general database models and has to provide for more flexible querying 
methods (De Tré et al. 2002). 

Information in a GIS is generally stored in layers, as shown on Figure 3.1. Each 
layer contains information of one kind: for example the GIS could have a layer 
containing information about altitudes, another layer containing measured tem-
peratures, etc. In order to answer a query, different kinds of information (thus 
stemming from different layers) may have to be combined; this operation is called 
overlay. Within a layer, there basically are two main approaches for modeling in-
formation (Rigaux et al. 2002, Shekhar et al 2003): an entity-based approach and a 
field based approach. 

In an entity-based approach, objects and their locations are modeled (e.g. loca-
tions of houses, roads, ...) using basic geometric structures such as points, lines 
and areas (delimited by polygons). A lot of work has already been done in extend-
ing entity based approaches, often by using some form of contour lines to model 
vague regions (Clementini and Di Felice, 1994; Cohn and Gotts, 1994; Gotts and 
Cohn, 1995; Hallez et al. 2002; Verstraete et al. 2000).  These basically are re-
gions with undetermined boundaries,  or regions located at uncertain or imprecise 
positions. 

In a field based approach, global data – i.e. data that are present over the entire 
area under consideration – are modeled (e.g. temperatures, population densities, 
...).  For the modeling of this type of data, bitmaps, tessellations (both regular and 
irregular) and even halfplanes are commonly used.  

Fig. 3.1. An example of the layer architecture in GIS 
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Both the approaches are used simultaneously in a GIS, each with its specific 
applications, benefits and drawbacks. 

In this chapter, the focus will be on field-based models; both an extension of a 
tessellation-structure consisting of triangulated irregular networks and an exten-
sion of a traditional bitmap-structure are presented. Both are adapted for the mod-
eling of imprecision and/or uncertainty about the attribute data associated with 
points in the entire area of interest.  Section 2 brings a reminder on the classical 
notions of triangulated irregular networks (with Delaunay triangulations and con-
strained Delaunay triangulations), thereby introducing notations that will be used 
throughout the chapter.  Section 3 highlights in which way the use of fuzzy set 
theory can constitute an advantage in handling information associated with trian-
gulated irregular networks (TINs). Section 4 reminds the bitmap models and in 
section 5 extensions to extended bitmaps (EBs) are discussed.  Applicability of 
ETINs and of EBs is shortly discussed in the corresponding sections 3 and 5, but 
in section 6 a more in depth discussion is presented.  Section 7 concludes the 
chapter. 

3.2.  Triangulated Irregular Networks: TINs 

3.2.1.  Definitions, notations and spatial representation 

A Triangulated Irregular Network (TIN) is based on a partition of the two-
dimensional space in non-overlapping triangles. This structure is often used in 
digital elevation models (DEMs). TINs are an example of a field based model, 
meaning that the TIN is considered to cover the entire map – which might be lim-
ited to a region of interest, if necessary.  Furthermore, TINs use a vector-mode 
(Rigaux et al. 2002) approach, more specifically their basic structures are points, 
edges and triangles. No assumption is made about the distribution and location of 
the vertices of the triangles (Rigaux et al. 2002). 

Definition 2.1. A Tin (as an occurrence of a TIN) is defined by a non-empty fi-
nite set of points, connected by non-intersecting straight line segments thereby 
covering the plane completely with non-overlapping triangles.  This can be de-
noted by means of a triplet containing three finite sets: a set P of points (the verti-
ces of the triangles), a set E of edges (the straight line segments that are the sides 
of the triangles) and a set T of non-overlapping triangles including their interior 
(the tiles of the TIN).  

),,( TEPTin

Various algorithms can be used to base a TIN on a given set of points. The De-

launay triangulation  (Shewchuk 1996, 2002) is commonly used.  In this case, 
given a set of points P, the Delaunay triangulation construction algorithms will 
"build" a network (i.e. define the sets E and T) such that for every triangle in the 
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network, its circumscribing circle does not contain additional points of the set P.
Apart from a few trivial cases (e.g. four points, each located on the corners of a 
square), the resulting TIN network is completely and uniquely defined on a given 
set of points; appropriate definitions also eliminate the trivial cases. Due to this 
definition, the triangles in the TIN will resemble the equilateral triangle (having 
all sides equal)  as closely as possible (Shewchuk 2002). This property will have a 
beneficial effect on the interpolation, as degenerate cases caused by narrow, sharp 
triangles will be avoided.  

An interesting extension of the TIN is obtained through the constrained Delau-

nay triangulation (Shewchuk 1996). Instead of defining a network on merely a set 
P of points, this method offers the possibility to specify a set EE '  of edges to 
be part of the final triangulation. However, the resulting network does not neces-
sarily satisfy the definition of a Delaunay triangulation: now the circumscribing 
circle of a triangle in T might contain additional points of P.

It shall be clear further on in this chapter that, if the networks are to be adopted 
for representing fuzzy information, even the simplest of operators will resort to the 
use of constrained Delaunay triangulations. For the remainder of this chapter net-
works obtained through both the Delaunay triangulation as well as networks ob-
tained through constrained Delaunay triangulation will both be referred to as 
TINs. 

Implementations can require the manipulation of a TIN network. This can be 
done by adding points to or removing points from the point-set P; the changes re-
quired to maintain a Delaunay or constrained Delaunay network are localized 
around the added or removed points. The algorithms to perform the addition or the 
removal of points extend beyond the scope of this chapter; they are discussed in  
(Rigaux et al. 2002). 

In itself, a TIN is a two dimensional, planar structure.  Choosing the XY-plane 
as a reference, the position of each point in the set P is determined by a couple 
(x,y) consisting of two coordinates.  With every point, a value expressing a prop-
erty can be associated. This associated value can be seen in a third dimension as 
the third coordinate, z, e.g. representing the temperature measured at the related 
position. Hence, the following notations will be used: p(x,y) for a point in the XY-
plane, p(x,y,z) for a point in the XYZ-space. Some algorithms – which will be dis-
cussed further on – do not require the associated value to be taken into account; 
this will be reflected in the used notations.  The points of the set P are called the 
data-points of the TIN. For points p(x,y) located on an edge or in the interior of a 
triangle, the associated z-value is calculated by means of linear interpolation in the 
plane defined by the z-coordinates (i.e. the associated values) of the vertices of 
this triangle. 

3.2.2. The description of the fuzzy spatial data associated with TINs 

In traditional geographic databases, TINs are used to model geographically related 
attribute data over a region of interest. Data have to be available for each point in 
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P, suitable data for other points of the considered region are obtained through lin-
ear interpolation. 

In the presented model, the same TIN structures are used, but the modeled at-
tribute values are not necessarily crisp, nor known values. Typical for the models 
that are presented in the chapter, is that this is accomplished using fuzzy set theory 
(Dubois and Prade 2000). For instance, this theory allows for expressing a degree 
(called a membership-grade) in the range [0,1] to indicate the extent to which a 
property is satisfied or a value is un(certain). For example, the extent to which the 
temperature in a location can be qualified as warm when the temperature at that 
location is known, can be expressed by a membership grade.  Likewise, the extent 
to which there is certainty about a recorded temperature value can be modeled us-
ing membership grades. In general, membership grades can be interpreted in 
serveral ways: they can be either interpreted as degrees of similarity, degrees of 
preference, or degrees of uncertainty (Dubois and Prade 1997). Some of them may 
not be of interest in the context of GIS. 

In the following subsections, it will be shown how TINs can be extended to 
ETINs in four different ways, each one allowing a different interpretation of the 
data values associated with the TINs, thereby relying on fuzzy set theory and the 
related possibility theory.  The basics of fuzzy set theory can be found in (Zim-
merman 1999). 

Working with fuzzy set theory implies the definition and use of extended set 
operators based on the definition of t-norms1 and t-conorms2. The association of 
membership grades with the points of a TIN has no impact on the interpolation 
method. However, as the TIN requires data associated with every point, the mem-
bership grade 0 should be explicitly denoted in the model; hence associated values 
will be in the range [0,1]. This implies special care in defining the operators. As-
sociating fuzzy values with points of a TIN does require a slight modification of 
the interpolation method, as shall be discussed further on. 

3.3. Extended Triangulated Irregular Networks: ETINs 

3.3.1. ETINs based on membership grades 

 Definitions 

In the presented model, the TIN structure (P, E, T) is extended with a mapping 
function f which characterizes a property F regarding a geographic location, for 
example the property "near Ghent". When modeling this property, a value 1 indi-
cates the location is near (or in) Ghent, a value 0 means the location is not at all 

                                                           
1 A t-norm is a commutative, associative, non-decreasing function with 1 as neutral ele-

ment. 
2 A t-conorm is a commutative, associative, non-decreasing function with 0 as neutral ele-

ment. 
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near to Ghent and e.g. a value 0.6 means the location is considered to be more or 
less near Ghent (all values in [0,1] can occur). 

Definition 3.1 An ETin with membership grades (as an occurrence of an 
ETIN) is defined by a TIN structure and a mapping function f.

fTEPinTE ,,,~

where f is defined by 
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The function f associates a membership grade with regard to the property F

with every point in P.  In order to determine the membership grades for the other 
points of the considered region U, a definition for the membership grades of these 
points of the network needs to be given. As said before, the ETIN can be consid-
ered as a three dimensional structure; where the X- and Y-axes are interpreted as 
the domain-axes and the Z-axis represents the membership grade (Verstraete et al. 
2002). Calculating the grade for a point p(x,y) U is done by firstly determining 
the triangle in which p(x,y) is located. Suppose that this triangle is defined by the 
points p1(x1,y1), p2(x2,y2) and p3(x3,y3) of P. Considering all points of the region U,
the membership grades µF  are defined by linear interpolation of the mapping 
function f as follows 
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where U represents the considered region defined by the X and Y axes, and A, B,
C and D are the parameters of the equation Ax+By+Cz+D=0 of the plane contain-
ing the three points p1(x1,y1,z1), p2(x2,y2,z2) and p3(x3,y3,z3) (with the understanding 
that zi=f(xi,yi), i=1,2,3), i.e.  
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The points p1(x1,y1), p2(x2,y2) and p3(x3,y3) in the XY-plane should not be co-
linear, which is guaranteed by the fact that no Delaunay triangulation (or even 
constrained Delaunay triangulation) would result in a triangulation containing 
such a degenerate case.  

Operations 

As an ETIN is an extension of a TIN, again no assumption on the location of its 
data-points is made, nor do two (or more) ETINs that are intended to be combined 



Field Based Methods for the Modeling of Fuzzy Spatial Data   47 

need to have the same number of data points or have their points at the same loca-
tions. 

The ETIN-structure as defined above allows the modeling of membership 
grades associated with a geographically spread property. As it can be useful to 
combine data that are present in the GIS, there is a need for combining ETINs, 
which requires specific operators. To explain the way operators can be defined, 
defining the intersection and union operators using t-norms and t-conorms (Dubois 
and Prade 2000) are illustrated. 

By way of example, the intersection of two triangulated irregular networks is 
considered. In every point of ETin1, the associated data represents the degree to 
which the property F1, e.g. "near Ghent", is satisfied.  Similarly, in every point of 
ETin2, the associated data represents the degree to which the property F2, e.g. 
"along the river Schelde", is satisfied. 

If the combination "near Ghent and alongside the river Schelde" is expressed, 
the two ETINs need to be combined, forming a new ETIN which represents the in-
tersection of the fuzzy sets modeled by the two ETINs. 

The intersection of fuzzy sets is performed using a t-norm; a commonly used t-
norm is the minimum, which is also used in this example. Informally, when con-
sidering the ETINs as three dimensional structures, the desired result of the mini-
mum-operation would be that all the “lowest” points of the two ETINs are re-
tained. These include the data-points, but also the points on edges and inside 
triangles. 

Suppose that we have two ETIN structures ETin1 and ETin2, defined as shown 
in Figure 3.2.a-b respectively. The data points of ETini will be denoted in the 
three-dimensional space  as 

ijjijjj Pjiyxfyxp
iiiii

,..2,1;2,1;,,,  (where |Pi|

represents the cardinality of Pi); an edge
ike connecting the points

il
p and

imp is 

denoted as 
iii mlk ppe , . As a shorthand notation, the indices i will be omitted if 

no confusion is possible. The intersection of the ETINs ETin1=[(P1,E1,T1),f1] and 

ETin2=[(P2,E2,T2),f2] (with associated membership functions resp. 
1F  and 

2F )

is by definition obtained by considering the x,yp,µx,ypµ FF 21
min  of 

the membership grades of each point p(x,y) in the considered region U.  A com-
putable definition of the minimum denoted ETin3 of two ETINs ETin1 and ETin2

can be derived by using the actual definitions of both these arguments. To "build" 
the resultant network, the set P3 containing the points that will define ETin3 has to 
be defined.  

P3 is the union of two sets that will be defined below: 

213 tt PPP
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At first, the points of P1 that are located "below" ETin2 are added to 
1t

P . As 

there is no requirement regarding the relative locations of the data points of both 

networks, it is possible that values associated with points Py,x 1111 jjjp will 

be compared either with values associated with points Py,x 2112 jjjp or with 

values computed for points Py,x 2jj 11
p . In either case, if the value 

y,x
1111 jjjpf  is “lower” than or equal to the associated or calculated value in 

ETin2 at this position y,x
112 jjpF , the point y,x

111 jjjp  is contained in 

1t
P . Completely analogue, the points of P2 that are "below" ETin1 are added to 

1t
P .

221222222

1121111111
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22
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In a next step, the set 
2t

P  of points that result from the intersection of triangles 

in ETin1 and the edges of triangles in ETin2 and vice versa is determined. 

Fig. 3.2.a. ETin1    Fig. 3.2.b ETin2
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These points were not necessarily present in any of the original ETINs. These 
points are needed as they determine where an edge of one network "stops" being 
located "below" the other network.  

Together with the locations of the points, their associated values in the new 

ETIN must be determined. For points in 
1t

P  their associated values are the same 

as the respective associated values in the ETIN they originate from.  For points in 

2t
P  that were obtained as intersection points of ETin1 and ETin2, the interpolated 

values (in either network: in these points the associated values of both networks 
are equal) are used.  

P1’ E1’

p1(0,0,0) e1(p1,p3)

p2(0,100,1) e2(p3,p2)
p3(100,100,0) e3(p1,p2)

p4(100,0,1) e4(p3,p4)

 e5(p1,p4)

Fig. 3.3.a. ETin1'   

P2’ E2’

p1(0,0,1) e1(p2,p1)

p2(0,100,0) e2(p1,p4)

p3(100,100,1) e3(p4,p2)

p4(100,0,0) e4(p4,p3)

 e5(p3,p2)

Fig. 3.3.b. ETin2'   
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The minimum will then be a new ETIN ETin3=[(P3,E3,T3),f3], defined by the 
points in P3. Using the set P3, considering the points not in three dimensions but in 
the XY-plane (i.e. ignoring the f3(p(x,y))), as the input for a Delaunay triangulation 
will yield a unique triangulated irregular network. 

However, defining the set P3 does not suffice to define the new network: some 

points in the region may have interpolated values 
3F  that are not the minimum 

of the respective values in both ETin1 and ETin2. To illustrate where this problem 
originates from, consider two ETINs ETin1' and ETin2' as defined in Figure 3.3. 
Although a Delaunay triangulation algorithm would – in this simple case – have 
yielded the same networks for these same sets of four points, this artificial exam-
ple best illustrates the problem that can occur in more elaborate (genuine) Delau-
nay triangulations. 

The ETIN that is obtained by applying a Delaunay triangulation algorithm on 
the set P3 is shown in Figure 3.4. It can easily be verified that the result is incor-
rect, considering the expected geometrical minimum as shown in Figure 3.5. Con-
sider for instance the edges e2(p2,p3) and e12(p5,p4) of ETin3'  in Figure 3.4 that are 
generated by the triangulation algorithm.  The point p(25,25) is located on 
e2(p2,p3). This is a point with interpolated associated values in each of the three 
networks (ETin1', ETin2' and ETin3') .  As can be clearly seen in Figure 3.4, this 
point has an associated, calculated membership grade 0.525,25

'3
pF

 in 

ETin3'. However, membership grades for this point in both ETin1' and ETin2' are 

025,2525,25
'2'1

pp FF ; the minimum value should therefore 

also be equal to 0. This difference is due to the fact that the Delaunay triangulation 
generates new edges, which are not part of any of the original ETINs, and which 

P3’ E3’

p1(50,50,0) e1(p6,p2)

p2(50,0,0.5) e2(p2,p3)
p3(0,50,0.5) e3(p3,p6)

p4(100,50,0.5) e4(p1,p8)

p5(50,100,0.5) e5(p8,p3)
p6(0,0,0) e6(p3,p1)

p7(100,100,0) e7(p2,p1)

p8(0,100,0) e8(p1,p9)
p9(100,0,0) e9(p9,p4)

 e10(p4,p1)

 e11(p2,p9)

 e12(p5,p4)

 e13(p4,p7)

 e14(p7,p5)

 e15(p5,p1)

 e16(p5,p8)

Fig. 3.4. ETin3', obtained through an incorrect calculation of min(ETin1’,Etin2’)
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do not satisfy the minimum criterion. Especially when higher accuracy is desired, 
this result is most likely to be insufficient, which calls for a better approach. 

In order to overcome this problem, a set of predefined edges E’3 will be deter-
mined.  These edges will be used to force the triangulation algorithm to maintain 
them, as they are needed in the resulting ETIN; the constrained Delaunay triangu-
lation can then be used to calculate the correct minimum.  

Similar to the definition of P3, E'3 is determined in a number of steps.  At first, 
the edges obtained through the intersection of the triangles of the two ETINs 

ETin1 and ETin2 are added to
1t

E (Figure 3.6.a) 

tppeTTtPpPpppeE mltmtlmlt ''21'''' ,':,,'
221

As a next step, all the segments e’(pl’,pm’) of existing edges e(pl,pm) in E1 or E2

that connect a point of 
2' tl Pp  (i.e. a point obtained through the intersection of a 

triangle and the edge e of which e’ is a segment) with a point 
1' tm Pp  (i.e. a 

point that is definitely part of the minimum)  are added (Figure 3.6.b). These seg-
ments are in  

mlmlml

tmtlmlt

,ppe,ppeEE,ppe

PpPp,ppeE

''21

''''

':
'

122

The edges that interconnect two points, that are definitely part of the minimum 

but are not intersection points (i.e. 
1' tl Pp  and 

1' tm Pp ), and that are an exist-

P4’ E4’

p1(50,50,0) e1(p2,p1)

p2(50,0,0.5) e2(p1,p6)

p3(0,50,0.5) e3(p6,p2)

p4(100,50,0.5) e4(p1,p8)

p5(50,100,0.5) e5(p8,p3)

p6(0,0,0) e6(p3,p1)

p7(100,100,0) e7(p3,p6)

p8(0,100,0) e8(p1,p9)

p9(100,0,0) e9(p9,p4)

 e10(p4,p1)

 e11(p2,p9)

 e12(p1,p7)

 e13(p7,p5)

 e14(p5,p1)

 e15(p4,p7)

 e16(p3,p8)

Fig. 3.5. ETin4', obtained through a proper calculation of min(ETin1', ETin2')
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ing edge in either ETIN (e(pl,pm)  E1  E2) are also added (Figure 3.6.c).  These 
edges are contained in 

'2''

''21''

''''

,min
:'

'

1

2

113

nfnfnF

tnnml

tmtlmlt

ppp

PpepEE,ppe

PpPp,ppeE
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Finally, the edges that interconnect two intersection points 
2' tl Pp  and 

2' tm Pp , are also added (in this case, obviously, no other points of 
2t

P  must be 

contained in this segment) (Figure 3.6.d). This is expressed by 

'''''

''''

212

224

,min:'
'

nFnFnFtnn

tmtlmlt

pppPpep

PpPp,ppeE

t

Hence, E’3 is defined as 

43213' tttt EEEEE

(a) 
1t

E     (b) 
2t

E

(c) 
3t

E     (d) 
4t

E

Fig. 3.6. Construction of E’3
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In the simplified example (Figure 3.3), the set E’3 will contain all the edges de-
fining the triangulated irregular network. With more complex networks, edges in 
E’3 yield a set of non-overlapping planar polygons. In general, when a Delaunay 
(or constrained Delaunay) triangulation is applied to a planar polygon, it results in 
a planar triangulation.  In this case triangulating the planar polygons (which is in 
fact a constrained Delaunay triangulation with the edges of the polygons specified 
to be part of the result), results in a triangulation that does not exhibit the problems 
caused by the regular Delaunay triangulation on the non-planar set of points P3.
As can be seen in Figure 3.5 this definition of the minimum is exactly the same as 
the minimum that should be obtained. 

The definition for the union (using the maximum) is obtained in a completely 
analogue way. Other t-norm and t-conorm operations might not maintain the line-
arity (i.e. the result of an operation, can yield a result that cannot be presented by a 
(piecewise) linear model. In this case, the results should be approximated using a 
piecewise linear model.  This kind approximation is often needed (even in non 
geographic applications) due large amount of calculations required. 

3.3.2. ETINs with fuzzy numbers 

The ETIN structure as defined above can be used to model crisp membership 
grades regarding a property spread over a region. The modeling of vague, impre-
cise or uncertain associated values is however also very useful. Examples of this 
are modeling inaccurate measurements, and performing analysis involving predic-
tions. As a matter of fact, a huge amount of real life information to be analyzed is 
dependant on geographical locations (climate analysis, election polls, marketing 
statistics, ...), and can be represented by fuzzy numbers (Klir and Yuan 1995, 
Zimmerman 1999). 

In this subsection, ETINs based on fuzzy numbers will be considered. Fuzzy 
numbers with triangular membership functions are the easiest to be considered, as 
they provide the simplest model for a fuzzy number. Note that the triangular 
membership function is not to be confused with triangulated networks. 

Definition 3.2 An ETin with fuzzy numbers is defined by a TIN structure and 
a mapping function g.

gTEPETin ,,,
where g is defined by 

Ppyxpg
fco
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Pg
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with fco~  the powerset over co(f), this is the set containing all the fuzzy 

sets over co(f).  For fuzzy numbers, the set co(f) will be .
Fuzzy numbers with triangular membership functions are the easiest to be con-

sidered, as they provide the simplest model for a fuzzy number. Note that the tri-
angular membership function is not to be confused with triangulated networks. 
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In order to use fuzzy numbers, the type the associated data value in a point 
needs to be extended from a simple (crisp) value to a fuzzy set over the domain .
Conceptually, in the presented ETIN-model, this can be accomplished in every 
point of the considered region by associating a triangular membership function. 
Three characterizing points are of importance: the two points in which the mem-
bership-grade equals 0 that delimit the membership function, and the intermediate 
point in which the membership grade equals 1. In Figure 3.7 are four examples of 
such fuzzy numbers, representing values of spatial data. With each data point of 
the ETIN, a membership function will be associated (Figure 3.8).  As only three 
values are needed to characterize these membership functions, the structure can be 
represented by means of three ETINs.  The "lower" network will connect the 
"lowest" value points, the "upper" network will connect the "highest" value points; 
the "middle" network will represent the points where the membership grade is 1, 
this can be seen on Figure 3.9. It is clear from their definitions, that these three 
networks can not intersect one another.  One understands that the data values rep-
resented by the "middle" network are in fact not known with absolute precision, 
but that the limitation of their precision lies within the values represented by the 
surrounding "upper" and "lower" networks. 

Fuzzy numbers (in this case, triangular fuzzy numbers); are fuzzy sets over the 
numerical domain (usually ). Mathematically speaking, these sets are the co-
domains of the mapping function.  Arithmetic operations (addition, product, ...) on 
fuzzy numbers have been defined; by using the Zadeh extension principle, simple 
interval-arithmetic can be adopted. There is one drawback though: most opera-
tions on triangular fuzzy numbers will result in a more generally shaped fuzzy 
number; e.g. the product can yield a non triangular piecewise linear membership 
function. Representing this kind of membership functions requires either a way of 
approximating them, or an adaptation to make the model better suited for non tri-
angular membership functions, as presented below. 

Fuzzy numbers using piecewise linear membership functions are modeled by 
means of a straightforward extension of the previous approach.  The "breakpoints" 
are no longer limited to three and all have to be involved in the mathematical op-
erations when calculating with the thus defined fuzzy numbers.  The problem has 
been studied in (Kerre and Van Schooten 1988).  Discussing this kind of fuzzy 
numbers (which might occur as results of operations on triangular fuzzy numbers 
and which are perfectly contained mathematically) is beyond the scope of this 
chapter. 
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 (a) (b) (c) (d) 

Fig. 3.7. Membership functions in respectively (0,0), (0,100), (100,0) and (100,100) 

Fig. 3.8. Modeling fuzzy sets using extended triangulated irregular networks 
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3.3.3. ETINs with type-2 fuzzy sets 

The ETIN structure with fuzzy numbers can be altered to the uncertainty of mem-
bership grades (as presented in section 3.1.) using  type-2 fuzzy sets (Mendel 
2001). While in this model, type-2 fuzzy sets look similar to fuzzy numbers, there 
is a huge difference in meaning and interpretation. 

Type-2 fuzzy sets are a generalization of regular fuzzy sets, in that they permit 
imprecision as well as uncertainty regarding the membership grades to be mod-
eled.  As such, type-2 fuzzy sets can be used to generalize the model in 3.1. The 
example used in that section concerned the proposition "near Ghent".  This as-
sumes that their is certainty about the extent to which a location is "near Ghent".  
However, when describing for instance the whereabouts of a person, there might 
be doubt on where he/she is located.  The person could be located near Ghent, but 
also near Brussels.  A type-2 fuzzy set allows this doubt to be modeled: this ap-
proach, the membership grade on every location is extended to a "fuzzy" member-
ship grade. As a result, every point will now have an associated fuzzy set over the 
domain [0,1]. 

Definition 3.3 An Extended TIN with type-2 fuzzy sets is defined by a TIN 
structure and a mapping function g.

gTEPinTE ,,,~

where g is defined by 

Fig. 3.9. Interpolating between fuzzy sets in extended triangu-
lated irregular networks 
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A similar notation as before is used, with 1,0~  being the set of all fuzzy sets 

over the interval [0,1]. 

3.3.4. Applicability 

ETINs with possibilistic truth values 

In the three previous sections, the ETIN structure was presented for the represen-
tation of data (membership grades (3.1), fuzzy numbers (3.2) or fuzzy membership 
grades (3.3)).  In this section, attention will go to adapting the structure for use in 
querying, in order to cope with these types of fuzzyness. In traditional crisp sys-
tems, a query condition (e.g. "temperature is more than 30°C") evaluates to true or 
false for any given crisp data. However, when the model contains fuzzy numbers, 
this standard boolean logic is insufficient.  If the temperature in the above example 
were to be represented by means of a fuzzy number (e.g. between 26°C and 32°C), 
the truth cannot be expressed as true or false.  Furthermore, there is an interest in 
using natural language queries (e.g. using propositions such as "warm", "high 
temperature", ... where this predicate is defined by means of a possibility distribu-
tion). As a result, there must be a mechanism to determine the extent to which a 
value (e.g. a temperature of "between 27°C and 32°C") is considered to match a 
given fuzzy set (e.g. a set describing the linguistic term "warm"). 

There are a number of approaches to indicate degrees of truth: membership 
grades, possibility measures and possibilistic truth values (de Cooman 1995, de 
Cooman 1999, Dubois and Prade 2001) can be used (Prade 1982, De Tré 2002). 
The latter case will be explained in further detail. Possiblisitic truth values indicate 
the truth by means of two values: a degree to indicate the extent to which a propo-
sition is true, and a degree to indicate the extent to which a proposition is false. In 
order to define possibilistic truth values, the set )(~ I  of all fuzzy sets over the 

universe I={True,False} is considered. 
Defintion 3.4 (Possibilistic truth value PTV). While the traditional truth value 

t of a proposition p, element of a set of propositions P is defined as 

ptp

IPt :

the possibilistic truth value pt~  of a proposition p  P is defined by means of 

the mapping function t~

ptp

IPt
~

~:~

With each p  P a fuzzy set pt~  is associated; the semantics of this associated 

fuzzy set are defined in terms of a possibility distribution :
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xxIx ptpt ~:
i.e. 

ptPp pt
~:

PTVs provide a means for modeling the truth value associated with a given prop-
erty.

The operator to compare a possibility distribution with a fuzzy set is the IS op-
erator; it is of the form A IS L and returns a possibilistic truth value, indicating the 
extent to which the value of a property A (e.g. population density), represented by 
a possibility distribution, matches a linguistic term L (e.g. densely populated), rep-
resented by a fuzzy set. A possibilistic truth value is associated with every loca-
tion.

Definition 3.5 An ETin with PTVs is defined by a TIN structure and a map-
ping function g.

gTEPETin ,,,
where g is defined by 
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with FalseTrue,~  the powerset over {True, False}, this is the set contain-

ing all the fuzzy sets over the set {True, False}.   
Definition 3.6 (A IS L). A IS L will yield a possibilistic truth value for which 
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Apart from the IS operator, common logical operators are extended.  For PTVs, 

the rule for conjuction is qtptqptPqp ~~~AND~:,  where 
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Similarly, the disjunction, negation and other operators can be defined (De Tré 
2002). Sometimes it is more useful to use alterative definitions for these operators, 
as presented in (De Tré et al. 2002b). 

The presented extended triangulated irregular network structure can be adopted 
for the modeling of such PTVs: the ETIN-structure can be extended similarly to 
what has been done in order to allow the modeling of fuzzy numbers.  There, the 
data in each point had been extended to a fuzzy set over the numerical domain; for 
the modeling of PTVs over a geographic area, the data in each point will be ex-
tended to a possibility distribution over {True,False}. Visually, this means that 
PTVs will yield two triangulated irregular networks (one for True, one for False).  

An important difference between this and the previous models is that the ETIN 
with PTVs is not stored in the database, it is an intermediate structure used to both 
evaluate the query (or parts of the query) and to represent the result. 

Extended possibistic truth values (De Tré 2002) permit coping with proposi-
tions for which a truth value is undefined, which might be the case if the proposi-
tion is not applicable. The approach is completely analogue, apart from the fact 
that the considered domain {True,False} is replaced with the domain 
{True,False, }, in which the element  represents undefined. 

 Applications 

The extension of TINs to ETINs is useful to model grades of membership over a 
geographic region, still using a fairly simple structure.  From a computational 
point of view, the structure is interesting as it results in a vector oriented approach, 
requiring far less storage than similar bitmap techniques.  An implementation of 
the presented operations is quite straightforward; extending the approach towards 
other uses (fuzzy numbers, PTVs, ...) is more complex, especially when appropri-
ate operators for these uses are considered, as has been discussed in the previous 
paragraphs.

3.4. Bitmap models 

3.4.1. Definition, notation and spatial representation 

An alternative technique of representing field based data is the bitmap approach.  
While the TIN and ETIN structures try to describe a continuous universe by re-
cording information associated with a limited number of "strategic points", the 
vertices of the triangulation, the bitmap approach retains information that is asso-
ciated with number of points, grouped in a cell of a mesh that covers the region of 
interest. Hence, the bitmap model is a kind of a discreet model, sometimes also 
called a spatial resolution model, where the considered tiles stem from the used 
partitioning. 

Two variants, depending on the shape of the cells, can be distinguished: fixed

(or regular), if all cells have the same shape and size and variable or irregular, if 
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their sizes and/or shapes differ (Rigaux et al. 2002).  For clarity reasons, only 
regular bitmaps will be considered, but the presented techniques can – if needed – 
be extended to suit irregular bitmaps as well. While only regular tesselations using 
rectangular cells will be covered here, the presented techniques are not limited to 
rectangular cells however; sometimes, hexagonal tiling is used as a regular grid. 
The two dimensional space (limited by the map) is thus partitioned in a finite 
number of cells. The size of the cells determines the resolution at which the data is 
to be modeled. Basically, a cell is a convex polygon, which can be defined by stat-
ing that all of the points of a line-segment connecting two points within the poly-

gon are located inside the polygon. Considering the vectors 1p  and 2p  as being 

defined by the origin of the reference frame and the points p1 and p2, the require-
ment of being convex can be defined as follows. 

Definition 4.1 (Cell c). With the understanding that X is the universe of all the 
locations (points) considered in the GIS, a subset c  X is called a cell if it is con-
vex, i.e. 

3
21

321 2
:,, p

pp
cpcpp

A grid – in this context – is a collection of non-overlapping cells (i.e. their interi-
ors are disjoint) that together cover the considered region U in the universe X. A 
cell thus has a dimension, but the attribute data values of all the points in the cell 
are represented by one single same value associated with the cell. The cell itself is 
characterized by one single pair of coordinates in the planar representation.  With 
a refined resolution, more attribute data values will be taken into account.  Refer-
ring to a more coarse resolution, less attribute values will be taken into account. 

Definition 4.2 (Grid G). 

XGcccGccXcG
i

i2121 :, , Ti ..1

where T is the total number of cells in the grid.  The following explanation will be 
made by means of a regular two-dimensional N × M grid of rectangular cells or 
pixels. A cell has a location in the plane, consisting of two coordinates n and m
where 0  n  N and 0  m  M, and will be denoted c(n,m). A bitmap is defined 
as a set of cells, each representing an associated data value. 

Definition 4.3 (Bitmap B)

fGB ,
A bitmap structure B can be used to model a property dependent on a geographic 
location by approximating the property values in the associated data value of each 
cell, as shown on Figure 3.10b. The associated value in each cell can for instance 
be calculated as the average of a finite set of values associated with sample-points 
within that cell. Again, examples of application fields are the modeling of popula-
tion densities, temperatures, recorded noise-levels, ... 

Using the Z-axis to represent the associated data value, both a continuous three 
dimensional function and a bitmap-structure approximating the same function can 
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be visualized as shown in Figure 3.10a. Naturally, the more cells the bitmap will 
contain, the more refined the approximation constituted by the tiles will be. 

The bitmap structure as defined above is traditionally used to model crisp data. 
It does however allow for extensions similar to the ones described for extending 
the TIN-structure.   

3.5. Extended bitmap models: EBs 

3.5.1. EBs with membership grades 

Definition

In a similar approach as in 3.1., the bitmap structure is adapted using membership 
grades. 

Definition 5.1 (Extended bitmap with membership grades BE
~

)

BGBE ,~

where F  is defined by 

Gccc

G

F

F

,
1,0:

As in 3.1., this structure can be used to model properties regarding a geographic 
location, e.g. the property "near Ghent". 

Suppose we have two different properties F1 (e.g. "near Ghent") and F2 (e.g. 
"alongside the river Schelde"), obtained by sample functions f1 and f2 as repre-

sented in Figure 3.11; two extended bitmaps 
1

~
FB  resp. 

2

~
FB  are used to represent 

the grades 
1F  and 

2F  to which extent the properties are satisfied with respect 

to the considered area. Sometimes, data from the two extended bitmaps may need 

(a) (b) 

Fig. 3.10. geographically dependent value in continuous (a) and bitmap (b) representation 
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to be combined, for which any of the common aggregation operations (t-norms, t-
conorms, ...) as explained in subsection 3.1.2. are applicable.  An example of such 
a combination is "near Ghent and alongside the river Schelde". 

Ideally, the fuzzy bitmaps 
1

~
FB  and 

2

~
FB  should be based on the same grid and 

thus both have the same resolution and size.  It is possible to use bitmaps that don't 
use the same grids, but this will require a resampling of one of them in order to 
match the other grid (target-grid). The resampling can be done by overlaying the 
target-grid with the bitmap, and then averaging the values for a number of sample 
points.  This resampling entails a loss of precission.  The use EBs with fuzzy 
numbers (as presented further) could prove to be more beneficial in this context. 

For the sake of argumentation, the fuzzy bitmaps 
1

~
FB  and 

2

~
FB  are considered to 

be based on the same grid and therefore both have the same resolution and size; 
they are defined as shown respectively in Figure 3.11.a-b. 

Operations  

Operations on cells need special attention.  If the new value of a cell is based on 
the input of a single cell in the same position, the operation is said to be local; if 
the value of a cell is based on the input of a cell and its neighborhood, the opera-
tion is said to be focal. The neighborhood of a cell can be defined in various ways: 

Fig. 3.11.a. Sample function f1

Fig. 3.11.b. Sample function f2
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either by considering its surrounding cells (eight in total (Rigaux et al. 2002), 
when using a grid with rectangular cells), or by considering a subset of these (only 
horizontal and vertical neighboring cells, only diagonally neighboring cells, ...).  If 
a second bitmap is used to define the cells on which calculations are performed, 
the operation is considered zonal; finally, if values in the new raster are based on 
the values of all the cells in the input, the operation is considered to be global

(Shekar and Chawla 2003). The aggregation methods described here can be cate-
gorized as local operations: the value of a cell in the result is only dependent on 
the value of the cells on the same position in the input. The operations and func-

tions work cell by cell thus for an operator o and the cells ii Bc
~

 this yields: 

mncmncomnc FFF ,,,, 213 213

In Figure 3.12.a, the minimum operations on the two bitmap structures repre-
sented in Figure 3.11 is illustrated (corresponding to the intersection operator ex-
ample in subsection 3.1.2. Likewise, in Figure 3.12.b the product of two bitmap 
structures is shown.  Both the three dimensional ideal (continuous) solution and 
the related bitmap approximation are printed. 

Fig. 3.12.a.  minimum: min(f1,f2)

Fig. 3.12.b. product: f1×f2
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3.5.2. EBs with fuzzy numbers 

Due to the simplicity of the bitmap-structure, the bitmap can easily be extended to 
represent more complex data.  A very useful extension is the use of fuzzy numbers 
to represent the attribute data value per cell: e.g. this would also allow the model-
ing of approximate numerical data, which is beneficial for instance in the model-
ing of predictions or in the analysis of evolutions. Similar to the extension in the 
ETIN-structure in subsection 4.2., the modelled data – in this case contained 
within the data field for every cell – are now extended from single values to fuzzy 
sets.  It is important to notice that the co-domain co(f) is the domain of the mod-
elled values: in definition 4.3 f maps a cell c onto an associated value f(c). Extend-
ing the associated value from a single value to a fuzzy set requires the fuzzy set to 
be defined on co(f). The extended bitmap then is 

Definition 5.2 (Extended bitmap with fuzzy numbers EB )

gGEB ,
where  

Gccg
fco

c
Gg

,

~:

with fco~  the powerset over co(f), i.e. the set containing all fuzzy sets over 

the set co(f).  This association indicates that a fuzzy set is associated with the data 
field of each cell. For fuzzy numbers, the set co(f) will be .

There is a major conceptual difference between this extended bitmap and the 
extended bitmap with membership grades as defined previously. Initially, geo-
graphic data was modeled using an extended bitmap with membership grades, 
which indicated  e.g. a degree of similarity (or satisfaction) with regard to a given 
property F. In the extended bitmap with fuzzy numbers, there is a new fuzzy set 
for every cell of the bitmap, which corresponds to the fuzzy number representing 
the attribute data value associated with the cell.   This allows to express that the 
data value is cursed with imprecision, contained within the defined fuzzy set. This 
means that if a traditional operator o is used to combine that data from two bit-
maps, the resulting bitmap then is defined as: 

cgcgoGEB 21 ,~,
where the operator o is extended using Zadeh's extension principle: 

xo

xx
x

cgcg
xoxx

cgcgo 1
)(,

,~
if0

,minsup
211

21
21

where fcox .

Zadeh's extension principle is a point wise definition, which implies that it is 
directly applicable on the extended bitmap model (in essence a discrete model). 

The fact that no interpolation is performed between different cells of the bitmap 
structure, results in a more straightforward extension (in comparison to the similar 
extension that has been made on TIN-structures). Every traditional mathematical 
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operation that is extended, will work on a per cell basis.  The model puts no con-
straints or limits on the membership functions that can be associated in a data 
field. One might opt for a triangular fuzzy set representation of the fuzzy numbers, 
or more generally a piece wise linear function representation, or perhaps even for 
other types of functions, but it doesn't impact the interpretation, nor the functional-
ity of the bitmap. 

This structure now permits the modeling of data such as e.g. temperature, but 
with imprecise or uncertain values.  This also allows for a modeling of the uncer-
tainty and/or imprecission associated with making predictions (e.g. about popula-
tion densities). 

3.5.3. EBs with type-2 fuzzy sets 

In the previous section, the associated value in each cell has been represented by a 
fuzzy number.  This approach can be used to generalize the model presented in 
4.1. As in section 3.3. – which generalized the model in 3.1. – this will yield a 
model containing type-2 fuzzy sets (Mendel 2001; Klir and Yuan 1995). The as-
sociated value in each cell then is a membership grade which is subject to uncer-
tainty. 

Definition 5.3 (Extended bitmap with type-2 fuzzy sets BE
~

)

gGBE ,~

where

Gccgc
Gg

,
1,0~:

A similar notation as before is used, with 1,0~  being the set of all fuzzy 

sets over the interval [0,1]. 
The interpretation is similar to the interpretation discussed in section 3.3. 

3.5.4. Applicability 

EBs with possibilistic truth values 

Similarly to the ETIN structure, the extended bitmap structure was presented for 
the representation of data (membership grades (4.1), fuzzy numbers (4.2) or fuzzy 
membership grades (4.3)). 

As with the ETIN structure, the introduction of modeling fuzzy information has 
an impact on the evaluation of queries.  Possibilistic truth values will also be used 
in the context of extended bitmaps to express the degree of truth regarding a con-
dition. A possibilistic truth value can be seen as a fuzzy set over the domain {True, 

False}.  Using possibilistic truth values, the bitmap can hence be extended to 

gGEB ,
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where 

cg

FalseTrue

c

Gg ,~:

with FalseTrue,~  the powerset of {True,False}, i.e. the set containing all 

fuzzy sets over {True,False}.
Hence cell-wise, which comes to point-wise, a possibilistic truth value is asso-

ciated with the attribute data value to express the degree of truth regarding the 
value associated with a cell in an query-expression. The modeling of the property 
A – both with crisp or fuzzy values – and the linguistic term L have been presented 
previously. The IS operator for bitmaps works on a per cell basis: the possibility-
distribution A associated with each cell is matched (using the traditional IS opera-
tor) with the fuzzy set L. For every cell this will result in a possibilistic truth value, 
which can be associated with a cell in the resulting extended bitmap as defined 
above. The other operations (conjunction, disjunction, ...) on possibilistic truth 
values can also be defined on a per cell basis to suit the bitmap model.  Again, the 
PTVs can be extended to extended possibilistic truth values (De Tré 2002), by us-
ing the domain {True, False, } instead of {True, False}; where  means unde-
fined and is used if the proposition is inapplicable. 

The EBs with PTVs are not intended for storage within the database, similar to 
the ETINs with PTVs, this structure is intended for representing (intermediate or 
final) query results. 

A note on data acquisition 

An important caveat when using bitmap structures, is the required amount of data: 
numerical data is required for every cell in the grid (in our examples, N×M values 
are required). In practice, this amount of data can be generated from a smaller 
number of points, by interpolating them using a continuous model (e.g. a triangu-
lated irregular network structure as mentioned before).  This continuous model can 
then be used to determine the value(s) that are associated with each cell (e.g. by 
averaging the data of a number of sample points in that cell). While this poses no 
theoretical problem, one should be aware that some cells in the bitmap now con-
tain interpolated values, instead of measured values. 

Observations 

The bitmap structure adopted as described above is suitable for many purposes, 
both in modeling fuzzy data as in representing results from a fuzzy query (be it on 
crisp or fuzzy data). Various operations can easily be defined; the translation from 
the theoretical definitions to implementations proves also to be straightforward.  
Visualizing an extended bitmap with membership grades is relatively easily ac-
complished; visualizing an extended bitmap with fuzzy numbers, type-2 fuzzy sets 
or PTVs is far more challenging, as there basically are four dimensions to be dealt 
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with: two coordinates, a modeled value and its membership grades (i.e. a member-
ship function) per cell. 

3.6. Using ETINs and EBs 

ETINs and EBs are really different approximation techniques and their use greatly 
will depend on the way input over the region under consideration is available. 

ETINs are called continuous models, as they can draw (approximate) attribute 
data values for whatever point in the region.  To achieve this, interpolation tech-
niques are used on the data values associated with the points in the region for 
which information is available by input.  The mentioned points in the region can 
be distributed as if in an arbitrary way (corresponding to their availability, e.g. 
stemming from measurements in the field).  EBs are said to be discrete models, as 
they are developed for regions in which attribute data values are (or become) 
available meshwise.  In practise, the mesh will be or will be forced to be a regular 
one.  No interpolation is used here.  Per cell, there is only one (representative) data 
value under consideration.  No interpolation is used here; per cell, there is only 
one (representative) data value under consideration. 

While it is easier to draw a bitmap model from a triangulated irregular network 
(by interpolation) than vice versa, the latter could be considered as well.  Anyway, 
in any approximation, one has to aim at the best possible approximation at the 
lowest possible cost.  In this context, the two approaches can sometime be used to 
complement one another.  For instance, operations can be applied on a bitmap 
model and used to have an idea of the more accurate but more computationally in-
tensive solution in a TIN model.  The choice of strategy will depend on the avail-
ability of the input data, their amount and the time needed to achieve the desired 
approximation within the limits of precision and certainty aimed at. 

In general, to achieve a relatively accurate approximation, bitmap models will 
rely on a huge amount of data, but benefit from relatively easy calculations; trian-
gulated irregular networks by contrast, will involve a cumbersome number of cal-
culations but provide inherently for a better approximation.   

The extended TINs and extended bitmaps have the advantage of offering richer 
and more realistic semantics at the cost of more calculations and augmented stor-
age capacity in comparison to their non-extended counterparts. 

3.7. Conclusion 

Two different approaches for representing field-based fuzzy geographic informa-
tion have been presented, an extended vector-based method using triangulated ir-
regular networks and an extended bitmap model.  Each of the presented models 
has its benefits and its drawbacks.  The former is more complex, especially when 
defining operators, but has the advantage of being a continuous model. This vec-
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tor-based method allows for an approach that results in a more realistic model for 
measured data. Defining the operators requires that the interpolation at hand has to 
be taken into account, which makes this approach more challenging and may re-
quire the result to be approximated. Defining the operators requires that the inter-
polation at hand has to be taken into account, which makes this approach more 
challenging. In an implementation, this might impact performance negatively. The 
latter is much simpler for defining operators but is a discrete model.  This ap-
proach resembles most of the theoretical definitions more closely, which results in 
a much more straightforward implementation. The two approaches can be said to 
complement each other; which representation method is the most adequate de-
pends on both the data to be modeled and which operations most frequently need 
to be applied. 
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4.1 Introduction 

It is only recently that the fuzzy-set theoretic approach to spatial objects and their 
concepts has joined the mainstream of geographic information system (GIS) and 
science (GIScience). Several reasons account for this. Recent research on spatial 
objects has revealed that spatial vagueness is inherent in some geographic features 
(Burrough and Frank 1996). For instance, the boundary between a mountain and a 
valley is not sharply defined. Furthermore, even if a geographic phenomenon is 
best described as crisp, humans tend not to reason in a precise manner, but rather 
in an approximate manner (e.g. they live near Chicago). Moreover, perception and 
cognition vary widely between individuals. Furthermore, information can be in-
complete or imprecise due to rough measurements or to our incomplete ability to 
grasp the scope and detail of spatial objects. In other words, there always exists a 
gap between the reality and its representation.  

We use fuzzy set theory (Zadeh 1965) as a mean to reconcile discrepancies ex-
isting between reality and its representation. We discern three representational dif-
ferent levels at which fuzzy set concepts can be applied, namely the ontology, per-
ception, and implementation levels. The (spatial) ontology level pertains to 
generic concepts inherent in spatial objects. The perception level concerns the 
mental models used to perceive the environment. The implementation level en-
compasses the errors that have propagated during system implementation. The 
combination of spatial vagueness, diverse human perceptions, and implementation 
errors account for the gap existing between reality and its representation. In gen-
eral, fuzzy set concepts preserve details (Robinson 2002) whereas traditional 
(crisp) GIS data models overlook the loss of information by forcing  reality into a 
coarse (in the sense of low resolution) representation. Fuzzy set theory can over-
come the gap by providing mechanisms for ontologically and cognitively plausible 
(Worboys 2001) and error-sensitive (Duckham et al. 2001) representation of the 
reality. In sum, fuzzy set theory provides a means to address various kinds of un-
certainty such as spatial vagueness, human perception, and imperfect information. 

This study is part of a larger project aimed at geographically referencing the fa-
tal accident data. Our task is to pinpoint the location where a traffic crash is most 
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likely to have occurred given the limited and imprecise information available on 
this crash. In our study, georeferencing can be roughly defined as the conversion 
of the linguistic description of a location to a quantitative specification. As Good-
child (2000) pointed out, effective georeferencing can be a matter of life and death 
in the case of communication between a caller and an emergency dispatcher. The 
linguistic description of location is sometimes not clear-cut, not only because 
many alternate names are used to refer to the same location, but also because the 
location itself is not well defined. We focus on the problem of determining the lo-
cation of a certain locality.  

We hypothesize that location indeterminacy of localities is caused by spatial 
vagueness, interpersonal differences in perception, and imperfect information. We 
compute the value that quantifies location indeterminacy by modeling the inde-
terminate part of localities by a fuzzy set membership function. We examine the 
relationship between the value of location indeterminacy and attributes of locali-
ties in order to test the stated hypotheses.  

The purpose of this research is to show how fuzzy set theory can be properly 
applied in modeling localities. Also the result will assure whether there exists 
fuzziness in determining the location of locality. This study develops a fuzzy set 
membership function for indeterminate boundaries of localities. By testing our 
hypotheses on the relationship between location determinacy and characteristics of 
locality, we examine whether fuzzy set theories can capture various kinds of un-
certainty at the ontology, perception, and implementation levels. 

Modeling localities by fuzzy sets has a definite advantage over a crisp set in 
that it makes best possible use of sparse information to reconstitute detail. More 
specifically, fuzzy-set-based localities constitute a closer depiction of reality, such 
as overlapping memberships of localities. Next, fuzzy set provides a conservative 
representation tool for individual differences in the perception. Finally, allowing 
the soft processing (fuzzy set modeling) over the hard data (reference data) can 
minimize the problems caused by the imperfection of source data.  

The remainder of this chapter is organized as follows. In Section 4.2, the spe-
cific georeferencing motivating this study is described. We formulate research hy-
potheses and specify the assumptions on which this study is based. In Section 4.3, 
we give a brief overview of related research, such as the ontology of spatial ob-
jects, the representation of fuzzy regions, and the notion of nearness. In Section 
4.4, we define the fuzzy set membership function of localities. The implementa-
tion steps in GIS are described in Section 4.5. The analyses of results are given in 
Section 4.6. We examine if fuzziness is substantial in identifying localities. By 
looking at the cases that are georeferenced by a fuzzy set modeling, we may or 
may not find evidence of fuzziness in locality. The hypothesis is examined also. 
Finally, Section 4.7 concludes this study. 
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4.2 Locality and the Georeferencing Problem 

Figure 4.1 presents the steps involved in the process of georeferencing traffic ac-
cidents: from the reporting of accidents, to their storage in the databases, and fi-
nally the georeferencing using a geographic information system. Police officers 
use the coding forms shown in Figure 4.2 to make a permanent record of accident 
information. The number in the upper right-hand corner of each section of the cod-
ing form indicates the column identifier for this information item in the flat files to 
which the paper-based record is transferred. In Figure 4.2, the locality information 
of the accident is recorded in the upper section - State (1-2), City (14-17), and 
County (18-20) - using GSA Geographic Locator Codes (GLC). 

Fig. 4.1. Georeferencing Traffic Accident Data under Uncertainty 

As part of the georeferencing process, attention needs to be paid to the manner 
in which police officers identify the localities. Do they record locality information 
under the assumption that locality boundaries are determinate? That is, is the loca-
tion of localities taken as determinate? The answer may be compound. It may de-
pend on the environment (what), on the agent (who), and on the medium (through 
what).

Environment: It may be much easier to delineate the boundaries if a distinguish-
able geographic feature, such as a body of water, surrounds a locality (e.g., penin-
sula, island). Moreover, locality is the result of human conceptualization and de-
marcation rather than a physical demarcation on the surface of the Earth. Making 
this kind of spatial concept crisp is part of the repetitive process of conceptualiza-
tion. It is likely that a person finds it easier to identify the location of a conspicu-
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ous locality than that of a less conspicuous locality. Therefore, it can be argued 
that certain characteristics of localities affect the location indeterminacy, or fuzzi-
ness in delineating their boundaries. 

Fig. 4.2. FARS (Fatality Analysis Reporting System) Coding Forms (Accident Level) 
(Source: NHTSA 1995) 

Agent: Perceiving the environment requires some form of model through which 
observation can be made. Human beings form their own mental model through 
their knowledge, experiences, and preferences. The mental model does not neces-
sarily conform to a formal logic (Johnson-Laird et al. 1998). For instance, a person 
who has spent all their life in the same city is likely to have a less erroneous (i.e., 
closer correspondence between the mental model and reality) mental model of this 
locality than new comers. Even if two persons have the same level of familiarity 
with the city, they might have different mental models depending on their unique 
experiences and preferences. In short, there exist inter-personal differences in the 
perception of locality. 

Medium: In the traffic accident example reported above, the coding forms control 
the granularity and structure of the information transferred from human knowl-
edge. Coding forms in coarse granularity would not receive human knowledge in 
finer granularity. That is, information is lost through the medium whose resolution 
does not accommodate the resolution at which knowledge is expressed. For exam-



Modeling Localities with Fuzzy Sets and GIS   75 

ple, police officers can record the specific location of highway accidents using a 
milepoint (shown in the lower left of coding forms). But the location of the acci-
dent on local streets can only be recorded at a rough scale because local streets are 
not measured by a milepoint. A poorly designed medium can cause ambiguity as 
well. For example, the ‘city’ in the coding form can be interpreted as either ‘ur-
banized area’ or ‘legally recognized and bounded jurisdiction’, even if the latter 
may be intended. Consequently, an imperfect medium can also be responsible for 
the location indeterminacy of locality. 

In Section 4.3 we review related research to examine solutions to the problem 
of location indeterminacy. We start with a discussion on the ontology of locality 
and then review appropriate formalisms of locality. Under the circumstances that 
the boundaries of localities are indeterminate, the membership of a place to a lo-
cality is not necessarily binary (i.e., True or False). We propose an approach that 
uses the notion of nearness to handle borderline cases (i.e. not sure if it is in). En-
vironmental factors that are expected to affect the perception of nearness are re-
viewed so that they can contextualize the fuzzy set membership function of local-
ity. 

4.3 Theoretical Underpinnings of ‘Locality’ 

4.3.1 Ontology of Locality 

Ontology research in the spatial domain has concentrated on the nature of spatial 
objects and their boundaries, their mereological (i.e., parts and whole), topological 
(Egenhofer and Franzosa 1991, Allen 1983), and mereotopological structure and 
their location in space and time. Smith and Mark (1998) argue that the ontological 
characterization of geographic reality requires considering three basic aspects: (1) 
the aspects of what spatial objects are, (2) the aspect of where spatial objects are, 
(3) aspects of scale. We can distinguish between spatial objects and abstract ob-
jects. A spatial object is an object that is located in space and time, while abstract 
objects are not located in space and time (e.g., numbers and prepositions). Thus, 
location is an inherent property of spatial objects. Spatial objects of geographic 
scale are larger than the human body and cannot be perceived within a single per-
ceptual act. For example, forest and ocean are spatial objects of geographic scale 
whereas a human organ and Mars are not. More often than not, the locations of 
spatial objects are indeterminate.  

Smith (1995) pointed out the fundamental distinction between bona-fide and 
fiat (spatial) objects. Roughly, bona-fide objects are objects which boundaries co-
incide with discontinuities of the underlying reality such as ‘The planet Earth’, 
human beings, tennis balls, and so on. Fiat objects, on the other hand are the result 
of human conceptualization and demarcation. Examples of fiat objects are coun-
tries, Federal states, and land property. They also include objects that have bona-

fide and fiat boundary parts such as Mount Everest, dunes, and the Atlantic Ocean. 
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When climbing Mount Everest it is perfectly clear where the bona-fide boundary 
between rock and air is, but it is indeterminate where the fiat boundaries of Mount 
Everest among its foothills are. Fiat boundaries are not directly observable in real-
ity unless they are explicitly marked as, for example, in built environments (Bitt-
ner 2000). Obviously, this causes problems when sharing information about such 
objects with others or when representing such information on a computer. 

In general we need to distinguish at least two different kinds of vagueness of 
concepts that carve out fiat objects: (1) the vagueness of the identity condition, and 
(2) the vagueness of the unity conditions. Identity is related to the problem of dis-
tinguishing one instance of a class from other instances by means of a characteris-
tic property that is unique for it. Unity is related to the problem of distinguishing 
the parts of an instance from the rest of the world by means of a unifying relation 
that binds them together (and not involving anything else) (Guarino and Welty 
2000). Mount Everest satisfies the identity condition (is this Mount Everest?), but 
fails to satisfy the unity condition (does this foothill belong to Mount Everest?).  

Now let us look at the ontology of locality based on the formal theory described 
above. Locality is defined as a surrounding or nearby region (WordNet 1.7.1), or a 
particular place (Webster-Merriam dictionary). Locality is a spatial object of geo-
graphic scale and falls into fiat objects. In general, the identity condition of local-
ity holds. However, the unity condition is not necessarily met because the bounda-
ries between localities are not clearly demarcated in mind. Therefore, localities are 
subject to location indeterminacy. The vague unity condition of locality can sug-
gest that there exist multiple candidates for being the exact spatial region of local-
ity. It allows us to divide the parts of locality in dealing with the multiple candi-
date situations, which will be discussed in the next section. 

4.3.2 Formalism of Locality 

A GIS often advocates an entity-oriented view of spatial phenomena. As a result, 
the vector format has been widely used as a spatial data type. So far, it has been 
implicitly assumed that the extent, and hence the boundary, of spatial objects is 
precisely determined. The properties of space are given by attributes whose values 
are assumed to be constant over the total extent of the objects, whether they are 
points, lines, or regions (Erwig and Schneider 1997). Increasingly, researchers are 
beginning to realize that there are many spatial objects in reality that do not have 
sharp boundaries or whose boundaries cannot be precisely determined. Examples 
are natural, social, or cultural phenomena with variant properties such as dialectal 
regions in North America, deserts, vegetation zones, and vernacular localities. We 
roughly define this kind region as a fuzzy region.

According to Schneider (1999), there are at least three possible, related inter-
pretations for a point in a fuzzy region. First, this situation may be interpreted as 
the degree to which this point belongs to some areal feature (being inside or part 
of). For instance, there is no strict boundary between mountain and valley, and it 
seems to be more appropriate to model the transition by partial and multiple mem-
berships. Second, the situation may indicate the degree of compatibility of the in-
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dividual point with the attribute or concept represented by the region with inde-
terminate boundaries. An example is “warm areas” where we must decide for each 
point whether and to which grade it corresponds to the concept “warm”. Third, 
this situation may be viewed as the degree of concentration of some attribute as-
sociated with a fuzzy region at the particular point. An example is air pollution 
where we can assume the highest concentration in the direct vicinity of power 
plant, for instance, and lower concentrations with increasing distance from them.  

Let us consider the example of traffic accidents. The upper portion of the acci-
dent coding form pertains to where the accident occurs. The issue here is the spa-
tial relation between a point (accident) and a region (locality). GIS can find the bi-
nary relation (i.e., in or not in) using a point-in-polygon operation. However, what 
if the boundary of a region is not crisp in reality, unlike the data stored in the GIS 
database? In this case, it is hard to state whether the accident occurred in the local-
ity. Alternatively, it is also plausible to say that the accident occurred near some 
area. Due to the indeterminate boundary, we need to deal with the borderline 
cases. A crisp data model cannot provide a realistic solution to this situation be-
cause the membership has to be either true or false. Fuzzy set theory can provide a 
better insight on partial or multiple memberships. Therefore, locality can be inter-
preted as the belonging to case in georeferencing applications. 

Now the next natural question is how we can represent a fuzzy region given in-
sufficient knowledge about the grade of indeterminate parts of localities. Locality 
is the result of human conceptualization unlike natural process such as weather 
pattern or a soil type. Consequently the semantic import model (Robinson 1988, 
Fisher 2000) using expert knowledge may not be a plausible option. An empirical 
model can be properly applied to locality, but it requires a sufficient amount of 
data from which the generally accepted model can be derived. While the issue of 
deriving fuzzy set membership is deferred to the next section, we take care here of 
delimiting the vague parts of a fuzzy region using lower (definitely in) and upper 
(possibly in) bounds of locality. The approximation of these bounds rests on the 
categorization of the geographic space into three components. That is, locality can 
be divided into three parts: core, boundary, and exterior, as shown in Figure 4.3. 
The three parts respectively relate to those parts that definitely belong, perhaps be-
long, and definitely do not belong to a specified locality. We can assign the mem-
bership value 1 to each point of the core, value 0 to each point of the exterior, and 
value in [0, 1] (somewhere between completely true and completely false) to each 
point of the boundary. This model can approximate many different situations as 
discussed in Section 2. Some of these situations are enumerated as representations 
based on incomplete information (e.g., missing locality information in the refer-
ence data), conflicting information (e.g., conflicting zone types), and changing in-
formation (e.g., changing perception of locality, or changing environments such as 
urban growth, and urban sprawl over time), as well as representations of inher-
ently vague concepts (e.g., the indeterminacy of location) (Worboys 2001). 
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Fig. 4.3. Representation of a Fuzzy Region and its Fuzzy Set Membership Function 
(Source: Zhan and Lin 2003) 

The problem now boils down to delineating those three parts, and defining the 
grade of fuzzy set membership function. Assigning fuzzy set membership value 
for the boundary part (i.e., perhaps belong) is similar to determining how close the 
point (accident) is to the area (locality). Therefore, examining the notion of near-
ness can give important insights into the fuzzy set membership function. More 
specifically, the next section examines the factors that influence the human per-
ception of nearness. We derive factors (or concepts) from the theory of nearness, 
and then we apply them to the fuzzy set membership function of locality, which is 
the main concern of this paper. 

4.3.3 Nearness 

According to Gahegan (1995), human perception and cognition of nearness (or 
proximity) is influenced by the following: (1) in the absence of other objects, hu-
mans reason nearness in a geometric fashion. Absolute distance is the major factor 
that affects nearness. Furthermore, the relationship between distance and nearness 
can be approximated by a linear relationship (some researches suggest an S-
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shaped function). (2) When other objects of the same type are introduced, nearness 
is judged in part by relative distance. For example, London and Milan may be con-
sidered to be close in the absence of Paris. But they are considered to be far apart 
when Paris is introduced. In a linguistic term, Milan is close to London. Milan is 
far from London compared to Paris. (3) Distance is affected by the size of the area 
being considered. That is, the reference frame plays a significant role in compar-
ing distances between objects. For instance, Milan may be far from London in a 
European reference frame, but they are close to each other in a world reference 
frame. Therefore, the scale of the reference frame influences the perceived dis-
tance. 

To get further insight into the perception of nearness, we can consider the in-
tervening opportunities (Stouffer 1940) model based on the principle of the least 
effort. This model states that individuals consider opportunities that are closest to 
them first, and if they find them unacceptable they will go on to the next closest 
opportunity or opportunities, and so on. By delineating the opportunity set by their 
proximity relationship to the reference location, we can obtain a set of sequentially 
embedded neighborhoods. In the context of the spatial object ‘locality’, it suggests 
that nearness can be significantly affected by the order of neighborhoods. In other 
words, nearness can be qualitatively defined as the order (or lag) of neighbor-
hoods. In Figure 4.4, C is considered to be closer to A than H because C is in the 
2nd order neighborhood and H is in the 3rd order neighborhood even though they 
are apart from A with similar distances. This conceptualization implies that the 
relative location of neighborhoods determines the extent of nearness surface. 
Other contextual factors important for judgments on nearness include connection 
paths between places, attractiveness of objects, type of activity to be undertaken, 
traffic conditions, transportation mode, as well as personal characteristics (Yao 
and Thill 2005).  

Fig. 4.4. Nearness Illustrated as a Set of Neighborhoods (Source: Guesgen and Albrecht 
2000) 
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4.4 Modeling Localities by Fuzzy Sets 

4.4.1 Formal Definition of Locality 

Let us consider a locality indexed by l. This locality is a fuzzy region denoted by 
Ãl .Ãl is composed of the following three parts: Core, Boundary, and Exterior.
These parts are defined as crisp regions (regular closed sets) denoted as regc. Also 
let 2 be the two dimensional geographic space and let Ãl be the fuzzy set mem-
bership function of Ãl. Ãl and Ãl are defined as follows:  

Ãl = Core(Ãl) Boundary(Ãl) Exterior(Ãl)
Core(Ãl) = regc ({(x,y) 2  |  Ãl (x,y) = 1}) 
Exterior(Ãl) = regc ({(x,y) 2  | Ãl (x,y) = 0}) 
Boundary(Ãl) = regc ({(x,y) 2  |  0 < Ãl (x,y) < 1}) 

The core identifies the part that definitely belongs to Ãl. The exterior deter-
mines the part that definitely does not belong to Ãl. The indeterminate character of 
Ãl is summarized in the boundary of Ãl in a unified and simplified manner. The 
core and boundary can be adjacent with a common border, and core and/or 
boundary can be empty. When the boundary is an empty set, Ãl becomes a crisp 
region. Thus, a crisp region is a special case of a fuzzy region. 

The generalized membership function of Boundary(Ãl) is a weighted average of 
neighboring points in the geographic space:  

     n
Ãl (x,y) = wi(x,y) Ãi (x,y)

    i=1

where  wi(x,y)  = 1 and wi(x,y) hi
-1 in which hi is the distance from (x,y) to 

(x,y)i. The nonzero weight wi(x,y) is only given to the points that meet the specific 
criteria to be described in the next section. The fuzzy set membership value of 
Boundary(Ãl) can be seen as a z-value in the plane that is fitted to core and exte-

rior. Therefore, delineating core and exterior determines the extent and grade of 
fuzzy set membership function in boundary. Additionally, 0.5-cut boundary is in-
troduced as a way to make the interpolation compact. The delineation of core, 0.5-

cut boundary, and exterior is formalized using predicates that are introduced in the 
next section.  

4.4.2 Formal Properties of Locality 

Every locality implicitly has the Resolution-Level. Let an instance of locality be x.
The Resolution-Level(x) (or RL (x) ) is defined as a spatially hierarchical structure 
of administrative boundaries or communities. Suppose we have n members of the 
Resolution-Level say RL1, RL2, …, RLn. Each member of the Resolution-Level

must be in the hierarchical order; thus the order is consistently assigned to each 
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member of the Resolution-Level(x) as denoted by the subscript. We use {State,
County, TownorCity, Place} as the members of Resolution-Level for our applica-
tions, where n is 4, and each member has the resolution order (Liu and Satur 
1999). Denote the resolution order of RL (x) as Resolution-Order( RL(x) ) (or
RO( RL(x) ) ). For example, RO( RL(x) ) is 1 when the Resolution-Level of locality 
x is State, and so on. Difference( RO( RL(x) ), RO( RL(y) ) ) returns the difference 
in resolution order between two resolution levels 

x Resolution-Level(x)  = {RL1, RL2, … RLn}

x, y  Domain of Locality in the United States 

x Resolution-Level (x) = {State, County, TownorCity, Place}

x Place TownorCity County State 

                  1 if RL (x) = State

 2 if RL (x) = County 

Resolution-Order(RL(x))     3 if RL (x) = TownorCity 

      4 if RL (x) = Place  

Difference(RO(RL(x)), RO(RL(y))) = | RO(RL(x)) - RO(RL(y)) | 

Regarding the relationship between two localities x and y, we can distinguish 
two types of geographic neighborhoods: horizontal and vertical neighborhood. A 
horizontal neighborhood refers to a competing neighborhood in the same Resolu-
tion-Level while a vertical neighborhood is a compatible neighborhood in the dif-
ferent Resolution-Level. For example, San Francisco and Los Angeles is the hori-
zontal neighborhood while San Francisco and California is the vertical 
neighborhood. Denote horizontal neighborhood as HN and vertical neighborhood 
as VN in terms of 2-ary predicates. They satisfy symmetric properties, and can be 
extended to n-ary predicates. If the resolution level of x and y is the same, they are 
horizontal neighborhood. If the resolution level of x and y is not the same, they are 
vertical neighborhood. 

 [RL (x) = RL (y)] HN(x, y)

 [RL (x) RL (y)] VN(x, y)

Locality x has a Proximity-Order with respect to other locality y. Proximity-
Order (x, y) quantifies the ordinal proximity between x and y. Similar to geo-
graphic neighborhood, we distinguish two dimensions of proximity order: Hori-

zontal-Proximity-Order(x, y) and Vertical-Proximity-Order(x, y). Horizontal-

Proximity-Order(x, y) is 1 when a region x meets other region y where their 
neighborhood relation is horizontal. The definition of predicate Meet (x, y) follows 
that of Egenhofer and Franzosa (1991).  
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Horizontal-Proximity-Order (x, y)

HN(x, y) Meet(Core(Ãx), Core(Ãy)) HPO (x, y) = 1 

HN(y, z) Meet(Core(Ãy), Core(Ãz)) HPO (y, z) = 1 

Horizontal-Proximity-Order(x, z) is 2 by transitivity if HPO (x, y) = 1 and HPO

(y, z) = 1. 

[HPO (x, y) = 1] [HPO (y, z) = 1] HPO (x, z) = 2 

The function FirstOrderHNGroup of x is defined as the sum of all y whose 
horizontal proximity order with respect to x is 1. Similarly, the function Secon-

dOrderHNGroup of x is defined as the sum of all z whose horizontal proximity 
order with respect to x is 2.

FirstOrderHNGroup(x) = n
i=1 yi where  yi [ HPO (x, yi) = 1 ]

SecondOrderHNGroup(x) = n
i=1 zi where  zi [ HPO (x, zi) = 2 ] 

Vertical-Proximity-Order(x, y) is 1 when a region x is inside another region y,
and y is the one-level-higher vertical neighborhood of x. The predicate Inside(x, y)
is not the same as Inside (y, x), thus the predicate is non-symmetric unlike Meet (x,
y).

Vertical-Proximity-Order (x, y)

VN(x, y)
RO( RL(y) ) > RO( RL(x) )  
Difference( RO( RL(x) ), RO( RL(y) ) ) = 1 
Inside(Core(Ãx), Core(Ãy))   

VPO (x, y) = 1

VN(y, z)
RO( RL(z) ) > RO( RL(y) )  
Difference(RO(RL(y)), RO(RL(z))) = 1 
Inside(Core(Ãy), Core(Ãz),)

VPO (y, z) = 1 

Vertical-Proximity-Order(x, z) is 2 by transitivity if VPO (x, y) = 1 and VPO (y, 

z) = 1.  

 [VPO (x, y) = 1] [VPO (y, z) = 1] VPO (x, z) = 2 
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The function FirstOrderVNGroup of x is defined as the sum of all y whose ver-
tical proximity order with respect to x is 1. Similarly, the function SecondOr-

derVNGroup of x is defined as the sum of all z whose vertical proximity order 
with respect to x is 2.

[VPO (x, y) = 1] FirstOrderVN(x, y)

[VPO (y, z) = 1] FirstOrderVN(y, z)

[VPO (x, z) = 2] SecondOrderVN(x, z)

FirstOrderVNGroup(x) = n
i=1 yi where  yi [ VPO (x, yi) = 1 ]

SecondOrderVNGroup(x) = n
i=1 zi where  zi [ VPO (x, zi) = 2 ] 

To illustrate the point, let us consider locality ‘Syracuse’ as a fuzzy region. 
Resolution-Level of Syracuse is TownorCity. Vertical neighborhoods of Syracuse 
are ‘Onondaga’ in the Resolution-level of County, and ‘New York’ in the Resolu-

tion-level of State. Horizontal neighborhoods of ‘Syracuse’ are other localities in 
the same Resolution-level such as ‘Clay’, ‘De Witt’, and ‘Pompey’ shown in Fig-
ure 4.5. Let ‘Syracuse’ be x, then Horizontal-Proximity-Order(x, ‘Salina’) is 1 
whereas Horizontal-Proximity-Order(x, ‘Clay’) is 2. Thus, FirstOrderHN(x, ‘Sa-
lina’) and SecondOrderHN(x, ‘Clay’) hold. In Figure 4.5, it can be seen that 
FirstOrderHNGroup(x) is {‘Salina’, ‘Geddes’, ‘De Witt’, ‘Onondaga’} and Sec-

ondOrderHNGroup(x) is {‘Clay’, ‘Lysancer’, ‘Van Buren’, Camillus’, ‘Marcel-
lus’, ‘Otisco’, ‘La Fayette’, ‘Pompey’, ‘Manlius’, Cicero’}. 
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Fig. 4.5. Illustration of FirstOrderHNGroup(x) and SecondOrderHNGroup(x)
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Likewise, an example of vertical neighborhoods is given in Figure 4.6. Let 
‘Syracuse’ be x, then Vertical-Proximity-Order(x, ‘Onondaga’) is 1 whereas Ver-

tical-Proximity-Order(x, ‘New York’) is 2. Thus, FirstOrderVN(x, ‘Onondaga’) 
and SecondOrderVN(x, ‘New York’) hold. FirstOrderVNGroup(x) is ‘Onondaga’ 
and SecondOrderVNGroup(x) is ‘New York’. 

New York

Pennsylvania

Vermont

New Hamps

Massachusetts

Connecticut
Rhode 

Legend

x

FirstOrderVNGroup(x)

SecondOrderVNGroup(x)

County Boundary

State Boundary

¯

0 96,000 192,00048,000 Meters

Fig. 4.6. Illustration of FirstOrderVNGroup(x) and SecondOrderVNGroup(x)

4.4.3 Fuzzy Set Membership Function of Locality 

The indeterminate parts of locality l can be replaced with predicates defined 
above. The combinations of FirstOrderHNGroup(l) and SecondOrderHNGroup(l)
comprise the (indeterminate) boundary of locality as a fuzzy region. Within 
boundary, the outside edge of FirstOrderHNGroup(l) serves as 0.5-cut boundary

is defined as. Additionally, the extent of locality as a fuzzy region is delimited by 
FirstOrderVNGroup(l).  

Boundary(Ãl) = FirstOrderHNGroup(l) SecondOrderHNGroup(l)
where 0.5-cut boundary (Ãl ) = outside-edge (FirstOrderHNGroup(l))

Ãl FirstOrderVNGroup(l)

Accordingly, the fuzzy set membership value can be redefined as follows: 
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 (x,y) 2

             0  if (x,y) is at Exterior(Ãl)

Ãl (x,y)   [0, 0.5]  if (x,y) is in SecondOrderHNGroup(l)
        [0.5, 1]  if (x,y) is in FirstOrderHNGroup(l)

                     1   if (x,y) is in Core(Ãl)

To compute the fuzzy set membership value in Boundary(Ãl), we create Delau-
nay Triangulation whose nodes are comprised of any vertices on core, 0.5-cut 

boundary, and exterior. The membership value is obtained by intersecting a verti-
cal line with the plane defined by the three nodes of the triangle (Figure 4.7). In 
Figure 4.7, any location within this plane is guaranteed to have a fuzzy set mem-
bership value between 0.5 and 1. 

Fig. 4.7. TIN Surface Created to Interpolate the Membership Value 

In Figure 4.7, the generalized equation for linear interpolation of a point (x, y,
z) in a triangle facet is:  

Ax + By + Cz + D = 0 

where A, B, C, and D are constants determined by the coordinates of the triangle’s 
three nodes. Thus, the fuzzy set membership value can be obtained from the fol-
lowing equation given the x- and y- coordinates:  

Ãl (x,y) = (-Ax –By – D) / C 

x

(x1, y1, 1)

(x3, y3, 0.5)

(x2, y2, 0.5)

(x, y, z)
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4.5 Implementing the Fuzzy Locality Model in GIS 

In this section, we describe the procedures used to georeference 8631 fatal acci-
dent records in New York State during the period 1996-2001. The accident re-
cords are matched against the reference data such as road network and locality 
layers. The records are matched on the basis of how similar two features (traf-
ficway and locality) recorded in the accident database are to those in the reference 
data. Fuzzy locality layers are created (derived) from (crisp) locality layers ac-
cording to the formalism presented in Section 4.4. The overall quality of a match 
is computed as the average of two similarity scores. The road segment with the 
best score is chosen as the best candidate. If the score of the best candidate is 
above a preset threshold, the georeferencing result is accepted. Otherwise, we re-
ject the result.  

4.5.1 Data Sets 

Source Data 

The Fatality Analysis Reporting System (FARS) contains data on a census of fatal 
traffic crashes within the 50 States, the District of Columbia, and Puerto Rico.  To 
be included in FARS, a crash must involve a motor vehicle traveling on a traf-
ficway customarily open to the public and result in the death of a person (occupant 
of a vehicle or a non-occupant) within 30 days of the crash.   

In Table 4.1, we identify the data fields that may be of use for georeferencing 
purposes.  The rightmost column of the table labels them.  More particularly, RG 
stands for “relevant to georeferencing” while RGBI indicates “relevant to geo-
referencing, but incomplete.”  For instance, data field TRAFFICWAY 
IDENTIFIER is definitely used for geo-referencing purposes, whereas SPECIAL 
JURISDICTION is not likely to be used because most values are left blank.  

Table 4.1. Location-related Fields in the FARS Accident Data 

ACCIDENT LEVEL DATA FIELDS TYPE START LENGTH GEORef. 

STATE N 1 2 RG

CITY N 13 4 RG 

COUNTY N 17 3 RG 

TRAFFICWAY IDENTIFIER A/N 42 20 RG 

MILEPOINT N 62 5 RG 

SPECIAL JURISDICTION N 67 1 RGBI 

RELATION TO JUNCTION N 71 2 RG 

LATITUDE A/N 116 8  RGBI 

LONGITUDE   A/N 124 9  RGBI 
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Reference Data 

Table 4.2 lists the reference data that we used for georeferencing accident records 
of the FARS database.  The selection of reference data is based on two primary 
considerations.  First, we consider how relevant/compatible the data is to the 
source data. Second, we compromise between data accessibility and data quality.  
For instance, TIGER/LINE roads are chosen over other road network data that 
may be more accurate because TIGER is in the public domain. 

Table 4.2. Sources of Reference Data 

Data Source (URL or product) Relevant 
FARS 
Field 

Organization Layer Name 

Metadata Documentation 

http://www.fhwa.dot.gov/planning/nhpn DOT-FHWA NHPN 
http://www.fhwa.dot.gov/planning/nhpn/docs/meta
data.html 
http://arcdata.esri.com/data/tiger2000/tiger_downlo
ad.cfm 

US Census Bu-
reau 

TIGER 

http://www.census.gov/geo/www/tiger/rd_2ktiger/tl
rdmeta.txt 
https://www.nysgis.state.ny.us/s_dot/regional.html 

Tway_id 

NY State GIS 
clearinghouse: 
DOT 

CLASS 
http://www.nysgis.state.ny.us/repository/dotlist.htm 

https://www.nysgis.state.ny.us/s_dot/data/state/nysh
ore.zip 
(user login required) 

County NY State GIS 
clearinghouse: 
DOT 

Nyshore 

http://www.nysgis.state.ny.us/gis3/data/dot.nyshore
.html 
https://www.nysgis.state.ny.us/s_dot/data/state/nyb
ndry.zip 
(user login required) 

NY State GIS 
clearinghouse: 
DOT 

Nybndry 

http://www.nysgis.state.ny.us/gis3/data/dot.nybndry
.html 
Academic TransCAD® version 3.5d (program CD) Caliper Ccplacec 
N/A
http://www.gsa.gov/attachments/ 
GSA_PUBLICATIONS/extpub/glcout_1.zip 

City 

GSA GSA GLC 
table 

N/A

4.5.2 Data Preprocessing 

It is necessary to preprocess the reference data from multiple sources.  Major tasks 
include (1) transforming different coordinate systems (for example, NHPN and 
Nybndry are stored in UTM whereas TIGER and Ccplacec are in decimal degrees) 
into a single unified one, (2) creating locality layers against which the locality 
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code in FARS is matched, (3) populating the field used to join FARS table to a 
spatial data (i.e., writing GSA code to locality layer), and (4) assembling neces-
sary spatial data. We only describe the second and third ones due to the relevance 
to the content in this chapter. 

Creating Locality Layers 

We define four different Resolution-Levels in Section 4.2, including State, County,
TownorCity, and Place.  It is necessary to create locality layers that correspond to 
those levels respectively (Liu and Satur 1999). Three locality layers are created: 
COUNTY for the Resolution-Level County, PLACE_PL for TownorCity, and 
PLACE_PT for Place (Layer names are capitalized to tell them apart from other 
names). Nyshore (see Table 4.2) is renamed to the layer COUNTY.  

PLACE_PL is extracted from Nybndry. The field CITY in FARS accidents (see 
Table 4.1) loosely refers to a place name. The field does not distinguish between 
different types of zones. On the contrary, the reference data Nybndry distinguishes 
them. The region (i.e., Arc/Info feature class) coverage Nybndry consists of mul-
tiple layers (including county, town, city, village, airport, and so on) to which the 
value of the field CITY can be related.  For example, the Town of Amherst (156) 
and the City of Buffalo (750) are coded in the same field CITY in FARS accidents 
without regard for the fact that these localities belong to different classes of ad-
ministrative units. On the other hand, the reference data Nybndry stores towns and 
cities as distinct layers. For matching purposes, the Town and City layers in 
Nybndry are merged into a new polygon layer called PLACE_PL. They can be 
merged because those layers do not overlap.  

Layer PLACE_PT is extracted from Ccplacec, which contains the centroids of 
places. Only features appropriate to our applications are selected to populate this 
new layer. First, features within New York State are selected. In a second stage, 
features that are included in the GSA geographic code table are selected out of this 
first set. Since PLACE_PT does not have a polygon topology, Thiessen polygons 
are created from the point features in order to approximate their polygon bounda-
ries. Locality layers are illustrated in Figure 4.8. 

When it comes to the difference between PLACE_PL and PLACE_PT, 
PLACE_PL refers to administrative boundaries whereas PLACE_PT refers to the 
place with vague boundaries. For example, ‘New York’ can be found in 
PLACE_PL while ‘Greenwich Village’ can be found in PLACE_PT. 
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Fig. 4.8. Locality Layers: PLACE_PL and PLACE_PT 

Writing GSA Codes to Locality Layers 

The locality-related fields of the FARS database are populated with GSA codes, 
but entities of the locality layers do not contain a GSA code. In order to match 
each FARS data record to entities of the locality layers, we need to create a key 
filed for joining. The GSA code table is used to relate locality (in FARS) to local-
ity layers, as depicted in Figure 4.9.  In this figure, GSA City code 0010 can be 
derived and written to locality layers using the match through the field NAME be-
tween the GSA code table and the Reference GeoData layer.  
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Fig. 4.9. Writing GSA Codes to Locality Layers  

4.5.3 Georeferencing Procedures 

Given the intrinsic differences between the coding schemes of accidents on high-
ways and on local streets, the georeferencing problem is divided into two proce-
dures implemented in parallel. One is to use dynamic segmentation tied to the 
highways’ linear referencing system (LRS) of mile points, while the other in-
volves a similarity-based matching on local streets. The two types of matching 
lead to different spatial resolutions under which crashes can be positioned. Dy-
namic segmentation identifies the exact point of location while the local street 
matching merely identifies the road segments on which the crash is most likely to 
have occurred. (Accidents have not been reported in an address-style for more 
than two decades in FARS databases. NHTSA is in the process of switching to a 
longitude/latitude geographic coding system that is fully compatible with contem-
porary GPS-based data collection techniques). Simplified matching rules are 
specified in Figure 4.10. In this figure, the notation “ ” is roughly defined as 
equivalence, similarity, consistency, or fuzzy proximity, depending on the case in 
hand.

Since the fuzzy set modeling of locality is only used in local streets matching, 
we exclusively focus on the local streets matching hereunder. The whole proce-
dure of local streets matching is fully automated using Arc/Info 8.1 AML. Due to 
the rather low quality of FARS accident data (i.e. there are not many exact 
matches), similarity-based procedures have been implemented to account for the 
reliability of the matches. Each potential match is rated on the basis of a similarity 
score. The similarity score accounts for two features, namely the trafficway and 
the locality. In order to compute a trafficway similarity score, we have developed 
a thesaurus and a complete set of associational rules that account for the incom-
patibility between source and target (or reference) datasets. See Hwang and Thill 
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(2003) for more detail. With regard to the locality similarity score, the locality 
code in FARS is matched to that of fuzzy locality layers with a certain fuzzy set 
membership value. In contrast to a (crisp) locality layer where a single member-
ship is assigned to each feature, a fuzzy locality layer can have n-possible mem-
berships where n is the total number of features (Stefanakis et al. 1999). Thus, the 
match to the fuzzy locality layers yields any similarity score between 0 and 1 
whereas a match to the (crisp) locality layer would yield a score that is either 0 or 
1.

 Dynamic Segmentation 

[(FARS.TWAY_ID  NHPN.SIGN1) OR (FARS.TWAY_ID  NHPN.SIGN2) OR 
(FARS.TWAY_ID  NHPN.SIGN3) OR (FARS.TWAY_ID  NHPN.LNAME)] 

AND  (NHPN.BEGMPT  FARS.MILEPT  NHPN.ENDMPT) 

AND  (FARS.CITY  PLACE_PT.CITY_GSA) 
AND  (FARS.COUNTY = COUNTY.COUNTY_FIPS) 

 Local Streets Matching 

[FARS.TWAY_ID  TIGER.(FEDIRP+FENAME+FETYPE+FEDIRS)] OR 
(FARS.TWAY_ID  NHPN.LNAME) OR (FARS.TWAY_ID  CLASS.NAME) 
AND  (FARS.CITY  PLACE_PL.CITY_GSA) OR (FARS.CITY  PLACE.PT.CITY_GSA) 
AND  (FARS.COUNTY = COUNTY.COUNTY_FIPS)

Fig. 4.10. Simplified Matching Rules Used in Georeferencing FARS Accidents 

Fuzzy locality layers are created from the original locality layers PLACE_PL 
and PLACE_PT. For instance, when the original locality layer consists of 10 lo-
calities, ten fuzzy locality layers are created, each of which corresponds to an 
original locality feature. Each fuzzy locality layer has the fuzzy set membership 
value 1 for the core of the locality, and any value between 0 and 1 for the bound-
ary of the locality. To illustrate this point, suppose that we create a fuzzy locality 
layer for locality l, say Buffalo. First, a fixed membership value is set to the core,
the 0.5-cut boundary, and the exterior of l. According to the conditions stated in 
Section 4.3, core is derived from the outside edge of l; the 0.5-cut boundary is the 
outside edge of the set of first-lagged localities surrounding l; exterior is the out-
side edge of a set of second-lagged localities surrounding l. Next, the fuzzy set 
membership value is set to 1 for the core, 0.5 for the 0.5-cut boundary, and 0 for 
the exterior. Third, a triangulated irregular network (TIN) is built on the vertices 
of these three line features. Fourth, the fuzzy set membership value is interpolated 
on the TIN facet. The steps of creating fuzzy locality layers are illustrated in Fig-
ure 4.11. Consequently, a continuous membership value between 1 and 0 is com-
puted along the boundary region (Wang and Hall 1996) as shown in Figure 4.12. 
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Step 1: Delineate boundaries  Step 2: Assign membership values 

Step 3: Create TIN     Step 4: Interpolate values on TIN 

Fig. 4.11. Creating Fuzzy Locality Layers 

The membership value is not only determined by the Euclidean distance, but 
also by the proximity order of neighboring localities. Because horizontal 
neighborhoods that compose the fuzzy parts of a locality are in the same resolu-
tion level, the membership value is also scale-dependent. In sum, Euclidean dis-
tance, neighborhood relation, and scale determine the fuzzy set membership value 
of locality. In Figure 4.12, the locality of Buffalo has a full membership in its 
core, a partial membership in its boundary (e.g. Amherst), and has no membership 
beyond its exterior (e.g. Alden). 

We can illustrate the similarity-based georeferencing procedure using the ex-
ample in Figure 4.12. Let us consider a FARS record where TWAY_ID is “Mil-
lersport Hwy”, and CITY corresponds to “Buffalo”. The reference data layers con-
tain a record named Millersport Hwy, but this entity is in the nearby Town of 

1
0.5 
0

Fuzzy locality layer arc Fuzzy locality layer arc vertices 
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Amherst instead of the City of Buffalo. For this best match, the matching score is 
0.5, which is the average of the trafficway score of 1 and of the locality score of 0. 
The latter score would be assigned by virtue of Millersport Hwy being outside of 
the Buffalo city limits. However, the matching score will be at least 0.5 (average 
of 1 and [0.5, 1]) with the similarity-based matching described above since the lo-
cality score is greater than zero considering the nearness of Amherst to Buffalo. 
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Fig. 4.12. Fuzzy Set Membership of the Locality of Buffalo

It may be useful to compare the grade of fuzzy proximity membership function 
used in the computation of the similarity score with other possible measures. Fig-
ure 4.13 illustrates the setting where the arrow that stretches outwards from the 
geographic center of the locality of Buffalo is depicted as an x-axis in Figure 4.14.  
The first option is to use distance as a measure of dissimilarity. Another option is 
to consider buffers delineated around the Core.

To measure the distance between a polygon (locality) and a point (accident), a 
representative point of polygon, such as the centroid, is required. This leads to a 
loss of geographic detail. Moreover, distance option ignores the anomalous prox-
imity surface that is created by neighborhood relations. For instance, if the arrow 
(in Figure 4.13) is drawn along a different direction, the membership values will 
be adjusted to new neighborhood relations in the case of fuzzy proximity whereas 
the distance option maintains the membership value regardless of the direction. 
Creating multiple buffers around the Core does not require a centroid, but prox-
imity decreases in an abrupt manner along the buffer boundary. As for the distance 
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option, it does not take into account the anomalous geometry of proximity. More-
over, the buffer interval has to be set based on the absolute distance while the 
fuzzy proximity can be determined by relative distances. Figure 4.14 shows the 
differences in membership grades under each of the three options.  

Fig. 4.13. The Setting for the Proximity Measures in a Geographic Space Where the Arrow 
is the Transect Depicted in Figure 4.14. 

In Figure 4.14, the x-axis represents the distance from the centroid of the Core

of the locality while the y-axis represents the fuzzy set membership value. If the 
arrow is drawn along another direction in Figure 4.13, the membership value will 
be adjusted to the new neighborhood relations only in the case of fuzzy proximity, 
while distance- and buffer-based measures keep the same uniform membership 
value. 

Distance  Buffer Fuzzy proximity 

Fig. 4.14. Differences in Membership Grade between Three Proximity Measures 
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The grades of the first two measures are given by the Euclidean distance in a 
non-scalable way without regard for qualitative relations to neighboring regions. 
On the contrary, the grade of fuzzy proximity is determined by the Euclidean dis-
tance that has been accommodated to the size and qualitative relations to sur-
rounding localities in the same resolution level. 

4.6 Analysis of Results 

4.6.1 Georeferencing Results 

Table 4.3 is the cross-tabulation of georeferencing results by year and matching 
score range. ‘DS’ refers to instances geocoded by dynamic segmentation on the 
highway system. Score 1 means an exact match, whereas scores less than 1 indi-
cate that a less than perfect match was achieved. The proportion of DS cases has 
noticeably increased since 1998, and so have overall similarity scores. This sug-
gests that a matching procedure based on similarity outperforms an exact-match 
procedure when data to be georeferencing is of rather low quality. 

Table 4.3. Cross-tabulation of Georeferenced Cases by Year and by Matching Score 

Score_Class 1996 1997 1998 1999 2000 2001 

DS 85 55 435 484 460 534

1 227 429 519 516 542 520

0.90 - 0.99 111 188 205 204 169 154

0.80 - 0.89 130 342 59 93 75 60

0.70 - 0.79 33 71 35 35 34 26

0.60 - 0.69 14 34 33 27 18 18

0.50 - 0.59 168 103 39 34 19 33

0.40 - 0.49 66 63 17 22 11 17

0.30 - 0.39 176 64 9 15 11 6

0.20 - 0.29 64 11 2 1 0 1

0.10 - 0.19 173 11 0 0 0 1

0.00 - 0.09 16 0 0 0 0 0

Unmatched 187 139 51 42 30 55

Total 1450 1510 1404 1473 1369 1425
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4.6.2 The Evidence of Fuzzy Locality 

A locality similarity score (from now we will call this the locality score for sim-
plicity) is the fuzzy set membership value of locality, as discussed in Section 4.5. 
Therefore, we can examine the evidence of fuzzy locality by looking at locality 
scores less than 1. During the six-year period 1996-2001, 8631 fatal accidents oc-
curred in the State of New York. Of this total, we now focus on 5460 cases to ex-
amine the contribution of the notion of fuzzy locality to the geocoding process. 
(The remaining 3171 cases are accounted for by DS georeferencing or are un-
matched cases which do not use fuzzy locality modeling at all). In Figure 4.15, we 
distinguish georeferenced cases by reference data (either Place_PL or Place_PT) 
and by crispness of locality (either In or Near), for illustration purposes. We depict 
crisp cases (score = 1) on the left side of the figure, and fuzzy cases (score less 
than 1) on the right side. Fuzzy locality accounts for 12.4% (677/5460) of the total 
number of georeferenced cases. It shows there is fuzziness involved in identifying 
locality, but not too prominently. Anyhow, the match rate has increased from 86% 
(7450/8631) to 94% (8127/8631) thanks to fuzzy locality modeling. 
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Fig. 4.15. Proportion of Fuzzy Locality Relative to Crisp Locality 

We also examine how the locality scores are distributed in case of fuzzy local-
ity. To control for the effect of poor data quality, we only consider cases whose 
matching quality is reasonably high (matching score is above 0.7). As expected, in 
the majority of instances, locality is perceived with little fuzziness and only a short 
distance from the target locality (Figure 4.16). Of the 329 fatal crashes for which 
fuzzy locality modeling enhances georeferencing, the location of the target local-
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ity x is identified within the FirstOrderHNGroup(x) 75% (247/329) of the time, 
and within the SecondOrderHNGroup(x) 25% (82/329) of the time. 
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Fig. 4.16. Histogram of Locality Fuzzy Set Membership Values below 1 (Fatal Crashes 
with a Matching Score over 0.7) 

4.6.3 The Effect of Locality Characteristics on Location Indeterminacy 

We examine if the location determinacy is affected by certain characteristics of lo-
calities. For this purpose, we test two hypotheses. (1) How does the degree of ur-
banization affect the location determinacy of a locality? Is a big city more location 
determinate or not? (2) Is the location determinacy of a locality the outcome of 
human conceptualization? For instance, do people find it easier to identify the lo-
cation of a well-established city?  

The location indeterminacy value of each locality is computed as follows: First 
we compute the total number of accident cases (t) for each locality. Next we com-
pute the number of fuzzy locality cases (f) for each locality as the number of acci-
dents whose locality fuzzy membership value is less than one. Then divide f by t. 
For example, suppose that ten fatal traffic crashes occurred in Buffalo. Among 
them, suppose three cases turn out to be georeferenced outside of the legal bound-
ary of the stated locality. In which case, the location indeterminacy value is 0.3. 
Thus, the location indeterminacy value, which is a characteristic specific to the lo-
cality, is the proportion of fuzzy locality cases to total cases. The higher the value 
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is, the more indeterminate its location is. Sixty-four percent of all localities 
(657/1031) have zero location indeterminacy. To test the stated hypotheses, we 
only consider the remaining 374 cases for which some indeterminacy is revealed 
by the fuzzy set model of locality. 

For the localities corresponding to entities of the PLACE_PL data layer (211 
cases), the location indeterminacy value is graphed against population in Figure 
4.17. The scatter plot suggests that larger localities are more location determinate. 
People may find it easier to identify the location of urban areas than rural areas. It 
is likely that urbanization strengthens location determinacy whereas the location 
indeterminacy value in smaller and more recently settled areas follow more of a 
“hit or miss” pattern. Curve fitting to the data reveals a clear inverse and non-
linear relationship (R-square = 42.71%). Table 4.4 lists the 15 largest localities, 
and their population as well as their location indeterminacy value.  
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Fig. 4.17. Scatter Plot between Location Indeterminacy and Population 

We need to be careful when interpreting the location indeterminacy index be-
cause location indeterminacy is measured on the basis of a very small number of 
accidents, possibly because a large proportion of recorded accidents were geo-
referenced by means of dynamic segmentation. Alternatively, localities with large 
population may yield a low indeterminacy index simply due to the large denomi-
nator, just as localities with small population may yield a high value due to small 
denominator. However, when we control for the number of accidents per locality, 
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the pattern remains pretty much the same. We can not produce an equivalent inde-
terminacy-population graph for localities that are matched against PLACE_PT be-
cause there is no consistent population statistic for these types of spatial entities. 

Table 4.4. Location Indeterminacy Index for Selected Localities 

NAME (PLACE_PL) 
1990

Population 
#TotalCases #FuzzyCases Location Indeterminacy 

HEMPSTEAD 725639 283 8 0.028 

BROOKHAVEN 407779 201 9 0.045 

BUFFALO 328123 102 7 0.069 

ISLIP 299587 137 7 0.051 

OYSTER BAY 292657 106 1 0.009 

ROCHESTER 231636 78 7 0.090 

BABYLON 202889 81 3 0.037 

HUNTINGTON 191474 93 1 0.011 

YONKERS 188082 55 2 0.036 

SYRACUSE 163860 37 2 0.054 

SMITHTOWN 113406 55 2 0.036 

AMHERST 111711 38 2 0.053 

CHEEKTOWAGA 99314 29 1 0.034 

RAMAPO 93861 18 1 0.056 

TONAWANDA 82464 22 3 0.136 

It may be insightful to provide maps showing the pattern of location indetermi-
nacy index grouped by region. The 211 localities considered above are grouped 
into 11 regions that correspond to New York State Department of Transportation 
(NYSDOT) administrative boundaries. Location indeterminacy is averaged for 
each region, which is tabulated in the column labeled AVELOCINDET in Table 4.5. 
According to the map in Figure 4.18, regions 1, 6, and 9 show a higher degree of 
location indeterminacy compared to regions encompassing the New York metro-
politan area. The map confirms the existence of a direct relationship between loca-
tion determinacy and urbanization. The more urbanized the area, the more loca-
tion-determinate the locality because urban areas provide more landmarks on 
which the judgment on location can be made. In addition, it is less likely that a lo-
cation would be indeterminate when clearly defined bodies of water abound as on 
Long Island and the rest of the New York metropolitan area. Finally, metropolitan 
areas have been settled and developed for a longer period of time so that it is 
likely that a stronger sense of community identity has established than in other ar-
eas. The sense of community that has been formed for centuries may contribute to 
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the higher degree of location determinacy. In that sense, locality as a fiat spatial 
object seems to find some empirical validity here. 

Fig. 4.18. Location Indeterminacy Index Grouped by NYSDOT Regions 

Table 4.5. Average Location Indeterminacy Index Grouped by NYSDOT Regions and 
Number of Localities Included in Fuzzy Cases in Each Region  

REGION OFFICE SITE AVELOCINDET #LOCALITY 

1 Albany 0.3860 84

2 Utica 0.2376 52

3 Syracuse 0.2192 67

4 Rochester 0.1856 82

5 Buffalo 0.2829 67

6 Hornell 0.3734 54

7 Watertown 0.3147 64

8 Poughkeepsie 0.2195 76

9 Binghamton 0.3576 67

10 Hauppauge 0.0316 14

11 New York 0.0000 0
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4.7 Conclusions 

Fuzzy set theory has been used to improve the georeferencing of traffic accident 
data. Georeferencing has been performed using a similarity measure due to imper-
fect information available in source datasets. To obtain the similarity measure of 
locality features, locality (e.g. city, town, and place) is modeled by fuzzy sets such 
that membership values can be set to the similarity measures. Thanks to this ap-
proach, the rate of success of the georeferencing procedure is enhanced from 86 % 
of all fatal accidents to 94 %. 

Locality is seen as a fuzzy region and is represented as eggs in the egg-yolk rep-
resentations (also known as core-boundary representation). The Yolk (or core) has 
a full membership of locality whereas the remaining parts (egg minus yolk or wide 
boundary) have partial membership. The vague parts are composed of a set of the 
first- and second-order surrounding localities at the same resolution level. Conse-
quently neighborhood relation and scale determine the vague parts of locality.  

To implement the concept of fuzzy locality in GIS, fuzzy locality layers are 
created from the GIS databases such as city/town boundary and place centroid. 
With a crisp conceptualization of locality, a single membership value would be as-
signed to each feature of the locality layers. In a fuzzy set approach, however, 
multiple membership values can be assigned to each feature of fuzzy locality lay-
ers. The fuzzy set membership value is set to 1 for the core part, and 0 for the ex-

terior part of locality. The membership value is set to 0.5 on the edge of a set of 
the first-order surrounding localities (spatial lag of one). Then, the membership 
value is linearly interpolated between the core and the 0.5-cut boundary (so [0.5, 
1]), and between the 0.5-cut boundary and the exterior (so [0, 0.5]). Therefore, the 
fuzzy set membership function of locality is defined as the combination of 4 dif-
ferent piecewise linear functions (0. [0, 0.5], [0.5,1], 1) that depend on proximity 
with respect to neighboring localities. Uncertainty involved in determining the lo-
cation of locality is thus captured in the vague parts through the notion of partial 
membership.  

Fuzzy perception and cognition of localities accounts for 12.4% of all accident 
cases examined in this study. That is, people actually designated a locality outside 
of their legal boundary 12.4% of the time. Fuzziness in determining the location of 
locality turns out to be concentrated in areas close to the legal boundary. The mag-
nitude of fuzziness is modeled to decrease linearly with proximity. 

The contribution to the determination of locality can be explained at three dif-
ferent levels: (1) Ontology level: Some spatial objects may be inherently vague. 
The spatial extent of a locality can be indeterminate because this locality is the re-
sult of human conceptualization. (2) Perception level: There exist individual dif-
ferences in perceiving the environment. Individuals have different mental maps 
(Gould and White 1986, Thill and Sui 1993) depending on their experiences, pref-
erences, and knowledge. Maybe their decision to determine the location of a cer-
tain locality has relied on their error-prone mental maps rather than survey knowl-
edge (Golledge et al. 1995). (3) Implementation level: Imperfect information such 
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as imprecise measurements, ambiguity, and incomplete value induces more fuzzi-
ness.  

We attempted to address several questions with regard to the location determi-
nacy of locality. Is the location determinacy inherent in locality? If so, can a cer-
tain characteristic of locality actually affect the location determinacy? Or is it just 
the result of rough measurements (e.g., poorly designed coding form)? The indica-
tor of location indeterminacy is obtained from the proportion of fuzzy locality 
cases to the total cases in each locality. The relationship between population and 
location indeterminacy follows a negative exponential curve in general. The more 
urbanized the locality is, the more determinate its location is. This may be due to 
the fact that urban settings provide more landmarks on which perception and cog-
nition of spaces and places can be made. This result actually fits the perception 
level hypothesis: mental maps are less erroneous in urban area than in rural area. 
Acquiring spatial knowledge in urban settings is quite different from rural settings. 
It can also be noted that natural environments such as bodies of water help deter-
mine the boundaries of localities, as evidenced by the low location indeterminacy 
index on Long Island and the rest of the New York metropolitan area. A sense of 
community can also play an important role in location determinacy even though it 
is hard to measure. Generally speaking, a historical city is more likely to satisfy 
identity condition with regard to location determinacy than other cities, not only 
because it has long been recognized as a distinct spatial entity, but also because it 
helps build a sense of community.  

This study is significant by the wide range of domains of Geographic Informa-
tion Science to which the methods and concepts discussed can be applied, includ-
ing georeferencing, modeling fuzzy regions in GIS, and data quality control. Most 
importantly, the study attempts to formalize how to assign the fuzzy set member-
ship value to a fuzzy region such as locality, which is often pointed out as a weak-
ness in applying fuzzy set theory (Duckham 2001). Furthermore, the study sup-
ports the proper application of fuzzy set theory to spatial concepts, such as the 
indeterminacy of location. In sum, fuzzy set theory provides a mechanism to ad-
dress various kinds of uncertainty by preserving the detail that would have been 
truncated in a crisp set.  

This study has several limitations. We introduce a resolution level to make a 
fuzzy proximity measure scale-dependent, but the use of administrative bounda-
ries, as a member of resolution level, does not necessarily represent the concrete 
existence of localities. Moreover, the assumption that a higher resolution level 
would exhibit a lower magnitude of fuzziness does not necessarily hold.  The as-
sumption turns out to exclude many appropriate parts of the locality entity. Fur-
thermore, algorithms have not been tested for the cost that may trade off the effec-
tiveness obtained from fuzzy locality modeling. When it comes to testing 
hypotheses, it was hard to distinguish between different forces that cause fuzziness 
in ontology, perception, and implementation level. They are treated as rather 
mixed. Finally, in the analysis of results, some cases presented may be prone to 
misinterpretation because of the small number problem.  
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Abstract. The need to analyze the vast quantities of weather data collected has led 
to the development of new data mining tools and techniques.  Mining this data can 
produce new insights into weather, climatological and environmental trends that 
have both scientific and practical significance.  This chapter discusses the 
challenges posed by weather databases and examines the use of fuzzy clustering 
for analyzing such data.  It proposes the extension of the fuzzy K-Means 
clustering algorithm to account for the spatio-temporal nature of weather data.  It 
introduces an unsupervised fuzzy clustering algorithm, based on the fuzzy K-
Means and defines a cluster validity index which is used to determine an optimal 
number of clusters.  These techniques are validated on weather data in the South 
Central US, and global climate data (sea level pressure).   It is seen that the 
algorithm is able to identify and preserve interesting phenomena in the weather 
data.

5.1. Introduction 

Satellites, weather stations, and sensors are collecting large volumes of geospatial 
data on a wide range of parameters.   Examples of such geospatial data include 
earth science data describing spatiotemporal phenomena, multi-dimensional se-
quences of images in geographic regions, the evolution of natural phenomena, etc.  
However, despite the importance of such geospatial data sets it is only recently 
that there have been efforts to develop appropriate data mining and knowledge 
discovery in databases tools and techniques suitable for data analysis.   

The spatio-temporal domain is complex (Gahegan 2001) and characterized by 
high volumes of data.  For example several global landcover/landuse maps have 
terabytes of information, requiring computationally intense analysis techniques.  
Interesting signals and data are often masked by stronger signals caused by local 
effects, such as seasonal variations. The coupling between different regions of the 
globe also introduces complexities in behavior.  These effects make analysis of 
this data difficult.   Non-uniformity in data gathering and sampling sometimes re-
quire indirect measurements and interpolation, which lead to the introduction of 
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model artifacts.  Formulating geographic knowledge, and applying it to knowledge 
discovery and data mining is also difficult.  This level of complexity is evident in 
data mining   and knowledge discovery in databases   techniques for this domain 
which have encompassed a wide range of models and techniques (Roddick and 
Spiliopoulou 1999).  These techniques vary from the visual oriented approach 
(Openshaw 1984), the generation of geographic association rules and sequence 
rules (Koperski and Han 1995), clustering (Steinbach et al. 2003; Smyth et al. 
2000), to combinational approaches (Gahegan et al. 2001). 

The application of fuzzy logic techniques to data mining and knowledge dis-
covery in the weather domain has several advantages.  Imprecision and uncer-
tainty in this domain is present at several levels.  Attribute ambiguity occurs when 
class membership is partial or unclear.  Attribute ambiguity is a severe problem in 
remotely sensed data(Mohan 2000), such as aerial photography, which is often in-
terpreted inconsistently.  Spatial vagueness emerges when the sampling resolution 
is not fine enough to identify boundary locations exactly, where gradual transi-
tions occur between classes, or when there is location uncertainty.  Clustering is a 
technique which helps in the analysis of such large data sets through the definition 
of regions that have similar properties.  However, conventional hard clustering 
(Steinbach et al. 2003) is inappropriate when faced with the ambiguities in 
weather data measurement.   The data often is incomplete or has errors in meas-
urement, and the spatial and attribute ambiguities that are characteristic to this 
data introduce further difficulties into the analysis.  Fuzzy clustering is more ap-
propriate for this data with its ability to naturally incorporate these real world is-
sues.  The ability to produce soft boundaries permits improved interpretation ca-
pabilities. 

There are several interesting applications for this research effort.  At a regional 
scale, these clustering techniques may identify micro-climatic regions.  The 
knowledge of these regions can be used to improve operations planning and deci-
sion support.  The presence of such microclimatic regions is subjective even for 
domain experts.  Fuzzy clustering techniques are better suited to providing a basis 
for these interpretations in comparison to hard partitioning.  The use of clustering 
techniques is also useful for tuning weather prediction models.  These models 
while good predictors of long term weather fail spectacularly in predicting short 
term weather patterns (the Santa Ana winds, for instance).  Terrain and diurnal 
heating effects cannot be effectively modeled in these models and the ability to 
recognize such weather anomalies can be used as corrections to the forecasts pro-
duced by the weather models.   The development of data mining and knowledge 
discovery in databases techniques can thus lead to the understanding and predic-
tion of such effects.   

Clustering techniques have been widely used in data mining and knowledge 
discovery in databases and are ideal for understanding weather data.  Fuzzy clus-
tering is an extension of the classical clustering technique and has been used to 
solve numerous problems in the areas of pattern recognition and fuzzy model 
identification (MacQueen 1967). A variety of fuzzy clustering methods have been 
proposed and several of them are based upon distance criteria.  Fuzzy K-Means 
clustering has been widely used for understanding patterns especially where the 
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clusters might overlap. It has been applied to landuse/landcover classification 
(Mohan 2000), gene cluster identification (Gash and Eisen 2002) and the classifi-
cation of water chemistry data (Guler et al. 2002).  An overview of clustering in 
the spatio-temporal domain is given in Section 5.2.  The application of fuzzy K-
Means clustering to spatio-temporal data as a data mining technique and a new al-
gorithm for Unsupervised fuzzy K-Means (UKFM) clustering are described in 
Section 5.3.  It is shown that the UKFM clustering technique is able to capture in-
teresting features in climatic data both in the regional weather domain, and also in 
the global climatic domain (indicating good scalability for the algorithm).    Sec-
tion 5.4 examines future directions and concludes the chapter.     

5.2. Clustering in the Spatio-Temporal Domain 

Clustering is the process where feature vectors are grouped into clusters.  Given 
a set of data points each with a set of feature vectors, clustering groups the data 
points into clusters such that data points in one cluster are similar to one another 
while those in separate clusters are dissimilar to one another.  The process of clus-
tering is to assign the feature vectors into the clusters based on a similarity meas-
ure.  The choice of cluster centers (or prototypes) is crucial to the clustering proc-
ess.  The similarity measure should discriminate against feature vectors that are 
farther away from the cluster center in favor of vectors that are closer.   Several 
different clustering techniques have been introduced by various authors.  How-
ever, the challenge is in applying them to domain specific problems particularly 
the identification of similarity measures that are appropriate to the problem.  In 
this effort we report on the application of the K-Means clustering technique and its 
fuzzy variations to the spatio-temporal domain. 

5.3. K-Means Clustering 

The K-Means clustering algorithm is used widely to partition data points into co-
herent clusters (Forgy 1965; MacQueen 1967).  The K-Means algorithm assumes 
the existence of K coherent clusters.  The algorithm may be summarized as: 

Step 1:  Randomly select k points as the initial centroids for clusters. 
Step 2: Assign all data points to the cluster with the most similar centroid. 
Step 3: Recompute the centroid of each cluster. 
Step 4: If the centroids do change, go to Step 2; otherwise stop. 
The implementation of this algorithm can vary with different choice of the 

measure of similarity (or distance).   
In the spatio-temporal domain each data point (in space) may be viewed as a 

vector consisting of time series parameters.  The similarity in this domain may be 
measured by Pearson’s correlation coefficient p through using Pearson Distance 
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|1-p| (Luke n.d.). For variables (vectors) X and Y, Pearson Coefficient of Correla-
tion is defined as  

)()(

)(
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YXnyx
p (5.1)

X , Y  are the mean of variable X and Y  respectively; )( yx  is the sum of 

the product of all ordered pairs; and n is the number of ordered pairs (data points). 
2x  is the sum of the squares of all values of the variable X, and 2y  is the 

sum of the squares of all values of the variable Y.

5.3.1. Fuzzy K-Means Clustering 

The classical K-Means clustering does a hard partition (0 or 1) on the data.  The 
Fuzzy K-Means (deGruijter and McBratney 1988) is a more expressive clustering 
technique.  It computes the degree of membership of a data point in a cluster (
[0,1]).  For the spatio-temporal domain this permits flexibility in interpretation of 
regions that are at the outer limits of a cluster.      The hard partition can be viewed 
as a fuzzy partition with a truth value of either 0 (false) or 1 (true).  

Fuzzy K-Means clustering tries to minimize the within cluster sum of square 
errors function under the following conditions:  
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 is the membership function and ik  [0,1] i = 1,2,.....,n; c is the cluster number. 
It is defined by the following objective function:  
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where n is the number of data points, c is the number of clusters, ck is the vector 
representing the centroid of cluster k, xi is the vector representing individual data 
point i and d2(xi,ck) is the squared distance between xi and ck according to a chosen 
definition of distance, which for simplicity is denoted by d2

ik.  is the fuzzy expo-
nent and ranges from 1  to . It determines the degree of fuzziness of the final so-
lution, i.e. the degree of overlap between groups. With  =1, the solution is a hard 
partition. As  approaches infinity the solution approaches its highest degree of 
fuzziness.  

The minimization of the objective function, J, provides the solution for the 
membership function. 
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The Fuzzy K-Means algorithm is initialized by the following:  
a: Choose the number of clusters: c, with 1<c<n.  
b: Select a value for the fuzziness exponent , with >1.  
c: Choose a definition of distance in the variable space.  
d: Select a value for the stopping criterion e (e= 0.001 gives good conver-
gence.)  

The steps of the K-Means algorithm are as below: 

Step1: Initialize M = { ik } = M(0), with random memberships or with  mem-

berships from a hard K-Means partition.  
Step2:  Start iteration with it =1.  
Step3:  Calculate C =  C(it) using equation [5] and M(it-1)

Step4: Calculate M=M(it) using equation [4] and C(it).
If numerical overflow occurs with dik  close or equal to 0, mik  is set to 1.  
Step5: Compare M(it) to M(it-1). If ||M(it) - M(it-1)|| < e, then stop; otherwise 

it=it+1, go  to Step 3.  
Since the data being clustered is spatio-temporal, the Pearson Distance |1-p| is 

used in the initialization step c.  The initialization of membership function matrix 
M has impact on the resulting clustering, and so multiple runs of clustering should 
be carried out when random initialization is used.    

The spatio-temporal domain for this research effort is weather data.   The Navy 
Operational Global Atmospheric Prediction System (NOGAPS) (Baker et al. 
1988) is a global weather forecasting model.   NOGAPS uses conventional obser-
vations (surface, rawinsonde, pibal, and aircraft), and various forms of satellite 
observations.  Besides the wind observations derived from the various operational 
processing centers for the geostationary satellites, the NOGAPS also utilizes high 
density multispectral wind observations.   The data granularity is on 1 degree X 1 
degree scale, 4 times daily.  This effort used a four year subset of the data of 
Southern United States.     

Weather information may be considered as spatial time series data.  The fre-
quency and density of measurement make these data sources large.  These data are 
dominated by seasonal effects, (for example, summers are warm and winters cold) 
that have to be removed before the data are mined for interesting non-seasonal 
patterns.  Several techniques may be used for the removal of seasonal patterns 
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(Steinbach et al. 2003) - this effort uses the monthly Z-score transformation.  All 
weather data are first standardized for each month, i.e., monthly means and stan-
dard deviations are obtained, and all data parameters are subtracted from their cor-
responding means and divided by the standard deviation.  The resulting data is a 
time series with the effects of seasonal patterns removed.  Figures 5.1 and 5.2 
shows the results of the Fuzzy K-Means clustering on the Temperature and Pre-
cipitation data respectively (for brevity, later discussions have only the Precipita-
tion results).  The results of data mining are displayed using the ARCINFO geo-
graphical information system. 

From a domain standpoint (Climatic Atlas of the US, 1931 - 1960), these clus-
ters correspond to known weather features.  The weather off the coast of Florida is 
dominated by a permanent air mass called the Bermuda high.  This modifies the 
weather in Florida, distinguishing it from the Gulf Coast.  The Appalachian range 
(high elevation) produces modifications in the weather, except in the south - west 
part of the range, which is more typically affected by the Gulf effects.  The 
weather in the interior is composed of several clusters, however their significance 
is not completely understood.  These multiple clusters are an artifact of the cluster-
ing technique that apriori decided that there were 5 clusters in the data.  A better 
solution would be to have an unsupervised clustering approach where the number 
of clusters is determined either using a domain independent approach or through 
the use of cluster determining domain knowledge.  Both techniques would require 
the clusters to be validated, in the former case through validity measures or in the 
latter case through subject matter expertise.  The Unsupervised Fuzzy K-Means 
Clustering technique was developed using the domain independent approach. 

5.3.2. Unsupervised Fuzzy K-Means Clustering (UFKM)  

A problem with the K-Means clustering (including fuzzy version) is that the num-
ber of clusters, k, has to be specified apriori.    This creates a problem- a small 
value of k, would aggregate many natural clusters, hiding desirable features.  On 
the other hand a larger value of k would result in the creation of several trivial 
clusters.  In either case the clustering does not result in optimal detection of all in-
teresting features, leaving the user to guess the minimal number of clusters that 
reveal all significant features. Unsupervised clustering can eliminate the need to 
guess the number of clusters.  A large initial set of k clusters are initially assumed 
by the algorithm.  The algorithm eliminates trivial clusters, and merges clusters 
that are similar at each step.   These steps are repeated until the number of clusters 
is “minimal”.  A validity index is computed at each step and is used to decide, 
post-priori the stage of clustering that is capable of conserving pattern informa-
tion.  

Xie and Beni (Baker et al. 1988) proposed a compactness - separation validity 
index that is independent of the number of clusters.  The validity index is defined 
as: 
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dik is the distance of each point in the cluster to the centroid, d(cj, ck) is the differ-
ence between the centroids of the j and k clusters.  The validity index is a com-
pactness separateness measure and uses the minimum distance between cluster 
centers to evaluate the separation of the clusters.   

The Xie - Beni validity index used is extended to accommodate the spatio-
temporal nature of the data through the incorporation of the Pearson Distance.  
The index is reformulated as: 
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where ikp  is pearson coefficient of xi and ck, and ikp  is pearson coefficient of cj

and ck.

A lower value of S indicates a better clustering. 
The Unsupervised Fuzzy K-Means algorithm is as follows:  
a. Choose the initial number of clusters  

( nk  is a good guess, where n is number of data points) 
b. Develop a clustering using the Fuzzy K-Means  
c. Merge those clusters that satisfy the following rules:  

Pearson Coefficient of Correlation of their virtual centroids, p > 0.5 
d. Calculate validity index. 
e. Repeat step b and c until stopping condition is reached. 
A virtual centroid is the computed centroid of a cluster, i.e., it does not neces-

sarily correspond to an actual measurement point.  For nearly empty clusters, the 
corresponding member function will be assigned 0.0 and the original value will be 
added to the member function for one of the other clusters.  A set of clustering 
schemes with clustering number ranging from k0 to 2, are obtained and an optimal 
clustering can be chosen based on the validity index.  Additional rules featuring 
domain related information may be incorporated into the algorithm to preserver 
interesting clusters even though they would be candidates for merging based on 
the domain independent approach.   

The initial number of clusters is chosen to be 11 (Figure 5.4), and the UFKM 
algorithm reduces this number iteratively.  The result with 8 clusters (Figure 5.5) 
gives the optimal validity index -   however, the results when shown to meteorolo-
gists were not easily explained.  It is possible that the 8 clusters reveal regions that 
are differentiable only through a sophisticated analysis, a case where the capabili-
ties of the cluster analysis outstrips the ability to interpret them.  (At a philosophi-
cal level, these “confusing” discoveries are fundamental to data mining.  One 
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component is the rediscovery of known phenomena, the discovery of other phe-
nomena that are not known or recognized, but could eventually be significant)   
Figure 5.6 shows 4 clusters case as determined by the UFKM algorithm.  The va-
lidity index values for different numbers of clusters are shown in Figure 5.3.  Note 
that the optimal clustering is obtained when the measure is at a minimum.  These 
clusters correspond to the significant climatological regions in the selected region 
of the US discussed in the previous section.    

5.3.3. Application of UFKM to Global Weather Data 

There are strong connections between the ocean, atmosphere, and land.  This leads 
to connections, “teleconnections”, between climatic phenomena between geo-
graphically widely separated points.  For example, the El Nino phenomenon, off 
the coast of South America has been linked to droughts in Australia, and anoma-
lous weather patterns in the US.  Ocean Climate Indices (OCIs) have been devel-
oped to capture these teleconnections, and as a technique to understand climate.  
Initially, these OCI’s were discovered using techniques such as Principal Compo-
nents Analysis and Singular Value Decomposition.  However these techniques are 
capable of discovering only the strongest of these OCIs, and are hard to interpret.  
Recently, there have been some studies on “discovering” OCIs through the use of 
clustering techniques (Steinbach et al. 2003; Smyth et al. 2000).  Ertoz et al (2002) 
have applied the S-Nearest Neighbor clustering technique to detect these indexes.  
The SNN technique relies on finding nearest neighbors, and computing the simi-
larity between pairs of points.  This similarity is then used as a basis of finding 
core points, which become the basis of the clusters.  Use of the core points, while 
it leads to rapid clustering could fail to reveal weaker OCIs.  The UFKM considers 
all points for clustering ensuring that even weaker clusters are captured.  Further, 
the computation of the virtual centroid is an essential component of the UFKM 
clustering, which avoids the arbitrary fixing of centroids to conform to actual 
points. This section reports the preliminary use of the UFKM clustering to detect 
OCIs.   Computing the correlation between the clusters and the OCIs is a measure 
of the strength of the clustering algorithm.   

The UKFM  “discovered” the Southern Ocean Index (SOI), an OCI, in global 
sea level pressure taken between 1982 and 1993.  It is seen that the algorithm can 
detect clusters of interest, with results similar to that reported by Steinbach 
(Steinbach et al. 2003).  The correlation of the cluster centroids with the Southern 
Ocean Index (SOI) is high (Figures 5.7, 5.8, 5.9).  It should be noted that while the 
UKFM iteratively reduces the number of cluster, it still can capture important fea-
tures such as the SOI, even at very coarse cluster level (Figure 5.9).  Other further 
tests have shown that the UFKM algorithm can capture even weaker OCIs such as 
the North Atlantic Oscillation, with highly coarse clusters.  This further estab-
lishes that UKFM algorithm is capable of preserving important features.  
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5.4. Conclusion 

The proliferation of weather data sources has necessitated the development of new 
data mining tools and techniques applicable to this domain.  Mining this data can 
produce new insights into weather and climatological trends that can aid in appli-
cations such as operations planning.    Data mining techniques may also be used to 
reveal anomalous climatic regions that may be used to modify large scale weather 
models to include locally relevant phenomena.  This chapter proposed the use of 
fuzzy clustering as a data mining technique that can overcome the problems found 
in geographical data sets.  Several new contributions are proposed in this chapter.  
The fuzzy K-Means clustering methodology was extended to the spatio-temporal 
domain.    A new unsupervised fuzzy clustering algorithm (UKFM) was intro-
duced, and a cluster validity index that determines the optimal number of clusters 
was defined.  UKFM was applied to two large weather sets- regional weather in 
the South-East USA, and global sea level pressure.   The UKFM was able to re-
discover interesting climatic phenomena in both cases.  In the case of the regional 
weather, known climatic phenomena were found by the technique, while in the 
case of the global sea level pressure, the UKFM algorithm was able to track the 
SOI, an Ocean Climatic Index. 

There are several extensions to this work.  The reduction of clusters in UKFM 
is done through the use of distance measures between cluster centroids.  An alter-
nate method of deriving significant clusters would be to use other geographic data 
sets for cluster validation.  We are currently investigating the extension of UKFM 
through the use of such multi-data sets and initial results are promising.  From an 
application standpoint, this combined technique may be used in other geographi-
cal/environmental problems such as land/cover use, pollution studies, climatic 
anomalies, etc.  The identification of microclimatic regions is an area that needs 
further study.  The centroid represents the characteristic properties within a clus-
ter.  These characteristic properties may be used to detect microclimatic regions 
and anomalies within the area of analysis.  The UKFM is computation intensive, 
as it considers all points for clustering.  Improving the efficiency of the clustering 
algorithm would be another fruitful area of research. 
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Fig. 5.1. Fuzzy K-Means clustering for temperature, 5 clusters 

Fig. 5.2. Fuzzy K-Means clustering for precipitation, 5 clusters
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Fig. 5.3. Validity Measure for Different Numbers of Clusters

Fig. 5.4. UFKM clustering for precipitation, initial, 11 clusters
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Fig. 5.5.  UFKM clustering for precipitation 8 clusters.   

Fig. 5.6. UFKM clustering for precipitation 4 clusters 



118   Z Liu and R George        

Fig. 5.7. Correlation of Initial Clustering of Sea Level Pressure (1982 - 1993) with SOI (90 
clusters) 

Fig. 5.8. Sea Level Pressure (1982 - 1993) UKFM Final Clustering (19 Clusters) 
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Fig. 5.9. Correlation of Final Clustering (19 clusters) with SOI 
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Abstract. In several situations the spatial extent of geographical entities is uncer-

tain or fuzzy. In such cases the entities may be represented using fuzzy sets 

through the construction of the herein called "fuzzy geographical entities". Four 

sources of fuzziness are identified in the process of constructing geographical enti-

ties characterized by predefined attributes through the classification of a tessella-

tion. For each, a method to compute the membership grades to the fuzzy geo-

graphical entity is proposed, based on the appropriate semantic interpretation of 

the grades of membership. The interpretations used are the likelihood view of 

membership grades, the random set view and the similarity view. A practical ex-

ample is presented for each case. 

6.1. Introduction 

Geographical entities are characterized by an attribute and by a spatial extent, 

which is the region of the geographical space where that attribute exists. In this 

chapter we address the construction of geographical entities characterized by pre-

defined attributes. These attributes are defined in terms of other attributes or char-

acteristics observed in the geographical space, called here base attributes, and are 

therefore referred to as derived attributes. Each derived attribute corresponds to a 

set of values of the base attributes used to define it. For example, the attribute 

“forest” may be defined as a set of values of the levels of radiance of a multispec-

tral satellite image, or the attribute “hilly regions” as a set of terrain altitudes. 

We assume that the geographical space is divided into a tessellation formed by 

regions ri, that may be cells in a raster representation or polygons in a vector rep-

resentation, and that to each region is assigned a value of the base attributes. The 

construction of geographical entities characterized by derived attributes requires a 

prior classification of the regions according to the values of the base attributes as-

signed to them and the sets of values corresponding to the derived attributes. The 

geographical entities are formed aggregating contiguous regions to which the clas-

sification assigned the same derived attribute.  
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A derived attribute is defined in terms of one or several base attributes. For ex-

ample, “hilly regions” may be defined only as a function of the terrain altitude, but 

the attribute “regions with high risk of erosion” may be defined as a function of 

slope and vegetation coverage. When more than one base attribute is used to de-

fine a derived attribute connectives have to be used. The most used connector is 

the logical operator “and”. For clarity reasons, we will, in general, consider that 

only one base attribute Ab (measurable and taking values on a scale Z) is used to 

define each derived attribute “A”. When this is not the case, the space defined by 

the several base attributes has a dimension equal to the number of base attributes 

used. 

The classification required to construct the geographical entities is performed in 

two phases. 

Phase 1: Identify which z values of the base attribute Ab correspond to the de-

rived attribute “A”. In many situations these values correspond to an interval 

,AZ z z , and therefore z  and z  have to be identified for each derived attrib-

ute. 

Phase 2: Identify if the value of base attribute Ab in each region ri, denoted by 

iz r , belongs or not to the set of values defining “A”. That is, it has to be verified 

whether ,iz r z z  or not. In the affirmative case region ri will be classified as 

“A” and in the negative case as “not A” (see Figure 6.1). 

Z

A AnotAnot

z z
Z

A AnotAnot

z z

Fig. 6.1. Z values defining attribute “A” 

Traditionally this classification is boolean. That is, each region ri of the geo-

graphical space is classified as belonging or not to each of the derived attributes. It 

is assumed that the object representation is appropriate to represent the geographi-

cal entities corresponding to the derived attribute, and the influence of any uncer-

tainties or errors in the classification on the spatial extent of the geographical enti-

ties is ignored. Note that an incorrect classification of the regions ri produces 

changes in the position of the obtained geographical entities. That is, the errors 

and uncertainty of the classification will be reflected in the spatial location of the 

geographical entities, and therefore transposed to the geographical space. 

In this chapter, we model the influence of these uncertainties, errors, or the un-

suitability of the object representation on the spatial location of the geographical 

entities. Fuzzy sets are used to represent the spatial extent of geographical entities, 

generating the herein called fuzzy geographical entities. 

Definition: A fuzzy geographical entity (FGE) E is a geographical entity whose 

position in the geographical space is defined by the fuzzy set 

Regions belonging to geographical entity EE , with membership function 
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( ) 0,1E ir  defined for every region ri in the space of interest. The membership 

value one represents full membership. The membership value zero represents no 

membership, and the values in between correspond to membership grades to E,

decreasing from one to zero. 

The representation using FGEs is based on the construction of the membership 

function ( )E ir , so its construction is of prime importance. 

Several authors, such as Lowell (1994), Burrough (1996), Zhang (1996) and 
Cheng & Molennar (1999), have already suggested this type of representation. 

Even though the approach with fuzzy sets seams to be convenient for many appli-

cations, often no semantic justification is given to the construction of the member-
ship functions, and their construction is, to a large extent, left to the imagination of 

the user. 

We will identify four different sources of fuzziness in the described classifica-
tion procedure. For each, a method to compute the membership grades to the 

fuzzy geographical entities is presented, based on the appropriate semantic inter-

pretation of the grades of membership. The interpretations used are the likelihood 

view of membership grades, the random set view and the similarity view (Fonte 

2003, Bilgiç and Turksen 2000, Dubois et al. 2000). 

6.2.  Construction of membership functions 

6.2.1.  Sources of fuzziness in the classification procedure 

Even though the classification procedure described in section 1 is simple, some 

difficulties may arise. In phase 1 two sources of fuzziness may be identified: 

1A. There may be several acceptable versions of the values z  and z  correspond-

ing to attribute “A”.

1B. The derived attribute may not be easily characterized by values z  and z , be-

cause the transition between “A” and “not A” is not abrupt but gradual. 

In phase 2 two possible sources of fuzziness may also be identified: 

2A. There are errors associated to the value iz r , which may contribute to an er-

roneous classification; 

2B. There are several measurements of iz r , some belonging to the interval 

,z z  and others not, which leads to uncertainty in the classification. 

In this chapter these sources of fuzziness are addressed separately, but they can 

combine themselves into more complex cases (Cheng et al. 1997). 



124   C Fonte and W Lodwick 

6.2.2. Several acceptable values for z  and z

Source of fuzziness 1A corresponds to the case where there are several versions of 

the values z  and z  that correspond to attribute “A”. That is, there are several 

versions of the set ,AZ z z . Therefore, as illustrated in Figure 6.2, for some z

values there will be ambiguity regarding the classification as “A” or “not A”.

Examples of this source of fuzziness are, for example, when experts determine 

interval AZ , and several experts have different opinions about its amplitude, or 

when the amplitude of AZ  is estimated using several procedures and different pro-

cedures determine different intervals, such as in the supervised classification of 

multispectral remote sensing images. 

Z

A AnotAnot

1Az
1Az

3Az
2Az2Az

3Az

z

Z

A AnotAnot

1Az
1Az

3Az
2Az2Az

3Az

z

Fig. 6.2. Three versions ,
j j jA A AZ z z , j = 1,…,3,  of the set AZ  corresponding to attrib-

ute “A”. Consequently, the classification of z as “A” or “not A” is ambiguous 

In this case, a fuzzy set AZ  may be considered, and the random set view of 

fuzzy sets (see Bilgiç and Turksen 2000 or Dubois and Prade 1989) may be used 

to compute the grades of membership of the z values to AZ .

A finitely discrete random set defined in X is a set , | 1,...,j jS m j n ,

where 1,..., nS S X  is a family  of distinct non-empty subsets of X, and mj is an 

application from  to [0,1], such that j jm m S  and 
1

1
n

j
j

m .

Any random set , | 1,...,j jS m j n  allows the construction of a fuzzy 

set S on elements x X (e.g. Dubois and Prade 1991) such that for all x X

j

S j
x S

x m . (6.1) 

To apply this interpretation of membership functions within this context, con-

sider the random set , | 1,...,
jA jZ m j n , where the sets 

jAZ are the sev-

eral versions of the set AZ , and the values jm  are weights assigned to the sets 

jAZ such that 
1

1
n

j
j

m . Then, the membership function of every value z to the 

fuzzy set AZ  is given by: 
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,

A

A Aj j

Z j

z z z

z m . (6.2) 

In this case, the first phase of the classification generates a fuzzy set AZ  of the 

z values corresponding to the derived attribute “A”. The second phase requires 

that each region ir  be classified according to the values i iz z r . Since fuzzy set 

AZ  assigns degrees of belonging of the iz  values to “A”, these degrees of belong-

ing can be transposed to the geographical space considering  

A A
E i iZ

r z . (6.3) 

Then, for each region ir  of the geographical space, a membership grade to the 

fuzzy geographical entities EA, characterized by attribute “A”, is obtained. 

Example 

This example addresses the supervised classification of multispectral remote sens-

ing images. Frequently the classification of the same image with different methods 

using data from the same training stage produces different results. This happens 

because in some cases different classification methods assign different classes to 

the same levels of radiance. That is illustrated in Figure 6.3 for two dimensions 

(two bands), where the results of the training stage for three classes are shown. 

Note that with the parallelepiped classification method the levels of radiance cor-

responding to point r are classified as belonging to class 2 and with the minimum 

distance to mean method to class 1. 

Instead of choosing just one classification method, the different results pro-

duced by the several methods may be used to generate FGEs. The membership 

grades, in this case, represent the classification uncertainty. Figure 6.4 shows the 

results of the classification of a small part of a multispectral remote sensing image 

into three classes with three different methods, namely the “minimum distance to 

mean”, the “maximum likelihood method” and the “parallelepiped classifier”. 

The levels of radiance obtained in the training stage for each class correspond 

to a cluster of points in the base attributes space, which has dimension equal to the 

number of bands used. Each classification method defines in the base attribute 

space a region corresponding to each class based on those clusters. As each 

method defines the regions differently, there are as many versions of the set 
kAZ

corresponding to classes Ak 1,...,3k  as classification methods. Since three 

classification methods were used, we have three versions of each set 
kAZ

1,...,3k . Then, for each class Ak we can define a random set 

, | 1,...,3
k kjA kjZ m j  whose elements are the several versions of 

kAZ . If 
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all methods are considered equally appropriate to classify each class, equal 

weights are assigned to each set 
kjAZ , that is 1 3kjm .

Since to each pixel ri corresponds a position zi in the space of the base attrib-

utes, corresponding to the levels of radiance registered for that pixel in the several 
bands, according to Eqs. (6.2) and (6.3), the grade of membership of each pixel to 

the fuzzy geographical entities characterized by the attributes Ak is given by: 

Ak Ak
i Akj

E i i kjZ
z Z

r z m . (6.4) 

Fig. 6.3. Scheme of the supervised classification of a multispectral 

remote sensing image with two methods. The symbol (+) repre-

sents the values obtained in the training stage for each class, ( )

represents the mean of the values obtained in the training stage for 

each class, ( ) represents the regions assigned to each class by the 

“parallelepiped classification method” and (---) the limits of the re-

gions assigned to each class by the “minimum distance to mean 

method”.
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a) b)

c)

Water regions

Vegetation

Bareland

Unclassified pixels

a) b)

c)

Water regions

Vegetation

Bareland

Unclassified pixels

Fig. 6.4. Results of the classification of a multispectral image with three different methods: 

a) parallelepiped classifier, b) minimum distance to mean classifier and c) maximum likeli-

hood classifier 

The resulting FGEs are represented in Figure 6.5. They can now be processed 

to get more information about the classification uncertainty. For example, regions 

with greater uncertainty, corresponding to grades of membership closer to 0.5, or 

the regions classified as having partial membership to all classes may be identified 

(Fonte 2003).  
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Fig. 6.5. Degrees of membership to the FGEs characterized by attributes “bareland”, “water 

regions” and “vegetation” 

6.2.3. Gradual transition between ”A” and “not A”  

For the source of fuzziness 1B), since there isn’t an abrupt transition between “A”

and “not A” but a gradual one, it is difficult to identify the values z  and z . The 

gradual transition between belonging and not belonging to the set of values corre-

sponding to “A” may also be modelled using a fuzzy set AZ .

Even though it is difficult to identify values corresponding to the transition be-

tween “A” and “not A”, in most of these situations it is possible to identify a set of 

z values that correspond perfectly to attribute “A”. These values correspond to the 

core of the fuzzy set AZ . The degrees of membership of the z values to AZ  may 

then be interpreted as a degree of similarity between the z values observed and the 
ones that ideally define attribute “A”, that is, the z values belonging to the core of 
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AZ . The interpretation of grades of membership to a fuzzy set based on the simi-

larity view (Bilgiç and Turksen 2000) is then appropriate for this situation.  

The similarity view interprets grades of membership as a quantification of the 
similarity of the observed characteristics to the ideal ones. So, the first step is to 

determine what are the ideal values ,
idA id idZ z z  corresponding to attribute 

“A”, which have to be known, computed or obtained from experts. Then, the de-

grees of similarity between the other values and the ideal ones are determined as a 
function of the distance between them. The distance between the ideal values and 

the other z values is the Euclidian distance measured over the Z-axis between the z 

values and the extreme points of interval 
idAZ  (see Figure 6.6). 

Z

A

idz
idz1z 2z

1d 2d

Z

A

idz
idz1z 2z

1d 2d

Fig. 6.6. Quantities d1 and d2 are respectively the distances of values z1 and z2 to the set of 

ideal values ,
idA id idZ z z  corresponding to attribute “A”

The distance of the values z to the set of the ideal values ,
idA id idZ z z  is de-

fined by 

min , , , ,
,

0 , .
id

id id id id

A

id id

d z z d z z z z z
d z Z

z z z
(6.5) 

The degrees of membership of the z values to AZ  depend on distance d. That 

is, ,
idA

AZ
z f d z Z , where function f translates the degree of variation of 

the membership grades with d, and is application dependent.  

Since 0 ,
idAd z Z , function f must be a decreasing function such that: 

0 1

lim 0.
d

f

f d (6.6) 

An example of a function satisfying these requirements is adf d e , where 

a is a parameter that influences the slope of the membership function (see Figure 

6.7). 
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Fig. 6.7. Function adf d e , with a = 0.5, a = 0.1 and a = 0.05 

However, for most GIS applications it is neither necessary nor appropriate to 

consider that grades of membership to AZ  take positive values for infinitely large 

distances to the ideal interval, since for distances larger than a certain value, the 

similarity is so small that it is not appropriate to consider positive degrees of 

membership to attribute “A”. Then, an application dependent value maxd  has to be 

obtained such that max: , , 0
id idA

A AZ
z d z Z d z f d z Z . The exis-

tence of a value maxd  simplifies the construction of function f, as it must be de-

creasing and such that: 

max

0 1

0.

f

d d f d
(6.7)

So far the degrees of similarity have been considered only as a function of the 

distance between the z values and the ideal set 
idAZ . Although, in some cases, the 

degrees of similarity between the z values and the ideal set 
idAZ  may also depend 

of whether idz z  or idz z , since different degrees of variation may be consid-

ered for both sides of the ideal interval. In this case, different functions are defined 

for each side of interval 
idAZ , creating asymmetric membership functions 

AZ
z

(see Figure 6.8). 
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Fig. 6.8. Asymmetric fuzzy set AZ . The core of AZ  is the set of z values that ideally de-

fine attribute “A”

In this case, as in the previous one, the first phase of the classification generates 

a fuzzy set AZ  of the z values corresponding to the derived attribute “A”. So, the 

second phase of the classification is done, as in the previous section, considering 

for each region ir

A A
E i iZ

r z . (6.8) 

This method of computing grades of membership to a derived attribute is basi-

cally equivalent to the “semantic import approach” proposed by Burrough (1996), 

but in their approach the notion of distance between the ideal and the observed 

values is only implicit, and no semantic interpretation of the membership grades is 

given. 

Burrough and McDonnell (1998) show examples of membership functions built 

with the “semantic import approach”.  

6.2.4. Errors in the measurement of iz r

The source of fuzziness 2A) no longer refers to the identification of the values cor-

responding to the derived attribute, but to errors in the values iz r , which may 

contribute to an erroneous classification of regions ri. The aim is to identify how 

the errors in iz r  will influence the classification, and consequently the posi-

tional extent of the obtained geographical entity. 

Hisdal (1988) presented an interpretation of the grades of membership to a 

fuzzy set based on likelihoods, where an estimation of the measurement error is 

used to compute grades of membership. Hisdal considers this method to simulate 

human language. Three types of experiments were considered: 

1. Labeling (from the set “very tall”, “tall” and “short” people, John is tall ) 
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2. Yes/No experiment (is John tall?) 

3. Grade of membership experiment (what is the degree of belonging of John to 

the set of tall people?) 

Hisdal (1988)considers that the degree of belonging of an element to an attrib-

ute  (ex: tallness) is evaluated analysing one or several of the elements character-

istics. For example, to determine if a man is tall or not it’s height has to be evalu-

ated. To each attribute corresponds a crisp set of values of those characteristics. 

That is, the set of values u corresponding to attribute  is a crisp interval 

u = u ,u . The fuzziness in this assignment results from errors in the evalua-

tion of the element characteristics. That is, the set of height values determining if a 

man is tall or not is well defined, and the fuzziness results from errors in the esti-

mation of a man’s height. Hisdal considers that, for an element with a characteris-

tic corresponding to the exact value ue, the estimation of the error associated to the 

considered value u is given by a probability distribution P(u|ue), and the grade of 

membership of the element to the set u  is given by: 

|

u

e e

u

u P u u du . (6.9)

That is, the membership grades correspond to the area of the shaded region rep-

resented in Figure 6.9. 

Even though this method was developed in a very different context, it may be 

used to construct FGEs.  

The set of values ,AZ z z  corresponding to attribute “A” is a crisp set. Let 

u

1

0

u

0.5 | eP u u

ueu u

1

0

u

0.5 | eP u u

ueu

Fig. 6.9. The area of the shaded region is the grade of membership of the 

element with characteristic ue to the set , considering that the error of the es-

timation u is P(u|ue)
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us now consider that there are errors associated to the values iz r , and let us de-

note by | e iEF z z r  a function representing the error in iz r . When statistical 

information is available about the estimated values iz r , then | e iEF z z r

may be a probability distribution and  

|
A

z

E i e i

z

r EF z z r dz . (6.10) 

When there is no information available to build a probability distributions, de-

pending on the information available, the error functions may also be represented 

by intervals, fuzzy intervals1 or fuzzy numbers2. In these cases, for the member-

ship grades to belong to the interval 0,1  a normalization is necessary, and the 

grades of membership are given by 

max

min

|

|

A

z

e i

z
E i z

e i

z

EF z z r dz

r

EF z z r dz

(6.11) 

where minz  and maxz are respectively the smaller and larger value that iz r  can 

take according to the error estimation.  

Example 

One of the variables used to define the “National Ecological Reserve of Portugal” 

(NER) is the terrain slope. It is determined that regions with a slope larger than 

25% should be included in the NER. The identification of a region as belonging to 

the NER has important implications, since for example no construction is allowed, 

and the terrains have a much lower commercial value. Therefore, it is useful to es-

timate the influence of errors in the slope on the regions classified as having a 

slope larger than 25%. The region of Lousã village was used for this example. A 

Digital Elevation Model (DEM) with a 10 m resolution was build from the 5 m in-

terval contours at the scale 1:10 000 (see Figure 6.10). A map of the slope was 

then built, and the regions with a slope large than 25% were identified (see Fig 

6.11). 

                                                           
1 A fuzzy interval is a normal fuzzy set defined on the real line, with bounded support and 

such that all alpha cuts are closed intervals (e.g. Dubois et al. 2000b) 
2 A fuzzy number is a fuzzy interval whose core has only one element (e.g. Klir and Yuan 

1995) 
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Fig. 6.10. Digital elevation model of the region of Lousã village 

Fig. 6.11. Boolean classification of the regions with a slope larger than 25 % 

An estimation of the errors in altitude h is used to evaluate the errors in the 

slope. The information about the contour accuracy states that, when considering a 

representative sample of points on the contours, in 90% of the cases the altitude 

error should be smaller than half of the contour interval. Then, considering that the 

global error in the altitude follows a gaussian distribution (Longley et al. 2001), 

the error in the altitude at each cell ri,j of the DEM (where index i denotes the line 

number and j the column number) could be expressed by a gaussian probability 

distribution with mean equal to ,i jh r  and standard deviation corresponding to a 

90% confidence interval with amplitude 2.5 m. However, in this case, the compu-

tation of the error in the slope requires performing calculations with the probabil-

ity distributions. Then, since these computations are complex and the computa-

tions with triangular fuzzy numbers are relatively simple, the probability 

distribution might be substituted by a possibility distribution expressed in terms of 
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a symmetric triangular fuzzy number, with core equal to 
,i jh r  and support equal 

to , 2.5i jh r m  (see Figure 6.12) (e.g. Dubois et al. 2000, Klir and Yuan 1995). 

Altitude (m)

1

0

, 2.5i jh r , 2.5i jh r,i jh r Altitude (m)

1

0

, 2.5i jh r , 2.5i jh r,i jh r

Fig. 6.12. Triangular fuzzy number ijh r  representing the estimation of altitude error in 

the DEM 

MatlabTM and the Intlab (Rump 1998) were used to propagate the error in the 

altitude to the slope using fuzzy operations (Kaufman and Gupta 1985, Klir and 

Yuan 1995) . The algorithm used to compute the slope at cell ri,j was: 

1 2
2 2

, ,

,

i j i j

i j

h h
z r

x y
(6.12) 

and the derivatives were estimated considering only four neighbours, that is 

, 1, 1,

2

i j i j i jh h h

x d
(6.13) 

, , 1 , 1

2

i j i j i jh h h

y d
(6.14) 

where d represents the distance between the cells centre. 

This generates, for every grid cell, a fuzzy number that represents the fuzzy 

slope. The grades of membership of every grid cell to “slope larger than 25%” 

were then computed using Eq. (6.11) and correspond to the percentage of the area 

of the function translating the error inside the interval [25, )  (see Figure 6.13). 

Figure 6.14 shows the obtained result. Notice that a comparison with Figure 6.11 

shows clearly that regions classified as having slope larger than 25% with the boo-

lean classification, may actually have smaller slopes and vice versa.
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Fig. 6.13. The grades of membership of the slope ,i jz r  to the attribute “slope larger than 

25%” corresponds to the shaded area 

Fig. 6.14. Fuzzy classification of the regions with slope larger than 25 % 

6.2.5. Several measurements of iz r

The source of fuzziness presented in 2B) concerns the case where there are several 

measurements of iz r , some belonging to interval ,z z  and others not. 

In this case, two distinct situations can be identified.  

1.  The various values of iz r  translate errors. That is, they correspond to the 

same geographical reality, and are due for example to measurement errors, to 

the use of different analysis techniques or to different interpolation methods. In 

this case, either there is only one set of observations and the different values are 

an outcome of different processing techniques, or there are several measure-

ments, all done in a period of time were no changes in the reality are expected. 
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In this case, the several values of iz r  can be used to estimate the errors in 

iz r  and we are therefore in the case of the previous section. 

2.  The several values of iz r  don’t translate errors but a change over time of the 

base attribute values at region ri. In this case, there are several sets of observa-

tions collected at different times, and the discrepancies between the observed 

values translate a variation of the real conditions on the geographical space. 

Therefore, the several values of iz r  should not be treated as errors. However, 

if temporal data are to be used together, FGEs that represent this variation over 

time may be constructed using the random set view of fuzzy sets. The boolean 

classification of each set of observations generates a version of the geographi-

cal entities corresponding to each attribute of interest. If n sets of observations 

were made, n versions of the geographical entities are obtained. Then, the ran-

dom set , | 1,...,
jA jE m j n  may be considered, where each 

jAE  rep-

resents a version of the geographical entity, and the jm  are weights assigned to 

each set of observations, such that 
1

1
n

j
j

m . The membership grades of each 

region to the FGE corresponding to attribute “A” is given by: 

A

i j

E i j
r A

r m . (6.15) 

Example 

The geographical position of some water bodies changes over time. For example, 

the location of the coast line varies continuously, and some rivers may also be 

subject to considerable positional variation. The water bodies near the village of 

Constância were chosen as an example. In this region rivers Tejo and Zêzere meet 

(see Figure 6.15) and, frequently, there are floods that submerge part of the vil-

lage. The water level is continuously measured at the hydrometric station of Al-

mourol, located in the vicinity. The means of the daily results from 1982 to 1990 

(INAG 1999) were used to represent the change in the river position during that 

period of time. A total of 2557 observations were used. Figure 6.16 shows the 

variation of the water level during the considered period of time. A DEM of the 

region was created from the contours of the 1:25 000 map of the Army Geo-

graphical Institute of Portugal (IGeoE), to identity the regions submerged during 

the several water levels registered. To each water level corresponds a version of 

the waterbody. Some of those versions are shown in Figure 6.17. 
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Fig. 6.15. Reduced representation of the 1:25 000 IGeoE map of the region of Constância 
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Fig. 6.16. Water level registered in Almourol hydrometric station from 1982 to 1990 

Fig. 6.17. Several versions of the outer limits of the water body 
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A random set , , 1,...,j jWB m j n  formed by all versions of the wa-

ter body can now be considered. Equal weights were assigned to all versions, that 

is, it was considered that 1 2557jm , for 1, , 2557j . According to Eq. 

(6.15), the grade of membership of each cell ri to the water body is then given by: 

1i j

s

WB i j j
r WB j

r m m (6.16) 

where s is the number of times that cell ri was submerged. This value is computed 

as a function of the altitude at each cell ri, considering that, for each water level, 

all cells with a lower altitude are submerged. The value s assigned to each altitude 

value is shown in Figure 6.18. 
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Fig. 6.18. Number of times that points with altitude iz r  were submerged during the con-

sidered period of time 

Figure 6.19 shows the FGE representing the water body. The representation of 

these water bodies as a FGE enables the spatial variation of the rivers position to 

be stored, allowing the users to know that the rivers have frequent floods, the 

amplitude of the most severe flood, and also other information, such as their 

relative frequency. 

This type of representation is useful to represent the position of entities that 

move regularly in the geographical space, such as dunes, watercourses or other 

natural phenomena. 
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Fig. 6.19. FGE representing the position of rivers Tejo and Zêzere  

6.3. Conclusions 

This chapter focuses on the construction of geographical entities characterized by 

predefined attributes, which are derived from the values of other attributes, called 

base attributes, in such a way that each derived attribute corresponds to a set of 

values of the base attributes. We have considered the geographical space divided 

into a tessellation of regions, and the values of the base attributes in each region to 

be known. In these circumstances, the construction of geographical entities pre-

supposes the previous classification of the regions into the derived attributes char-

acterizing the geographical entities. The geographical entities are then formed ag-

gregating contiguous regions to which the same derived attribute was assigned.  

Associated with this simple procedure several types of difficulties have been 

identified that may influence the spatial extent of the obtained geographical enti-

ties. This influence has been modelled using fuzzy sets, and building the herein 

called fuzzy geographical entities (FGEs). The spatial extent of a FGE is ex-

pressed by the grades of membership of the regions forming the tessellation to the 

geographical entity, and therefore the computation of the grades of membership is 

a key issue.  

One of the characteristics of fuzzy sets is that the grades of membership may 

have several meanings. While this may be a drawback, this characteristic can also 

be considered as an advantage, as they are versatile and have a wide range of ap-

plications. Although, this versatility also allows the use of many methods to com-

pute grades of membership, depending on the application, the available informa-

tion, and often on the imagination of the user. So, it is useful to point out methods 
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to evaluate the grades of membership in each context using wide accepted meth-

ods and identifying the semantic interpretation associated to them. 

Four sources of fuzziness in the classification procedure have been identified. 

For each, a method to compute the grades of membership to the fuzzy geographi-

cal entity has been presented, based on an appropriate semantic interpretation. The 

interpretations used are the likelihood view of membership grades, the random set 

view and the similarity view. These interpretations are usually used in other con-

texts, but it has been shown that they are suitable to be applied in the construction 

of geographical entities with fuzzy spatial extent. Three practical examples of their 

application have been presented to show their applicability. 
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Abstract. Geographic phenomena are continuous and dynamic but are often rep-

resented with data that are static, discrete and crisp. Interpolation is a technique 

that uses discrete sample data to generate a continuous spatial representation of 

geographic phenomena. Further, fuzzy set theory represents one of the avenues to 

overcome the problems of static and crisp data representations. This chapter ex-

plores the benefits of integrating fuzzy sets theory and spatio-temporal interpola-

tion techniques within geographical information systems (GIS) to address the mul-

tidimensionality of geographic phenomena. The fundamental theory of spatial 

interpolation using geographic sample data, together with an assessment of the in-

exactness of such data is presented. Moreover, fuzzy interpolation methods that 

use the concepts of fuzzy data, fuzzy numbers and fuzzy arithmetic to generate 

fuzzy surfaces are elaborated. Four case studies that use GIS-based fuzzy set rea-

soning to build multidimensional spatial or spatio-temporal interpolation methods 

are discussed. 

7.1. Introduction 

The general trend of research efforts has focused on the development of robust 

spatial interpolation techniques and their full integration within geographic infor-

mation system (GIS) frameworks. Mostly these techniques use measured sample 

geographic data that deal with two or three spatial dimensions. Geographic data 

can be measured at a given location (x, y and z coordinate), at different instants of 

time (t) and with one or several attributes. The measured data is stored in a GIS 

database as entities of the form points, lines, and areas. These entities are used to 

model 2 and 2.5-dimensional geographic space as planes, and 3-dimensional geo-

graphic space as volumes. The temporal dimension provides 1-dimensional infor-

mation and is usually considered as an attribute associated to each spatial layer 

stored in the GIS database.  

Geographic phenomena are dynamic and represent the process of change with 

space and time as inseparable dimensions. In order to study, analyze and predict 

such phenomena, the spatial and temporal dimensions must be taken into account 

when they are representation. The GIS stores data as discrete and unique digital 

layers represented as either vector or raster spatial data models. As such the GIS 
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generally give a static representation of dynamic geographic phenomena. One 

practical way of making the dynamics of geographic phenomena more explicit is 

to make use of spatio-temporal interpolation to transform spatial data from dis-

crete to continuous representations (Peuquet, 2002). Only a limited number of pa-

pers in the published literature have focused on developing spatio-temporal inter-

polation methods. Geographic data are also characterized by measurements 

irregularities arising from data collection or manipulation errors, which raise the 

issue of uncertainty in the results obtained from existing interpolation techniques. 

Moreover, the nature of geographic entities have inherent vagueness and hence 

their crisp representation in the current GIS databases and modeling techniques is 

not always appropriate.  

The objective of this chapter is to present the potential of using fuzzy set the-

ory to deal with imperfect geographic data and entities when applying GIS based 

spatial and spatio-temporal interpolation. The concept of fuzzy numbers, fuzzy 

arithmetic, and fuzzy possibility theory provides the flexibility to represent the un-

certainty in location of sample points, their attribute values, and temporal compo-

nent of the change process. The focus is on presenting different aspects of the ap-

plication of fuzzy set theory when dealing with multidimensional interpolation 

methods. The discussion begins with the fundamental concepts of spatial interpo-

lation and crisp based data representation, followed by an examination of the na-

ture of data used in the interpolation techniques. The basic fuzzy interpolation 

methods where fuzzy data is used to generate fuzzy surfaces are then presented. 

These concepts are developed in four illustrative examples that use fuzzy set rea-

soning to build spatial or spatio-temporal interpolation methods. The advantages 

of the approach are also highlighted and discussed.  

7.2. Interpolation and GIS  

Interpolation can be described broadly as a mathematical process for estimating 

the unknown value of a function at a given point based on a set of given discrete 

point values or sub-areas (Lam, 1983). The challenge in interpolation is to find the 

function that represents the entire curve or surface and that is able to reasonably 

predict the values for other points or sub-areas. An infinite number of functions 

may satisfy these conditions and hence additional constraining factors need to be 

imposed to define the character of different interpolation methods (Mitas and Mi-

tasova, 1999). Further, depending on the dimensions of the dynamic geographic 

phenomena under study, multidimensional interpolation is further classified as 

univariate, bivariate, trivariate, and quadvariate. 

Consider a given discrete set of data points x0, x1, x2, … xn-1, xn on a line, then 

univariate interpolation represents a curve y = f(x) (Figure 7.1a). This type of in-

terpolation is useful for dealing with time-series data such as temperature varia-

tions at a single location. Extending this to a plane gives the data points  

nnnn yxyxyxyx ,,,,....,,,, 111100
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and the interpolation is then bivariate creating a 2 or 2.5 dimensional continuous 

surface (Figure  7.1b and c) where the estimation function is z = f(x,y). This ap-

proach is useful when a surface of terrain elevation is constructed from the meas-

ured values of elevation sample points at different locations. For example, in the 

case where a geological model of the earth subsurface has to be created, the geo-

graphic data forms 3 dimensions – location (x,y) and depth (z). Here, trivariate or 

Fig. 7.1. Multi-dimensional interpolations problems:(a)1-D, (b) 2- D, (c) 

2.5-D, (d) 3-D



146   S Dragi evi

3-D interpolation is required to create the volume v = f(x,y,z) (Figure 7.1d). When 

the time dimension is combined with the 3-D geographic data, a quadvariate or 4-

D interpolation model of volume w = f(x,y,z,t) is created. For example, the time 

changes in the variation of chemical contamination of the ocean in the coastal 

zone can be represented with a 4-D interpolation model. The temporal dimension 

can also be combined with the other spatial dimensions (1D, 2D, 2.5D). 

The 2-D, 2.5-D and 3-D interpolations are usually referred to in the literature as 

spatial interpolation. The most frequently used spatial interpolation methods are 

associated with the conditions used to generate the interpolation function (Mitas 

and Mitasova, 1999). As an example, the local neighbourhood approach is imple-

mented as inverse distance weighting (IDW), tessellation (Thiessan/Voronoi poly-

gons) and Delaunay triangulation (TIN) interpolation techniques. Geostatistical 

approaches use kriging while the variational approach is used in splines interpola-

tion techniques. For GIS based implementations, a comprehensive review and 

comparative analysis of a variety of spatial interpolation methods are given by 

Burrough (1986) and Lam (1983). Moreover, recent approaches have been devel-

oped for large databases using spherical methods (Robenson and Willmott, 1996), 

optimization principles (Koike et al., 1998) and artificial neural networks (Merwin 

et al., 2002; Rigol et al., 2001). 

When the time and spatial dimensions interact, which is typical of dynamic 

geospatial phenomena, spatio-temporal interpolation becomes essential. Temporal 
interpolation can be seen as an extension of existing interpolation techniques to 

include the time domain where estimation of new data values or set of values be-

tween two adjacent points in time are considered (Zhang and Hunter, 2000). How-

ever, the practical challenges of spatio-temporal interpolations are not often well 

elaborated in the literature. This can be explained by the fact that the paradigm of 

time implementation in current GIS is not yet fully resolved (Peuquet, 2002). In 

this regard, interpolation methods using splines (Mitasova et al., 1995) or kriging 

(Miller, 1997) are used in 4-dimensional GIS. A fuzzy set approach was used for 

GIS based temporal and spatio-temporal interpolation of land-use change 

(Dragicevic and Marceau, 1999; Dragicevic and Marceau, 2000). Genetic algo-

rithms have been used to simulate the spatio-temporal behavior of geographic pat-

terns and entities (Shibasaki and Huang, 1996). Li and Revesz (2002) use finite 

element method for interpolation to examine spatio-temporal real estate changes. 

Integrating spatial interpolation procedures within GIS software frameworks is 

important as it provides easy access to the procedures and establishes baselines for 

comparisons of interpolation model outputs. Varekamp et al. (1996) argues that 

GIS users need to know more about the theoretical background of various interpo-

lation techniques to be able to apply and choose the most appropriate for their re-

search question. The open source software movement, including web-based spatial 

interpolation applications, has also provided increased opportunities for access to 

interpolation methods. However the more computationally intensive interpolation 

methods are usually performed within statistical software environments that in 

many cases do not have the capability to represent the spatial arrangement of the 

output results. The integration of spatio-temporal interpolation methods in GIS 



Multi-Dimensional Interpolations with Fuzzy Sets   147 

software frameworks is an ongoing area of research that holds solutions for spatial 

statistics and analytical data analysis in general. 

7.3. Characteristics of Geographical Data and Entities 

The geographic data used in interpolation procedures contain different types of er-

rors that introduces uncertainty in the obtained results thereby having significant 

consequences on the validity of the outputs (Phillips and Marks, 1996). Two major 

problems of standard interpolation techniques and related to the geographic data 

and entities are identified as: originating from the nature of the data collected, and 

related to data representation in GIS.  

Diverse geographical phenomena have different spatial distribution characteris-

tics that are modeled using interpolation. These phenomena are composed of enti-

ties that are continuous and boundless. Their representation in a GIS database is a 

crisp discretization in space and time with attribute values only provided for sam-

ple points or areas that are delimited with boundaries (Laurini and Pariente, 1996). 

Further geographic entities are characterized by their inherent vagueness or fuzzi-

ness (Burrough and Frank, 1996). For example, the boundaries of shorelines, val-

leys or mountains, soil or forest type classes, humidity or nutrition soil quantities 

are all spatially and temporarily delimited in a gradual and often inhomogeneous 

manner. Data used to represent geographic entities in GIS are measured with dif-

ferent quality, at an insufficient amount, at inappropriate sampling points, at ir-

regularly scattered measurement sites; and sometimes they are derived from other 

data sources at various measurement scales. This creates errors associated with 

these data, and these are combined with other sources of errors related to GIS such 

as data representation, conversions, management, and analysis functions. Man-

agement of uncertainty is essential for interpolation techniques and often relies on 

probabilistic methods to errors approximation and value maps of the error 

(Goodchild and Jeansoulin, 1998; Heuvelink, 1998). However if there is luck of 

appropriate sampling data, and if there is an inherent inexactness or imprecision of 

the location or measured value of the attribute, the formal or empirical computa-

tion of probabilities cannot be used. Hence fuzzy set theory provides a useful solu-

tion to this situation (Bardossy et al., 1989; Fisher, 1999; Schneider, 1999; Zadeh 

and Kacprzyk, 1993).   

The representation of geographic data and entities in the GIS databases use Boo-

lean sets. The Boolean model of space assumes that boundaries are crisp and at a 

particular location a geographic entities belongs fully to one and only one set 

(Figure 7.2a). In the case of crisp data representation, the probability epsilon band 

is used to characterize the uncertainty of representing the crisp spatial boundaries 

(Mark and Csillag, 1989). Many researchers have argued that the traditional crisp 

approach is not the most appropriate for representing geographic data and entities 

in GIS databases (Burrough and Frank, 1996; Leung, 1987). Fuzzy set theory pro-

vides useful tools to deal with the representation of geographic data, entities and 

the boundaries in a GIS framework (Wang and Hall, 1996). 
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Fuzzy set theory has been developed by (Zadeh, 1965) and deals with classifica-

tion of elements or phenomena that have continuous values. The classes of ele 

ments or phenomena are represented as gradual transitions. The fuzzy set provides 

a way to express the degree of membership to a particular class or set (Figure 

7.2b). Fuzzy sets are seen as a generalization of classical set theory and, because 

of its ability to represent degrees of membership, is a more appropriate approach 

for representing geographical data in which geographic entities can belong to mul-

tiple classes. The degree of belonging to a particular set or class of data or entities 

is determined through the membership function. Robinson (2003) provides a com-

prehensive review on the use of fuzzy set theory in GIS. 

The five different categories of spatial interpolation methods identified by 

Ozdamar et al. (1999) are as follows: 

point versus areal  

gradual versus abrupt interpolators 

global versus local 

approximate versus exact 

stochastic versus deterministic 

However these classical spatial interpolation methods use the crisp data and do 

not address circumstances such as luck or inappropriateness of sampling data or 

their inherent uncertainty and fuzziness. The next section discusses the fundamen-

tals of fuzzy interpolation in dealing with crisp and uncertain data.  

7.4. Fuzzy Interpolation 

The description of fuzziness and uncertainty of geographic data can be done using 

formal concepts such as fuzzy points, fuzzy lines and fuzzy polygons (Figure 7.3a- 

c). Kaufmann and Gupta (1985) define fuzzy numbers and extended the concept of 

fuzzy sets to fuzzy arithmetic (Anile et al., 2000). The fuzzy point in a coordinate 

system can therefore be expressed through fuzzy numbers in the x- and y-axis us-

ing two membership functions (x) and (y) (Figure 7.3a). The fuzzy points de-

Fig. 7.2.  Boolean versus Fuzzy sets
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scribed by fuzzy numbers can represent location and/or attribute uncertainty. The 

concepts of a fuzzy line and a fuzzy polygon (Figure 7.3b and c) are used to repre-

sent the geographic entities with fuzzy boundaries where fuzzy function can de-

scribe the gradual transition between different entities - for example land-use or 

soil qualities classes (Figure 7.3d). Moreover, Brimicimbe (1998) proposed a fuzzy 
coordinate system to represent the locational uncertainty of geographic data and 

features within a GIS. The fuzzy coordinate system behaves in a similar way to 

the conventional coordinate system but allows the flexibility to define the fuzzy 

boundaries of geographic features. The easting and northing for example are de-

fined by fuzzy numbers and expected degree of membership, so the coordinates 

are represented by a three dimensional concept (x, y, ). In order to handle the tem-

poral dimension the coordinate system can be extended to 4-dimensions or an 

even higher dimensional space.  

These concepts depend heavily on how the fuzzy membership functions define 

the degree of belonging to the specific set, class, or transition. Definition of fuzzy 

membership functions can depend on subjective factors such as expert knowledge 

or can be obtained from numerical categorizations derived from measurements 

(Robinson, 1988). 

In classical interpolation theory, it is expected that measured data are precisely 

known together with the estimated error. This provides the basis for generating the 

Fig. 7.3. Fuzzy point, line, polygon and map classes
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function that represents the entire curve or surface. In reality the geographical data 

are a combination of fuzzy and crisp data types. Table 7.1 shows the different 

types of geographic data and categories of fuzzy representation that can be en-

countered in spatial or spatio-temporal interpolations. Type I is typically used for 

classical interpolation techniques that deals only with crisp data. Other types can 

have different combination of crisp or fuzzy categories and therefore need to rely 

on the application of fuzzy based interpolation techniques. When interpolation 

data are not sets of real numbers but ranges of values whose distribution within the 

range are qualitative, sample data have to be determined with a theory of possibil-

ity (Zadeh, 1978). For example, geological data collected from wells where it is 

not obvious from the sample description the exact component percentages of clay, 

sand, or silt. Another example is the mapping of ocean floor depths using sonar 

measurements where terrain models contain unpredictable variability of the ocean 

floor landscape (Lodwick and Santos, 2003). 

Table 7.1. Different type of geographic data that can be used in the spatio-

temporal interpolation  

Location Attribute Time Type of 

geographic 

data x y z t 

I crisp crisp crisp crisp 
II crisp crisp fuzzy crisp 
III crisp crisp crisp fuzzy 
IV crisp crisp fuzzy fuzzy 
V fuzzy fuzzy crisp crisp 
VI fuzzy fuzzy crisp fuzzy 
VII fuzzy fuzzy fuzzy crisp 
VIII fuzzy fuzzy fuzzy fuzzy 

The concept of fuzzy interpolation is derived from gradual rules that in fact 

fully capture the interpolation process (Dubois and Prade, 1992). The mathemati-

cal formulations are given on the basis of linear interpolation that uses fuzzy and 

precisely known – crisp data (Dubois and Prade, 1994). The concept has roots in 

the fuzzy Lagrange interpolation theorem (Lowen, 1990). 

The interpolation of fuzzy data can also be achieved by using fuzzy splines 

(Anile et al., 2000; Kaleva, 1994). The generation of consistent two- and three-

dimensional surfaces from fuzzy data and fuzzy digital elevation models by using 

cubic splines is presented in Lodwick and Santos (2003). Anile et al. (2003) con-

struct an inter-visibility maps by using a fuzzy terrain model than can be coupled 

to a GIS. A linear fuzzy interpolation is used as a forecasting method for product 

price and sales (Chen and Wang, 1999). 

Fuzzy kriging interpolation has been proposed by Diamond (1989) and further 

extended by use of fuzzy variograms by Bardossy et al. (1990). Piotrowski et al., 

(1996) applied a fuzzy kriging approach to model glacial thickness at the regional 

scale. In order to illustrate the concepts and provide some advantages of the use of 
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fuzzy set theory in spatial and/or spatio-temporal multidimensional interpolations 

four examples are presented in next section. 

7.5. Examples of Fuzzy Spatial Interpolations  

7.5.1. 2-Dimensional Fuzzy Voronoi Spatial Interpolation 

The area stealing technique, which is based on the integration of Voronoi diagram 

and fuzzy set theory, has been applied to surface map representations (Lowell, 

1994). Advantages of the approach as applied to forestry includes better estima-

tion of two forest parameters, representation of local variations, and gradual tran-

sition zones of different forest types. 

The traditional forestry thematic maps are typically represented by a set of 

polygons representing thematic categories (e.g. forest types) with Boolean 

boundaries where each polygon is assigned specific attributes (e.g. wood volume). 

The polygons are derived from inputs such as aerial photographs. The attributes 

are quantified from measurements at specific locations. A drawback of such a rep-

resentation lies in the fact that the polygon boundaries cannot be deemed certain 

due to different interpretations of the aerial photograph data. In addition, the dis-

tributions of attribute values over surfaces are not reliable because of an insuffi-

cient amount of ground measurements. Since most geographic attributes are not of 

a continuous nature, spatial interpolation is required to create the continuous sur-

face with respect to the selected attribute and to represent the transition zones be-

tween polygons. These problems are resolved using fuzzy Voronoi diagrams.  

Given a set of data points at known locations and with defined attributes of in-

terest related to the forest type, the first step consists of constructing Voronoi dia-

grams around these points (Boots, 1999). The so-called Theissen polygons are 

created for each point clearly defining the boundaries between areas that corre-

spond to different categories. In the next step, a “query point” in placed in the Vo-

ronoi diagram and a new diagram reconstructed as if the query point was one of 

the original data points. Thus, new polygons are delineated containing the area-

stolen from the original polygons. The percentage of the stolen area from each 

polygon constitutes the fuzzy membership value for a thematic category repre-

sented by the corresponding original polygon. If a grid of query points is proc-

essed over the entire surface at regular intervals, a series of grid points with fuzzy 

membership values are produced for each geographic category. Linear interpola-

tion can then be used to produce a continuous surface that can be stored in a raster 

GIS format. The attributes of interest are evaluated at any location on the defined 

fuzzy map by multiplying the mean estimated volume of the particular attribute 

for each geographic category by the corresponding fuzzy membership value over 

all geographic categories.  
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7.5.2. 2-Dimensional Spatial Interpolation Based on Fuzzy Function 

Estimator 

The dynamic fuzzy-reasoning based estimator (DFFE) model developed by Sun 

and Davidson (1996) has been used for interpolation of irregularly scattered un-

certain data distributed in space (Gedeon et al., 2003). DFFE relies on a rule-based 

system of inference where concepts from fuzzy set theory are integrated. For a 

multi-dimensional input vector, that consists of spatial and other variables, a set of 

neighboring points is extracted from the database which contains complete past 

observations. The closeness of the given input to the neighboring points is then 

examined and evaluated with respect to “parallel” and “close” geometric condi-

tions. Fuzzy membership functions are used to determine the membership value of 

the “parallel” and “close” fuzzy sets with respect to each neighboring point. The 

closest neighboring point is used to infer the spatial output value (e.g. rainfall at 

the particular location). It is important to note that fuzzy membership functions, 

which are used in the DFFE model, depend on functional parameters that are usu-

ally determined by trial-and-error or cross-validation. However, an approach 

based on genetic algorithm theory was derived to optimize both “parallel” and 

“close” fuzzy membership functions in order to determine more realistic values 

for the functional parameters (Huang et al., 1998). 

7.5.3. 3-Dimensional Spatial Interpolation Based on Fuzzy Neural 

Networks  

Soil geology interpolation is an important activity in determining the geologic 

formation in regions identified as construction sites. The conventional methods 

used to infer subsurface soil geology are limited to digging pits, boreholes and 

trenches. But geological information observed in this way is considered as only 

moderately reliable due to uncertainties in the data collection process. This has led 

to the development of various methods for subsurface soil geology interpolation 

with the goal to improve geological assessments thereby contributing to cost re-

duction and better operational planning (Kumar et al., 2000). The interpolation 

method is based on the application of artificial neural networks combined with 

fuzzy set theory. In this application, the method was used to determine the core 

soil geology structure for a rock-fill dam construction project. The subsurface soil 

geology was interpolated between two cross-boreholes with known geological 

data. The main advantage of this combined interpolation method is the capacity to 

capture and represent the uncertainties of geological data. 

The multi-layer preceptor (MLP) neural network model used by the authors 

was chosen for its ability to create generalized non-linear mapping for a given set 

of input-output data (Haykin, 1998). A three-layer model was adopted (input, hid-

den and output layer) for the soil geology interpolation. The inputs consisted of 

three-dimensional spatial coordinates (x, y, z) and geological variables including 

skyline elevation, rock-bed elevation and soil thickness. The output was repre-
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sented by a finite set of geological classes such as riverbed, terrace, volcanic lay-

ers etc. 

Fuzzy set theory was introduced by defining the neural network activation 

function as a fuzzy membership function of input variables. The usage of the 

fuzzy set theory was fully justified as geological data are fuzzy in nature thereby 

rendering the results from applying classical crisp computational methods unreli-

able. Thus the outputs of the fuzzy MLP neural network are the occurrence possi-

bilities of each geology class for the given input. The final output is expressed as 

the most possible geology class determined from the composite maximum tech-

nique as a class with the highest degree of membership. 

7.5.4. 3-Dimensional Fuzzy Spatio-Temporal Interpolation 

In typical raster GIS databases spatial data are represented by a series of snapshot 

layers that correspond to particular instants in time. As a result, the information 

about the change that occurred in the interval between two consecutive snapshots 

is not available. When spatial change occurred in the past, it is often difficult to 

obtain the missing information from data sources such as maps or remote sensing 

images. A possible solution consists of performing a fuzzy based temporal inter-

polation between two consecutive and known snapshot layers registered in the 

raster GIS database (Dragicevic and Marceau, 2000). Using fuzzy probable trajec-

tories of gradual progressing from one class to another, the degrees of membership 

in a specific class at a particular intermediate space-time location are calculated 

using fuzzy set membership functions. As an illustration, Figure 7.4 depicts the 

gradual transition from class type 1 to class type 2 in the period of 10 years. Dif-

ferent membership functions based on expert knowledge are developed for differ-

ent possible class changes (e.g. forest to agricultural, forest to urban, agricultural 

to road etc) to depict realistic estimation of time needed for a change to take place.  

Fig. 7.4. Temporal interpolation based on fuzzy set transitions
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In order to simplify the simulation of land-use change, spatial inverse distance 

weighing interpolation has been used to depict the spatial change process in the 

fuzzy spatio-temporal interpolation (Dragicevic and Marceau, 1999). The simula-

tion of a gradual change between two consecutive snapshot layers is accomplished 

in three steps. The first step is to determine the number of intermediate layers be-

tween two consecutive snapshot layers captured at distinct time instances T1 and 

T2. These layers correspond to the shortest possible transition time for a cell to 

change from one geographic class to another. The second step is to establish the 

generic layer based on the inverse distance weighting method that contains the in-

formation about the change of spatial boundaries between the two explicitly re-

corded snapshot states. The third step consists of implementing fuzzy logic to 

generate the missing information about the change of geographic entities in the in-

termediate layers through the analysis of the generic and two basic snapshot lay-

ers. Fuzzy membership functions are developed for simple transitions such as rural 

to urban land-use classes.  

As an illustration of spatio-temporal fuzzy interpolation, Figure 7.5 depicts the 

simulation of rural-to-urban transition from the year 1990 to year 2000 at a hypo-

thetical study site. The known stages of the land-use boundaries are stored in the 

GIS raster database (Figure 7.5 a and b). A generic layer contains 10 urban 

boundaries corresponding to each year for newly created intermediate layers (Fig-

ure 7.5c). The generated map for year 1997 is presented in Figure 5d. The gradual 

variation is reflected by the value of the membership degree such that the greater 

the value the higher the degree of belonging to class “rural” or “urban”. The val-

ues of the change are given by the statement R->U: 0.7U+0.3R which mean that at 

the seventh year of change the cell value in question has 0.7 degree of belonging 

to urban land use and 0.3 degree of belonging to rural. In addition it is possible to 

calculate the amount of changes for transitions of other land-use classes such as 

agricultural to urban (A->U) or forest to urban (F->U). Three scenarios simulating 

the different possible outcomes of geographic entity change are proposed: scenario 

with the shortest duration, longest duration, and variable duration of transitions. 

Further, measures of dynamics of change were proposed that describe different 

spatio-temporal speed and mechanisms of change such as diffusive and road-

influenced (Dragicevic et al., 2001). The main advantage of this proposed tech-

nique is the use of fuzzy set theory to handle temporal uncertainties of discrete 

GIS databases. However the use of more complex model 

7.6. Summary 

This study represents an overview of the status of research in the field of multidi-

mensional interpolation methods in GIS that are related to geographic phenomena 

and that exploit the virtues of fuzzy set theory. Four examples that use fuzzy sets 

in the process of interpolation are provided: two dimensional spatial interpolation 

based on fuzzy Voronoi diagrams, fuzzy function estimator, three dimensional 
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spatial interpolation based on fuzzy neural networks, and finally GIS based fuzzy 

spatio-temporal interpolation.  

Anile et al. (2000) suggest that fuzzy sets theory function already represents a 

form of interpolation. Thus, in geographical applications the fuzzy membership 

function can also be considered as a spatial, temporal or spatio-temproral interpo-

lator. The multidimensional interpolation based on fuzzy set theory is a process of 

determining the best spatial and temporal behavior of the geographic feature in 

their transition from one geographic entity or a class to another and by using the 

uncertain and fuzzy geographic data to determine the transition. 

The spatial and spatio-temporal interpolation methods based on fuzzy sets pro-

vides the flexibility to develop different models of spatial evolution and temporal 

dynamics based on diverse fuzzy membership functions. Nevertheless, current 

GIS do not as yet fully handle the concept of fuzzy numbers, fuzzy operators or 

Fig. 7.5. Fuzzy spatio-temporal interpolation for land use changes: (a) land 

use at year 1990, (b) land use at year 2000, (c) generic layer, and (d) generated 

map of urban transitions for year 1997
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fuzzy interpolation. Furthermore, current GIS still have difficulties in dealing with 

the temporal dimension of geographic data. This opens the potential to exploit 

these concepts and challenges through the development of robust fuzzy spatio-

temporal interpolation procedures fully integrated within a GIS framework. 
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Abstract. Talking Space is drafted as a GIS-based communication platform to 
map spatial knowledge, which contains inherent uncertainty. This uncertainty is 
argued to be due to the semantics of categorization using linguistic symbols as 
applied in a communication process, which is argued to create and shape space 
and spatial phenomena. Inherent uncertainty is nothing to be eliminated but is an 
indispensable part in communicating (spatial or non-spatial) knowledge and 
therefore needs to be talked about.  Space is shaped in a deterministic and 
objective way – yet, in all probability, this overlooks the perceptions, assessments 
and interests of many space protagonists. The formation and information of actors 
in space implies relations among different points of view.  Perception and 
assessment of space is understood inadequately. Conventional planning and GIS 
do not meet requirements on communicating space. GIS is sometimes even 

referred to as socially empty space1. This emptiness may be filled with our ability 
to talk about space, to perceive space and talk about perceptions and to visualize 

what we are talking about. This paper is proposing perspectives on different 
notions of spatial phenomena and their impact on creating spatial knowledge 
while limiting ourselves to the logical and techno-logical requirements of GIS. 
Alternative views on spatial categories and their contribution to communication in 
space are introduced. Three settings are used to develop our perspectives with 
respect to a Talking Space. An Introduction (A) focuses on challenges of 
visualizing relations among individual perspectives in space, which is shaped and 
constructed by social actors. Social as well as cognitive differences among social 
actors in geographical space are at the core of a Talking Space Development. In 

                                                           
1 See Casey, Pederson (1995)
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Communicating Spatial Knowledge (B) theoretical foundations are introduced, 
which are necessary in a Talking Space to draft social perspectives on constructing 
space. It deems necessary to open up the notion of space to Social Science in 
enabling all actors in space to comprehend spatial phenomena. Theoretical issues 
on constructing space are discussed. The third setting describes implications of the 
perspectives introduced in (A) and (B) to a Talking Space Environment (C). This 
kind of environment will be discussed as a framework of symbols, models and 
codes addressing social construction, logical proceedings and visual engagements, 
respectively. Examples using the notion of a Meeting Point and the modeling of
noise are used to support the arguments. 

8.1. Introduction (A) 

Recent discussions in Spatial Planning overlook perception, assessment and inter-
est of many actors, which leads to a loss of acceptance and efficiency of GI tech-
nology. The success of modeling spatial dynamics in a Decision Support System 
relies heavily on the ability of GI-technology to map and to communicate space. 
This is particularly true for human activities. Spatial Knowledge of social values 
and the empirical notion of object in space result in new perspectives in space-
based disciplines such as Social Science, Geography and Spatial Planning.  

Spatial Knowledge needs to be developed within communication, which relates 
to tasks in Spatial Planning.  Information processes which are able to represent 
vague categories have to be formalized. Social and cognitive differences in the 
perception and assessment of space between individuals, social groups or institu-
tions2 have to be described and communicated on issues like noise annoyance in 
actual applications of Spatial Planning.  A consensus building process will be im-
proved by visualizing disagreement and extending technology’s ability for model-
ing information processes. Linguistic terms are of particular importance in that 
kind of  processes. 

Due to the growing amount of (measured) data and increasingly powerful stor-
age concepts and facilities, the quest for accessing information and meaning be-
came an important issue in mapping knowledge. To retrieve appropriate informa-
tion different kinds of visualization techniques have been used. Extracting spatial 
relations and information using maps have always been a domain for Geogra-
phers3 interested in advancing Geographic Information Technology. To retrieve 
information and meaning, perspectives among different scientific communities 

                                                           
2 Example: Planning Authorities or Regional Manager, Political Parties or local Pressure 
Groups. 
3 Skupin, Buttenfield (1997); quoted in Fabrikant, Buttenfield, (2001:266): “(…) the projec-

tion of elements of a high dimensional information into a low-dimensional, potentially ex-

periential, representational space”
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need to be shared who have not been using space as a top research area in the first 
place4.

A concept like Talking Space does not see the meaning (or the semantics) of 
the database limited to retrieval of content by  sophisticated means of 
(carto)graphical tools but as a process of producing information which actors can 
view, perceive and communicate. If we think of perception as an interactive and 
creative process we are able to share perceptual worlds. A visualized meaning of-
fers the possibilities to talk about those perspectives in the end. 

The task is to develop a suitable process for modeling social reality with respect 
to the perception of space and to apply it to planning context. The perception and 
assessment of space is becoming heterogeneous and subject to new structural 
forces. An improved recording of (subjective) space construction and communica-
tion can put Spatial Planning in a situation at which knowledge of an area is estab-
lished and meaningful intervention is applied. 

This paper covers work-in-progress on communicating Spatial Knowledge.
High priority is given to questions which increase knowledge of cognitive spatial 
representations and a formalization of its representations. GIS rely heavily on 
technical issues which are to be linked with human cognition and dynamic social 
space of interactions. A socio-spatial approach demands a dual relationship be-
tween people and space. According to social factors5 people act within and react to 
space. Within space people organize their actions according to the meaning of 
constructed space. On this account we want to query our ability to work with 
symbols, models and codes as it could be developed in Geography, Urban Plan-
ning and Social Science summed up in the quest for visualization of what we are 
talking about. MacEachren (1995) suggested that visualization tools can take ad-

vantage of human vision, the propensity to categorize and human facilitates which 

are involved in cognitive processes. Concepts of spatial representation which al-
low the use of a mechanism of recognition are of interest in shaping a Talking 

Space. Inherent mental elements corresponding to places and locations should be 
communicated. Therefore an actor-centered design approach is preferred over 
conventional GIS analytical design in dealing with spatial phenomena. Actor’s 
preferences, views and attitudes should be developed, documented and exchanged 
among various protagonists in space.  

Knowledge of the object world actually sees and reflects the appearance of 
situations, subjects and picture. Emotional response and relations to individual ex-
periences are encompassed. Implicit knowledge contributes a lot to this situation. 
Transforming data into information and into knowledge is based on people’s 
strength in recognition, perception and description which puts key research prob-
lems to discover the way information is processed.  

                                                           
4 Example: Imaging could be an interesting interdisciplinary challenge 
5 Example: gender, class, race, etc. 
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8.1.1. Spatial Processes & Spatial Knowledge  

Medyckyi-Scott & Hearnshaw (1993), Frank & Kuhn (1995), Nyerges et al. 
(1995) share a common view in that “research on the cognition of geographic in-
formation has been identified as being important in decision making, planning, 
and other areas involving human related activities in space.” Fabrikant & Butten-
field (2001) calling for more interdisciplinary approaches involving Cognitive 
Psychology, Geographic Information Science, Cartography, Urban and Environ-
mental Planning, and Computer Science. GIS scientists have growing concerns on 
the impact of spatial data handling by various societal groups.  In accordance to 
UCGIS (1996) studies place high priorities on ways that organizations, groups and 
individuals manipulate geographic information to model the world. The need for a 
general theory of spatial relationships and spatial concepts has gained importance.6

Cartography and Geography share a long history of activities on information 
processes.  Sociology frequently questions information space, knowledge con-
struction and facilitation of decision-making. In all disciplines space is a represen-

tational strategy (Crang & Thrift, 2000). In a Talking Space no social process ex-
ists without geographical extensions vice versa.  

Linking human understanding with a formal system like GIS involves commu-
nication as well as interaction and presentation. From a technical communication 
is defined by the transfer of information to the user. Therefore communication is 
both spatial7 and non-spatial8. Recent literature focuses on map-like interfaces to 
communicate information in geodatabases to users. 

Based on a social science perspective this supposition is not appropriate. In-
stead of the term user “actor” will be used. The involvement of actors requires a 
different approach from those associated with an engagement with users9. Without 
actor-participation any information procession tends to be meaningless. A ques-
tion arises on the existence of boundaries between spatial and non-spatial for non-
experts being both users and actors. 

In addition, using the term spatialization with respect to information retrieval 
and knowledge processing may also cause controversial applications. One possi-
bility is to use spatialization as a mathematical, semantical or geographical trans-
formation. Skupin & Buttenfield (1997) defines it with “(…) the projection of ele-
ments of a high-dimensional information space into a low-dimensional, potentially 

                                                           
6 See Fabrikan & Buttenfield (2001) 
7  Involving static and dynamic mapping techniques 
8 Including charts, graphs etc. 
9 There are fundamental differences between philosophies which underpin information and 
communication technology and, for example, perspectives behind qualitative research. 
Computing technology assumes a positivistic approach to the world that sees it as being 
composed of objects. Qualitative research is rooted in an understanding of the social world

that sees human action as being the force that creates what we perceive. It becomes the goal 
therefore to try and see things from the perspective of human actors. One consequence is a 
greater sensitivity on the ambiguities of interpretative meaning that social interaction has 
for its participants. 
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experiential, representational space.” 10 In the context of a Social Science based 
approach spatialization causes another interpretation. Shields (1997) uses the term 
social spatialization “(…) to designate the ongoing social construction of the spa-

tial level of the social imaginary (collective mythologies, presuppositions) as well 
as interventions in the landscape (for example, the built environment). This term 

allows us to name an object of study which encompasses both the cultural logic of 

the spatial and its expression and elaboration in language and more concrete ac-
tions, constructions and institutional arrangements.”11

 “It is interaction in space, not perception of space, which is considered a fun-
damental building block for the acquisition of spatial knowledge”.12 These argu-
ments will not easy the problem of interpreting spatialization. Interaction is impor-
tant but visualizations of communication processes are means easier to 
understand. This is true for sources of understanding, too, which actually is due to 
interaction in space based on perception. A concept that is associated with inter-
dependency of space-perception-interaction producing Spatial Knowledge is seen 
more rewarding in communicating spatial phenomena13.

8.2. Communicating Spatial Knowledge (B) 

The importance of language can not be overstated. It is language that gives actors 
the experience of their being-in-the-world14. Even if we are all experts in space 
and talk about spatial dimensions, we do not have the slightest idea of what others 
are talking about, to say it colloquially. Space in the context of a Talking Space is 
a vague product of communication. “Imagine a geographer and a spatial planner 
trying establishing the dimensions of a planned date in a conversation. This is an 

encounter shaped by different cognitive abilities, and by the concepts of two disci-

plines that both work with the hard-to-pin-down object of space, walking the tight-
rope between rationality and irrationality - on the search for a go-between solu-

tion. (…) It is an inherent characteristic of a date that it touches upon different 

senses: A date implies something to be recognized (a symbol), something to be 
perceived (a model), something to be described (a code).”15

More importance is given to the transaction of meanings in people’s communi-
cation at an early stage of an information process rather than to predefined sym-
bols represented already in fixed speech, visual arts or architecture. Instead of 
proposing a map made of geographical objective features, a map of vague Meeting 

                                                           
10 Quoted in Fabrikant, Buttenfield (2001:266)
11 Shields (1997:188) 
12 Golledge, Stimson (1997:159); quoted in Fabrikant, Buttenfield (2001) 
13 Example: People perceive their own home-landscape by taking the physical landscape 
and warping it to a perceived political landscape. How do they communicate this? 
14 See Gadamer (1976)
15 Kratochwil & Benedikt (2000:239) 
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Points (Dates) can be created. It becomes necessary to perceive objects around us 
but also to perceive our own self as vague computations of points.16

According to Flusser (1999) perceived reality is a tiny detail from the field of 
possibilities surging around us, which our nervous system has realized through 
computation. The author proposes a city as a meeting of energies that can set 
forth new knowledge and focuses on the potential of a city being its connectivity 
rather than on an urban space as several buildings fastened together. Points like 
this would no longer be related to space and time. Unstable territories are driven 
forward subjectively and materialize into a corpus, knowledge, visionary images, 
feelings and perceptions, which can be interpreted as an anthropological concept 
of a city: A net formed by a field of inter-subjective relationships. Flusser (1999) 
argues that modern societies are in flux, with traditional linear and literary episte-
mologies being challenged by global circulatory networks and a growth in visual 
stimulation. Flusser posits that these changes will radically alter the ways cultures 
define themselves and deal with each other. Flusser's arguments about communi-
cation and identity are rooted in the concept of self-determination and self-
realization through the recognition of the other.  

8.2.1. Theoretical Key Concepts around Space-production  

A certain Meeting Point is as vague as Space itself. We need ideas around Space-
production first. Different disciplines do space differently.17 Space is not just a 
surface for activity. In a conceptual framework of Talking Space human actors are 
seen as the producers and carriers of space. Space produces transformations on 
each occasion that is put into effect. The transformation process leads to meaning, 

acting and observing, which construct18 Spatial Knowledge.19

                                                           
16 “What we need to take into account, though, is that our understanding is not based upon 

a point in space. Much rather, points are a symbol for the information that is being trans-

ported. In other words, there is no single reason why we would depict the concept of "Meet-

ing Point" with a single point. "Meeting Point" is an invented category that has to meet a 

number of expectations - what we seek is an image of this point.” Kratochwil & Benedikt

(2000:241) 
17 In Geography and Sociology a questioning around materiality starts. In Media Theory it 
tends to be a shift to primarily visual media. Space is increasingly seen as a socially pro-
duced set of manifolds instead of a container of actions. Epistemological practices also il-
lustrate the role of knowledge which is always placed and localized. (see Crang, Thrift,

2000). In Planning and GI-Sciences among others, empirical space is defined by dimen-
sional measurements and by trigonometric descriptions of geometrical relationships be-
tween objects. Effects of contingent positions and geometric relationships between persons 
or objects which are expressed via distance – it is space in its most limited perspective.
18 The constructed nature of knowledge has been described from a number of different epis-
temological positions, including Radical Constructivism (Foerster, Glasersfeld), Semiotics

(Eco), the Sociology of Knowledge (Fleck, Khun), and Science Studies (Knorr-Cetina,
1981). In our case the theoretical framework follows particularly meaning and acting asso-
ciated with Symbolic Interactionism (see Blumer, 1969) and with Structur-Habitus-Praxis-
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Meaning & Acting 

Human Beings act on meanings. This simple view turns out to be quite complex 
because meanings cannot be taken for granted nor does a neutral link exist among 
factors20 responsible for human behavior. The source of meanings is fundamen-
tal.21 Meaning of an object, a situation or space itself arises in a process of interac-
tion between people. 

Acting within a social context comprises an interpretative process. This is re-
flected in at least two steps. First, one person indicates to oneself the situation to-
ward which the person is acting. One person produces self-interaction for this rea-
son. Second, interpretation becomes part of handling a meaning. The person 
selects and transforms meaning facing a particular situation, i.e., no objective or 
natural application of meaning exists.  

A tremendous variety of pictures of environments have to be managed and 
communicated. Even if persons are referring to the same (precise) location, this 
type of space will offer different environments. To talk about such a location 
comprises not only dimensions of communication but dimensions of perception. 
Meaning has to be formed and space will be transmitted through a process of indi-
cation. Persons indicate lines of action to each other and interpret the indications 
made by others. To observe the process under which construction is happening is 
not objective at all. 

Acting could be explained also in consulting the Structur-Habitus-Praxis-

Concept by French sociologist Pierre Bourdieu (1982). By subjectivism he refers 
to approaches to human life and action that locate causes of social behaviour in 
individual will, conscious decision-making and lived experience. By objectivism

he names approaches that set out regularities as structure, law, and systems of re-
lationships. As one result (out of many), objectivism could be seen as a form of 
idealism with regularities dependent on the subjectivity of the observer. According 
to Bourdieu social practises arise from the operation Habitus.

Instead of a dichotomy between objectivism and subjectivism he proposes a 
Theory of Practise which refers to the ongoing mix of human activity. In general it 

                                                                                                                               
Concept, (see Bourdieu, 1982); observing with Second-Order-Systems (Second-Order-

Cybernetic, Foerster, Maturana). 
19 Knowledge depends on the position of the epistemic subject not only in a metaphoric but 
also spatial sense. The birds-eye-perspective is ideal (and used in many mapping proce-
dures) but embodied subjects can not ever take. Although the integration of, for instance, 
two perspectives lead to new form of perception. Interactivity pertains to the transactions 
between subject and its object. Without interacting with the environment we are, for exam-
ple, not able to see.
20 Do factors as attitudes, stimuli, perception or social position and roles, norms, rules ex-
plain behavior? Or: Are psychological elements as transfer of feelings, association of ideas 
more important? 
21 The meaning of a Meeting Point (for example a date or a Rendezvous) in space could be 
an intrinsic part of the Meeting Point itself, for example, the Meeting Point being (at) a 
church. As part of objective reality a church is a church without any type of information-
process involved.  
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proves that people act deliberate and with ostentation in context of their Habitus22.
With this type of acting people start to position themselves in society, i.e. signals 
of belonging and distinction. Habitus is dependent on complexity and structure of 
resources/constraints which Bourdieu calls capital.23

Observing 

Conversation with the world is based on concepts of world and rely on the linkage 
to others. Connections to others are necessary because of useful references, for ex-
ample, a reference to our seeing.24 Concepts will be recognized, perceived and de-

scribed through a continuous circular process that actors refine until accordance or 
replacement of concepts could be reached. The developed balance as a type of 
consensus will be achieved through a recursive operation.25 In conversation we 
make a selection among possibilities.26 It is a circular system. “There is a word for 
language, namely “language”; there is a word for word, namely “word”. If you 

don’t know what “word” means, you can look it up in a dictionary. I did that. I 

found it to be an “utterance”. I asked myself, what is an “utterance”? I looked it 

up in the dictionary. The dictionary said it means: “to express through words.” So 

we are back were we started. Circularity: A implies A.”27

                                                           
22 Reservoir of targets and values; refers to the total ideational environment of a person in-
cluding the person’s beliefs and dispositions. 
Example: Conceptual use of space is class specific and discipline based. Spatial boundaries 
or zones, for instance, critical suburban areas are constructions ideologically coded into 
cartographic conventions. Planners (Model-Makers) never locate simply natural features. 
Model-Makers play a role defined by a conventional structure and they have their own spa-
tiality. It could be understood as the interaction of groups following their own goals in ac-
cordance with a representation of the consequences of their interaction. 
23 Bourdieu differs between economic (in the sense of confidence and validity), social and 
cultural capital. Casually he mentions also the symbolic capital which belongs to all forms 
of capital.
24 Examples: To see the own face needs a reflecting surface; or: any speaker needs a lis-
tener. That offers multiple worlds and particularly multiple visual worlds that stimulate de-
cisions-in-action daily life. In this manner we are dependent on our own designs of thoughts 
and meanings because of assimilation within the collection of already existing concepts and 
concepts of others. Perceptions contain a beholder’s share and it derives from an observer’s 
expertise. It includes a single perspective which needs to be explained to others. But – both 
perception and language are ambiguous. 
25 Heinz von Foerster examined recursion and found a formulation for an example of recur-
sion that tended to stabilize at one value (Eigenwert; an Eigen-Function generating an Ei-

gen-Value). In our case Meeting Point could be seen as a stabilized value (consensus) 
reached through recursive operations during communication processes; Meeting Point as 
Eigenwert; proceeded through a recursive operation. (see Kratochwil, 2001a, 2001b)
26 The process through selection comprises contingent meanings. Relations are embedded 
in the accumulation of shared meanings which produce information. To define a situation 
actors require data as well as rules of selection, categorization and organization. 
27 Foerster, (1991a) 
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An utterance is always situated in a relation and dependent on the relationship 
of other utterances. Meanings always occur as a part of dialogue between two ut-
terances at least. We accept dialogism as a method; therefore we have to look for 
explanations around constructions. Constructions as symbolic media make it pos-
sible to share meaning and allow coming to similar conclusions. Constructions can 
be examined not only by who is defining something but also by how it is defined. 
We emphasize operations which are able to identify actors to understand what dis-
tinctions actors (Observing Systems) make.  

The operative mandate, following the work of Heinz von Foerster (1999), is 
observe the observer. It gives an epistemological foundation to replace a Sub-
ject/Object View28 with Self-Referential Observations29. Self-Reference is a basic 
condition for constructing and observing. Including the observer marks a differ-
ence between First-Order-Observations of constructions that describe something 
and Second-Order-Observations of social constructions, recognizing that a de-
scriber is implied in his own construction. How a self-referential system constructs 
is implied in how space is observed. All knowledge is defined in some way by cul-
ture and since the observer is always part of a specific culture, he can never be ob-
jective - there is no observing without an observer.30 Only the observing system 
determines how it relates to its observations.  

Associations with a Talking Space 

Due to circularity within the space-production-process it is of no particular rele-
vance which step comes first - meaning, acting or observing. Space-production is 
a circular system which is determined through its own production31. This approach 
results in Self-Referential Circular Observations (Second-Order-Observations)
which replace Subject/Object Views (First-Order-Observations). To support our 
arguments the next figures will guide the reader to the concept of a Talking Space

and related environments. 

                                                           
28 Observer is the Subject and the Observed is the Object; First-Order-Observation
29 Observer is implied in Observations; Second-Order-Observations
30 Maturana, Varela (1980) develop the autopoietic system which receives input from envi-
ronment but has the ability to operate internally in such a way as to continuously recreate 
the whole. The internally operations constitute an observing system. 
Example: If the scientist as an observer is no longer objective (neutral) and external to the 
object of investigation, it influences the object. It will become part of a feedback-circle, i.e. 
becoming part of an active involvement. It implies that information does not come from 
outside as an objective reality, but it is constructed inside the respective system: in the hu-
man being itself.
31 Example: Physical space could be produced via classification schemes with various ideo-
logical divisions as good and bad areas. Significance, meanings and associations around to-
pographical features are embedded in different types of representation. Representation 
means reproduction of relations, implicated in symbolic and conceptual formations. Con-
ceptual formations could be involved in ideologies 
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Fig. 8.1 shows a system representing the human brain which is seen as a black 

box and is operating on a stimulus-reaction-scheme.32 Space is a container full of 
data and associated information to be retrieved, while relationships among data 
and information are determined through objective descriptions33.

Fig. 8.1. Subject/Object View on Space; First-Order-Observation (Observer is the Subject 
and the Observed is the Object)

Unlike the Subject/Object View a Talking Space does not focus on the expert’s 
view on space but on space created by the observer being an actor in a process of 
creating space itself. A strict logical model of classifying information according to 
some criteria leaves no room for knowledge deviations34.

Compared to Fig. 8.1 the actor35 in Fig. 8.2 is a circular interactive device in-
corporating individual transformation processes. A problem will not be solved be-
cause a problem exists. A problem will be solved because it is constructed first by 
the observer. Problem-solving is problem-generating the first place. A common 
validity for objective descriptions or representations does not exist. 

Talking Space is a conceptual design in which the observer and the observed 
are structurally coupled to each other. Although relations and exchanges can be 
depicted, information processions are based on individual cognitive operations in 
the first place. Interconnections (based on communication) to other systems makes 
space-production apparent and observable to others.36  This results in an Observe

the Observer View on space as depicted in Fig. 8.3.

Fig. 8.2. One Actor: A Self-Referenced Circular Observation View; Second-Order-

Observation (Observer is implied in own Observation)

                                                           
32 We use that kind of logic on modeling space albeit other explanations have become fea-
sible in the scientific community. 
33 Like noise annoyance is described by decibel
34 Logical implications will be discussed at a later point 
35 Actors in our figures are symbolized through cubes, filled with eyes, nose, ear (represent-
ing perception) and two different types of layers; one for social characteristics and individ-
ual concepts, experiences, memory, bibliography, and the other layers represent spatial 
based data-sets.
36 See Foerster (1999) - “The listener and not the speaker will decide what is talked about.”
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Fig. 8.3. Two Actors – “Observe the Observer”

8.3. Talking Space Environments (C) 

The concept of traditional maps leads to modern interface techniques. Traditional 
maps are constructed from geometric primitives, associated with map symbols and 
displayed on a flat surface. They are results of a certain projection of a higher-
dimensional configuration into a two-dimensional space.37 Talking Space Envi-

ronments require interactive means to enable communication of n-dimensional in-
formation on the basis of a diversity of media-systems in which meaning-parties

can be mapped. Mapping should allow any type of actors to recognize that judg-
ment was being suspended throughout a modeling process. Actors are engaged in 
activities displaying their concern about meanings and get response from others.38

Different meanings have to be shown differently on the computer screen, the per-
son has to be enabled to easily change his or her perspective – difference is made 
visible. Implicit knowledge of the actor becomes essential. Knowledge becomes 
explicit in the sense that it is embodied in the technical design. People’s tacit 

knowledge39 can be extracted and made explicit through visibility. Knowledge is 

                                                           
37 Long history of mapping shows quite different types of uses and definitions. For exam-
ple, maps could be seen as description or representation, as picture or plain figure, delinea-

tion or tablet, a drawing or portray, an abstract or chart, a graphic document or pilot’s eye 

view, a topographic transfer or set of signs, a symbol or a formal system, a spatial analogue

or device, a scale model or an information structure, a mirror or an abstraction, a commu-

nication tool or medium, an image or dissociated transcript, a matrix or … 
… “The outcome of man’s desire to give geographical expression to his knowledge or his 

ideas concerning the characteristics and distributions of the earth’s feature” (North, 1933) 
38 That means information in flexible sense contexts, in order to create information from 
data which can be used as knowledge. This path requires cognitive and social reciprocation, 
i.e. a reciprocal relationship in a circular process (see Foerster, 1997, 1999). These systems 
are dependent on an actor’s exchange so that modes of perception and knowledge achieve-
ments can be adapted to each other. Thus also shapes the person’s own language and per-
spectives, build into language. If one transforms perspectives, explanation of what stays the 
same, and what will change in relation to the Point of Reference, becomes necessary.
39 This idea contains the term Tacit Knowledge which was formalized by Michael Polanyi

more than 50 years ago. Tacit Knowledge is a product of individual experience and not a 
source of common knowledge. Each of us has a tacit understanding which allows us to re-
spond to different situations differently but, in general appropriately. Polanyi (1958) was 
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embedded in meaningful patterns of experience, i.e., a secondary context of rele-
vant criteria.  

Talking Space Environment as a communication platform gains more impor-
tance with the transaction of meanings during people’s activities. Data, informa-
tion and knowledge deem distinct approaches to a space related communication 
process. Data are coded systems of symbols and dependent on observation and 
need transformations to be information and to become knowledge40. As long as no 
exchange among actors takes place, space is not ascertainable. 

The geographic notion “(…) no two things can occupy the same point in space 

and time”41 as the basis for locating a geographic entity in space, has tremendous 
effects! If two actors decide to meet somewhere in space, they might have a 
church or any other location, which is visible, in mind. Still, the Meeting Point is 
not an obvious place. Information is embedded in a primary context of relevant 
criteria. Modes of perception have to be adapted to each other, because actors will 
talk about their Personal Meeting Point. To make a communication in space effec-
tive we need to visualize what we are talking about!

In Talking Space a technical environment is proposed which enables Research-
ers, Planners, Geographers and other actors on and in space to reflect their work in 
a comprehensive way and employ tacit as well as explicit knowledge to identify 
ideas and meanings. It is designed to enhance unreliable quantitative data sets and 
to stimulate observations by actors.  

8.3.1. Logical Perspectives 

Looking for a Meeting Point is a spatial decision-making-process. A classical 
logical model does not necessarily lead towards a successful decision or as Lotfi A.

Zadeh put it - "When the complexity of a system increases our ability to make pre-

cise and thus significant statements about its behavior decrease accordingly. Pre-

cision and significance cancel each other out beyond a certain degree of complex-

ity"42.

                                                                                                                               
concerned on the process of recognizing and making a commitment to ideas which may re-
sult from understanding and knowledge.
40 According Willke (1998) are following considerations necessary: a) Data depend on ob-
servation (Data are created and constructed by observation); b) Data are coded systems of 
symbols. 1) Data become information by:  “embedding a primary context of relevant crite-

ria, which held for a certain system”; 2) Information transfer requires the systems to have 

identical criteria of relevance; 3) Information becomes knowledge by “embedding in a sec-

ondary context of relevant criteria. The secondary context does not consist of criteria of 

relevance like the primary one, but from meaningful patterns of experience. These patterns 

are stored in a special part of our memory and they are available. Knowledge without 

memory is impossible, but not everything that comes out of memory is knowledge.”
41 Golledge (1995) quoted in Fabrikant (2001:268) 
42 Zadeh quoted in Yager (1987) 
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Classical models43 do not allow for extensions on representations of individual 
truth or knowledge beyond to what seems to be a contradiction or a paradoxon at 
best. Varying degrees of truthness which refer to the extent of an object represent-
ing the uncertainty due to semantic and pragmatic use of linguistic variables44 are 
of interest in a Talking Space. A fuzzy truth in the sense that truth of an object 
cannot be determined is not an appropriate mean in developing a Talking Space.
Talking about a Meeting Point we refer to a location in space with varying degrees 
of correctness or truth. All of the actors are forced to talk about a truth that is 
unique to a geographic location. Data in GIS would support the exemplification 
and the information in a point in space so to extract meaning of a data point with 
respect to its relevance as a Meeting Point. The logical model in a GIS does re-
quire data to represent the full point or not. There is no room for uncertainty being 
a source of information. Uncertainty in conventional GIS analysis is due to the 
lack of precision of a point in space in a layer environment covering spatial fea-
tures. Uncertainty is not considered a feature along the way of gaining information 
and knowledge on a point in space becoming a Meeting Point, for example. 

Fig. 8.4. Point Features (Meeting Point) based on Data

Fig. 8.4 (from left to right) gives the reader an idea, on how a Meeting Point is 
discussed within the logical model of a GIS. A relationship between data and in-
formation is straightforward. Data represent objective knowledge and carry all the 
information associated with a geographical category.  

In the left part of Fig. 8.4 perceptual, linguistic and related references to the no-
tion of a Meeting Point are describing a unique point in space. Therefore concepts 

                                                           
43 All representations and analytical GIS features rely upon a logical model of the Aristote-

lian type. At the core of this logic and, in fact, of any kind of logic is the concept of truth. 
Truth in various aspects of GIS scheme development is restricted to {0,1}. Classical logic is 
designed for perfect symbols, objects and features in space. It is designed as a unique model 
that can be applied to any situation at any time and applies to the representation level as 
well as the analytical and reasoning level. Our knowledge is made up of a long row of ques-
tions (or hypotheses) answered by yes or no and thus being very precise. At several occa-
sions this is very awesome, time and cost consuming and does not necessarily reflect our 
actual knowledge on an issue. Some early artificial intelligence applications assume the 
human mind is limited because it cannot calculate as many true and false operations as a 
machine thus making the human mind less intelligent. We do not agree to that. 
44 Example: Modeling of noise annoyance
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of spatial metaphors like distance in modeling so called semantics of large geoda-
tabases are possible.  

The mid part of Fig. 8.4 shows two actors, both of them having a certain per-
ception and cognitive idea of a meeting. The right part of Fig. 8.4 visualizes how 
implicit knowledge is applied explicitly to data layers provided by a GIS. 

From a Subject/Object View, space is clearly defined by its logical representa-
tions45. This also can be seen in Fig. 8.1 in viewing Meeting Point as a result of a 
(crisp) functional relationship between input and output.  The only uncertainty left 
is based on the distance, for example, of a unique meaning represented in a GIS 
based space modeling process.  

The logical design of a Talking Space, however, has to take into consideration 
that uncertainty is a major source of information that makes it easy for us to make 
a decision in space46. Uncertainty is referred to as fuzziness or vagueness and is 
taking place at all levels of spatial analysis, that is, in geometrical as well as repre-
sentational issues. This discussion is of course not limited to a Meeting Point but 
to any spatial dynamic process involving social activity.  

Uncertainty stems from the fact that in some aspects we just are not certain 
whether something is true or not47. If you cannot estimate the truth for a single 
point you may broaden the spatial band of truth creating intervals48. It has to be 
noted that this paper does not get into the different notions of probability (logical, 
frequentistic, subjective)49 used for modeling uncertainty. As many authors in the 
field of fuzzy logic have pointed out, probability is not necessarily the appropriate 
concept to deal with uncertainty in a fuzzy logical context50. Probability51 does not 
extend the ability of GIS to visualize the truthness of an object or a situation that is 
questioned by the meaning of different actors. Nevertheless, probability bands52

are used to fuzzify spatial data and thus making decisions based upon that data 
more intelligent. A fuzzy logical perspective in a Talking Space is being devel-

                                                           
45 Being points, lines or areas and associated attributes 
46 Without precision as a tool’s basis in determining truth of a location 
47 In common GIS applications these uncertainties are treated as errors that propagate 
throughout GIS analysis and have to be eliminated or to be dealt with, at least. Advanced 
geostatistical approaches exist to handle uncertainty whether expressed as probabilistic, 
crisp or fuzzy sets in GIS. These techniques are deeply rooted in probability theory estimat-
ing the probability of truth.
48 Interval statistics 
49 A detailed account on how different kinds of probabilities are handled in Soft Computing 
can be found in Spies (1993) as well as publications of the Studies in Fuzziness and Soft 

Computing Series by Springer Publishing Services among a great variety of related publica-
tions.
50 Note: Ambiguity occurs when values are associated with multiple attributes and no cer-
tain decision criterion is available; vagueness or fuzziness is a concept that is associated 
with the problem of making sharp distinctions in the world. Whereas fuzzy measures ex-
tend probability measures in modeling ambiguity, measures of fuzziness have been devel-
oped to focus on fuzzy/vague problems. (Klir & Folger, 1988) 
51 Whether its used for data analysis or reasoning purposes 
52 As has been done by geographers a while ago with e.g. -bands
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oped towards a flexible form of representing symbols and models of a constantly 
changing space, which is focusing on the vagueness of linguistic categories rather 
than on aspects of ambiguity and eliminating uncertainty.53 The changes are not 
caused by different levels of precision but due to the different space various actors 
are referring to. As long as we employ precise symbols, probability and error we 
are unable to adequately address vague/fuzzy concepts that are associated with the 
linguistic/spatial notion of a Meeting Point in space. What makes it fuzzy (or 
vague) are the semantics of using linguistic variables54. The crucial issue is not the 
possibility of specification but the handling of uncertainty due to semantics of us-
ing language. 

Uncertain knowledge encompasses communication phenomena where people 
have some elements of choice in an information process, a choice within the con-
straints imposed by cognitive, social and physical space conditions. Black (1937) 
argued that the problem is a gap between human (linguistic) understanding and the 
scientific mode of expression, i.e. scientific results are easily misinterpret for hu-
man beings, a statement also expressed by Bertrand Russell in his frequently 
quoted phrase: “All traditional logic habitually assumes that precise symbols are 

being employed. It is therefore not applicable to this terrestrial life, but only to an 

imagined celestial existence.55 In order to overcome these gaps without having to 
forsake formal science a formalism was developed by Black which forms the basis 
for understanding Fuzzy Set Theory as it was formulated by Zadeh almost 30 years 
later and used as logical perspective in a Talking Space Environment. As defined 
by Black, vagueness is not understood by the uncertainty of lacking data or in-
complete knowledge56, but the uncertainty that comes with the complexity of the 

                                                           
53 A fuzzy logic does not exist, since all methods employed are crisp in a mathematical 
sense and do only address vague and ambiguous representations, symbols, models and 
codes. It may sound simple but it is a common misunderstanding in using fuzzy sets. We do 
not talk about fuzzy points but about points representing symbols and points that represent 
invented, cognitive and linguistic categories. As Varzi (2001) has pointed out, “to say a 

geographic” object like a Meeting Point “is vague mistakenly infers that the product of 

representation is vague because the representation process is vague”.  
54 Vagueness has been an issue in linguistics, philosophy and mathematics for a very long 
time and has become a focus in geography quite recently. Vagueness is an aspect of fuzzi-
ness which is above all expressed in the activity of the influence of cognitive modeling on 
the results of forming categories. Vagueness is defined via the semantics of categories in 
the context of linguistic categorization. The Problem of Vagueness is formulated with re-
gard to interpretations of reality and how they are learnt by scientists in their language and 
by daily usage of language. Black (1937) assumes that is in general not possible to clearly 
define a linguistic category determinably in terms of its use, i.e. unambiguously via the al-
location of its characteristics. There are always areas in which clear allocation to categories 
based on occurring characteristics is impossible. In the case of the traditional Fuzzy Set 

Theory (Zadeh, 1965) the problem dealt with the allocation of known elements to the cate-
gories which represent them.
55 Russell quoted in Black (1937) 
56 Explicit 
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systems to be investigated57. Uncertain knowledge is on no account the same as 
uncertainty about knowledge.58

The concept of a fuzzy set being at the core of Fuzzy Set Theory, is a very sim-
ple concept in the first place: The information contained in a geographical or spa-
tial category is not in the datum but in the meaning of the datum to a particular 
linguistic category. It thus expresses the degree to which a point in space59 is con-
tributing to the explanation of a problem or a category without providing a solu-
tion to a problem beforehand as fathomed in precise symbols of geographic coor-
dinates. At the same time it contributes to its negation, which actually is of interest 
in a fuzzy logic perspective for modelling a dynamic component through acting in 
space. Fuzzy logic, however, does not confuse gradual transitions from truth with 
arbitrariness. It rather makes a gradual transition from truth to non-truth visible.60

This leaves room for negotiating paradox situations. We can logically refer to the 
degree of contribution of an element rather than using a measured value in ex-
plaining the object. 

The ability to focus on aspects that deal with uncertainty as a product of differ-
ent opinions views and actors greatly enhances the notion of space in a logical GIS 
model. Noise, for example, is restricted no longer to the view of a single man or 
woman (like the GIS expert) but to a more general view of actors involved in 
working on spatial situations. In addition, the importance (information) of a lin-
guistic category like noise is no longer restricted to the measurement of the level 
of decibel. Noise is a phenomenon that is described by symbols of annoyance and 
communicates actor’s views on annoyance.61

In the case of a Meeting Point there is no single attribute that fully describes the 
relationship between a coordinate in space (a point, a line, an area) and a Meeting 

Point. A perception-based, linguistic and formal representation of a geographic 
category shapes our understanding of space (see also Fig. 8.4). This understanding 
cannot be reflected by ordinary sets since they represent only one possibility in a 
whole range of solutions. Information is what we understand thus a future geo-
graphic information system will have to take into account this situation. 

A practical implication is modeling the meaning of noise or retrieving the in-
formation on noise from data. Streets, buildings or neighbors are only one instance 
of noise rather than being a unique representation of noise annoyance. Many GIS 
applications define noise annoyance by the amount of decibel measured and asso-
ciated with a street. The street becomes annoying which neglects the aspect of the 
possibility of belonging to and having an explanatory and defining effect to other 
noise annoyances. This simple thought makes fuzzy sets or, in fact, any extension 
of classical sets, attractive in modeling geographical categories 

                                                           
57 Implicit 
58 See Spies (1993, 1994) 
59 Like a (x,/y) coordinate 
60 This concept of a measure of fuzziness addressing vagueness has been formally described 
in Klir & Folger (1988) 
61 It is more important to discuss the relationship between decibel and noise rather than to 
model noise by the amount of decibel.
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Different forms of a multivalent logic62 have been used by scientists who have 
concerned themselves with the possibilities of extending logical calculations

whose subject matter was the phenomenon of vagueness of language as a commu-
nication medium.63 Everything we work on, space, attributes, and demography has 
a vague component in it. This is not a unique claim of geography or planning since 
vagueness is a pervasive phenomenon of human thought and language64.

Set theoretical and logical approaches can contribute to a better understanding 
of geographical phenomena and thus holding more information than simple data 
and their (forced) cognitive, linguistic and formal classifications.  

In proposing a fuzzy logical perspective we extend the question of “how loud is 
loud?”, “how noise is noise?” to a spatial problem: “How Austria is Austria”? 

The actual GIS space is only one of many instances in modeling and talking 
about Austria. That has to be considered when talking about spatial models. It is 
necessary to develop a spatial relationship not only between points, lines and 
polygons but also between linguistic categories and points, lines and areas. The 
kind of information that comes with this is, however, most crucial in determining 
the uncertainty of space in terms of planning issues in, for example, suburban de-
velopment with suburb being not a fixed space.  

In classical GIS Analysis65 map layers refer to "Austria" being a space uniquely 
representing knowledge of different actors on e.g. noise annoyance. It is not taken 
into account that, for example, "Austria“ is being different for each actor, but the 
concept of noise annoyance being a very precise concept to anybody. In current 
(fuzzy) GIS applications, "Austria" is seen as being crisp66 and noise annoyance

being the fuzzy part. Space itself, however, to whom the relations are applied to, 
holds fuzziness, too due to its knowledge and space creation.  

Talking Space takes a map67 not as result but an attribute to use spatial knowl-
edge like high living quality as a basis for spatial decision-making-processes. The 
Location "Austria" is not uniquely associated with an administrative unit but an 
ever-changing model of spatial relationships.

                                                           
62 At the start of the 20th century the Polish mathematician Lukasziewicz was among the 
first to develop a multi-valued logic to extended the scientific possibilities for describing 
facts as true or false {0,1} by providing a third possibility, which could be interpreted as “a

little bit true”. He expressed this knowledge through a number from the interval [0,1], 
namely through 0.5.
63 Vagueness is not in a point because a coordinate specification is impossible but it is in 
the semantics of this point in representing the various degrees of a coordinate contributing 
to the understanding of, for example, a Meeting Point. A point associated with a (x/y) coor-
dinate is a function of what is being expressed in the meaning of attributes for a certain 
category. A (x/y) coordinate is becoming one part but it is not the solution being a Meeting 

Point as represented in a GIS layer and if so we have to develop new ways of associating 
spatial knowledge towards geographical features like points, lines and areas. 
64 See Varzi (2001) 
65 Using either fuzzy or crisp sets 
66 As determined by its boundaries 
67 Or a single GIS layer
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8.3.2. Visual Perspectives 

Any kind of perspective in GI science has always to be evaluated against its poten-
tial on visualization. Visualizing of what actors are talking about is an essential 
part in communicating space thus becoming a practical necessity in making a 
Talking Space useful as proposed in this paper. GIS are considered to be one of 
the mapping tools of the digital age. GIS are well suited to store, analyze and dis-
play data that refer to a location in space. As has been pointed out frequently, GIS 
are, however, referred to as socially empty space.  

Fig. 8.5. Point Features (Meeting Point) based on Information  

Fig. 8.5 sketches (from top to bottom and left to right) three steps on visualiz-
ing information processes and space creation by two actors creating a Meeting 

Point. It addresses the issues that need to be considered with visualising features 
of a social space like a Meeting Point. The Meeting Point is talked about in a dif-
ferent environment using different criteria in shaping space and thus representing 
different spaces, which may be defined socially (first step). 

A Meeting Point is socially constructed and does not necessarily reflect particu-
lar geographic coordinates but may address very different views of a layer (or 
even two layers). Thus the geographical metaphor of distance is not applicable in 
retrieving information on the semantics of a Meeting Point. It deems necessary to 
develop different map layers (first and second step). 

This is mainly due because mapping issues in GIS are focusing on the relation-
ship between data in a technical sense. The visualization is limited to representing 
the knowledge implied by the experts on space revealing or retrieving information 
that is in the data, using semantics that are limited to the expert’s concepts on 
space. The visualization process needs to be generalized to open up possibilities of 
displaying the creation of new relationships between data, geometrical features 
and the actors in space. This is implying a shift from mapping geographical coor-
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dinates with associated attributes (or vice versa68) towards knowledge coordinates 
(third step). 

GIS must be able to visualize space in its n-ary dimensions to allow actors to 
immediately see the space they talk about as a GIS layer or whatever means are 
appropriate to get a view of actor’s opinion and thus actor’s creation of space. 
This involves an integrated approach of different media like photos, paintings, 
maps, satellite images among others. The link between the human actors in space 
and geographical information technologies has to focus on visualizing the rela-
tionships while talking on space. 

Talking has been suspicious as a source of knowledge representation due to im-
plicit and explicit uncertainties involved in the semantic representation of what is 
talked about. Some semantic aspects in modeling uncertainty have been visualized 
with non-spatial extensions using sophisticated tools like VisCovery69 which are 
based on fuzzy Neural Networks of the Kohonen Type, also known as Self-

Organizing Maps (SOM). fuzzyTECH70 is fuzzy rule based developer environment 
on control problems to show the impact of vague linguistic variables on non-
spatial decision-making-processes. Some of these approaches have been used to 
improve information retrieval in large geographic databases71.

A visual engagement in Talking Space Environment is not only aiming at re-
trieving information from large amount of databases but at building connections 
between the semantics of communication in space and the inherent uncertainty of 
geographic objects in databases. A visual space will not let you take a different 
view on relationships existing in large databases but allows you to create your 
own relations and immediately see your space evolving to finally see what actors 
in space are talking about. A visual space is not limited to the visualization of 
what experts know of and talk about. 

An example on how a Talking Space may be used by two actors as a visual 
platform on communicating knowledge within a classical GIS layer environment 
is drafted in Fig. 8.6. 

Meeting Point is not something out there that can be measured, classified and 
associated with geometrical features resulting in a single GIS layer, e.g. points 
(explicit data). Meeting Point is a complex phenomenon shaping space through its 
protagonists, who are all experts of Meeting Points being able to precisely catego-
rize, for example, point as symbol, model and codes in their individual environ-
ments. The implicit assessment on Meeting Points by the human actors is consid-
ered the actual spatial knowledge a Talking Space is referring to. 

GIS becoming a part of an actor-oriented-space-perception and has to be ex-
tended from a mere drawing tool towards a representation technology of spatial 
knowledge as discussed in previous sections. Data levels represent structures and 
relations between database elements being spatial or not. Actors visualize their 
personal opinion and include this opinion into the GIS analysis as additional in-

                                                           
68 See Dodge & Kitchin (2001) 
69 Details on Eudaptic’s homepage www.eudaptics.com 
70 Details on INFORM’s homepage www.fuzzytech.com 
71 See Engeli (2001), Fabrikant & Buttenfield (2001)
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formation layers. The example in Fig. 8.6 is related to the 2D visualization, be-
cause many GIS actors, at least in the field of current Spatial Planning, are still us-
ing this kind of representation. 

Fig. 8.6. A diagram on how Talking Space is using Spatial Knowledge by making use of 
logical and visual generalizations on mapping spatial data 

The extension/representation of geographical coordinates becoming knowledge 
coordinates is a major goal for a fuzzy logical GIS perspective as described in this 
paper.  

Visualizing noise that may have an impact on categories like annoyances has to 
focus on a tool that allows a flexible association of weights and relations to (geo-
graphical) coordinates and thus being able to present the vagueness induced by 
semantic aspects of linguistic categorization. Due to the usability of slider bars in 
representing gradual transitions we have chosen three examples on how the rela-
tionship between objects and actors may look like. The following examples have 
been chosen because of their usability in modeling weights and relations via an 
easy to operate interface. Other visual approaches in modeling information land-
scapes or using spatial metaphors in retrieving knowledge72 are examples on spa-
tial interfaces as well. Highly sophisticated mapping approaches73 do not represent 
communication in space but are supporting our views on actor’s space. The visual 
examples are two of many approaches in the field of mapping sciences. A review 
of all developments on mapping in various fields would go beyond the scope of 
this paper. We have chosen these two due to their interdisciplinary viewpoint74.
The examples are very down-to-earth approaches. It is not necessarily spatial 
metaphors that are of interest but the usability as a practical platform of expressing 
opinions. The point of choosing these examples is not the complex interface and 

                                                           
72 Fabrikant & Buttenfield (2001), Dodge & Kitchen (2001)
73 Including Descartes, Knowledge Territory & MapModels
74 Computer Science, Design and Architecture 
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the use of metaphors75 but the necessity of handling weights and relations in a 
transparent way. 

Example Descartes76

Descartes is an Online Spatial Decision Support system using -  
"(…) parallel coordinate plots to consider simultaneously multiple attributes77. It 

includes several horizontal axes, one axis per each attribute under consideration. 
The length of an axis represents the value range of the corresponding attribute. 

Hence, an attribute value can be represented by a position on the axis. An object 

is represented connecting the positions on the neighboring axes corresponding to 
the attribute values for this objects “78(see Fig. 8.7.a). 

Differences in relative weights of criteria are reflected by the variation of 
lengths of axes. The concept has also been applied to non spatial interface pro-
gramming (Fig. 8.7.b) in constructing knowledge bases by evaluating relation-
ships (slider bars on the left) and immediately displaying the ever-changing query 
results (on the right hand). This example (Fig. 8.7.b) is taken from Engeli

(2001)79.  The visualization using slider bars has been applied to a large database 
on books and papers in the field of architecture. The sliders explore the quality of 
relations among the references in books and articles defined using another inter-
face not shown in this figure. It is useful to assist the actor in a weighted keyword 
search and more important “(…) it allows the user to observe intermediate and 

changing results, like items that are about to be included or excluded from a set 

rather than focusing only on the resulting sets.” 80

                                                           
75 From left=false to right=true 
76 Descartes is a Java based GIS development by the Knowledge Discovery Team (KD) at 
the Frauenhofer Institute of Autonomous Intelligent Systems, Germany.  
77 Usually more than two 
78 See Descartes Online Help; detailed description please visit http://ais.gmd.de/index.html 
79 Figure 7b is taken from an application called Knowledge Territory which focuses on the 
visualisation of relationships to improve the comprehensiveness of large amounts of data. 
Goals are, among others, to collect subjective information on papers and to visualize rela-
tions between (paper) references, for details see Engeli (2001) 
80 Engeli (2001:142) 
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Fig. 8.7. a) SDSS Descartes b) Quality of Relations between References 

In terms of a Talking Space this model would build relations between different 
actors, who would turn the sliders. If noise is an issue, different perceptions of 
noise would be able to be displayed. Each actor and his (changing) association 
with noise annoyance can be displayed immediately. Space-production based on 

noise-perception does get some more attention, since the building of space is turn-
ing on a more flexible tool in displaying uncertainty. 

Example MapModels81

MapModels is an ArcView 3 GIS extension and extends the possibilities of repre-
senting linguistic variables to geometrical features following a map algebraic ap-
proach using a graphical user interface. The flow-chart based interface allows the 
actor to handle spatial information as a basis for visualizing relationships among 
geometrical features which can be extended to fuzzy logical principles. 82

Figure 8.8 shows screenshots of the MapModels Slide Bar Tool (Figure 8.8b) 
and the model interface (Figure 8.8a) which employs all kinds of spatial function-
ality including a monitor on intermediate maps showing the impact of each model-
ing step, which is especially useful in adding to the transparency of a complex 
model. Flexible association of weights and relations to (geographical) coordinates 
can be displayed thus making MapModels a promising tool to bridge the gap be-
tween social, logical and visual perspectives in a Talking Space Environment.
MapModels is by no means a fully developed tool to visualize the perspectives but 
a good starting point in making uncertain knowledge transparent.  

                                                           
81 MapModels is an ArcView 3.x extension that incorporates map algebra and fuzzy logical 
algebraic extensions. It is a flow chart based model and consists of defined set of elements 
and rules adding to a transparency necessary in advancing GIS becoming a spatial decision 
support tool. MapModels use spatial operators, multi criteria tools on decision making, 
overlays and neighborhood analysis. MapModels allow the actor to focus on geographic 
phenomena and their relationships without the need of extensive programming knowledge 
unless desired. For a detailed study on the functionalities of MapModels please refer to 
Riedl & Kalasek (1998)
82 Riedl & Kalasek (1998) 
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Fig. 8.8.  MapModels Modeling Interface and Slider Based Weighting Approach    

Outlook 

Talking Space is a perspective on the use of GIS being a platform for different 
opinions and their relations to linguistic categories symbols, models, and codes. 
The success of modeling spatial dynamics in a Decision Support Systems relies 
heavily on the ability of GI-technology to communicate space. Space is no longer 
considered as something out there but something to be recognized, to be perceived 
and to be described by space protagonists. This is particularly true for human ac-
tivities, which are, however, often overlooked in modeling spatial dynamics. 
Flexible forms of perception, assessment and interests of space protagonists tend 
to be ignored in their impact on shaping space. Space production of social values 
and the empirical notion of object in space result in new perspectives in space-
based disciplines such as Social Science, Geography and Spatial Planning.  

Talking Space is drafted to assist in adding some transparency to the recogni-
tion, perception and visualization of uncertain knowledge being a useful compo-
nent in human decision making on complex situations. It aims at visualizing 
vagueness caused by the semantics of linguistic categorization via relationships 
among symbols, models and code development in space related disciplines. Possi-
ble assessments do not prejudice but create new GIS levels which are evaluated 
against conceptions of participants and their interplay in the context of a discourse 
than to explicit factual data. Therefore GIS is being developed to become a digital 
platform in representing spatial knowledge. 

This paper presented perspectives on the basis of sociological and fuzzy logical 
issues in using GIS technology to enhance spatial decision-making-processes re-
sulting in the creation and visualization of space shaped by the social actors. None 
of the envisioned environments has been technically realized yet. Future steps 
need to consider communication platforms including a great variety of scientific 
and non-scientific members of the ever growing community of spatial experts to 
jointly work on different communications about the same space GIScience is aim-
ing at, too.  
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Abstract. The great difficulty of evaluating the quality of the applications  con-
cerning environmental problems, mainly for the heterogeneity of input data and 
their indeterminateness in the error estimations, is a well known problem. The us-
age of the Fuzzy Logic can be adequate in the treatment of this kind of informa-
tion, especially when using approximate linguistic labels to define the input data. 
We have applied this idea in a previous work and here proposed for the study of a 
GIS of the PROCIDA island (located near Napoli), realized with technology of 
the Environmental Systems Research Institute and implemented by means of a 
software tool called FUZZY-SRA.

9.1. Introduction 

The concept of “reliability”, associated to a territorial information, is understood 
as a measure of the quality of this information evaluated with tools which are not 
of deterministic nature, but based on analysis of uncertain and partial data. In a 
previous work (Di Martino et al. to appear) , we implemented a GIS using a soft-
ware tool called FUZZY-SRA (Fuzzy Spatial Reliability Analysis) for studying 
the geographic map of the vulnerability of aquifers realized by utilizing the 
DRASTIC model (Di Martino et al. to appear)  in which was defined the so-called 
DPPI (Drastic Potential Pollution Index), with respect to a determined zone, given 
from the pondered sum of seven hydro-geological parameters Rj (see Nielsen 
(1991) and Ward and Elliot (1995)  for more details), each with rating Rj and 
weight wj:
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          DPPI    
j 1,7

w j                                                        (9.1) 

Roughly speaking, any parameter Rj has two weights (Table 9.1) and the 
choice depends obviously from the problem: industrial pollution or agricultural 
pollution. 

Table 9.1. Weights for parameters in DRASTIC model 

Parameters Industrial   Weight Agricultural  Weight 

DEPTH 5 5 

RECHARGE 4 4 
AQUIFER MEDIA 3 3
SOIL MEDIA 2 5
TOPOGRAPHY 1 3 
IMPACT VADOSE ZONE 5 4
CONDUCTIVITY 3 2 

A classification of the polluted zones based on the DPPI is only qualitative, 
hence it is impossible to evaluate the reliability of this classification using tradi-
tional statistical methods. The approach in Di Martino et al. (to appear) is indeed 
based on the Fuzzy Logic, by dividing the area under study into iso-reliable zones, 
that is in zones where the parameters and the weights of Table 9.1 have (quasi) 
constant value in accordance to the evaluation of the experts. For each iso-reliable 
zone we defined  the (index of)  reliability to be  the middle point Mµ of the sup-
port [a,b] of a triangular fuzzy number (for short, TFN) µ:R [0,1], where R de-
notes the set of real numbers, (for literature involving fuzzy numbers and related  
operations we refer to the  books of Kaufmann and Gupta (1985)  and Mansur 
(1995) ) such that  

In the sequel the above TFN is represented by  µ=(a,Mµ,b), and, when no mis-
understanding can arise, we omit the subscript µ in Mµ.  The TFN µ (Di Martino 
et al. to appear) was the final output obtained from algebraic operations executed 
on the TFNs j (inputs), j=1,…,7, representative, in the same iso-reliable zone, of 
each parameter  Rj. The membership functions of each j were established by con-
sidering also the related weights wj of Table 9.1. The operations used, for combin-

(9.2)

µ

µ

µ

µ

0 0                 if x a

x a
         if a x M

M a
µ x

b x
         if M x b

b M

0 0                 if  b  x
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ing the above TFNs j, are defined inside an algebraic structure already known in 
literature (Gisolfi and Loia 1995) and integrated in the mentioned software 
FUZZY-SRA. 

This algebraic structure, recalled in section 9.2, is also used here for the analy-
sis of a GIS of the Procida island (requested by the Local Administration for the 
resolution of some urban problems, such as, for instance, the location of a public 
school) in which the following four parameters were taken in consideration: 

- spot elevations S1,
- contour lines S2,

- buildings S3,
- network  streets S4.

The whole geographic area of the Procida island was divided in six iso-reliable 
zones, that is in zones having (quasi) homogeneous values of the parameters Sj

and  related weights wj, j=1,…,4, in accordance to their goodness measured and 
evaluated from expert surveyors. For each parameter Sj, in each iso-reliable zone, 
we defined the (index of) reliability to be the middle point of a TFN, obtained 
combining two other TFNs representing two sub-parameters P1j and P2j  to which 
was assigned a weight whj (h=1,2) representing the relevance of each one with re-
spect to the other one in the same zone for obtaining Sj. The membership func-
tions of the fuzzy sets representing these sub-parameters and the parameters 
(fuzzy attributes which become layers inside the internal structure of the GIS) and 
related weights were supplied from the experts and shown in the sections 9.3, 9.4, 
9.5 and  9.6, respectively.  Successively we passed to calculate the (index of) 
global reliability of each iso-reliable zone starting from the (indexes of) reliability 
of each parameter Sj, always using the software tool FUZZY-SRA. The final re-
sults are contained in Section9.7 and conclusions in Section 9.8. 

9.2. Definition of the algebraic structure 

In this section we recall the main properties of the used algebraic structure 
(Gisolfi and Loia 1995).  

9.2.1.  The algebraic structure 

Let U be the universe of discourse and { 1, 2,…, n} be an ordered n-tuple of lin-
guistic labels, each composed from one or more linguistic modifiers and a vari-
able, as, e.g., “ 1 = False”,“ 2 = More or Less Good”,…,“ i = Good”,“ i+1  = Very 
Good”,…, “ n = Completely Good”, and each represented by suitable TFNs de-
noted also with i , i = 1,2,…,n.   Let A be a fuzzy attribute, that is a map A : U
{ 1, 2,…, n}, represented by a string of the following type: 
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A = [an] n  [an-1] n-1 … [a1] 1                                          (9.3)

where ai = A
1

( i) is a  subset of U, also called “class” in the sequel. If A
1

( i)= 
Ø, then we write ai = [-]. Let B be another fuzzy attribute represented by the fol-
lowing string: 

B = [bm] m [bm-1] m-1 …[b1] 1
                                       (9.4)

where the symbols have a similar meaning to those in Eq. 9.2. In accordance with 
Gisolfi and Loia (1995), we define the operation  between A and B by setting 

C = (A  B) = [cm+n-1] m+n-1  [cm+n-2]  m+n-2  … [c1]  1                    (9.5) 

where, by assuming n m without loss of generality, the subsets {ci} are given by 
Eq. 9.6 where i=1,…,m+n-1: 

1-nminif)b(a

1-nimif)b(a

1-mi1if)b(a

j1j-im1,...,n-ij

j1j-im1,...,j

j1j-ii1,...,j

ic

As suggested by Gisolfi and Loia (1995), the subsets ci can be calculated by us-
ing a simple rule based on the usual arithmetical multiplication. The TFNs i, for 
i=1,…,m+n-1, are indeed given by 

1-nminif

)*k2*(k1*1d*d2*
2k1k

1

1-nimif

)*k2*(k1*1d*d2*
2k1k

1

1-mi1if

)*k2*(k1*1d*d2*
2k1k

1

j1ji

m

1n-ij
1jij

j1j-i

m

1j
1jij

j1j-i

i

1j
1jij

i
      

being the above coefficients di, for i=1,…,m+n-1, defined by Eq. 9.8. 
The index d1i (resp., d2i ) represents  the number of subsets {ai} (resp., {bi}) of 

the string A (resp., B) involved in the operation of union performed to obtain the 
subsets {ci} of the resulting fuzzy attribute C, whereas the index  k1 (resp., k2)  
stands for the total number of  subsets {ai} of A (resp., {bi} of B) involved in the 
operation of intersection which gives the subsets {ci} of C.  

(9.7) 

(9.6) 
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The following example shall clarify the above concepts and definitions. Let 
{A,B,A’} be the set of three parameters (fuzzy attributes), U={O1,O2} be two 
iso-reliable zones and 4 = 4 = Cv, 3 = 3 = V, 2 = 2 = Mv, 1 = 1 = F be four 
TFNs with the linguistic labels, in decreasing order in accordance to their mean-
ing, shown in Table 9.2: 

1-nminif1d*2d

1-nimif1d*2d

1-mi1if1d*2d

d

m

1nij
1jij

m

1j
1jij

i

1j
1jij

i (9.8) 

Table 9.2. The TFNs of the linguistic labels 

Label Description a M b 

Cv Optimum Reliability 0.80 0.90 1.00 
V Good Reliability 0.65 0.75 0.80 

Mv Sufficient Reliability 0.55 0.60 0.65 
F Mediocre Reliability 0.45 0.50 0.55 
Sc Scanty Reliability 0.35 0.40 0.45 
Bd Bad Reliability 0.20 0.30 0.35 
Nl Null Reliability 0.00 0.10 0.20 

Suppose the following strings: 

                                 A  =  [O1]Cv [-]V [-]Mv [O2]F

                                 B  = [-]Cv [O1,O2]V [-]Mv [-]F

                                 A’ =  [O2]Cv [-]V [-]Mv [O1]F

This means that in the zone O1 (resp., O2) the parameter A (resp. A’) has a op-
timum reliable measure but not A’ (resp. A) which has a mediocre reliable meas-
ure, whereas the parameter B has good reliable measure in both zones. In order to 
obtain the string (A  B), now we calculate the subsets ci by taking in account that 
m=n=4: 

21 OO

2,1 OO
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21 OO

21 OO

In the calculation  of the TFNs i , we put  for brevity: 

                               ai,j = d2j * d1i-j+1 * (k1 * i-j+1 + k2 * j)                      (9.9) 

We observe that k1= k2=1,  d2i =d1i =1  for every i = 1,…,4 and thus we have: 

  [0.80,1.00,1.20] [0.65,0.70,0.80] [0.55,0.60,0.65] [0.45,0.50,0.55] 
  [0.80,1.00,1.20] [0.65,0.75,0.80] [0.55,0.60,0.65] [0.45,0.50,0.55] 
___________________________________________________________________________________ 

                       a4,1         a3,1             a2,1              a1,1

                             a4,2            a3,2         a2,2             a1,2

              a4,3          a3,3            a2,3         a1,3 

  a4,4       a3,4          a2,4            a1,4

    7         6           5               4           3              2                1

where 

a1,1  = 1*1* (1*[0.45,0.50,0.55]+1*[0.45,0.50,0.55]) = [0.90,1.00,1.10]
a2,1  = 1*1* (1*[0.55,0.60,0.65]+1*[0.45,0.50,0.55]) = [1.00,1.10,1.20] 
a3,1  = 1*1* (1*[0.65,0.70,0.80]+1*[0.45,0.50,0.55]) = [1.10,1.20,1.35]
a4,1  = 1*1* (1*[0.80,1.00,1.20]+1*[0.45,0.50,0.55]) = [1.25,1.50,1.75]
a1,2  = 1*1* (1*[0.45,0.50,0.55]+1*[0.55,0.60,0.65]) = [1.00,1.10,1.20] 
a2,2  = 1*1* (1*[0.55,0.60,0.65]+1*[0.55,0.60,0.65]) = [1.10,1.20,1.30]
a3,2 = 1*1* (1*[0.65,0.70,0.80]+1*[0.55,0.60,0.65]) = [1.20,1.30,1.45] 
a4,2  = 1*1* (1*[0.80,1.00,1.20]+1*[0.55,0.60,0.65]) = [1.35,1.60,1.85]
a1,3 = 1*1* (1*[0.45,0.50,0.55]+1*[0.65,0.70,0.80]) = [1.10,1.20,1.35] 
a2,3 = 1*1* (1*[0.55,0.60,0.65]+1*[0.65,0.70,0.80]) = [1.20,1.30,1.45] 
a3,3 = 1*1* (1*[0.65,0.70,0.80]+1*[0.65,0.70,0.80]) = [1.30,1.40,1.60] 
a4,3 = 1*1* (1*[0.80,1.00,1.20]+1*[0.65,0.70,0.80]) = [1.45,1.70,2.00] 
a1,4 = 1*1* (1*[0.45,0.50,0.55]+1*[0.80,1.00,1.20]) = [1.25,1.50,1.75] 
a2,4 = 1*1* (1*[0.55,0.60,0.65]+1*[0.80,1.00,1.20]) = [1.35,1.60,1.85] 
a3,4 = 1*1* (1*[0.65,0.70,0.80]+1*[0.80,1.00,1.20]) = [1.45,1.70,2.00] 
a4,4 = 1*1* (1*[0.80,1.00,1.20]+1*[0.80,1.00,1.20]) = [1.60,2.00,2.40] 

Furthermore we have that 

                       d1=d11*d21=1*1=1 
d2= d11*d22+d12*d21=1*1+1*1=2 
d3=d13*d21+d12*d22+d11*d23=1*1+1*1+1*1=3 
d4=d14*d21+d13*d22+d12*d23+d11*d24=1*1+1*1+1*1+1*1=4 
d5=d14*d22+d13*d23+d12*d24=1*1+1*1+1*1=3 
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d6=d14*d23+d13*d24=1*1+1*1=2 
d7=d14*d24=1*1=1 

Therefore we have the following TFNs:  

1= (1/2)* a1,1=[0.45,0.50,0.55]

2= (1/4)*(a2,1+a1,2)=[ 0.50,0.55,0.60] 

3= (1/6)*(a3,1+a2,2+a1,3)=[0.55,0.90,1.00]

4= (1/8)*(a4,1+a3,2+a2,3+a1,4)=[0.61,0.70,0.80]

5= (1/6)*(a4,2+a3,3+a2,4)=[0.66,0.76,0.88]

6= (1/4)*(a4,3+a3,4)=[0.72,0.85,1.00]

7= (1/2)*a4,4=[0.80,1.00,1.20] 

Then we deduce the following resulting fuzzy attribute: 

A  B = 1234567 21 OO                     (9.10) 

Considering the composition (A  B)  A’, we have that k1 = 2 and the new 
d1i , for i = 1,…,7, are then d11 = 1, d12 = 2, d13 = 3, d14 = 4, d15 = 3, d16 = 2, d17

= 1 while it is k2 = 1 and d21 = 1, d22 = 1, d23 = 1, d24 = 1.  Since now n=7 and m 
= 4, the fuzzy attribute (A B) A’ has 10 classes to which 10 TFNs are associated 
and built with the above formulas. It is possible to show (Gisolfi and Loia 1995)  
that  (A B) A’ = A’ (A B) but we omit this fact for brevity. 

9.2.2. The weights of the attributes 

 The first step, which precedes the above mentioned operations over the strings, 
consists in the determination of the weights of each attribute connected to a fixed 
zone because they can vary by changing zone. Strictly speaking, the above model 
implies the necessity to build a mean of the weights of the zones which have the 
same linguistic label in an attribute. This mean shall be the weight of that linguis-
tic label, which in turn is multiplied for the middle point of the TFN, representing 
the same label, giving a number q, of which we consider the smallest integer con-
tained in it, i.e. INT(q). At the right of the same linguistic label, thus we create 
INT(q) new linguistic labels “approximated” with the procedure of the Subsection 
9.2.3. For example, we consider six zones O1, …, O6 in which the fuzzy attribute 
S1 has received six values with the related weights W1 in accordance to Table 
9.3. Then if U = O1,O2,O3,O4,O5,O6 , then the fuzzy attribute S1 is repre-
sented by the string:         

S1 = [01,03,04]Cv [02]V [05]Mv [06]F                           (9.11) 

and consider the linguistic label Cv. For simplicity, let us denote with W1i the 
weight of the attribute S1 for the zones Oi  with i =1,3,4. Then the mean value 
W1,Cv  for Cv is equal to 2, to be multiplied for 1.0 (cfr. Table 9.2) giving N1,Cv =
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INT(W1,Cv * 1.0) = 2 which represents the number of new linguistic labels, inserted 
at the right of Cv. Other new linguistic labels shall be not inserted at the right of 
the three remaining labels since we have, with evident meaning of the symbology,  
W1,V  = W12  = 1, W1,Mv = W15 =1 and W1,F=W16=1 obtaining N1,V  = INT(W1,V * 
0.7) = 0,  N1,Mv = INT(W1,Mv* 0.6 ) = 0 and  N1,F  = INT(W1,F * 0.5) = 0. Then we 
obtain the following finer string for the attribute S1:  

S1 = [01,03,04]Cv [-] Cv,2 [-] Cv,1 [02]V [05]Mv [06]F
             (9.12) 

Table 9.3. Values for W1 

ID S1 W1 

O1 Cv 3 

O2 V 1 

O3 Cv 2 

O4 Cv 1 

O5 Mv 1 

O6 F 1 

This methodology gives the advantage to improve the position of the objects 
(in our case study, the iso-reliable zones) in the set of the attributes, just bearing in 
mind the new linguistic labels to which the objects can be associated. The calcula-
tion of the membership functions for the TFNs, representing the new linguistic la-
bels, is made in the following way:  

Let  be the considered linguistic label present in the the attribute Si 

and let Ni, be the number of the new linguistic labels obtained with 
the above procedure. Let  be the linguistic label immediately fol-
lowing  in the linguistic labels of Si. For every t = 1,…, Ni, , we 
put a ,t = a + t*(a - a )/(Ni, +1) and similarly for M ,t and b ,t. Then 
[a ,t,M ,t,b ,t] is the TFN representative of the linguistic label ,t.  

Returning to the example discussed above, we have the differences aCv- aV =
=0.25, MCv- MV =0.30, bCv  - bV =0.20 to be divided for the number (N1,Cv + 1), 
where  N1,Cv =2.We obtain thus (aCv - aV )/(N1,Cv + 1) = 0.083, (MCv- MV )/(N1,Cv + 
1) = 0.10 and (bCv-bV )/(N1,Cv + 1) = 0.66. Then we deduce that  aCv,2 = aV + 2 * 
(aCv - aV )/(N1,Cv + 1) = 0.65 + 2 * 0.083 = 0.816, aCv,1 = aV + 1 * (aCv - aV )/(N1,Cv + 
1)= 0.65 + 1* 0.083 = 0.733. Similarly we obtain MCv,2 =1.30, MCv,1 =1.00 and 
bCv,2 =1.40, bCv,1=1.10, that is [0.816,1.30,1.40] and [0.733,1.00,1.10] are the re-
spective TFNs representative of Cv,2 and Cv,1. 
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9.2.3. Approximation of the linguistic labels 

Some TFNs obtained in the final fuzzy attribute, after the successive composition 
of several strings, must be reconverted in linguistic labels, which can be approxi-
mated to known TFNs using the following procedure: 

Let  be the TFN to be approximated and ,  be TFNs known (that is 
the meaning of their linguistic labels is known) such that M  M
M . By setting  d= M - M  and if  M   M  M  + d/10, then we put 

 = ; if  M + d/10  M  M  + 3d/10, then we say  is “Next To ”
and we write   = NT[ ]; if M + 3d/10  M  M  + 7d/10, then we 
say  is “Included Between  and ” and we write   = IB[ , ]; if M +
7d/10  M  M  + 9d/10, then we say  is “Before To ” and we write 

 = BT[ ]; if M + 9d/10  M  M , then we put  = . For instance, 

taking in account the TFNs of Table 9.3, let  = 6  of  Subsection 2.1. 
Since MV  M  MCv  and  d=0.30, it is easily seen that  = IB[V,Cv].  

We note that no matter of comparison between a , a  , a and similarly for b ,
b , b is requested in this procedure. 

9.3. The layer “Spot Elevations” S1 

This parameter (layer) is related to the spot elevations (shortly, SE) of each iso-
reliable zone and it is performed from two sub-parameters   P11  and  P21, repre-
sented from the values (see Tables 9.4 and 9.5) “d11=density of uncoded SE” and  
“d21=density of coded SE per ha”, respectively (ha  stands for hectare=10000 m2 ). 
In other words, we have  

d11  = uncoded SE/ (uncoded SE + coded SE) 
and  

d21 = (coded SE/area iso-reliable zone) * 100. 

Table 9.4. Layer “SPOT ELEVATIONS”: values of the sub-parameter P11

Zone Uncoded SE Coded SE Total SE d11

O1 20 332 352 0.056818 

O2 19 505 524 0.036260 

O3 12 157 169 0.071006 

O4 5 73 78 0.064103 

O5 33 412 445 0.074157 

O6 16 170 186 0.086022 
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By taking in account the TFNs of Table 9.2 and the evident fact that the sub-
parameter P21 has greater relevance than P11 in the performance of the parameter 
S1 (the weight w21 of P21  increases if the area of the iso-reliable zone increases), 
the experts, considering the values d11  and d21 as middle points of the support of 
TFNs, have suggested the following TFNs and related weights, reported in Table 
9.6, for both sub-parameters: 

Table 9.5. Layer “SPOT ELEVATIONS”: values of the sub-parameter P21

Zone Coded SE Area zone (m
2
) d21

O1 332 747649.73 0.044406 
O2 505 1330929.13 0.037943 
O3 157 369991.46 0.042433 
O4 73 345378.48 0.021136 
O5 412 968092.37 0.042558 
O6 170 409442.32 0.041520 

Table 9.6. Layer “SPOT ELEVATIONS”: labels of the TFNs and weights of P11 and P21

Zone d11
Labels 

of  P11
w11 d21

Labels of  

P21
w21

O1 0.056818 Mv 2 0.044406 Cv 4 
O2 0.036260 Cv 3 0.037943 Mv 5 
O3 0.071006 Sc 2 0.042433 V 3 
O4 0.064103 F 1 0.021136 Nl 3 
O5 0.074157 Bd 2 0.042558 V 4 
O6 0.086022 Nl 2 0.041520 V 3 

Hence we can define the following strings: 

P11 = [O2]Cv [O1]Mv [O4]F [O3]Sc [O5]Bd [O6]Nl
               (9.13a) 

P21 = [O1]Cv [O3,O5,O6]V [O2]Mv [O4]Nl
                           (9.13b) 

to which it is possible to apply the analysis of the weights of Subsection 9.2.2 and 
afterwards the algebraic operations described in Subsection 9.2.1. Successively 
we apply the algorithm of approximation of Subsection 9.2.3 to the TFNs ob-
tained and, by omitting all these calculations for brevity, we limit ourselves to say 
that  the final string S1 has many empty classes with labels like [-]V , [-]Mv , [-]Sc .
Then, by avoiding to write these uninteresting classes in the final string S1, we 
have that 
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S1 = [O1,O2]IB[V,Cv] [O3]IB[F,Mv] [O5]F [O6]BT[F] [O4]Bd ,                            (9.14) 

where the linguistic labels are represented by the  TFNs included in the Table 9.7, 
which reports the description of all TFNs used in this case study. Figure 9.1 gives 
a graphical representation of the layer S1.

Fig 9.1. Layer “SPOT ELEVATIONS”
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           Table 9.7. Labels of the TFNs used in this case study 

LABEL DESCRIPTION a M b 

Cv Optimum 0.80 1.00 1.20 

NT[Cv] Quasi Optimum 0.77 0.93 1.10 

IB[V,Cv] Very Very Good 0.73 0.85 1.00 
BT[V] Very good 0.70 0.78 0.90 

V Good 0.65 0.70 0.80 
NT[V] Quasi Good 0.62 0.68 0.75 

IB[Mv,V] Very Very Sufficient 0.60 0.65 0.70 
BT[Mv] Very Sufficient 0.58 0.62 0.67 

Mv Sufficient 0.55 0.60 0.65 
NT[Mv] Quasi Sufficient 0.52 0.57 0.63 
IB[F,Mv] Very Very Mediocre 0.50 0.55 0.60 

BT[F] Very Mediocre 0.48 0.52 0.57 
F Mediocre 0.45 0.50 0.55 

NT[F] Quasi Mediocre 0.42 0.48 0.53 
IB[Sc,F] Very Scanty 0.40 0.45 0.50 
BT[Sc] Very Very Scanty 0.38 0.42 0.47 

Sc Scanty 0.35 0.40 0.45 
NT[Sc] Quasi Scanty 0.32 0.38 0.42 

IB[Bd,Sc] Very Bad 0.28 0.35 0.40 
BT[Bd] Very Very Bad 0.25 0.32 0.37 

Bd Bad 0.20 0.30 0.35 
NT[Bd] Quasi Bad 0.15 0.25 0.32 

IB[Nl,Bd] Quasi Null 0.10 0.20 0.28 
BT[Nl] Very Quasi Null 0.05 0.15 0.25 

Nl Null 0.00 0.10 0.20 
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9.4. The layer “Contour Lines” S2 

Dividing the area (expressed in m2 ) of any iso-reliable zone in hectares, it was 
calculated the number of contour lines per hectare and afterwards the related 
mean, thus obtaining the mean density C of the contour lines for ha in each iso-
reliable zone Oi, i=1,…,6. Afterwards, in each zone Oi, it was calculated the 
meanslope S, that is the mean of all the slopes (measured in radiants) per hectare. 
Since C increases if each zone Oi  has strong variations of altimetry, that is S

achieves an high value, then we can deduce that the parameter S2 is performed 
from two sub-parameters P12 and P22 , respectively, represented from 

d12 = mean density of the number of contour lines for ha/meanslope 
and  

d22 = standard deviation (number of contour lines for ha/meanslope). 

The sub-parameter P12 has greater relevance than P22 in the performance of the 
parameter S2, in other words, we have  w12  w22 . Then, always considering the 
linguistic labels of the TFNs of Table 9.2, the experts have suggested the follow-
ing TFNs and related weights, reported in the successive Table 9.9. Then we can 
consider the following strings: 

P12 = [O4]Cv [O6]F [O1]Bd [O2,O3,O5]Nl                           (9.15a) 
P22 = [O4]Cv [O6]V [O2,O5]F [O1]Bd [O3]Nl                       (9.15b) 

Table 9.8. Layer “CONTOUR LINES”: values of the sub-parameters P12 and P22 which are 
normalized. 

Zone 
Mean density of 

contour lines 
Meanslope d12 d22

O1 0.0671 0.2113 0.317558 0.446207 
O2 0.0286 0.1066 0.268293 0.501266 
O3 0.1092 0.3976 0.274648 0.425268 
O4 0.3950 0.6655 0.593539 0.585138 
O5 0.0557 0.2146 0.259553 0.497379 
O6 0.1502 0.3525 0.426099 0.552639 
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to which it is possible to apply the algorithms of Section 9.2, giving the final 
string: 

S2 = [O4]Cv [O6]IB[Mv,V] [O1]BT[Bd][O2,O5]NT[Bd][O3]Nl                   (9.16) 

where the labels have the meaning given in Table 9.7. Figure 9.2 gives a graphical 
representation of the layer S2. 

Fig. 9.2. Layer “CONTOUR LINES” 
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Table 9.9. Layer “CONTOUR LINES”: labels of the TFNs and weights of P12 and P22

Zone d12
Labels    

of  P12
w12 d22

Labels of  

P22
w22

O1 0.317558  Bd 2 0.446207 Bd  2 
O2 0.268293  Nl 3 0.501266    F  2 
O3 0.274648  Nl 2 0.425268   Nl  1 
O4 0.593539  Cv 2 0.585138   Cv  1 
O5 0.259553  Nl  3 0.497379    F  2 
O6 0.426099   F  2 0.552639    V  1 

9.5. The layer “Buildings” S3 

This layer derives from a comparison between the perimeters of all the buildings 
of the whole island supplied by the Local Administration (here denoted with the 
symbol “Perimeterj”for the j-th building of the iso-reliable zone under study) and 
the perimeters graphically measured (here denoted with the symbol 
“Length(Shape)j”) on the polygons representing the buildings itself. Further, since 
the Local Administration did not supply data about the area of all the buildings in 
the planimetry of the island, we have considered the area Areaj of any building, 
graphically measured, as equivalent to that one of a circle having the length of the 
circonference equal to the known perimeter of the building itself. Then, in order to 
perform the parameter S3, we have considered in each iso-reliable zone Oi,

i=1,…,n, two sub-parameters P13 and P23 , respectively, represented from “d13 = 
mean of the absolute value of the difference [Perimeterj - Length(Shape)j]” and 
“d23 = mean of the absolute value of the difference [Areaj – (Perimeterj

2 /4 )]”.
Strictly speaking, we have used Eq. 9.17 and 9.18  

n

ShapeLengthPerimeter

d

n

j
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1
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4
                         (9.18)

where n is the number of the buildings in the iso-reliable zone Oi under considera-
tion. If we put for brevity: 
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2 )4/(2                (9.20) 

we have the  results for P13 and P23 given in Table 9.10. Here the sub-parameter 
P13 has more greater relevance than P23 in the performance of  S3, in other words, 
we have  w13 > w23 . Then, always considering the linguistic labels of the TFNs of 
Table 9.2, the experts, normalizing the values of d13 and d23, have suggested the 
TFNs and related weights reported in the successive Table 9.11. Then, by using 
the representation under form of strings, we have: 

P13 = [O1,O5,O6]Cv [O4]V [O2]Mv [O3]Nl                                (9.21a) 
P23 = [O1,O4,O5,O6]Cv [O2]Mv  [O3]Nl                                   (9.21b) 

from which, after applying the algorithms of Section 9.2, we get the final string: 

S3 = [O1,O5,O6]Cv [O4]IB[V,Cv] [O2]Mv [O3]Nl                         (9.22) 

with the labels having the meaning given in Table 9.7. Figure 9.3 gives a graphi-
cal representation of the layer S3, in which we note that the (index of) reliability 
of the zone O3 is null because d23 assumes a very high value, hence it does not 
give contribution to perform S3.

   Table 9.10. Layer “BUILDINGS”: values of the sub-parameters P13 and P23

Zone n SUM1 d13 SUM2 d23

O1 667 2717.34 4.0740 59873.01 89.7646 

O2 1806 12689.95 7.0266 302649.9 167.5802 

O3 549 6526.71 11.8884 179219.2 326.4466 

O4 14 66.05 4.7179 1229.65 87.8321 

O5 1319 5866.23 4.4475 122516.83 92.8861 

O6 261 1137.15 4.3569 23349.32 89,4610 
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   Table 9.11. Layer “BUILDINGS”: labels of the TFNs and weights of P13 and P23

Zone d13
Labels of  

P13
w13 d23

Labels of  

P23
w23

O1 0.3426 Cv 2 0.2749 Cv 1 
O2 0.5910 Mv 4 0.5133 Mv 2 
O3 1.0000 Nl 2 1.0000 Nl 1 
O4 0.3968 V 2 0.2690 Cv 1 
O5 0.3741 Cv 3 0.2845 Cv 2 
O6 0.3664 Cv 2 0.2740 Cv 1 

Fig. 9.3. Layer “BUILDINGS”
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9.6. The layer “ Network Streets” S4 

This network is realized by taking in account roads, retaining walls, pathways, en-
closures, etc. Since there are also streets which lead to buildings, then it is neces-
sary to establish a buffering area B (see Figure 9.4) in such a way that if it does 
not intersect the polygons representing these buildings. Thus, in order to perform 
the layer S4, in each iso-reliable zone Oi, i=1,…,6, we need to know two sub-
parameters P14 and P24 , respectively, represented from  

d14 = density of area of the polygons (buildings included in the zone Oi) 
outside B

and  

d24 = standard deviation of the areas of the same polygons outside B

If n is the number of buildings of the zone Oi outside B and if Aj is the area (in 
m2) of the j-th building of the zone Oii outside B, by setting A=area of the zone 
Oi, we have the following formulas:  

A

A
d

n

j j1

14                                                 (9.23) 
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2

14
24 1
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                        (9.24) 

Note that d14/n is the mean of the area of a polygon representing a building out-
side B. It is clear that if d24 achieves a high value, then there are many buildings 
not intersected from the buffering area and hence noteworthy information is miss-
ing for this network (in other words, the whole information on the streets leading 
to these buildings is completely absent). An optimal situation should consist in a 
low value d14 of the sub-parameter P14 and by taking in consideration the areas of 
the polygons outside the buffering area, we have the values for d14 and d24 given 
in Table 9.12. Note that the values of n are obviously lower of those ones appear-
ing in Table 9.10 except the zone O4 corresponding to the small island of Vivara 
in which the streets are completely absent. Low values of d14 correspond to TFNs 
with optimal or good reliability label and, by considering that the sub-parameter 
P14 is certainly more important than P24 (that is w14  w24), the experts have sug-
gested the TFNs and related weights given in Table 9.13. 
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     Table 9.12. Layer “NETWORK STREETS”: values of the sub-parameters P14 and P24

Zone n d14 d24

O1 639 0.0088 0.0933 

O2 1776 0.0083 0.0906 

O3 540 0.0480 0.2137

O4 14 0.0006 0.0235

O5 1293 0.0114 0.1063

O6 242 0.0053 0.0723

Table 9.13. Layer “NETWORK STREETS”: TFNs and weights of P14 and P24

Zone d14

Labels of  

P14

w14 d24 

Labels of 

P24

w24 

O1 0.0088 V 2 0.2749 Sc 2 
O2 0.0083 V 3 0.5133 Sc 2 
O3 0.0480 Nl 2 1.0000 Cv 1 
O4 0.0006 Cv 2 0.2690 Nl 1 
O5 0.0114 V 3 0.2845 F 2 
O6 0.0053 Cv 2 0.2740 Sc 1 

Then, by using the representation under form of strings, we have: 

P14 = [O4,O6]Cv [O1,O2,O5]V [O3]Nl                             (9.25a) 
P24 = [O3]Cv [O5]F [O1,O2,O6]Sc [O4]Nl                        (9.25b) 

from which, after applying the algorithms of Section 9.2, we deduce the final 
string: 

S4 = [O4]BT[V] [O1]IB[Mv,V] [O2]Mv [O3,O5,O6]IB[F,Mv]          (9.26) 

with the labels having the meaning given in Table 9.7. Figure 9.5 gives a graphi-
cal representation of the layer S4.



204   F Di Martino et al. 

Fig. 9.4. The buffering area of the “NETWORK STREETS”

Fig. 9.5. Layer “NETWORK STREETS”
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9.7. Global  Reliability 

By using again the software tool FUZZY-SRA, we passed to calculate the (index 
of) global reliability of each iso-reliable zone starting from the (indexes of) reli-
ability of each parameter Sj,. In other words, we have reconsidered the above 
strings: 

S1 = [O1,O2]IB[V,Cv] [O3]IB[F,Mv] [O5]F [O6]BT[F] [O4]Bd            (9.27a) 
S2 = [O4]Cv [O6]IB[Mv,V] [O1]BT[Bd][O2,O5]NT[Bd][O3]Nl            (9.27b) 
S3 = [O1,O5,O6]Cv [O4]IB[V,Cv] [O2]Mv [O3]Nl                          (9.27c) 
S4 = [O4]BT[V] [O1]IB[Mv,V] [O2]Mv [O3,O5,O6] IB[F,Mv]              (9.27d) 

Following the opinion of the experts, if we call wj (j=1,2,3,4) the weight as-
signed to the layer  Sj in the iso-reliable zone Oi (i=1,…,6), it was decided gener-
ally to give a relevant value to w1 and w3 with respect to w2 and w4 because the 
layers S1 and S3 were considered from the Local Administration more important 
than the layers S2 and S4. The weights are given in the following Table 9.14: 

Table 9.14. Weights of the single layers in each iso-reliable zone 

Zone w1 w2 w3 w4

O1 2 1 2 2 

O2 3 1 4 3 

O3 2 1 2 1 

O4 2 2 1 1 

O5 3 1 3 2 

O6 2 2 1 1 

Hence, applying the algorithms of Section 2, we got the following final string: 

S = [O1,O6]NT[IB[Mv,V]] [O4]BT[Mv] [O2,O5]NT[Mv] [O3]NT[NT[Sc]]      (9.28) 

where the linguistic labels represent the TFNs listed in Table 9.15 

:
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Table 9.15. Weights of the single layers in each iso-reliable zone 

Zone w1 w2 w3 w4

O1 2 1 2 2 

O2 3 1 4 3 

O3 2 1 2 1 

O4 2 2 1 1 

O5 3 1 3 2 

O6 2 2 1 1 

 Bearing in mind the TFNs of Table 9.7, it appear evident the meaning of the 
(indexes of) global reliability of each iso-reliable zone. These indexes (which we 
have approximated) are listed in Table 9.16:  

Table 9.16. Description of the final TFNs outputs 

Label a M b 

NT[IB[Mv,V]] 0.619867 0.640555 0.657656 

BT[Mv,V] 0.600945 0.620907 0.638046 

NT[Mv] 0.551823 0.570301 0.587773 

NT[NT[Sc]] 0.354477 0.369847 0.392198 

Table 9.17. Values of the indexes of reliability for each iso-reliable zone 

Zone 
Index of 

S1 

Index of 

S2
Index of S3 Index of S4

Global 

Index

O1 0.85 0.32 1.00 0.65 0.640 
O2 0.85 0.25 0.60 0.60 0.570 
O3 0.55 0.10 0.10 0.55 0.370 
O4 0.30 1.00 0.85 0.78 0.621 
O5 0.50 0.25 1.00 0.55 0.570 
O6 0.52 0.65 1.00 0.55 0.640 

As appears in Figure 9.6, it is evident the minor global reliability of the zone 
O3 with respect to the remaining ones. 
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Fig. 9.6. Global reliability of each zone
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9.8. Conclusions 

It is well known the great difficulty for evaluating the quality of the applications 
concerning environmental problems, mainly due to the heterogeneity of input data 
and their indeterminateness in the error estimations. Then the usage of the Fuzzy 
Logic can be adequate in the treatment of this kind of information, especially 
when using approximate linguistic values to define the input data (Bardossy and 
Duckstein 1995, Di Martino et al. to appear)  via suitable  TFNs.     

Here we also have used TFNs for defining the (indexes of) global reliability of 
the parameters involved. These parameters become layers inside the internal struc-
ture of our GIS, where the calculations are executed by using suitable algebraic 
operations and implemented inside our GIS via the software tool FUZZY-SRA 
(Gisolfi and Loia 1995). 
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Abstract.  Recent research on the identification of landscape morphometric units 
has recognised that those units have a vague spatial extent which may be modelled 
by fuzzy sets.  To date most such have looked at the landscape at a single resolu-
tion although scale dependence is one of the reasons the concepts are vague.  The 
fact is that the allocation of landscape elements to morphometric classes is am-
biguous, and in this chapter we exploit the ambiguity of multi-resolution classifi-
cation as the basis of the morphometric classes as fuzzy sets.  We explore this idea 
with respect to both the mountains around Ben Nevis in Scotland and the dynamic 
environment of a coastal dunefield.  The results in the first example show that the 
landscape elements identified correspond to landmarks named in a placename da-
tabase of the area, although many more peaks are found than are named in the 
available database.  In the second case multi-temporal data on a dynamic coastal 
dunefield is used to show results for fuzzy set and fuzzy logic analysis to identify 
patterns of change which contrast with more traditional change analysis.  Both ex-
amples provide new insights over the types of analysis which are currently avail-
able in Geographical Information Systems, and the manipulation of scale to pa-
rameterise membership of the fuzzy set is a uniquely geographical method in 
fuzzy set theory. 

10.1. Introduction 

Published geographical applications of fuzzy set theory have used approaches to 
membership parameterisation which are grounded in classic models, referred to by 
Robinson (1988) as Semantic Import Models where some a priori knowledge is 
used to assign certain values of memberships to particular indicator variables such 
as elevations (Usery, 1996; Cheng and Molenaar, 1999a, 1999b), or the Similarity 
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Relation Model where a multivariate dataset is assembled and some method of 
multivariate fuzzy classification applied (Burrough et al., 2000, 2001; MacMillan 
et al., 2000; Irvin et al., 1997).  These methods are comparable to methods used 
widely in fuzzy set research (Klir and Yuan, 1995; Kruse et al., 1994).  Both ap-
proaches rely on the idea that applying a Boolean classification in either the mul-
tiple or single variable situation involves a sharp boundary where a sharp bound-
ary may not be appropriate.  Ultimately these approaches are both grounded in 
sorites paradox (the paradox of the heap and semantic vagueness (Williamson 
1994; Sainsbury 1995; Fisher 2000a, 2000b).  The threshold value associated with 
a Boolean set assignment is trivial because it cannot be clearly, precisely and un-
arguably identified, so that preserving some information on the boundary condi-
tion into the classification is beneficial.  In this paper, we introduce a alternative 
geographically based approach to parameterising memberships of fuzzy sets 
which is grounded in ambiguity and related therefore to the epistemic approach to 
vagueness (Williamson, 1994) 

Specifically, in this paper we explore information on landscapes derived from 
Digital Elevation Models (DEMs). Among the simpler derivatives from such data 
is the assignment of a location to a geomorphic, or morphometric unit.  For a tar-
get grid cell in the DEM, valus in the surrounding 3 x 3 cell area are used to assign 
that target cell to one of 6 classes: pit, peak, pass, channel, ridge, and plane (Fig-
ure 10.1; Peucker and Douglas, 1975; Evans, 1980; Wood, 1996b).  Many such 
units in the real (rather than digital) landscape are hard to define as Boolean enti-
ties in terms of either their elevation or their spatial extent (Fisher and Wood, 
1998; Usery, 1996; Wood, 1996a, 1996b).  Thus a pixel in a raster grid can be as-
signed to the morphometric class peak, but, because it is a peak at one scale of the 
landscape, it is not always a peak (Figure 10.2).  If a landscape feature is defined 
simply from the elevation at a location together with those elevations in the area 
immediately surrounding the location as controlled by the arbitrary resolution of a 
DEM, it will have nothing more than a possible meaning for either landscape 
processes or how people perceive the landscape.  People do not see a mountain of 
a particular name as a point feature.  The summit of the mountain, usually the 
highest point, tends to have the name associated with it, but that does not really 
describe the landscape as we experience it and is not sufficient to define the spatial 
extent of the mountain (Fisher and Wood, 1998).  The mountain is part of the con-
tinuum of the surface of the earth, but it is a part of that continuum which is rec-
ognized and recalled through the act of naming it.  It is a semantic construct that 
has been used to exemplify the philosophical discussion of vague objects (Bur-
gess, 1990; Williamson, 1994; Sainsbury, 1989, 1995; Varzi, 2001). 

In the case of morphometry (the measurement of form) one reason for the 
vagueness of the morphometric class is the geographic distance over which a class 
can be considered to persist that is to say the scale of measurement (Tate and 
Wood, 2002). We use the variation in feature definition with the scale of meas-
urement as the basis of the membership.  What may be a peak at one scale may be 
another morphmetric class at another, say a ridge (Figure 10.2). So is it a peak or a 
ridge?  The assignment at each scale is specific and clearcut, but because the class 
may differ for different scales, the answer is ambiguous.  The location is to some 
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degree both a peak and a ridge.  Indeed, many locations may be classed as all six 
morphometric units depending solely on the scale of measurement.  

 In this paper, we propose an approach to fuzzy set membership based on the 
ambiguity in multi-scale classification of a landscape to morphometric classes, 
and we briefly explore the consequences of this in two instances – one looking at 
regional scale static morphometry in the Ben Nevis area of Scotland, and the sec-
ond exploring temporal changes in a coastal dune field in North-west England 
(Figure 10.3).  In Section 2 we outline the general method of analysis, in Sections 
3 and 4 the two particular applications are the principal focii.  Some necessary 
theoretical developments over and above that given in Section 2 is specified in 
Section 4.  In Section 5 we present conclusions and suggestions for further work.   

10.2.  Theory and method of multi-scale analysis 

Let L denote a Boolean or crisp set of the morphometric class to which a location 
in the landscape measured at a particular scale can be assigned.  In the model of 

Peak

Channel 

Pit

Ridge 

Pass

Plane

Fig. 10.1.   Morphometric units
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morphometry used here (Evans, 1980; Wood, 1996a, 1996b), six possible valua-
tions of L at location x exist [ridge, peak, pass, channel, pit, planar].  These six 
classes represent all the permutations of the first and second derivatives of a sur-
face in two orthogonal directions.  Let us indicate this set of six classes by the 
symbol [A].  We can represent this in Equation 10.1. 

Peak 

Planar 

Channel 

Channel 

Morphometric Class

Fig. 10.2.   Changing morphometric classes with scale 
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Fig. 10.3. The location of the study areas in northwest England.  

[A]xL  (10.1) 

If we give a numberical valuation to the membership of the set equal to 1 or 0 
such that 1 indicates that the set is true in a particular case, and 0 indicates that it 
is untrue, then because there are six possible valuations of A, it follows that for 
five values of A, the membership of the Boolean set, mAx, of that class is given in 
equation 10.2, and for only one possible valuation of A the membership of the 
Boolean set is unity (Equation 10.3). 

0Axm  (10.2) 

1Axm  (10.3) 

 The allocation of a location to a class is not, however, persistent under differ-
ent scales of measurement (Wood 1996a, 1996b).  Just because the value of mAx|s1

= 1 for a certain landform class, it does not follow that mAx|s2 =1 or that mAx|s3 =1 
for the same class, where s1, s2, etc indicate different scales of measurement (Fig-
ure 10.2).  There is therefore ambiguity as to which class a location belongs.  The 
membership of a fuzzy morphometric class, A, can therefore be given in equation 
10.4, for each of A, where n is the number of scales of analysis.   
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Equation 10.4 weights each scale of analysis equally, and is the approach used 
in discussion here.  Differential weightings can be envisaged and easily imple-
mented, but the values of the weightings associated with particular scales requires 
careful consideration.   

To execute the multi-scale analysis we have used the method of Wood (1996a; 
1996b), where the surface is modelled as a gridded DEM and then locally interpo-
lated as a quadratic surface centred on an expanding window of gridded cell val-
ues.  Morphometric analysis is then performed on the generalised surface over a 
range of window sizes.  Other generalisation operators are possible (Fisher, 1996), 
and the exact outcome will be dependent on the generalisation operator.  We used 
the Landserf software to execute these operations (Wood, 2002a).  This was sup-
ported with the Idrisi 32 (Eastman 1999) and ArcGIS packages for map algebra 
and cartography, respectively.  

10.3. The Ben Nevis Area 

10.3.1. Introduction 

As mentioned in Section 1, the definition of the vague concept “a mountain” is 
used to illustrate philosophical discussions of vagueness (Burgess, 1990; Sanis-
bury, 1989; Varzi, 2001), and is therefore an appropriate first issue to motivate 
analysis here.  We have chosen to explore the definition of the extent of the high-
est mountain of the British Isles, Ben Nevis, and other mountains in its vicinity,  
the Grey Corries and the Mamores ranges (Figure 10.4).     

The Ordnance Survey’s 50m resolution PanoramaTM gridded DEM of the area 
was used.  Two 20 x 20 km tiles were mosaiced to derive the DEM used, but a 
subset of the total area was used in analysis and is shown in Figure 10.4.  The 
DEM was originally derived from contours digitised from 1:50,000 maps.  To 
support some interpretation we used the PanoramaTM contour data as well.  This 
area of Britain is well known to mountain climbers, and in particular it contains 19 
of the Munros (Figure 10.4; Table 10.1).  The Munros are a number of Scottish 
mountains over 3000ft, and were first listed by Sir Hugh Munro in his Tables pub-
lished in 1891 (Bearhop,1997; Bennett, 1999).  Munros are used by hillwalkers as 
trophies, and “Munro bagging” (walking/climbing to the summits of Munro’s) is 
the leisure activity of a whole community.  The Ordnance Survey DEM data used 
here was supplemented by a database of waypoints from peaks of the mountains 
(Seymour, 2003). 
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Fig. 10.4.  A DEM Ben Nevis and the Mamores derived from parts of 2 Panorama 
tiles of the Ordnance Survey 50m resolution DEM (© Crown Copyright Ordnance 
Survey. An EDINA Digimap / JISC supplied service).  Superimposed are the names 
of the Munros from waypoint files (Seymour, 2003).  
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Fig. 10.5. Memberships of three fuzzy morphometric landforms: A) 
Peakness; B) Ridgeness; and C) Passness.  The locations of  Munro 
summits from waypoint lists are shown in A.  The feature extractions 
shown in this figure used a threshold of 4o for the peaks over a range of 
21 scales.  
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Fig. 10.6. Memberships of three fuzzy morphometric landforms: A) 
Peakness; B) Ridgeness; and C) Passness.  The locations of  Munro 
summits from waypoint lists are shown in A.  The feature extractions 
shown in this figure used a threshold of 4o for the peaks over a range of 
37 scales.  



218   P Fisher et al 

The DEM was processed as outlined above using Landserf (Wood, 2002a).  
Generalization filter sizes from 3 x 3 to 43 x 43 pixels were used, and then 3 x 3 to 
75 x 75 pixels, and morphometric classes extracted which can be considered rep-
resentative of size from 100 m to 2100 m, and 100 m to 3700 m, the first identify-
ing local-to-meso scale features, and the second local-to-regional features.  The 
Boolean assignment of locations to morphometric classes, particularly Peaks and 
Pits, is problematic because the method encoded in Landserf uses a best-fit surface 
through an area, and is intended to assign features without a slope to one or the 
other.  However, in the polynomial approximation used, most locations have a 
slope, and so very few would be assigned to peak or pit classes.  A threshold is 
therefore included such that locations which would otherwise be considered a 
peak or pit, but which have a slope less than the threshold are assigned to the cate-
gory peak or pit.  In the analysis reported here, the thresholds of 4o was used, fol-
lowing exploration of the alternatives.  This    is large enough that peaks are pre-
sent, and threshold values a little larger include only a few more pixels in the peak 
class.  The analysis of each scale classified every pixel into one of 6 morphometric 
classes and was saved.  The extent of each of the six landforms at each scale was 
then separated into binary coded geographic databases.  Across the range of scales 
the values were then added and divided by the number of scales to yield the mem-
berships (Equation 10.4).  

10.3.2. The Degree of Peakness 

Using the local-to-meso scale range we derived the membership images of peak-
ness, ridgeness, and passness, shown in Figure 10.5.  The extents of all six mor-
phometric classes were determined, but these three relate most to the degree to 
which a location is a mountain.  For the local-to-regional scales, the equivalent 
images are shown in Figure 10.6.  Figure 10.7A shows the degree of peakness in 
those areas over 3000ft (914m).  It is possible to see that all the named Munro 
peaks are identifiable by a region with some degree of peakness in both analyses.  
The maximum degree of membership in the fuzzy set peak within the zone associ-
ated with the named Munros is listed in Table 10.1.  The majority of Munros have 
a relatively high membership in the concept peak, with the majority having mem-
berships over 0.5.  Only Na Gruagaichean and Binnein Beag have memberships 
less than 0.5 in the local-to-meso scale analyses.  Most peaks have a lower mem-
bership of peakness in the analysis of local-to-regional scales.  It can be seen that 
in 2/3 of the Munros the number of times a location is a peak increased in the lar-
ger number of analyses (peaks identified in the local-to-meso scale analysis con-
tinue to be identified as peaks in the local-to-regional scale analysis), although the 
membership of peakness may be smaller.   
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Table 10.1. The maximum values of memberships of the fuzzy set of Peakness in the vicin-
ity of Munro summits.  In each of the two ranges of scales analysed, the maximum number 
of times a peak was identified as well as the maximum membership is listed for each peak. 

Munro Name Local-to-meso scales Local-to-regional 
scales 

 Count Membership Count Membership 
Ben Nevis and the Grey Corries 

Ben Nevis (Figure 10.8C) 15 0.71 21 0.57 
Carn Mor Dearg 14 0.67 14 0.38 
Aonach Mor 16 0.76 30 0.81 
Aonach Beag 18 0.86 32 0.86 
Sgurr Choinnich Mor (Figure 
10.8A) 

19 0.90 21 0.57 

Stob Coire an Laoigh 13 0.62 29 0.78 
Stob Choire Claurigh 13 0.62 29 0.78 
Stob Ban 17 0.81 17 0.46 

Mamores
Mullach nan Coirean (Figure 
10.8B) 

17 0.81 33 0.89 

Stob Ban (Mamores) 16 0.76 21 0.57 
Sgurr a’Mhaim 17 0.81 19 0.51 
Am Bodach 19 0.90 19 0.51 
Stob Coire a’Chairn 19 0.90 24 0.65 
An Gearahach 11 0.52 11 0.30 
Na Gruagaichean (Figure 
10.8D) 

7 0.33 7 0.19 

Binnein Mor (Figure 10.8D) 12 0.57 16 0.43 
Binnein Beag 6 0.29 6 0.16 
Sgurr Eilde Mor 17 0.81 21 0.57 

In some cases, the area of highest memberships is displaced from the location 
of the peak (e.g. Ben Nevis, itself), while in others the peak is located in the area 
of high peakness (e.g. Carn Mor Dearg).  Some peaks are very extensive (e.g. 
Mullach nan Coirean), while others are rather small (e.g. Sgurr Choinnich Mor).  
Some peaks are singular (their zone of high peakness is surrounded by a zone with 
no degree of peakness (e.g. both the Stob Ban in the Grey Corries and the Stob 

Ban in the Mamores), while others merge with other peaks (e.g. Aonach Mor and 
Aonach Beag).   

The allocation of peaks to the Munros is somewhat arbitrary.  The hill or moun-
tain has to be popularly acknowledged and recognised as a mountain, and over 
3000ft but there are more candidate peaks over 3000ft than there are Munros 
(Bennet, 1999).  Possible Munros are listed in separate tables and are known as 
Tops.  In the Mamores and Grey Corries, the majority of Tops have only very 
small memberships of the set peak in either of the ranges of scales analysed.  In all 
but three cases, the memberships are well below 0.5.  Furthermore, most Tops do 



220   P Fisher et al 

not show the continuing identification as peaks in the regional scale analyses; the 
number of times a location is a peak in the local-to-meso scale analysis is equal to 
the number of times in a local-to-regional scale analysis (Table 10.2).   Indeed 
only, Sgor an Lubhair and Binnean Mor – South Top are identifiable as pro-
nounced regional Peaks, competing for the degree of peakness with the Munros.   
It is also clear that many locations which are not over 3000ft possess a large 
membership of peakness.  These are not explored further here, but some possibly 
interesting patterns are apparent. 

Table 10.2. The highest values of memberships of the fuzzy set of Peakness in the vicinity 
of Top summits.  In each of the two ranges of scales analysed, the maximum number of 
times a peak was identified as well as the maximum membership is listed for each peak. 

Top Name Local-to-meso scales Local-to-regional 
scales

Count Membership Count Membership 
Ben Nevis and the Grey Corries 

Carn Dearg – Northwest Top (2)  5 0.24 5 0.14 
Carn Dearg Meadhoach (7) 14 0.67 16 0.43 
Carn Dearg – Southwest Top(66) 3 0.14 3 0.08 
Stob Choire Bhealach (26) 1 0.05 1 0.03 
Sgurr a’Bhuic (130) 2 0.10 2 0.05 
Stob an Cul Choire (39) 3 0.14 3 0.08 
Torn na Sroine (218) 2 0.10 2 0.05 
Sgurr Choinnich Beag (131) 4 0.19 4 0.11 
Stob Coire Easain (33) Part of the Munro, Stob Coire an Labigh

Beinn na Socaich (76) 2 0.10 2 0.05 
Caisteil (23) 7 0.33 7 0.19 
Stob Coire Cath na Sine (34) 4 0.19 4 0.11 
Stob a’Choire Leith (24) 
Stob Coire na Gaibhre (143) 

Parts of the Munro, Stob Coire Claurigh

Stob Coire Dhonhnuill (15) 3 0.14 3 0.08 
Mamores 

Sgor an Lubhair (82) 17 0.81 33 0.89 
Mullach nan Coirean (220) 10 0.48 10 0.27 
Stob Choire a’Mhail (97) 

4 0.19 
Part of Top Sgor an 

Lubhair
An Garbhanach (113) 

1 0.05 
Part of Munro Stob 

Coire a’Chairn

Na Guagaichean – Northwest Top 
(54) 

Not identifiable 

Binnean Mor – South Top (41; 
Figure 10.8D) 

18 0.86 34 0.92 

Sgor Eilde Beag (146) 4 0.19 4 0.11 
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Above all, and assuming that a mountain should to some extent correspond to a 
morphometric peak, this analysis presents a plan view of the spatial extent of the 
peaks.  Figures 10.5A, 10.6A, and 10.7A show those areas which to some degree 
correspond to a morphometric peak and so give one view of the fuzzy extent of 
the mountains.  Four particular peaks are shown in detail in Figure 10.8, where the 
memberships of peakness are compared with the contour maps and the topog-
raphic maps of the areas. The four peaks illustrate various different relationships 
between the degree of peakness and Peakness, the Munros, and the Tops.  Fig 8A 
and 8B show Sgurr Choinnich Mor and Mullach nan Coirean, respectively.  The 
two Munros are clearly associated with areas of high degrees of peakness.  In the 
case of the first, the zone of large peakness is directly over the top of the moun-
tain, as indicated in the contours, but in the second, The zone of large values is as-
sociated with the southern flank of the mountain.  This is due to a zone of elevated 
ridgeness on the part of the mountain forming a ridge to the north.  Ben Nevis it-
self (Figure 10.8C) suffers from the same issue.  The ridge on which Ben Nevis

lies, is a pronounced feature, and subsumes the peak where it is named, but the 
peak is definitely revealed in the morphometric analysis to the north.  In another 
case (Figure 10.8D), the Munros Binnein Mor and Na Gruagaichean are just visi-
ble as areas of slightly to moderately elevated peakness, but peakness in the area is 
dominated by the peak associated with the Top, Binnean Mor – South Top 
(1062m).  Like other Tops, this peak is a candidate Munro, but not agreed as a 
Munro.  It is actually higher than Na Gruagaichean, and with its symmetrically 
radiating ridges it forms a morphometric zone which matches well to the concept 
peak, and this is reflected in the degree of peakness.  Detailed examination shows 
that most areas which are recognizable as peaks in the morphometric analysis can 
be broadly associated with named peaks.  Not all summits correspond with peaks, 
however, and frequently they are not in exactly the same position as the summit.  
Rather the summit may be subsumed morphometrically within a larger ridge.  
However, in all cases, for the observer of the mountain, the area of the “peak” as-
sociated with a summit can be mapped out by the analysis presented here.  Where 
Ben Nevis occurs as a recognizable peak for example is shown by the map of 
peakness for Ben Nevis (Figure 10.8C) although the location does not correspond 
to the location of the summit of Ben Nevis.  Furthermore, the mountain is mapped 
out in this endeavour 

10.3.3. The Ridges 

The peaks of the Grey Corries and the Mamores are interconnected in a system of 
ridges and passes, as in other mountain ranges.  The distribution of ridgeness is 
visible in Figures 10.5B, and 6B and of Passness in Figures 5C and 6C.  Rid-
geness, in particular is a spatially dispersed phenomenon revealing large member-
ships over large areas.  Using a revised algorithm designed to identify the network 
features of the landscape (Wood, 1998), the analysis was redone using only the lo-
cal-to-meso scale range.  Figure 10.7B shows the distribution of the membership 
of the fuzzy set of network ridges over these scales, and Figure 10.7C shows the 
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distribution of ridges from the Collins Map of the Munros (Collins, 1998).  It is 
apparent that these ridges are much more restricted in their spatial extent, than 
those from the previous analysis, and the figure also shows that the ridges identied 
correspond remarkably with the walker’s ridges linking the Munros.  However, 
there are prominent ridges (large membership) which do not form part of the 
walker’s network, (for example the extent of the ridge shown running out from 
Sgurr Eilde Mor, into the southeast corner of the study area) and parts of the 
walker’s network where the network ridge is very spatially diffuse (for example, 
between Ben Nevis and Carn Mor Dearg to the north west).    

10.3.4. Summary 

This section has demonstrated that it is possible to define the extent of an indis-
tinct spatial object, based on the ambiguity of multiscale analysis of morphometric 
classes (hills and mountains) and relate them to known named summits and other 
landscape features.  The correspondence between peakness and the Munros indi-
cates that the analysis yields results which have some correspondence to human 
perception of the landscape.  Further work needs to explore the extent of this cor-
respondence as well as examining the sensitivity of the method to thresholds and 
differential weightings of scales. We present a more thorough analysis of the pat-
tern and arrangement of the fuzzy morphometry for the English Lake District 
elsewhere (Fisher et al. 2004). 

10.4. The Ainsdale coastal sand dunes 

10.4.1. Introduction 

Cheng and Molenar (1999a, 1999b) have presented fuzzy analyses of changing 
coastal landforms.  They show that it is possible to model the coastal landforms 
with fuzzy sets using the Semantic Import Model to define the fuzzy extent of 
landforms, including beach, foreshore and dune.  To parameterise the fuzzy sets 
they use elevation above datum, together with expert opinion of the height at 
which different landscape units occur.  They demonstrate the change in these land-
forms over time.  This approach works well in the beach environment, but once 
landforms are on dryland the analysis is less useful.  Indeed, in the work of Cheng 
and Molenaar (1999a, 1999b) a small area is classified as foreshore at one point 
when it is surrounded by what is classified as dunes.  This is a most unusual situa-
tion and does not correspond to any prior ideas about how dunes and beach inter-
act.  The area is almost certainly an area of sand removal by the wind: a blowout 
or interdune area.  In the present research we use the multi-scale approach already 
outlined to examine process in a coastal dunefield.    
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Fig. 10.7. A) The Peakness of the the land which is over 3000ft (914 m), the Mun-
ros (the area shown in solid grey is the land below 3000ft);  B) The fuzziness of 
network ridges in the study area, and C) ridges digitized from the Collins Munro 
Map (Collins, 1998).  
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Fig. 10.8. Details of four Peaks showing three areas identified as having large 
values of peakness compared with the Ordnance Survey Raster Scanned 1:50,000 
mapping and the 1:50,000 DEM contours of the same areas (© Crown Copyright 
Ordnance Survey. An EDINA Digimap / JISC supplied service).  As in Figure 
10.6, the threshold slope for peak differentiation is 4o.
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Fig. 10.9. LiDAR DEM of the Ainsdale Sands in 1998.  The Foredune is clearly 
visible running diagonally to the left of the images, as are degrading parabolic 
dunes.  The area shown is 1.5 km by 1 km.  Areas in black in these and other 
figures of the area have no LiDAR return on at least one date due to standing 
water and wet ground.  

For the work presented here, the study site is located in northwest England 
(Figure 10.3) at Ainsdale Sands.  High resolution DEMs have been collected from 
this area by the UK Environment Agency (EA) by LiDAR, in 1998 and 2000.  The 
EA’s interest in the area is due to its being a Site of Special Scientific Interest, as 
well as the general importance of the environment as a major and threatened habi-
tat type and as a defence against coastal flooding.   The data were made available 
as 2m resolution DEMs registered to the Ordnance Survey National Grid for each 
of the three dates.  The full DEM covers an area 2 x 2 km, but a subset 1.5 x 1 km 
is examined here (Figure 10.9).   Small areas in each image, frequently the same 
areas, gave no reading for the LiDAR sensor due to the standing water or wet soil 
absorbing the infra-red light of the sensor.  These areas are shown in black in Fig-
ure 10.9 and most subsequent figures.  These areas are either on the beach or in in-
terdune areas where wetness is to be expected.  In running the Landserf analysis of 
the landforms, we used generalisation windows from 3 x 3 cells to 49 x 49 cells 
representing landforms with magnitudes from 4 to 96 m; that is to say that there 
are 24 different realisations (versions) of the morphometry for each cell in the 
DEM.  In this instance features such as channels and ridges are of most interest, 
and so the default 10 slope tolerance for identification as pit, peak or pass is used 
in this analysis. 

In the DEM it is possible to see two principal areas, the beach to the northwest 
(top left, Figure 10.9) and the dunefield over the remainder of the area.  The beach 
is characterised by a variety of broad low relief linear features trending from 

Beach 

Foredune 

Dune-

Woods
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southwest to northeast.  The major foredune is then encountered being the domi-
nant feature with this trend, and a series of small parallel ridges follows.  These 
are a series of more or less in-undated previous foredunes.  Finally a series of 
parabolic dunes and blow-outs can be distinguished as curved ridges.  To the ex-
treme eastern edge of the area, a small patch of woodland is just apparent. 

10.4.2. Additional theory 

Sand dunes have definite properties, which include a crest, a windward and a lee-
ward side.  The sides of a dune will typically be planar slopes, but these are wide-
spread in the nearshore environment typifying the beach as well as the dunes.  At 
this stage in our study we can therefore model the dune by the dune-crest, being 
the union of the memberships of the ridge and the peaks in the dunefield.  Al-
though the Union is frequently taken as the maximum function in fuzzy set theory, 
it seems more appropriate here to use the sum of the two sets.  Thus the member-
ship of the dune crest is given by the bounded sum :    

peakridgecrestdune ,1min_  (10.5) 

It follows that the degree to which a location is not a dune-crest at any time is 
given by the negation operation: 

crestdunecrestdune __ 1'  (10.6) 

It is therefore possible to determine the area over which dune crest has spread 
between time t1 and t2, by taking the intersection of the fuzzy set not dune-crest at 
time t1, and a crest at time t2.  The normal fuzzy set intesection, the minimize op-
eration, will not suffice in this instance.  One location with membership 0.5 at 
both t1 and t2 will have membership in this intersection of 0.5, when no change 
has occurred (min (0.5, 1-0.5) = 0.5).  However, there are number of alternative 
operations of most fuzzy set operations, and, in the context of change detection, 
the bounded difference (Equation 10.7; Klir and Yuan 1995:63) serves better.       

1',0max
2_1__ tcrestdune

t
crestdunegaindune (10.7)

It is also possible to model loss of dune-crest area, as the intersection (bounded 
difference) of the area which is dune-crest at time t1, but is not dune-crest at time 
t2 (Table 10.3).   

We can also model the interdune area since the only reason for channels and 
pits in the study area is the existence of slack areas between dunes.  Therefore 
similarly to Equation 10.7, we find that the membership of dune slack is given by:  

pitchanneldune_slack  (10.8) 

These can then be subjected to similar logical operations as the membership of 
the dune ridge (Equations 10.6 and 10.7).  Thus it is possible to model the move-
ment of the dune system as four separate fuzzy sets derived from the different in-
tersection operations (Table 10.3). 
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Table 10.3  The various intersection operations for change in the dune system  
Crest Gain  Not_Dune_Crest  t1 Dune_Crest  t2

 Loss Dune_Crest  t1 Not_Dune_Crest  t2
Slack Gain Not_Dune_Slack  t1 Dune_Slack  t2

 Loss Dune_Slack  t1 Not_Dune_Slack  t2

10.4.3. Results 

Elevation changes are relatively common across the area as should be expected.  
These will partly be due to error in the LiDAR readings, but also due to real 
changes.  Most are small (within 10 cm), but exceptionally they go up to 2.5 m.  
The beach features have undergone systematic change, but due to the frequency of 
change in this inter-tidal area little significance can be attributed to this.  Changes 
in the dunefield are generally not great, but are localised, and follow a southwest 
to northeast trend similar to the foredune, although there are few large changes. 
The wooded area is very noticeable because of the amount of change.  Here the 
difference is more likely due to variations in the tops of the trees, the positions of 
the trees due to the wind and the light-feature interaction when recording the last 
Figure 10.10 A-C shows the memberships of the fuzzy sets channel, planar slope 
and ridge classes of morphometry, respectively, for 1998 after implementation of 
equation 10.4.  Memberships of the other three classes are too small even at their 
highest to be visible in a printed map, just as they are not visible in the modal 
morphometric class (Figure 10.10A).    Large values are very localised showing 
the continuity of dune-crests and interdune-slacks.  Furthermore, the patterns of 
the ridges and crests conform with what would be expected in a dune field, with 
the ridges showing parabolic forms with the open end to the seaward.  It is notice-
able that a number of the larger areas giving no data due to water have halo effects 
of relatively large memberships of ridge, but these are a artifacts consequent on 
the zone of “No Data” return of the LiDAR signal.  The analyses for 1999 and 
2000 show remarkably similar characteristics at the large scale.      

Figures 10.11A and B show the gain and loss, respectively, of the fuzzy dune 
crest, based on the intersections listed in Table 10.3 (after Equation 10.7).   Rela-
tively large areas are seen to have increased their dune crestness to some degree 
(gain), the main area being on the foredune.  Losses of the extent of the dune crest 
are slight, and can generally be interpreted as edge effects around no-data areas.  
Change in the dune slack is also generally slight, but both loss and gain of slack 
has occurred, to some degree, in the vicinity of the wooded area to the east of the 
study site.   
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Fig. 10.10. Membership of the fuzzy sets A) channelness, B) planarity, and C) 
ridgeness in 1998 –  memberships of peakness, pitness and passness were too low 
to be visible in these images.  Black indicates membership 1 and white member-
ship 0.  Other areas shown in black have no LiDAR return on at least one date 
due to standing water and wet ground.

10.4.4. Summary 

A traditional change analysis of the coastal dune field might focus on the change 
in elevation.  Through the morphometric analysis presented here, it is possible to 
extract far more information from the DEM, than when considering elevation 
alone.  Specifically, from the analysis of form over time gains can be seen in the 
foredune ridge, and in the slack around the woodland.   

10.5. Conclusion 

Research presented in this paper has shown the possibility and utility of defining 
landscape phenomena using a novel method of multi-scale analysis which can be 
used to model ambiguous objects which are vague for scale reasons.  Initially the 
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paper examined the case of landscape phenomena which are conceived to be static 
such as hills and mountains.  It was found that in the morphometric analysis used 
the class peak is identifiable as corresponding to many known mountains and hills.  
Similarly passes are identifiably associated with landscape objects identified and 
named by people, and included in a national toponym databases.   

In the second part of the paper, the method was used for the high resolution 
analysis of dynamic landforms, specifically a coastal dunefield.    Although the 
analysis fails to identify the positions of dunes, it is possible to identify dune 
ridges and slacks, and to monitor their changing positions.  The analysis was 
shown to provide significant insights over a more conventional analysis of the ac-
cumulation and erosion of material as is reflected in changing elevations.  The 

A B

Fig. 10.11. Dune change between 1998 and 2000.  Membership of 
A) gain in Dune Crest, B) loss of Dune Crest, C) gain of Dune Slack, 
and D) loss of Dune Slack.

   C   D 
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analysis draws attention to completely different parts of the dunefield.  A coastal 
system is relatively stable, although subject to change.  Not only will future work 
look at automated feature extraction in the environment and integration with alter-
native data sources giving alternative fuzzy locational indications of the dunes, but 
also at more mobile environments such as desert dunefields. 

The analysis is not without problems owing to parameterisation of the mor-
phometric feature identification procedure, the use of a very partial toponym data-
base and the lack of association between either morphometric peak and mountain 
or morphometric ridge and dune.  However, the method shows great promise and 
will be investigated further with respect to other areas, and other applications.  
The method articulated here has been shown to be successful in the limited con-
texts of analysis presented providing new insights in both examples.   
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Abstract. Fuzzy representation of terrain positions can be useful in environ-
mental modeling process, especially in soil-landscape studies.  Existing methods 
for deriving this representation from a digital elevation model (DEM) are often 
neither effective nor efficient, especially when dealing with some special terrain 
positions that have only regional or local meanings.  This paper presents a similar-
ity-based method for deriving fuzzy representation of special terrain features.  
This method has two general steps.  The first is to find the typical locations (cases) 
of a specified terrain position and assign full fuzzy membership to these typical 
locations.  The typical locations can be identified in two ways: they can be located 
by using a set of simple rules based on the geomorphologic definition of the ter-
rain position; or they can be pinpointed or delineated directly by experts using a 
GIS visualization tool.  With the typical locations identified, the next step is to 
compute the similarities between these typical locations and other landscape loca-
tions, and the derived similarity values are then used to approximate the fuzzy 
memberships of those locations for being the terrain position.  This process is ap-
plied to some special terrain features in two study areas: one in Wisconsin and the 
other in Tennessee.   In the Wisconsin study area, this method is used to derive the 
fuzzy representations of broad ridge, narrow ridge, and headwater.  In the Tennes-
see study area, this method is used to derive the fuzzy membership of being a 
"knob".  The resultant fuzzy representations are realistic and meaningful and the 
whole process is computationally efficient, which indicates that this similarity-
based (cased-based) method can be an effective and flexible approach to deriving 
fuzzy representations of terrain features.  
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11.1. Introduction 

Information about terrain features (e.g., broad ridges and narrow ridges) can be 
very useful in environmental modeling, especially in soil-landscape studies 
(Miline 1935, Troeh 1964, Ruhe and Walker 1968, Huggett 1975, Conacher and 
Dalrymple 1977, Hole and Campbell 1985, Pennock et al. 1987, Zhu et al. 2001).  
The spatial manifestation of terrain features is that the transition from one terrain 
feature to its adjacent feature is often not abrupt, but rather gradual.  Quantifying 
this graduation can be a prerequisite to understanding and representing in detail 
the spatial processes and their interactions over land surface. Fuzzy representation 
is an effective approach to achieving this quantification (Irvin et al. 1997, Mac-
Millan et al. 2000, Ventura and Irvin 2000). 

Three approaches to deriving fuzzy representation of terrain features from digi-
tal elevation models (DEM) have been proposed.  Skidmore (1990) used Euclid-
ean distances of a given location to the nearest streamline and ridgeline to repre-
sent the location’s relative position.  The main problem of this approach is that the 
Euclidean distance is often not sufficient to represent local morphological charac-
teristics.  Irvin et al. (1997) performed a continuous classification of terrain fea-
tures using the fuzzy k-mean method.  As a basically unsupervised classification, 
the fuzzy k-mean method sometimes has difficulty to produce results that satisfac-
torily match domain experts’ (e.g., soil scientists) views on landscapes.  MacMil-
lan et al. (2000) developed a sophisticated and comprehensive rule-based method 
for fuzzy classification of terrain features.  However, this method requires inten-
sive terrain analysis operations and has a high demand for user’s knowledge of lo-
cal landform, which might limit its use in some real-world applications. 

This chapter describes an alternative method for deriving fuzzy representation 
of terrain features.  The general idea of this method is to derive fuzzy membership 
of a test location for being a specific terrain feature based on the location’s simi-
larity to the typical locations of that terrain feature.  The approach is illustrated us-
ing four special terrain features in two study areas: broad ridge, narrow ridge, and 
headwater in a study area in Wisconsin and “knob” in a study area in Tennessee.  
These terrain features are considered to be “special” in the sense that they do not 
belong to any established terrain models (e.g., five-component model (Ruhe and 
Walker, 1968)) but only have local meanings in certain areas and in certain appli-
cations.  Since they are not components of a classification system (terrain model) 
that exhausts the geographic and attribute spaces of a study area, they receive little 
attention from the digital terrain analysis community.  But these special terrain 
features have very unique meanings to soil-landscape analysts since unique soil 
conditions often exist at these locations. 

11.2. The Similarity-based Approach 

This similarity-based approach has two general steps: first, find the typical loca-
tions of a specified terrain feature and assign these typical locations full fuzzy 
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memberships for being that terrain feature; and second, calculate the similarities 
between these typical locations and other landscape locations. These similarity 
values are then used as the fuzzy membership values of other landscape locations 
for being the specified terrain feature.  The idea of utilization of typical examples 
to perform classification can be traced back to the research in case-based reason-
ing in artificial intelligence area (e.g., Aamodt and Plaza 1994, Kolodner 1993, 
Leake 1996, Watson 1997) and exemplar-based classification in cognitive science 
(e.g., Medin, Dewey, and Murphy 1983, Smith and Minda 1998).  Readers famil-
iar with soil-landscape study may also associate this method to some previous 
work in this area.  For example, Pike (1988) used samples to classify landslide-
terrain types with DEM and Lagacherie et al. (1995) proposed a method to con-
duct soil mapping based on the rules developed from a reference area and the 
samples observed in the new area.  We consider that Pike performed a conven-
tional supervised classification: use samples to develop a set of classifying rules 
(expressed by the thresholds of variables involved).  The present method, while is 
capable of utilizing samples, does not attempt to develop a set of rules beforehand, 
but performing classification by locally and individually comparing a test location 
and those typical locations (Some authors in artificial intelligence area refer to this 
strategy as lazy learning.  See Aha 1997 for details).  The difference between the 
present method and Lagacherie et al’s is that the present method does not require 
reference areas. 

11.2.1. Finding Typical Locations 

Generally, there are two ways to find the typical locations: a definition-based way 
and a knowledge-based way.  For some terrain features that have clear geomor-
phologic definitions, it may be possible to develop a set of simple rules based on 
the definitions and use these rules to locate the typical locations.  In some cases, 
there exist algorithms to locate the typical locations, e.g., ridgelines and stream-
lines.  However, for a terrain feature that only has a local meaning, finding the 
typical location may require knowledge from local experts.  The experts can ex-
press their knowledge through manually delineation using a GIS visualization 
tool.  Note that in this step, crisp logic is applied – the objective is to identify a lo-
cation that is a typical location of the specified feature. 

11.2.2. Calculating Similarity 

The similarities of any other location to those located typical locations are evalu-
ated based on a set of selected terrain attributes (e.g., elevation, slope gradient, 
curvatures, etc.).  Therefore, the process of assigning fuzzy membership value to a 
location consists of three steps: first, evaluate the similarity between a test location 
and a typical location at the individual terrain attribute level; second, integrate the 
similarities on individual terrain attributes to obtain the overall similarity between 
the test location and a typical location; and third, integrate the test location’s simi-
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larities to all the typical locations to obtain the final fuzzy membership of the test 
location for being the terrain feature under concern.  This process can be repre-
sented by  
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where sij is the fuzzy membership value for location (i, j) being a specific terrain 
feature; n is the number of identified typical locations of the terrain feature and m

is the number of terrain attributes taken into account; zij
v is the value of the vth 

terrain attribute at location (i, j) and zt
v is the corresponding value associated with 

the tth typical location; E is the function for evaluating the similarity on the vth 
terrain variable and this function can be specific for terrain attribute v and typical 
location t; P is the function for evaluating the overall similarity at the location 
level and can be specific for typical location t; T is the function for deriving the fi-
nal fuzzy membership value based on the similarities between site (i, j) and all the 
typical locations for the specified terrain feature.   

Evaluating similarity on an individual terrain attribute 

There can be various choices for function E in Eq. 11.1.  Since most terrain attrib-
utes have continuous values, here we focus on the functions that handle such val-
ues.  Burrough (1989) and Burrough et al. (1992) discussed five fuzzy member-
ship functions (models) that can be applied to continuous variables.  MacMillan et 
al. (2000) reduced these five models to three models, which are illustrated in Fig-
ure 11.1.  Model a (Figure 11.1a) is a generic model.  It describes the scenario in 
which a central value exists.  Precisely at this central value, the similarity value 
achieves its peak.  The farther away from the central value, the lower the similar-
ity value, and this variation is symmetric on the two sides of the central value.  
This model is often referred to as the bell-shaped model.  Models b and c are for 
the scenarios in which the variation of similarity is asymmetric.  In model b, there 
is a threshold.  When the value of the variable under concern is below this thresh-
old, the similarity stays at the maximum value; when the value of the variable is 
above this threshold, the similarity value decreases gradually.  This model is 
called the z-shaped model.  Model c is a reverse image of model b, and is referred 
to as s-shaped model.  The bell-shaped, s-shaped, and z-shaped models are often 
referred to as , S+, and S- functions in the fuzzy set literature, respectively.  In 
this research, the central value in model a and the thresholds in models b and c are 
the terrain attribute value at the typical location (i.e., zt

v in Eq. 11.1). 
There can be various mathematical ways to construct a bell-shaped model.  

Burrough et al.  (1992) used a mathematical function that can be found in Kandel 
(1986), which is as follows (adapted from Burrough et al. 1992): 
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Fig. 11.1. An illustration of various functions (models) that can be applied to con-
tinuous variables (Adapted from Burrough et al. 1992 and MacMillan 2000) 

where sij
v
,t is the similarity between location (i, j) and typical location t on variable 

v; zij
v and zt

v have the same meanings as those in Eq. 11.1; and d is a dispersion in-

dex (Burrough et al. 1992) for adjusting the shape of the function curve and the 
position of the crossover points (Kandel 1986).  A crossover point is the value of a 
terrain variable at which fuzzy membership is 0.5, if the fuzzy membership is de-
fined on a 0-1 range.  Models b and c are constructed by simply replacing either 
half (left or right) of model a with a constant linear function.  The use of functions 
in this form by Burrough et al. (1992) was followed by MacMillan et al. (2000).  
Alternatively, McBratney and Odeh (1997) used a Gaussian-style function that 
can be found in Jang and Gulley (1995) to describe a bell-shaped curve (adapted 
from McBratney and Odeh 1997): 
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where sij
v
,t, zij

v, and zt
v have the same meanings as those in Eq. 11.2; e is the base 

of the natural logarithm (2.71828…);   is the lower crossover point (i.e., cross 

point on the left half of the curve).  None of these authors explained their choices. 
In this research, we follow McBratney and Odeh (1997) to use a Gaussian-style 

function, mainly because the normal-distribution function is generally appealing 
and also because the function is relatively convenient to expand to a form that al-
lows the user to easily control the shape of the curve.  The function we used is as 
follows (Burt 2000): 

s = e –p (11.4) 

where p is calculated with the equation below: 
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Therefore, Eq. 11.4 may take the following form: 
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where sij
v
,t, zij

v, and zt
v have the same meanings as those in Eqs. 11.2 and 11.3, and 

w, k, and r are parameters for controlling the shape of the model curve.  The w and 
k work together to perform the function similar to that performed by d in Eq. 11.2, 
but give the user more controlling power: The user can adjust the curve shape by 
specifying that if the difference between the variable values at two locations is w,
the similarity should be k.  The value of r controls the width of the flat top part of 
the curve and the steepness of the side part of the curve. 

Eq. 11.6 can be expanded for more general situations: The two halves of the 
function curve do not have to be symmetric:  

 (11.7) 

The idea of Eq. 11.7 is to use two sets of w, k, and r to define the two halves of 
the curve.  In Eq. 11.7, w1, k1, and r1 define the half of the curve when the terrain 
attribute value at a given location is smaller than the value at the typical location 
(the left half of the curve), and w2, k2, and r2 define the half of the curve when the 
terrain attribute variable value is greater than the value at the typical location (the 
right half of the curve).  When w1 = w2, r1 = r2, and k1 = k2, Eq. 11.7 is equivalent 
to Eq. 11.6; when w1 and/or k1 increase, Eq. 11.7 approaches a z-shaped model; 
Similarly, when w2 and/or k2 increase, Eq. 11.7 approaches an s-shaped model. 

Eq. 11.7 cannot be directly applied to a cyclic variable (e.g., the slope aspect).  
However, the difference between angle degrees can be measured with the follow-
ing equation group (Burt, personal communication): 
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Besides this linear function, a nonlinear function, described below, can also be 
used: 

’ = 1 - cos ( zij
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’ = 1+ cos ( zij
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v
(11.9)

Replace zij
v - zt

v in Eq. 11.6 and Eq. 11.7 with in Eq. 11.8 or ’ in Eq. 11.9, 
then Eq. 11.6 and Eq. 11.7 can be applied to cyclic variables. 

Evaluating overall similarity between two locations 

Function P in Eq. 11.1 is for integrating the information at the individual terrain 
attribute level.  The result from this function is the overall similarity between a 
test location and a typical location.  Choices for function P may include the 
weighted-average method, distance method, ID3 method, and limiting-factor 
method. 

The weighted-average method can be represented as follows: 
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where sij,t is the overall similarity between locations (i, j) and typical location t;
sij,

v
t is the similarity on vth terrain attribute; wt

v is the weight of the vth terrain at-
tribute and it can be specific for t; and m is the number of terrain attributes in-
volved in the computation.   

The (dis)similarity between two locations can also be represented by their dis-
tance in attribute space.  Possible measurements of distance may include Min-
kowski Distance and Mahalanobis Distance.  Minkowski Distance is calculated as 
follows: 
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where Dij,t is the distance; sij,
v
t has the same meaning as that in Eq. 11.10; and q is 

a user-specified parameter.   Mahalanobis Distance is calculated as follows: 

Dij
2

,t= (Xij-Xt)´Cij,t
-1(Xij-Xt) (11.12) 

where D is the distance; Xij and Xt are terrain attribute vectors consisting of the 
values on individual terrain attributes; and Cij,t

-1 is covariance matrix of Xij and Xt.
If Mahalanobis distance is used, function E in Eq. 11.1 is not needed.   

The ID3 (Quinlan 1993) method requires terrain attributes to be ordered ac-
cording to their importance in the evaluation.  The evaluation starts from the most 
important terrain attribute.  If the two locations are considered similar in terms of 
the current terrain attribute, the evaluation goes on to the next terrain attribute; 
otherwise, the evaluation stops.  For each terrain attribute, a threshold can be set to 
determine if the two locations are similar enough on this attribute.  The overall 
similarity can be defined based on the number of terrain attributes “passed” by the 
two locations. 

The limiting-factor method is based on the limiting-factor principle in ecology.  
According to this principle, the formation or development of an ecological feature, 
such as vegetation or soil, is controlled or determined by the least favoring factor 
in its environment.  Technically, this method is applied by using the fuzzy mini-
mum operator for the function P in Eq. 11.1, which selects the smallest value from 
all the similarity values on individual attributes as the overall similarity value at 
the location level.  Following Zhu and Band (1994), the limiting-factor method is 
employed in the case studies presented in this chapter.  While the limiting factor 
method is probably the easiest and simplest choice for function P, more research, 
nevertheless, is needed to find out the most appropriate way to integrate the influ-
ences of different terrain attributes.  

Integrating similarity from multiple  typical locations 

Similarity can be calculated between a given location and each of the typical loca-
tions for the terrain feature under concern.  Function T in Eq. 11.1 is for integrat-
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ing similarity values from multiple typical locations and obtaining the final fuzzy 
membership for being the terrain feature.  One way to achieve this integration is to 
use the inverse-distance method: 
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where sij is the integrated fuzzy membership value, dij,t is the geographic distance 
between the test location and the tth typical location; sij,t is the similarity between 
locations (i, j) and typical location t; n is the number of the typical locations in-
volved; and r is the decay factor. 

Apparently, when calculating the fuzzy membership of a given location for be-
ing a specific terrain feature, it is neither efficient nor reasonable to involve all the 
typical locations for that terrain feature in the study area.  For example, a typical 
location in one sub-watershed may have little influence to a test location in an-
other sub-watershed.  Therefore, it is necessary to define relevant typical locations 
for a test location and only use those relevant typical locations to calculate the 
fuzzy membership for that test location.  One method to define relevant typical lo-
cations is to define the maximum influence distance – a typical location is relevant 
only when the geographic distance between this typical location and the test loca-
tion is shorter than the maximum influence distance.  In other words, the maximum 

influence distance allows each typical location to influence the classification of 
locations only within its defined control distance.  When measuring the distance 
between a typical location and a test location, the distance along the terrain surface 
can be more meaningful than the Euclidean distance in characterizing local topog-
raphic features (Figure 11.2).  We call the distance along terrain surface surface

distance.

Surface Distance 

Euclidean Distance 

Fig. 11.2. Surface Distance vs. Euclidean Distance
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Before sending the similarity value on each individual typical location (sij,t) to 
function T, if necessary, the similarity value, which is calculated in attribute space,  
can be adjusted using the geographic distance: 
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where sij,t’ is the adjusted similarity between test location (i,j) and typical location 
t; sij,t is the similarity value from function P; dij,t is the geographic distance be-
tween the two locations; wt’ is the maximum influence distance of typical location 
t; r’ performs the same function as that of r in Eq. 11.5; and k’ is a very small 
number (e.g., 0.0001).  Eq. 11.14 defines a function curve by specifying that a 
given location at the maximum influence distance to typical location t will have a 
very small similarity value to t.

11.3. Deriving Fuzzy Representations of Some Special 
Terrain Features 

The four special terrain features dealt with in this research are specified by the soil 
scientists in two soil mapping research projects.  The soil scientists believe that 
these special terrain features have strong association with certain soils, thus the in-
formation about these features can be highly useful in mapping those soils. 

11.3.1. Study Areas and Data 

There are two study areas in this research.  The study area for broad and narrow 
ridges and headwaters is the Pleasant Valley area, a small watershed in southwest-
ern Wisconsin.  This study area is located in the eastern portion of the Driftless 
Area, which was not directly overridden by continental ice sheets during the Qua-
ternary.  The topography in this area is primarily narrow and alluvial valleys, steep 
slopes, and broad ridges (Irvin et al., 1997).  The size of the Pleasant Valley study 
area is about 10 km2.  The data for this study area is a 9.1-m (30-ft) DEM interpo-
lated from a TIN provided by the Natural Resources Conservation Service 
(NRCS) Dane County (Wisconsin) Office. 

The study area for “knobs” is the northwestern corner of Mt. Guyot Quadrangle 
(Tennessee) in terms of USGS 7.5-minute topographic maps.  The area is located 
in the Appalachian Mountains and is part of the Great Smoky Mountains National 
Park.  The geological type is Pigeon siltstone and the variation of topography is 
relatively gentle with the range of around 440m to 1100m.  The size of this study 
area is about 15 km2.  The data for this study area is the USGS 7.5-minute DEM 
with 10-m resolution. 
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11.3.2. Broad ridge and narrow ridge 

The soil scientists working on a soil survey project in the Pleasant Valley area ex-
pect to see two different soil series on two different types of ridges in the Oneota 
geological region: New Glarus on broad ridges and Dunbarton on narrow ridges.  
New Glarus has a deeper soil profile than Dunbarton does.  Therefore, automated 
classification of different types of ridges should be able to facilitate the soil map-
ping process.   

There are two steps in finding typical locations for broad and narrow ridges: 
first, find typical locations for ridges, and then, label these ridge locations as 
“broad ridge” or “narrow ridge” according to the definition given by the soil sci-
entists.  In this research, typical ridge locations are found using Peucker and 
Douglas’ (1975) algorithm.  The result from this algorithm usually contains noise.  
To reduce the noise, certain “cutting” rules can be applied.  For the Pleasant Val-
ley area, those “ridge locations” whose elevations are below 278 m or slope gradi-
ents are greater than 6% are considered to be noise. 

For the Pleasant Valley area, soil scientists defined a broad ridge as any ridge 

Fig. 11.3. Ridgelines of broad ridges in the Pleasant Valley study area
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that has a width greater than 25 m and a continuous flat area greater than 930 m2

in size.  Ridges that do not meet these criteria were defined as narrow ridges.  To 
implement this definition, for each ridge pixel, first the size of its surrounding 
contiguous flat area (slope gradient < %6) is measured, and if the size is equal to 
or smaller than 930 m2, this ridge pixel will be labeled as narrow-ridge pixel; if the 

size is greater than 930 m2, the widths of the flat area along north-south, west-east, 
northwest-southeast, and northeast-southwest directions will be measured, and if 
the widths along all four directions are greater than 25 m, the ridge pixel will be 
labeled as broad-ridge pixel; otherwise, labeled as a narrow-ridge pixel.  Since 
normally it is not reasonable that a single broad-ridge pixel is surrounded by nar-
row-ridge pixels or a narrow-ridge pixel is surrounded by broad-ridge pixels, a 
post-process filter was applied to convert single isolated cells into the type of the 
surrounding pixels.  The results are shown in Figures 11.3 and 11.4. 

Figures 11.5 and 11.6 show the fuzzy representations of broad and narrow 
ridges derived based on the two types of ridgelines.  The selection of terrain at-
tributes for classifying terrain features have been discussed by many authors (e.g., 

Fig. 11.4. Ridgelines of narrow ridges in the Pleasant Valley study area
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Irvin et al. 1997, MacMillan et al. 2000).  The selection of terrain attributes for 
similarity evaluation in this study is based on those discussions.  However, it turns 
out that to generate fairly appealing results the present method is able to use much 
fewer terrain attributes than what were used in previous research and the use of 
more terrain attributes does not significantly improve the results.  The parameter 

values were set through experiments.  After each experiment, the inference result 
was visually evaluated and the parameter values were adjusted accordingly.   

Using the contour lines as a reference, we find that the fuzzy representations 
shown in Figures 11.5 and 11.6 match common expectations well.  The contour 

Fig. 11.5. Fuzzy representation of broad ridges in the Pleasant Valley study 
area.  Three terrain attributes, elevation, slope gradient, and profile curvature, 
are used to evaluate the similarity.  The parameters in Eq. 11.7 for these three 
attributes are as follows: elevation:  s-shaped model, w1 = 6 m, k1 = 0.5, r1 = 2; 
slope gradient: z-shaped model, w2 = 8%, k2 = 0.5, r2 = 2; profile curvature: z-

shaped model, w2 = 0.005, k2 = 0.5, r2 = 2.  The limiting-factor method is used 
for function P in Eq. 11.1.  The maximum influence distance is 245 m, r in Eq. 
11.13 is 2, and r’ in Eq. 11.14 is 2.
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lines demonstrate that most of the major ridges in this watershed have relatively 
wide and flat tops and can be considered to be broad ridges.  The contour lines 
also show that most small ridges, especially those branches of the major ridges, 
can be interpreted as narrow ridges.  Besides those small ridges, two major narrow 
ridges occur in the upper-left and lower-right corners of the watershed.  The pre-
sent method correctly captures these features and the resulting fuzzy membership 
values vary naturally in accordance with the elevation and local landform.  Note 
that in this research “broad ridge” and “narrow ridge” are considered as two types 
of ridges, and the fuzzy memberships for both types of ridges are representing the 
variation from ridge to non-ridge, but not the variation from broad ridge to narrow 
ridge.  When defining broad and narrow ridges, we still use crisp logic (with the 
thresholds 25 m and 930 m2). 

11.3.3. Headwater 

The typical locations of headwater are found using a method inspired by Tribe’s 
methods (Tribe 1992a, 1992b): First, a simulated stream network is derived using 
the algorithm of O'Callaghan and Mark (1984); Second, a weighted average of 
normalized profile and planform curvatures is calculated for each streamline pixel; 
Third, this weighted average value is smoothed by averaging the values of a cer-
tain number of consecutive streamline pixels; finally, starting from the upper end 
of each streamline, check this smoothed value along the streamline and the first 
peak value indicates the location of headwater.  This method may mistakenly label 
some locations in flood plains as headwaters.  A simple “cutting” rule that all the 
headwaters must be above a specified elevation (in our case, 260 m) is used to re-
move this kind of noise, but at the cost that some real headwater locations are also 
being removed.  Figure 11.7 shows the fuzzy representation of headwaters derived 
based on the typical locations found using this method.  In most places the repre-
sentation is reasonable.  However, it is easy to find that in some places real head-
waters are not identified (e.g., location A), in some places identified headwaters 
are not typical (e.g., location B), and in some places the positions of headwaters 
are either too upperstream (e.g., location C) or too downstream (e.g., location D).  
The main reason for these problems is that using O'Callaghan and Mark’s (1984) 
algorithm, our method locates the heads of streams solely based on upper drainage 
area.  Without considering local morphological factors, sometimes the heads of 
streams located by our method are not appropriate for locating headwaters. 

11.3.4. Knob 

Knob is a special type of ridge in the Mt. Guyot study area.  Local soil scientists 
define knobs as flat, isolated, and low elevation small benches in Pigeon siltstone 
area.  These benches have a strong association with Brasstown soil series. 



246   X Shi et al. 

The typical locations of knobs were identified by local soil scientists as lines on 
a 3D view of the terrain surface.  The results from this process are shown in Fig-
ure 11.8. The fuzzy representation derived using the similarity-based approach is 
shown in Figure 11.9.  Although the validity of the fuzzy representation needs to 
be further studied and examined, we find the gradation of fuzzy membership over 
the area matches our expectation.  The Brasstown soil series is a fine textured soil 
that occurs on the top of the knobs where soil erosion is less severe.  The severity 
of the erosive process is highly related to how these knobs transition into other 
landform positions.  Often, a smoother transition results in a gradual increase in 

Fig. 11.6. Fuzzy representation of narrow ridges in the Pleasant Valley study area.  Three 
terrain attributes, elevation, slope gradient, and profile curvature, are used to evaluate the 
similarity.  The parameters in Eq. 11.7 for these three attributes are as follows: elevation:  s-

shaped model, w1 = 4.6 m, k1 = 0.5, r1 = 2; slope gradient: z-shaped model, w2 = 10%, k2 = 
0.5, r2 = 2; profile curvature: z-shaped model, w2 = 0.008, k2 = 0.5, r2 = 2.  The limiting-
factor method is used for function P in Eq. 11.1.  The maximum influence distance is 150 m, 
r in Eq. 11.13 is 2, and r’ in Eq. 11.14 is 2. 
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the severity of erosive process.  The current fuzzy representation depicts areas of 
smooth transition from areas of abrupt transition around the areas of typical knobs. 

Fig. 11.7. Fuzzy representation of the headwaters in the Pleasant Valley study area.  
To find typical locations, the threshold for extracting streamlines using O’Callaghan 
and Mark (1984) algorithm is 14,000 m2; profile and planform curvatures are nor-
malized to the same range and are assigned equal weights in the inference; smooth 
range is 5 pixels; and the elevation of a typical location must be greater than 260 m. 
Four terrain attributes, elevation, slope gradient, profile curvature, and planform 
curvature, are used to evaluate the similarity.  The parameters in Eq. 11.7 are as fol-
lows: elevation:  bell-shaped model, w1 = w2 = 6 m, k1 = k2 = 0.5, r1 = r2 = 2; slope 
gradient: bell-shaped model, w1 = w2 = 6%, k1 = k2 = 0.5, r1 = r2 = 2; profile curva-
ture: s-shaped model, w1 = 0.0015, k1 = 0.5, r1 = 2; planform curvature: s-shaped 

model, w1 = 0.015, k1 = 0.5, r1 = 2.  The limiting-factor method is used for function 
P in Eq. 11.1.  The maximum influence distance is 300 m, r in Eq. 11.13 is 2, and r’

in Eq. 11.14 is 2.
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11.4. Summary 

This paper discusses a similarity-based method for deriving fuzzy representations 
of some special terrain features, including broad ridge, narrow ridge, headwater, 
and “knob”.  There are two general steps in this method: first, locating those typi-
cal locations for a terrain feature and second, comparing other locations with these 
typical locations.  Typical locations for a terrain feature can be found in an auto-
matic way based on the established definition or rules for that terrain feature (e.g., 
Puecker and Douglas’ algorithm for ridge).  In practice, the possibility of using 
certain algorithms to automatically identify typical locations will always be first 
explored.  When there is no explicit definition or the definition is very hard to 
technically implement, local experts can manually delineate the typical locations 
using a GIS tool.  We consider this flexibility as an advantage of this method, as it 
allows the method to be capable of dealing with highly special and/or subjective 
landform features.  The second step is to derive the fuzzy memberships by com-
puting the similarities between a test location and those typical locations.  There 
are many options for constructing the similarity-evaluating functions at different 
levels (individual terrain attribute, individual typical location, and multiple typical 
locations) and in different aspects (attribute and spatial).   

Fig. 11.8. Typical locations for knobs in the Mt. Guyot study area
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Two basic ideas underlie this method.  Firstly, we use specific real locations 
selected as being typical of the feature, rather than abstract rules, as benchmarks in 
deriving fuzzy membership values.  Secondly, we localize the operations, compar-
ing a given location only to nearby typical locations.  On one hand, the landscape 
in the real world can be highly complex even within a small area and any general 
rules might not be able to accurately cover all specific situations; On the other 
hand, what is really meaningful in practice (e.g., soil mapping) is the relative land-
form and position in a local context, so it makes sense to do the classification lo-
cally.  We believe that the ideas and methods presented in this chapter can also be 
applied to geomorphic features other than the ones discussed here. 
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0.5, r2 = 2.  The limiting-factor method is used for function P in Eq. 11.1.  The maxi-

mum influence distance is 225 m, r in Eq. 11.13 is 2, and r’ in Eq. 11.14 is 2.
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Abstract. In this paper the basic principles of decision-making using fuzzy deci-
sion tables (FDTs) are explained and illustrated. The main emphasis is on intro-
ducing standard notations and definitions. The point of departure is the crisp deci-
sion table formalism and its inability to deal with imprecision and vagueness. As a 
potential solution, elements of the theory of fuzzy sets are used to develop a new 
modelling technique, known as FDTs. The properties of FDTs are formally 
described and illustrated. 

12.1. Introduction 

A spatial decision-making problem, for instance, the issue of selecting a suitable 
location site, can be modelled from different perspectives. Especially in economic 
research, several authors have suggested to use stated or revealed preference and 
choice models to predict the probability that a particular location will be chosen as 
a function of its locational and non-locational attributes (Timmermans 1986; 
Moore 1988; Henley et al. 1989; McQuaid et al. 1996). Such algebraic models do 
have the appeal of theoretical rigour, mathematical sophistication and an associ-
ated error theory. However, the application of such models is characterised by 
many problems, including high multi-collinearity among explanatory variables, 
complexity in the sense of a large number of influential attributes, and the fact that 
algebraic equations by definition cannot capture all theoretical notions. 

A modelling approach that avoids these problems is qualitative modelling. The 
quintessence of this approach is to represent the spatial decision-making process 
in terms of a set of IF, THEN … ELSE expressions (Witlox, 2000a). These logical 
expressions, also called productions or decision rules, have sufficient flexibility to 
represent a wider variety of complex decision rules. Often techniques such as de-
cision plan nets (DPNs) or decision tables (DTs) are used for data representation 
(Witlox 1995; Witlox and Timmermans 2000). An important problem associated 
with DPN’s and DT’s is the “crisp” (or exact) nature of these decision rules. These 
rules are based on the so-called principle of dichotomy and follow the law of the 
excluded middle. Although this feature seems highly desirable, it can be a poten-
tial drawback if the objective is to model complex human behaviour. A too rigid 
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decision-making process could be the result. To illustrate, consider the following 
simple statement “the distance to the highway is long”. Such a statement is abound 
with vague and imprecise concepts that are difficult to translate into more precise 
rules without losing some of its meaning. For example, the statement “the distance 
is equal to 1000 m.” does not explicitly state whether the distance is considered as 
long or not. And even if we would state that a 1000 m. distance is long, would 999 
m. be not considered as long? Clearly, handling this kind of non-crisp or “fuzzy” 
information in qualitative modelling approaches implies the development of new 
tools. One such potential tool, on which we would like to elaborate in this paper, is 
the fuzzy decision tables (FDTs). 

The remainder of the paper is organised as follows. In section 2, a brief outline 
is given of the crisp DT formalism. This section is necessary in order to better un-
derstand the FDT formalism that is extensively explained in section 3. In that sec-
tion, some basic definitions, an overview of the different types of FDTs, and the 
outline of a decision-making process using FDTs are made clear. In section 4, we 
discuss some of the pros and cons of an FDT approach. Finally, in section 5, the 
findings are summarized, and avenues for future research are discussed. 

12.2. The crisp DT formalism 

A crisp decision table (DT) is informally defined by Verhelst (1980) as “(…) a ta-
ble representing the exhaustive set of mutual exclusive conditional expressions 
within a pre-defined problem area”. To illustrate, assume that a decision needs to 
be taken with respect to allowing a certain production level (level 1, level 2, or 
level 3). The level allowed depends upon the outcome of two criteria (CS1: Safety 
of the production process (S<50, S 50) and CS2: Distance to a residential area 
(D<25, 25 D 35, D>35)). Represented in a DT, we obtain the following result: 

Table 12.1. An example of a crisp DT

CS1

Safety production 
process 

S<50 S 50 S<50 S 50 S<50 S 50

CS2

Distance to  
residential area 

D<25 D<25 25 D 35 25 D 35 D>35 D>35 

AS1

Allowed  
production level 

level 1 level 2 level 2 level 2 level 2 level 3 



Spatial Decision-Making Using Fuzzy Decision Tables   255

As can be noted from Table 12.1, each DT contains four parts. The upper left 
part of the table lists the condition subjects CSi for i = 1, ..., c which are the criteria 
for the decision making process. The universe of discourse CDi for each condition 
i is the set of all possible values that the condition can attain. The condition-state 
set for each condition i consists of the possible states of the condition: 

CT S S Si i i iti1 2, ,...,  (12.1) 

where ti is the number of categories for the i-th condition and Sij determines a sub-
set of CDi. The condition space of a DT is the Cartesian product of the condition 
state sets CTi, as follows: 

1=cforCT

1>cforCT...CTCTCSPACE

1

c21
(12.2) 

An element of SPACE(C) is an ordered c-tuple and is called a condition entry 
(CE). The set of CE’s which are present in the DT defines the domain of the DT 
and is denoted as DOM(DT).  

The bottom left part of a DT contains the action subjects ASi for i = 1, ..., a,
which represent the terms in which decision outcomes are expressed. For each ac-
tion i, the action state set ATi contains the possible values action i can attain: 

AT m m mi i i iti1 2, , ... ,  (12.3) 

The action space of a DT is defined as the Cartesian product of the action state 
sets: 

1=aforAT

1>aforAT...ATATASPACE

1

a21
(12.4) 

An element of SPACE(A) is an ordered a-tuple called an action entry (AE).  
As Wets (1998) has shown, a DT can be defined in different ways as a relation, 

a function or a matrix. The matrix definition suits the purpose of the discussion 
and can be written as follows. Let n be the number of columns and c the number 
of conditions. Then, the condition part of a DT can be defined in matrix notation 
as:

D = (dij),  i = 1, ..., c and j = 1, ..., n
where d xij x Sij

The action part can be written as: 
E = (eij),  i = 1, ..., a and j = 1, ..., n

where eij = mij

A DT defines the relation between condition space and action space. Formally: 

DT dt
D

Eij( ) (12.5) 

where,
dtij = dij, i = 1, ..., c and j = 1, ..., n
= e(i-c)j, i = c + 1, ..., c + a and j = 1, ..., n
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The three key-properties of crisp DT’s are consistency, exclusivity and com-
pleteness. The properties can be formally defined as follows. Let Dj denote the j-th 
column of D and Ej the j-th column of E. Then, consistency can be defined as: 

a DT is consistent  (Dj, Dk): if (dij, dik): dij dik  then Ej = Ek

where i = 1, ..., c and j, k = 1, ..., n. The DT is consistent because there is no inter-
secting pair of columns in the DT of which the action parts differ. 

The property of exclusivity can be defined as: 
a DT is exclusive  (Dj, Dk): if j k then (dij, dik): dij dik = 

where i = 1, ..., c and j, k = 1, ..., n. A DT meets the exclusivity constraint because 
for every pair of columns there is at least one condition of which the condition 
states exclude each other.  

Finally, a DT is complete if it meets the following two constraints: 

DOM(DT) = SPACE C  and Ej: eij ATi

The DT is complete since every CE is included in the condition part of the DT 
and in every column at least one action is specified. 

The crisp decision table formalism has some advantageous properties. Firstly, 
because they are exclusive, consistent and complete, DTs return for every possible 
case within the domain a response. This behaviour is not guaranteed by traditional 
decision trees or by production systems and represents a clear advantage of DTs 
for any modelling purpose. Secondly, the DT provides a suitable formalism for 
representing various types of interactions between variables, such as conditional 
relevance and conceptual interaction. Within each column, a partition of a condi-
tion can be defined independently of other columns. Conditional relevance cap-
tures this notion that particular requirements are relevant only for particular condi-
tion states. Conceptual interaction implies that different locational profiles may be 
equally suitable for site selection. Compared to other formalisms (decision tree, 
decision plan nets), the crisp DTs also offer several advantages. For instance, a DT 
provides a schematic view of the inference process of a decision-making proce-
dure. It also offers a more compact visual presentation, and is more efficient and 
effective than the decision tree with respect to checking the information input on 
completeness, correctness, and consistency. Moreover, a DT is easier to manipu-
late and satisfies a number of logical constraints. 

An important point that deserves more attention is the fact that conventional, 
crisp DTs are unable to adequately deal with decision imprecision or vagueness. 
Although sharply defined discrete categorizations imply an accurate and precise 
decision-making, in many real time problems this property proves to be a too 
stringent and severe assumption to impose on the decision maker. Hence, with the 
use of crisp DTs, a decision making process is forced upon the decision-maker 
that only appears to produce exact matching results because the imprecision is not 
made explicit. The result is an inflexible, and too hard of a decision-making proc-
ess.  

In order to solve this problem, the crisp decision table formalism will be en-
hanced to incorporate elements of the theory of fuzzy sets (Zadeh 1965). 
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12.3. The fuzzy DT formalism1

The purpose of fuzzifying the crisp DT formalism is to be able to take into ac-
count the effects of imprecision and vagueness that are present in a human deci-
sion-making process. Therefore, it is investigated here whether it is possible to de-
fine a fuzzy decision table (FDT) using a classical DT format, and what the 
advantages and limitations of such an approach would be.  

The main difference between a crisp DT and a FDT is that in a FDT the condi-
tion states and action states can be expressed by fuzzy linguistic terms (Vanthie-
nen et al. 1996; Wets et al. 1996a, 1996b, 1996c; Witlox, 1998; Witlox and 
Timmermans 2000; Wets and Witlox, 2002). Thus, to each condition or action 
state a fuzzy set is assigned. The resulting FDT is shown in Table 12.2. Note that 
Table 12.2 is the fuzzified version of Table 12.1. 

Table 12.2. An example of an FDT 

CS1

Safety production 
process

low high low high low high 

CS2

Distance to  
residential area 

short short average average long long 

AS1

Allowed  
production level 

low medium medium medium medium high 

In what follows, we first introduce some basic definitions. Next, we discuss dif-
ferent kinds of FDTs and conclude with a discussion on the way in which a deci-
sion-making process evolves in a FDT environment. 

12.3.1. Some basic definitions 

Based on the definitions of crisp DTs stated above, FDTs and some related con-
cepts are defined. To avoid repetition, we will only explicitly define those con-
cepts, which differ in a fuzzy context. 

Definition 1: Fuzzy condition states 

CT = {CT1, CT2, , CTc} is the set of condition states 
with CTi = {CTi1, CTi2, , CTit

i
} and CTij is a fuzzy set defined on CDi.

In the FDT depicted in Table 12.2, CT = {Safety of production process, Dis-
tance to residential area} = {{low, high}, {short, average, long}}. Next, for each 
linguistic term, a fuzzy membership function needs to be specified. Such a mem-

                                                           
1 This part of the paper is mainly based on Wets and Witlox (2002). 
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bership function assigns to each object of the set a degree of membership ranging 
from zero (non-membership of the set) to one (full-membership of set)  

Selecting a suitable membership function is by no means an easy task. This is 
partly explained by the fact that the choice of a membership function is (i) con-
text-dependent (i.e. devised for a specific, individual problem), and (ii) for the 
same context it depends on the observer (different observers have different opin-
ions). The fact that there exists a diversity of opinions on membership function 
specification indicates the controversy of the subject. As a result, leading fuzzy re-
searchers and scientists (e.g. Dubois and Prade 1980; Kandel 1986; Dombi 1990; 
Hellendoorn 1990; Turksen 1991; Zimmermann 1991; Kerre 1993; Cox 1994; 
Tzafestas 1994) have made great efforts to define a number of representative stan-
dard membership functions (e.g. sigmoid or S-curve, logistic or L-curve, -curve, 
Beta-curve, Gaussian-curve, and triangular, shouldered and trapezoidal fuzzy sets) 
that can be used to represent different fuzzy concepts (i.e. increasing concepts, de-
creasing concepts, "about" or "close to" representation, and fuzzy numbers).  

Turning to the FDT in Table 12.2, five membership functions need to be de-
fined: two reflecting the decreasing concepts “low” and “short”, two reflecting the 
increasing concepts “high” and “long”, and one reflecting the concept “average”. 
First, concepts like “low” and “short” (i.e. intrinsic decreasing notions) are best 
represented by a so-called decline curve as it is evident that lowness and shortness 
are inversely proportional to length and distance. Here, different options are pos-
sible. Either an L-curve is used, which is a quadratic monotonic continuous curve 
which can be defined in terms of three parameters: the complete membership 
value ( ), the zero membership value ( ), and the inflexion point ( ), or an open 
ended on the left trapezium can be used. Second, the concepts “high” and “long” 
are intrinsically increasing notions because highness and longness are proportional 
to length and distance. Consequently, these concepts are best represented by a so-
called growth curve (e.g. a sigmoid or S-curve, which is simply complementary of 
an L-curve, or an open ended trapezium on the right). Third, a concept like “about 
average” can best be represented by means of a so-called bell-shaped curve or a 
triangular curve. Typical of this class of functions is that they represent the ap-
proximations of a central value (or plateau if truncated). For the present contribu-
tion, we opt to use trapezium and triangular membership functions. The motiva-
tion for this choice is that these types of membership functions are easy to 
calculate and they still represent fairly accurately the underlying meaning of the 
concept. Figures 12.1 and 12.2 represent the membership functions for the condi-
tion “Safety of production process” and “Distance to residential area”. 
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Fig. 12.1. The membership functions for the condition CS1 “Safety of production process” 
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Fig. 12.2. The membership functions for the condition CS2 “Distance to residential area”  

An important difference with crisp DTs is that FDTs allow that the states of a 
condition overlap. In practical fuzzy systems, it is common that two (sometimes 
three) neighbouring states overlap. The overlap between two states is mostly lim-
ited to 25% (Cox 1994). Another constraint often adopted in practical applications 
is that the states of a fuzzy variable must sum to one (fuzzy partitioning)2. We will 
also accept this constraint. Although this constraint limits the possibilities of the 
knowledge engineer to express the knowledge of expert, we argue that fuzzy parti-
tioning is a natural extension of a crisp condition. For example, consider a limited 
entry condition with states <50 and 50. It seems fairly reasonable to state that at 
the boundary value the membership value in each fuzzy state is 0.5. Furthermore, 

                                                           
2 For an extensive overview on the discussion of the sum-to-one criterion, see  Witlox 

(1998).
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the more a value belongs to one set, the less it belongs to the other. A natural way 
to express this behaviour is to use the sum to one rule. 

The overlap between fuzzy states has some impact on the desirable properties 
of the DT such as completeness and exclusivity. To guarantee completeness and 
exclusivity of a condition in an FDT, the following two constraints (listed in Defi-
nition 2 and Definition 3) have to be fulfilled for every CTi (Wets and Witlox 
2002). 

Definition 2: Completeness of a condition 

A fuzzy condition is complete  supp CTij
j

ti

1
 = CDi.

This definition indicates that a condition in the FDT is only complete if, for 
each value, in its universe of discourse, there is at least one state which has a 
membership function value > 0 (i.e. the support (supp) or height of the member-
ship function should be greater than 0). This definition holds independently of the 
s-norm used to express the union. This can easily be verified. Because the defini-
tion holds if the max operator is used to represent the union of two fuzzy sets, and 
using the property that s(a, b)  max(a, b), it can be concluded that the definition 
holds for all s-norms. 

Definition 3: Exclusivity of a condition (strict) 

CTij, CTik CTi: if j k then CTij CTik =  where j, k = 1, …, ti.
This definition is very strict. It is more in correspondence with the nature of 

fuzzy set theory to allow for some overlap between the states. In general, it holds 
that in order to convert a series of individual fuzzy regions into a continuous sur-
face, each fuzzy set may overlap its neighbouring set. Thus, the exclusivity crite-
rion has to be redefined. 

A possible solution, as advocated in Wets (1998) and Wets and Witlox (2002), 
tries to ensure that pairwise states of a condition are more different than similar. In 
this way, it seems that the interesting properties of fuzzy set theory and DTs could 
be integrated. Formally, exclusivity of a condition in an FDT can then be defined 
as follows. 

Definition 4: Exclusivity of a condition 

CTij, CTik CTi: if j k then SM(CTij, CTik)
where SM is a similarity measure, j, k = 1, …, ti and  a predefined threshold. 

This definition states that we have to pairwise compare the states of a condition 
and if the similarity is smaller than a predefined threshold  we would accept that 
those two condition states can occur in the FDT. Next, we will investigate two 
problems associated with this definition: selecting an appropriate SM and choosing 
an appropriate value for .

First of all, we have to define an adequate similarity measure for fuzzy sets. In 
the literature, several definitions of SMs can be found (Wets, 1998). The choice of 
an appropriate SM seems to be application dependent. With respect to our prob-
lem, i.e. determining when two fuzzy sets are allowed as states for a fuzzy condi-
tion, different results may be obtained when using different SMs as illustrated by 
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the following example. Consider the fuzzy sets A = 0.9 / 1 + 1 / 2 + 0.9 / 3 and B = 
0.1 / 1 + 1 / 2 + 0.1 / 3. We will use the following  

SMs: S = sup
x U

A B x  (12.6) 

nba1T
n

1i
ii  (12.7) 

to express the intersection (Chen, Yeh and Hsiao, 1995). Hence, SA, B = max (0.1, 
1, 0.1) = 1 and TA, B = 1 - (0.8 + 0 + 0.8) / 3 = 0.47. 

According to the first SM the fuzzy sets A and B have maximum similarity, 
while according to the second SM the similarity is 0.47. Hence, the outcome of the 
problem whether these two states are sufficiently different to be used in the FDT 
depends on the value of  chosen by the expert. 

A second problem with the proposed approach is determining a good value for 
. An intuitively appealing value for  is 0.5. However, no sound justification for 

this value can be given. Consider the previous example. According to the first SM

the two fuzzy sets would be treated as equal while according to the second SM

they are more different than they are equal. When we put this in FDT terminology 
this would mean that in the one case we would allow the expert to specify the 
fuzzy states A and B for a condition, while in the other case we would not. Clearly 
this would create a great deal of confusion for the expert, which is not desirable. It 
would be reasonable to state that it is impossible to find a single value for ,
which would be appropriate in all cases. This would mean that we would leave 
this problem to the expert. He would then specify which value for  should be 
used depending on the situation. 

In conclusion, we may state that the property of exclusivity cannot be enforced 
anymore. This means that we must accept the drawbacks of the proposed approach 
and regard it as a rule of thumb. Thus, the decision whether two states of a condi-
tion are acceptable in an FDT is delegated to the expert. We have to rely on the 
common sense of the expert. If, however, some crisp conditions also occur in an 
FDT, the property of exclusivity can be enforced for these conditions. 

Identical to defining fuzzy conditions, fuzzy actions can be defined. This means 
that each action state of the decision table is represented by a fuzzy set. 

Definition 5: Fuzzy action states 

AT = {AT1, AT2, , ATa} is the set of action states with ATi = {ATi1, ATi2, ,
ATit

i
} and ATij is a fuzzy set. 

In Table 12.2 the action states are equal to AT = {Allowed production level} = 
{{low, medium, high}}. Also, in this case, fuzzy membership functions have to be 
assigned to each of three fuzzy action states (Figure 12.3).
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Fig. 12.3. The membership functions for the condition AS1 “Allowed production level” 

Based on the above-mentioned definitions, an FDT can also be defined as a ma-
trix (like in the crisp case). The only difference is that CE and AE consist of fuzzy 
sets. 

Definition 6: FDT as a matrix 
Given a matrix D denoting the condition part of a FDT, a matrix E denoting the 

action part of a FDT, and a parameter n denoting the number of columns in a FDT, 
then the FDT can be defined as: 

FDT fdt
D
Eij  (12.8) 

where fdtij = dij, i = 1, , c and j = 1, , n

= e(i-c)j, i = c+1, , c+a and j = 1, , n
dij and e(i-c)j are fuzzy sets defined on their respective domains. 
For the example given in Table 12.2, this yields the following result: 

highmediummediummediummediumlow

longlongaverageaverageshortshort

highlowhighlowhighlow

FDT .

In the previous section three important properties of crisp DTs were identified: 
completeness, exclusivity and consistency. We will now check whether these 
properties hold in a fuzzy context and how they should be defined. With respect to 
the property of completeness, we can quite easily adapt the definition in the crisp 
case to the fuzzy case.  

Definition 7: Completeness of an FDT 
Let Ej denote the jth column of E. Then, a complete DT has to satisfy the fol-

lowing two constraints: 
DOM(DT) = SPACE(C)

Ej: eij: supp(eij)
where i = 1, , a and j = 1, , n.
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For the FDT depicted in Table 12.2, it can be readily noted that this FDT is 
complete. The second property is exclusivity. We know that a fuzzy condition 
cannot be exclusive unless we accept the strict definition of exclusivity.  

Definition 8: Exclusivity of an FDT (strict) 
Let Dj denote the jth column of D and n the number of columns of the FDT. 

Then,
an FDT is exclusive  (Dj, Dk): if j k then  (dij, dik): dij dik = 

where i = 1, , c and j, k = 1, , n.
In the case that fuzzy sets are defined strict, i.e. no overlap is allowed, exclusiv-

ity of an FDT can be defined in the same way as for DTs. However, if fuzzy con-
dition states are defined more in the line with the basic principle of fuzzy set the-
ory, i.e. they may overlap, we can only rely on an approach based on SMs which 
may give an indication whether two fuzzy states are sufficiently different or not 
(Vanthienen and Wets 1996). Given that in an FDT the fuzzy conditions are con-
junctively combined, it follows that exclusivity cannot be guaranteed. In a way, 
this is the price we have to pay for the enhanced flexibility that decision-making 
using fuzzy set theory offers. 

Definition 9: Exclusivity of an FDT  
Let Di denote the ith column of D and n the number of columns of the FDT. 

Then, an FDT is exclusive  if i j then SM(d1i, d1j) T SM(d2i, d2j) T … T SM(dci,
dcj)

where i, j = 1, , n, SM is a similarity measure and T is a t-norm. 
The same objections that can be made with respect to the exclusivity of a fuzzy 

condition, can be made here with respect to the selection of SM and . Moreover, 
the choice of the t-norm may influence the result. If the minimum operator is 
taken as t-norm, only the smallest value of the SMs will influence the result. How-
ever, if the product operator is chosen, all the SMs will contribute to the result. For 
the FDT, which is taken here as an example (Table 12.2), it can be noted that the 
check of exclusivity using the inconsistency measure as SM and the min operator 
as t-norm, the maximum similarity between two columns is equal to 0.5. Thus, for 
values of  equal or larger than 0.5 we would accept that the FDT is exclusive. 
The same result holds if another t-norm is used because min is the largest t-norm. 

The third property is consistency. A DT is consistent if, for each combination of 
condition values, only one action pattern has been specified. Consistency can be 
ensured if single hit DTs are used, since this means that each combination of con-
dition values occurs only once in this type of DTs. Furthermore, even in multiple 
hit DTs, if they do not contain too many conditions, inconsistency can be detected 
rather easily by visual inspection. Unfortunately, in a fuzzy environment, a more 
complicated picture is found. In an FDT, columns are not different or equal but 
they are equal to some extent. Thus, the crisp definition of consistency is not suf-
ficient anymore. To determine whether an FDT is consistent, we have to view it as 
a set of rules, which will be checked with respect to consistency.  
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Definition 10: Consistency of an FDT 
A FDT is consistent  the set of gradual (certainty) rules it represents is con-

sistent. 
In the literature the verification of fuzzy rules has received little attention. 

Some authors (Cox 1994) even argue that it is an advantage of fuzzy set theory 
that it can deal with conflicting knowledge provided by the experts. Although in-
ference under inconsistency can still be performed in fuzzy logic, we think that it 
remains important to detect whether some inconsistency is present in the model or 
not. It is then up to the expert to decide whether the inconsistency should be re-
moved or not. According to Gottwald and Petri (1995) a number of papers tack-
ling the problem of inconsistency in fuzzy rule bases rely on SMs. The more the 
condition parts of the rules are alike, the more the conclusion parts of the rules 
should be alike in order to be consistent. 

12.3.2. Types of FDTs 

As already stated above, a DT consists of conditions and actions. Since both can 
be fuzzified or not, four types of FDTs are possible: conditions crisp - actions 
crisp, conditions fuzzy - actions crisp, conditions crisp - actions fuzzy and condi-
tions fuzzy - actions fuzzy. Note also that some mixed forms (i.e. certain condi-
tions or actions in the condition or action space of the DT are crisp while others 
are fuzzy) are possible, but these will not be investigated here. With respect to 
these different types of FDTs two remarks have to be made. 

First, when the conditions and the actions in a FDT are all crisp, implying that 
all fuzzy membership grades of all elements are restricted to the traditional set 
{0,1}, the result is again the classical, Boolean crisp set, and the resulting table is 
of course a classic, crisp DT. This means that all crisp DTs can be interpreted as 
FDTs. This characteristic is known as the "extension principle" (Zadeh 1975). It 
effectively establishes that fuzzy sets are a true generalization of classical set the-
ory. In fact, by this reasoning all crisp sets are fuzzy sets of that very special type; 
and there is no conflict between both methods. 

Second, working with sharply defined categorizations of the condition and ac-
tion states implies a crisp and precise decision-making. By substituting these crisp 
condition and action states for their fuzzy counterparts, the overall result is a fuzzy 
decision output. Thus, while in a crisp environment only one action configuration 
is possible (i.e. an "all-or-nothing" or a binary {0,1} decision), in a fuzzy envi-
ronment, more than one action configuration, each with a degree in [0,1], may be 
chosen. The associated membership function value gives an indication of the de-
gree of precision (or imprecision) with which a decision can be taken. 

12.3.3. Decision-making using FDTs 

In the previous section, different types of FDTs were considered. To illustrate the 
decision-making using FDTs, we assume the case that both conditions and actions 
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are fuzzy. The remaining types of FDTs can be considered as special cases of this 
type, and consultation can be performed in exactly the same way. In addition, for 
these alternative types of FDTs, it is in most cases possible to make the decision-
making considerably simpler than in the case discussed here. For example, if the 
condition part of the FDT is crisp, then only one column matches a given combi-
nation of condition values. Thus, the decision-making can be carried out as in the 
crisp case. 

Fuzzy decision-making in a FDT can be performed by considering the FDT as a 
set of fuzzy rules. Fuzzy decision-making is also to allow fuzzy consultation of 
DTs (Vanthienen et al. 1996). However, a decision or action configuration cannot 
be taken by merely checking whether a column of the table perfectly matches a 
given combination of condition values. Instead, the degree of matching between 
the given combination of condition values and each column should be evaluated. 
As a result, more than one action configuration may be chosen. To illustrate how 
the appropriate decision can be taken in a FDT, we will use the FDT depicted in 
Table 12.2. 

Determining the degree of matching 

To determine the degree of matching between a given combination of condition 
values and a column in the FDT, similarity measures (SMs) can be used. Wets 
(1998) found that the following SM performed rather well: 

SM A A x x
i

A i A i' , sup min ,'
(12.9) 

where A’(xi) and A(xi) are the membership function grades of fuzzy sets A' and A
at support point xi. This SM is a special case of the so-called class of T-similarity 
measures as proposed in Turksen and Tian (1995). In their paper, “min” in the 
above expression is replaced with a general t-norm. More formally, this class of 
SMs is defined as: 

SM A A T x xT
i

A i A i' , sup ,'
(12.10) 

To denote the similarity between a given combination of condition values d'
and the condition part of a column in the FDT, denoted as d, we use the term 
overall similarity measure (OSM). Thus, an OSM can be defined as follows. 

Definition 11: Overall similarity measure 

OSM(d', d) = SM(d', d).
To compute which columns match, based on the given combination of condi-

tion values, an exhaustive search can be performed. In this case, an OSM for each 
column in the FDT has to be computed and compared with a threshold value  to 
determine whether a column should influence the decision-making or not. In gen-
eral, calculating this OSM is very complicated since for an n-antecedent system it 
involves n-dimensional matrix operations. This is due to the fact that the n-
variable AND relations in the condition part of a column need to be computed. 
Because of the complex calculations, Turksen and Tian (1995) have proposed a 
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simplification. They prove that if the same t-norm is used to calculate the t-
similarity measure and the connective AND, the n-dimensional matrix operations 
can be reduced to n one-dimensional column operations. In terms of FDT termi-
nology, this means that we have to compute c one-dimensional operations. More 
formally, 

Definition 12: Simplified computation of OSM

OSM(d', d) = SM(d'1, d1) TT SM(d'2, d2) TT T SM(d'c, dc) T.
Besides simplifying the computation of the OSM, Turksen and Tian (1995) also 

prove that the number of OSMs which have to be computed can be substantially 
reduced. For instance, given the property that “min” is the largest t-operator, it can 
be proven that the value of an OSM is always smaller than the minimum of the 
SMs for a given column in the FDT and a given combination of condition values. 
As a result, it is no longer necessary that all the OSMs are calculated, but instead 
what is called by Turksen and Tian a two-level tree search can be performed. 
First, all the SMs are calculated. Then, all the columns are checked whether they 
contain a linguistic term associated with the SM, which has a smaller value than .
In this case, the OSM of this column needs not be computed since we can be sure 
that its value will be lower than .

Table 12.3. The calculation of the SMs

di d'i Min 
low 10 1 
high 10 0 
short 27 0.3 

average 27 0.7 
long 27 0 

For example, consider the situation where the safety of the production process 
is 10 and the distance to residential area is 27. First, we will calculate the neces-
sary SMs. Next, the OSMs are calculated with  > 0. In the following table, these 
results are depicted. The symbol “-” denotes that it was not necessary to calculate 
this OSM.

Table 12.4. The calculation of the OSMs 

Column Min 
1 0.3 
2 - 
3 0.7 
4 - 
5 - 
6 - 
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Influence of parameters in the decision-making process 

In the previous section, we explained how decision-making using FDTs can be 
performed. During the decision-making process several decisions have to be 
made. For example, which t-norm will be chosen, what is the influence of the 
value of the threshold, how does the type of input influence the decision outcome, 
etc. In this section, we will give an indication how each of these parameters may 
influence the decision chosen by using some examples. 

Influence of the t-norm. To illustrate the influence of the t-norm in the deci-
sion-making process, we will use the FDT of the previous section. In addition to 
using the min operator, we will also use the product operator. To illustrate the in-
fluence of a t-norm, we will use a situation where the safety of the production 
process is 55 and the distance is 36. First, the necessary SMs have to be calculated.

Table 12.5. The influence of the t-norm: calculation of the SMs

di d'i Min Product 
low 55 0.25 0.25 
high 55 0.75 0.75 
short 36 0 0 

average 36 0.6 0.6 
long 36 0.4 0.4 

Table 12.5 shows that in this case the t-norm does not make any difference. The 
reason is that in the given combination of condition values, each value is a crisp 
set and not a fuzzy set. As a result, only one value in this set has a membership 
value > 0. Next, the OSMs are calculated, and their results depicted in Table 12.6.  

Table 12.6. The influence of the t-norm: calculation of the OSMs

Column Min Product 
1 - - 
2 - - 
3 0.25 0.15 
4 0.6 0.45 
5 0.25 0.1 
6 0.4 0.3 

Suppose that we use Gödel implication instead of min, and Goguen in case of 
the product and combine all columns with a positive degree of matching with a 
given combination of condition values (Wets 1998). The resulting aggregated out-
put fuzzy sets can then be computed. The result is depicted in Figure 12.4. 



268   F Witlox and B Derudder 

0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9

1

0

1
0

2
0

3
0

4
0

5
0

      
0

0,1

0,2
0,3
0,4

0,5
0,6
0,7
0,8

0,9
1

0

1
0

2
0

3
0

4
0

5
0

Fig. 12.4. The aggregated output using min (left) and product (right)  

In Figure 12.4, it can be noted that the aggregated output fuzzy set has more 
characteristics of the medium membership function than of the high membership 
function. Intuitively, this is a result we expect because of the degree of column 
matching. After all, the specified action medium rates higher than the degree of 
matching with the column where the specified action is high. Independently of the 
t-norm used, it can be seen that the shape of the membership function of aggre-
gated output corresponds reasonably well with our intuition. Both membership 
functions are situated at the right of the medium membership function and left 
from the high membership function. In case of the product, the core is wider and 
the curve is smoother. This is mainly because the product operator takes into ac-
count all matching factors, whereas the min operator only uses a single one. 

Influence of the threshold value. To investigate the influence of the threshold 
value on the decision-making, we will start from the situation where the safety of 
the production process is 55 and the distance is 36. In the previous section, we 
have already computed the necessary OSMs. The influence of different threshold 
values on the output can be seen in Figure 12.5.
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Fig. 12.5. The aggregated output with threshold value 0.6 (left) and 0.4 (right) 

 If the threshold value of 0.6 is used, the membership function of the aggre-
gated output fuzzy set reflects the expected action medium. Only the core of the 
newly created action is wider than that of the original action medium. This is logi-
cal because the given combination of condition values did not match completely 
with a column in the FDT. Thus, it seems fair to generate a less restrictive action. 
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Next, we consider the situation where the threshold value is lowered to 0.4. A 
lower threshold means that, in general, more columns in the FDT will influence 
the decision-making. Besides column 4, column 6 is involved in the decision-
making process. In Figure 12.5, it can be seen that, if the threshold value 0.6 is 
used, the shape of the membership function of the output fuzzy set is quite differ-
ent from the generated output. As explained in the previous section, this is because 
the action high specified in column 6 contributes to the output fuzzy set. 

If we further lower the threshold value to 0.25, the number of columns used in 
the decision process increases from 2 to 4. In this case, columns 3 and 5 are in-
volved also in the decision-making process. However, if we compute the aggre-
gated output membership function, we can conclude that this membership function 
is equal to the one we computed in the previous case. As a conclusion, we can 
state that although more columns are involved in the decision-making the gener-
ated output does not differ because the influence of the additional columns is not 
substantial. 

Influence of the type of input. Until now, we have only investigated situations 
where the input is numeric. This situation occurs most frequently. However, it is 
also possible that the given combination of input values contains fuzzy values. For 
example, if we cannot measure exactly the safety of the production process in-
volved, we may accept as input that the safety is low. Low is a linguistic term, 
which can be characterised by a fuzzy membership function. Note that this type of 
input can also occur if the conditions in the FDT are crisp. The same procedure, as 
will be illustrated in the more general case of fuzzy conditions, can be applied. To 
illustrate this type of reasoning, we will start from the following situation. Sup-
pose that the given combination of input values is such that the distance to the 
residential area is 60 and the safety of the production process is more-or-less high. 
The linguistic expression more-or-less high can be interpreted as the hedge, which 
is attached to the original linguistic notions high (Zadeh 1975; Yager 1982). The 
membership function representing more-or-less high is depicted in Figure 12.6. 
We have also depicted the original membership function to show the difference 
between the original membership functions and the input given by the user (Figure 
12.6).
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Fig. 12.6. User membership function vs. predefined membership function 
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After the input values are specified, we have to determine which action has to 
be executed for this input. Until now, to obtain the correct result we determined 
the degree of matching between the given combination of input values and each 
column in the FDT. Subsequently, the columns with a degree of matching higher 
than the threshold value were selected. Then, the output fuzzy sets for each col-
umn were computed, and finally these output fuzzy sets were aggregated to be-
come the final action. It may seem that the same procedure can be used in this 
case, i.e. with fuzzy inputs but, unfortunately the situation is not that easy.  

In a fuzzy rule base, we have to make a distinction between local inference and 
global inference. Recall that local inference first makes the inference with individ-
ual rules and subsequently aggregates the results, while global inference first ag-
gregates the rules and subsequently makes the inference. In general, the global ap-
proach yields a more accurate result when implications are used which comply 
with the classical implication (Wets 1998). 

Next, we have to compute the output fuzzy set, which is depicted in Figure 
12.7. It can be seen that the output fuzzy set represents a linguistic notion falling 
between medium and high. 
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Fig. 12.7. The aggregated output action 

12.4. Discussion 

An interesting point of discussion involves the evaluation of some of the typical 
pros and cons of a model based on FDTs. In particular, it will be worthwhile to 
discuss what we have actually gained and, equally important, potentially lost if a 
spatial modelling approach is followed based on the concept of crisp and fuzzy 
DTs 

First, several arguments have been put forward, which may justify the introduc-
tion of fuzzy concepts in a crisp DT. For one, the problem of the strict boundaries 
between discrete condition states is solved. Also, the problem of vagueness com-
mon in human decision-making is dealt with. After all, conventional DTs only ap-
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pear to produce an accurate or non-fuzzy decision output because the vagueness 
inherent in decision-making is not noticed or assumed to be non-existent. By con-
trast, in an FDT, condition state transition occurs gradually and the vagueness is 
made mathematically explicit. As a result, a more flexible modelling technique is 
acquired. Note, however, that the gain of having a more flexible and less strict or 
softer decision-making process is at the expense of being able to reach exact deci-
sions. This is because the consultation of a FDT produces a fuzzy decision output. 
Therefore, one of the main differences between crisp and fuzzy DTs is their deci-
sion output. In the crisp case, consultation results in a single, exact matching out-
come; in the fuzzy case, a degree of membership indicates the matching between 
the given condition combination and each column. Thus, in an FDT, each of the 
columns has an influence on the decision to be taken, whereby the associated 
membership function value gives some indication of the degree of precision (or 
imprecision) with which that decision is taken. Following a probabilistic interpre-
tation of fuzzy set theory (Stallings 1977; Haack 1979; Cheeseman 1986, 1988; 
Laviolette et al. 1995), this fuzzy action state membership value can be interpreted 
as the probability with which a particular decision rule will be selected.  

Besides the important difference in consultation and decision output, crisp and 
fuzzy DTs also substantially vary in terms of complying with a number of desir-
able decision table properties. In particular, in the fuzzy case, there exists the 
problem of table contraction and expansion, the problem of checking for consis-
tency, the problem of fulfilling the Law of the Excluded Middle, and the problem 
of complying with the property of distributivity. Although most of these problems 
can be solved if additional assumptions are made - assumptions with respect to the 
selection of operators, the sum-to-one criterion, and the interpretation of member-
ship values - and if specific use is made of certain complementary techniques, it 
should be clear that the concept of FDTs needs to be interpreted with great care 
due to its overall complexity.  

In sum, it is argued here that the introduction of fuzzy concepts in DTs offers 
some interesting possibilities with respect to modelling a more flexible decision-
making process, and making explicit the vagueness in that decision-making proc-
ess. However, it also has to be accepted that FDTs do not offer identical gains 
crisp DTs have vis-à-vis other relational modelling techniques.  

Although at the heart of fuzzy set theory applications lies the selection of the 
membership function, in a number of fuzzy studies this particular issue is not 
really considered as important. Usually, the researcher simply selects and assigns 
a standard membership function to those concepts that need to be fuzzified. These 
membership functions model the states in an FDT. While it is still fairly easy to 
understand what happens when one membership function is changed, it becomes 
difficult to understand what the impact will be of changing the membership func-
tions of the states of several conditions. Of course, this is not only a problem of 
FDTs, but of fuzzy reasoning in general. 
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12.5. Conclusions 

This paper introduces the concept of working with fuzzy decision tables. The 
point of departure is the crisp decision table formalism. One of the major advan-
tages of crisp DTs is that they can be easily checked with respect to completeness 
and consistency. It can be noted that also in a FDT the completeness of repre-
sented knowledge is quite easy to check. However, this is no longer true for con-
sistency. It is still possible to check the FDT for consistency, but it is a tedious 
process involving the use of special techniques to check a fuzzy rule base. The 
FDT formalism itself does not facilitate the checking. 

In summary, introducing fuzziness solves the problem of the strict boundaries 
in the DTs, but also ads more complexity in the reasoning process, the verification 
process and the comprehensibility of the FDT.  

It was also illustrated how the decision-making using FDTs can be performed. 
The examples given in this paper show that it is possible to explicate the impreci-
sion involved in the decision-making process by means of FDTs. In most cases, 
the computed results correspond well with our intuition. While this conclusion in-
dicates that FDTs are an interesting technique in the decision-making involving 
imprecision , the overall picture may be less positive. One has to ask the following 
question: Does the decision-making using FDTs add something to the decision-
making using fuzzy KBS? One may argue that properly constructed FDTs are 
consistent and complete, hence it is possible to avoid decision-making errors. But 
in order to ensure these properties, the same techniques are needed as those used 
to verify fuzzy KBS. Furthermore, the visualisation qualities of FDT are less im-
portant than those of its crisp counterpart because the most important aspect in 
fuzzy reasoning is not the table itself, but the membership function attached to the 
respective conditions. Of course, these membership functions can be depicted but 
the same holds for a fuzzy KBS. Does this mean that FDTs should not be used at 
all and that we should use only fuzzy KBS? In our view, FDTs can be useful when 
only a few fuzzy conditions are added to DTs. However, with the increasing num-
ber of fuzzy conditions the advantages of the FDT formalism will fade. 
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Abstract. Geographic Information Systems (GIS) and spatial databases are in-
herently suited for fuzziness, because of the uncertainty inherent in the assimila-
tion, storage, and representation of spatial data.  One of the most fertile GIS de-
velopment areas is integrating multiple criteria decision models into GIS 
querying mechanisms. The classic approach for this integration has been to use 
Boolean techniques of decision making with crisp representations of spatial ob-
jects to produce static maps as query answers. This paper examines a prototype 
system, FOOSBALL, which integrates both multiple attribute querying and a 
fuzzy object-oriented GIS.  FOOSBALL addresses many of the inherent weak-
nesses of current systems by implementing: 1) fuzzy set membership as a method 
for representing the performance of decision alternatives on evaluation criteria, 2) 
fuzzy methods for both criteria weighting and capturing geographic preferences, 
and 3) a fuzzy object oriented spatial database for feature storage.  This makes it 
possible to both store and represent query results more precisely. The end result 
of all of these enhancements is to provide spatial decision makers with more in-
formation so that their decisions will be more informed, and thus, more correct. 

13.1. Introduction  

Geographic Information Systems (GIS) and spatial databases are inherently suited 
for fuzziness (George et al 1996).  This is due to the fact that there are many geo-
graphic objects with uncertain boundaries, and fuzziness is a natural way to repre-
sent this uncertainty, vagueness, or inaccuracy (Goodchild 1990, Couclelis 1996, 
Burrough 1996).   There has been a considerable amount of research regarding 
spatial databases/GIS and fuzziness (George et al 1996, George et al 1997, Usery 
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1996, Wang 1998), and some work on object-oriented (OO) spatial databases and 
fuzziness (Morris 1998, George et al 1992).  As the database paradigm is shifting 
to object oriented databases (OODB), it is imperative that we see how OO can 
play a part in fuzziness, and spatial data.   

A GIS combines the techniques of digital mapping with database technology to 
support and provide a wide range of applications (Maguire et al 1991). GIS is a 
general term for a number of approaches to the management of cartographic and 
spatial information.  GIS can be also be thought of as a toolbox with a rich set of 
techniques and functions for spatial data editing, management, analysis, modeling, 
and visualization supported by standardized APIs allowing system customization 
(Longley et al 2001).  This is clear in systems such as ARC/INFO, which consists 
of two truly independent products:  ARC is the digital mapping package, and 
INFO is the spatial database interfaced to ARC.  

In a spatial database, a spatial object may have four additional types of attrib-
utes.  These are spatial (location) data (where an object is), temporal data (when an 
object is), thematic (attribute) data (what an object is), and scale data (how an ob-
ject is) (Feuchtwanger 1993).  

One way that spatial databases can provide efficient query operations is by stor-
ing the features in layers.  A layer is a group of spatial features, or a usable subdi-
vision of a dataset, generally containing objects of certain classes (rivers, roads, 
mountains).  Layers are often combined to solve a query.  This operation is called 
an overlay (Walker 1993), since multiple layers may be superimposed so that the 
resultant set would contain the features of all combined layers.  It is similar to a 
typical set union operation.  Of course, layers may also be combined with differ-
ence and intersection operations. 

A typical spatial query would be a user requesting display of the mountain 
layer, then mousing over to and clicking upon a specific mountain on the GIS pre-
sented map.  Upon the click, the database would be queried, and the textual re-
sults, such as the name, latitude and longitude, and height of the mountain would 
be displayed. 

A more complex spatial query would be "Display all skiable mountains within 
ten kilometers of an airport" (Morris and Petry 1998).  This query would require 
that several manipulations be done to the spatial data.  First, we could begin the 
overlay process by displaying our mountain layer, second, eliminate all non-
skiable mountains, third, overlay a layer consisting of all airports, next, draw cir-
cles from each airport with a ten kilometer radius, and finally, highlight all of the 
mountains left which were within the ten kilometer radius. 

13.2. Spatial decision making and MCDM 

Spatial decision making is an everyday process for almost everyone.  Choosing to 
walk to the library on a certain sidewalk rather than another one is a typical exam-
ple.  This decision is typically made ad hoc, without any formal analysis.  Most 
spatial decisions are made this way, and they are often based on heuristics and in-
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ternalized preferences of decision options.  One may choose a certain path because 
of the slope of the hills, the view, the condition of the path, and so on.  This cogni-
tively simple technique can be explained by there being a relatively small “deci-
sion equity” at stake.  The cost of a poor decision at this level may be trivial (the 
hill is steeper than expected, the view is not as scenic as hoped). 

However, as GIS are becoming more widely used for making critical decisions 
in many disciplines (Armstrong 1992, Carver 1991, Jankowski 1995), the decision 
equity becomes critical.  As this decision equity heightens in cost, more sophisti-
cated approaches need to be used.   

Many spatial decision making problems such as site selection or land use allo-
cation require the decision maker to consider the impacts of choice-alternatives 
along multiple dimensions in order to choose the best option (Jankowski et al 
1999).  The decision making process, involving policy priorities, tradeoffs, and 
uncertainties, can be aided by Multiple Criteria Decision-Making (MCDM) meth-
ods (Jankowski 1995).   

This research in spatial decision analysis (Malczewski 1999), also known as 
Multi-Criteria Evaluation (Jiang 2000), assists decision makers by evaluating mul-
tiple choice alternatives using multiple decision criteria. (Malczewski, 1999a) 
proposes that visualization is critical in spatial decision making. Since visualiza-
tion is something that GIS do well, it has been a natural marriage to attempt to in-
tegrate MCDM tools with GIS.   By integrating these tools with an underlying 
fuzzy GIS, we hope to attain the enhancements that have been realized in tradi-
tional MCDM techniques (Czogala 1990, Fodor and Roubens 1994). Fuzzy 
MCDM uses fuzzy ranking methods and/or fuzzy multiple attribute decision mak-
ing methods to enhance the technique (Carlsson and Fuller 1996). 

Spatial MCDM differs from traditional MCDM in that the proposed solutions 
are typically presented to the user in the form of a map with multiple overlays 
(Jankowski et al 1997, Jankowski et al 2001, Jankowski 1995).  This differs from 
traditional MCDM in that the visualization problems presented via the map raise 
many new issues. 

Another problem encountered with MCDM-GIS integration is that the decision 
weighting techniques have assigned weights to the criteria somewhat arbitrarily, 
or have assumed that the criteria were strictly Boolean. What is required is an 
analysis technique that will allow continuous or fuzzy functions to be assigned 
fuzzy values.  

When decisions that must be made are not based upon crisp or binary criteria, it 
is important to convey this to the decision maker. A GIS that supports MCDM 
should also be able to represent fuzzy queries (either queries that involve geo-
graphic objects with indeterminate boundaries, or queries with fuzzy operators or 
fuzzy terms) in a visual manner.  This way the decision maker will be cognizant 
that the query results are not Boolean, but do in fact have shades of gray. 

Currently, MCDM-GIS integration has resulted in various query solutions, 
ranging from maps based on non-compensatory decision rules and crisp feature 
visualization to geographical spaces integrated with sophisticated compensatory 
decision techniques (Malczewski 1999, Jiang 2000). Studies have shown that us-
ing maps during the analytical process (where the specialized maps depict the so-
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lutions of multiple criteria decision models) plays only a limited support role in 
the decision making process (Jankowski et al 1997, Lotov et al 1999). So it may 
seem that maps are not adequate for decision problem exploration. However, 
(Casner 1991) has shown that different graphical representations are needed to 
support different information requirements. We pose that the limitations may lie in 
the integration of and representation of the map; and by integrating fuzziness into 
every critical area of this integration, we will provide better and more accurate de-
cision making tools.

13.3. How fuzziness can support spatial databases 

In recent years, several models have been proposed which provide for enriching 
database models to allow the user to deal with fuzzy and uncertain data.  Many of 
these models have been targeted toward the object-oriented database model, so as 
to reap the benefits offered by this paradigm (Buckles and Petry 1995, Petry 1996, 
Van Gyseghem and DeCaluwe 1997).  

None of these models have specifically provided for the inclusion of spatial 
data in their model.  Spatial databases and Geographic Information Systems (GIS) 
are among the most exciting new technologies today.  However, one of the hidden 
drawbacks of spatial databases is that the spatial data stored in the database is in-
herently uncertain (Goodchild 1990, Couclelis 1996).  Therefore, since uncertainty 
is an inescapable attribute of a spatial database, it behooves us to design a frame-
work for these spatial databases that will provide for fuzziness.   

Our idea is to introduce a mechanism for facilitating the use of fuzzy data into 
an OO spatial database. We believe that by implementing fuzziness into a spatial 
database, we will provide: 

the GIS community with the flexibility needed and required by their field 
(Goodchild 1990, Morris et al 1999), and will provide a framework by which 
GIS researchers can effectively represent and handle uncertainty 
the OO community with a prototype of how fuzziness can naturally be imple-
mented within the OO framework, and will show how spatial data is a natural 
fit for an object oriented database.  

Much spatial data is inherently uncertain (Morris and Petry 1998, Burrough 
1996, Frank 1996).  GIS modelers and others in the GIS community realize this, 
and they seek a way to model it.  Fuzzy logic is a proven way to model uncertainty 
(Katinsky 1994). 

13.3.1. Fuzzy OO features  

One advantage of the OO paradigm for GIS is that it is immaterial what type an 
object is.  Thus it may be stored internally as raster-based, vector-based, or fea-
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ture-based, and it will be transparent to the user (Woodsford 1995).  This also pro-
vides for a more natural way to deal with combined raster and vector data.   

This also means that objects may have more than one geometry.  While this 
may seem impractical, an example where this may be useful is when displaying a 
ski lift gondola at different resolutions.  At very fine resolutions, it would be pos-
sible to display a geometry that showed the number of seats available on the chair 
lift.  At lower resolutions (higher scales), we might not want to show that much 
detail.  Rather than having the representation mechanism introduce more uncer-
tainty when displaying the object, the use of multiple geometries allows us to limit 
the amount of detail presented, and possibly limit the uncertainty introduced in the 
display mechanism.

Another possibility of the advantage of multiple geometries with an object 
comes when we are dealing with objects that have their geometries derived from 
different sources.  If we use conflation (or expert opinion) to determine that an ob-
ject derived from multiple sources is truly the same object, then we can assign dif-
ferent geometries to that object.  We will then be able to use the best one when 
representing that object, depending upon the scale, the derived layer that into 
which this object fits, or any other criteria.  This is possible, although it is up to 
the modeler to perform the conflation; it is not a function of our model. 

So duplicate objects are not desirable, but the framework outlined in (Morris 
1998) allows for multiple representations of the same spatial object in two ways.  
First, a feature may be stored in the database as a single object, with several repre-
sentations of its spatial characteristics.  Obviously, the GIS modeler has to deter-
mine that the multiple representations are in fact, the same feature.  Therefore we 
may assume that the issue of conflation was handled manually by the modeler 
(George et al 1992).  Second, the database may store several features that are actu-
ally multiple representations of the same feature.  If the GIS modeler did not de-
termine that these multiple objects were the same feature, then it would be out of 
scope for the framework mechanism to perform conflation.

13.3.2. Where uncertainty occurs in spatial databases  

Uncertainty can occur in numerous places in a spatial database, and can be repre-
sented quite well using the fuzzy concept of partial membership. 

Queries 

An example of a fuzzy query is shown by one of our previous examples: "Display 
all skiable mountains within ten kilometers of an airport."  In section 1, we 
showed how a GIS may resolve this query using crisp data.  Now we will discuss 
how uncertainty may arise in this query.   

There are three terms or phrases in this query that may lead to uncertainty: 
skiable mountains, airport, and within ten kilometers.

First, the thematic layer which contains skiable mountains may consist of crisp 
data.  However, if one is Franz Klammer (1976 Olympic downhill gold medalist), 
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or a heli-skier, who takes a helicopter to the summit of a mountain where ski lifts 
do not go, then their definition of skiable may differ from the norm.   

Secondly, the concept of “airport” may be fuzzy as well.  One may be looking 
for simply a dirt air strip, where a tiny two passenger plane could land, as opposed 
to a multi-runway tarmac. 

A third way uncertainty may exist within this query would be the fuzziness in 
the semantics of the person posing the query.  Even though they may ask for 
skiable mountains within ten kilometers of an airport, they may want to know all 
skiable mountains within walking distance, driving distance, taxi distance, or 
some other distance depending upon the circumstances.  Also, the person posing 
the query may not know how the GIS works when trying to satisfy the query.  It 
would be simple for the GIS to draw circles around the airports with ten kilometer 
radii, but the person posing the query may want to know the mountains within ten 
kilometers by road, which is a very different query indeed. 

A more classic example of a fuzzy query would be to alter the query to actually 
include fuzzy terms. An example of this would be: "Display all skiable mountains 
near an airport.” This query contains the fuzzy term "near", which could return a 
solution set with a degree of membership of 1 for every mountain less than 9 
kilometers from an airport, and a degree of membership of 0 for every mountain 
more than 20 kilometers from an airport (see Figure 13.1).  Every mountain be-
tween 9 and 20 kilometers from an airport would have a variable degree of mem-
bership. These fuzzy terms can be used in a GIS whether or not the objects are 
stored in a fuzzy manner (Morris 1998, Morris and Petry 1998).  

Fig. 13.1. Membership Graph
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Objects 

There are many examples of how fuzziness can exist in the objects in a GIS. (Mor-
ris and Petry 1998, Couclelis 1996) These are: 

Resolution 
Missing Data 
Uncertain Data 
Object Identification 
Boundaries 
Temporality 
Object Grouping 
Geostatistics 
Multi-dimensional Fuzziness 
Objects with Fluid Boundaries  
Groups or collections of Objects 

Fuzzy Sets  

Fuzzy selection procedure should be included if for no other reason than because 
it is much less sensitive to errors or missing values in the data than crisp, discrete 
selection.  

When we want to represent a point in an object in our GIS, the point will surely 
represent a 0 dimensional X,Y,Z and possibly temporal coordinate.  The point will 
have no size, but will be a representation of a place.  However, when we have to 
represent the point to the user, we must do so in a manner that the user can visual-
ize.  When we show our results, we must tell the user about the uncertainty intro-
duced to the representation by the GIS. 

We are primarily interested in capturing the fuzziness of the data in the context 
of every object, as opposed to implementing fuzzy querying and retaining the 
crispness of the objects.  As stated earlier, we believe that it is in every aspect of 
the object where fuzziness may be introduced.  Also, even if we were to imple-
ment a fuzzy query mechanism, when it came time to actually represent the ob-
jects, we ourselves would introduce uncertainty in the representation.  So by in-
corporating the fuzziness into the objects themselves, we are providing the most 
plausible representation possible to the user.

13.4. How to manage uncertainty in spatial data 

GIS researchers are making a strong demand to provide for approaches that deal 
with inaccuracy and uncertainty in GIS (Goodchild 1990).  This ability has been 
recognized as vital to the long term viability of GIS technology.  There are many 
places in a GIS where the potential for inaccurate or uncertain data may occur.  
Our investigation will focus on the aspects that lend themselves to modeling via 
fuzzy set techniques, within the object-oriented framework.  As we will see later, 
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the object-oriented framework actually aids in our handling of fuzziness and un-
certainty within a spatial database. 

One advantage of building our GIS on top of an OODB is that by providing for 
fuzziness in the OODB, we have, by definition, provided for fuzziness in the 
OOGIS.  Also, any imprecision or uncertainty that is built into our database archi-
tecture, would extend into the particular GIS application that we are trying to im-
plement.  We would just have to include the degree of set membership and other 
data into every object that we want to have fuzzy capabilities as we store them in 
our OOGIS. 

A GIS can include the use of fuzzy terms for queries, regardless of how the 
data is stored. Whether data, entities, or objects are stored with uncertainty or in 
fuzzy sets, they can still be queried using fuzzy terms. If this approach is taken, 
then the "back end"; the database storage mechanism, does not need to represent 
fuzziness in any way shape or form.  This means that any traditional or any com-
mercial spatial database may be used. 

13.4.1. Fuzzy Object-oriented Data Model  

The traditional method for handling uncertainty in a database has been to remove 
the uncertainty manually, and forcing the data to conform to precise values.  The 
problems with this approach are many and self-evident, not the least of which in a 
GIS sense is the problem of missing data being represented as crisp, and resulting 
in erroneous representations of results. 

The similarity based approach (George et al 1997) provides for a richer data 
model that can support fuzziness and uncertainty.  This is done by allowing spe-
cialization and instantiation, as well as object-class and subclass-superclass rela-
tionships that allow partial inheritance.  One advantage of this technique is permit-
ting a more accurate knowledge representation of the universe of discourse.  
Another advantage is that it now becomes possible to perform fuzzy retrievals via 
the query language.  This way, the crisp retrieval merely becomes a special case 
(subset) of imprecise retrieval.  

Note that this model preserves the underlying features of the object-oriented 
paradigm, and also provides for uncertainties in hierarchies.  Impreciseness and 
uncertainty are both represented in this model, and they are distinguished from 
each other.  The fact that uncertainty and imprecision are both supported by the 
model lends itself to implementation of a spatial database that is inherently uncer-
tain.

13.4.2. Objects and Classes  

Our data model supports spatial data, which is implemented as a superset of regu-
lar object data.  Therefore our model is capable of storing non-spatial data, as well 
as spatial data.  Spatial data (features) are represented as a special type of object, 
with additional attributes. 



Spatial Decision Making Using Fuzzy GIS   283 

Similar objects are grouped together to form a class.  For example, we may 
have a ‘mountain’ class.  This is different from a ‘layer’.  In typical GIS terminol-
ogy, a layer is a group of topologically related features.  As we can use the OODB 
notion of collections to group any number of objects together, in our system a 
layer is simply a collection of features.  This has a profound effect upon our 
model, in that layers can either be generated “on the fly”, or may be stored in a 
persistent collection.  In practice, the layers used by the GIS often but not always 
correspond to the classes in the underlying object database.   

The idea that layers do not correspond to classes may sound counter-intuitive, 
but this is necessary to distinguish between classes, which are used by the data-
base, and layers, which are used by the GIS.  For example, a layer may consist of 
all features on a mountain (trails, lifts, restaurants, mines…).  This would not be a 
class, as the thing that binds these objects together has nothing to do with their 
non-spatial attributes, but their location.  This layer will be constructed by per-
forming a spatial operation on all spatial objects in the map space.  The result 
query set will then be a collection, which may then be treated by the GIS as a 
layer.  

13.5. Decision Making using a fuzzy OOGIS 

As outlined in (Jiang 2000), we can overcome some of the problems of Boolean 
MCDM by using fuzzy sets. Even if we are looking at land allocation, where our 
resultant set will tell us simply if the land is suitable or not (a Boolean, or crisp 

choice), by using fuzzy set theory we will be able to incorporate more relevant cri-
teria into our decision making process than we would be able to do without it.  For 
example, land allocation suitability is considered a fuzzy concept expressed as a 
fuzzy set membership (Burrough et al 1992, Hall et al 1992).  

There are three strong reasons why we would want to implement these fuzzy 
concepts into our model (Jiang 2000). First, the use of fuzzy set membership pro-
vides a strong logic for the process of standardization, and is much better fit for 
the process of set membership functions than that of linear rescaling. Second, we 
can represent continuous scaling accurately in fuzzy sets. This is an impossibility 
in Boolean sets.  Third, when we are representing objects with uncertain bounda-
ries in our database, fuzzy spatial models can accurately represent these features, 
and traditional GIS can not (Morris 1998, George et al 1996, Usery 1996, Morris 
et al 1999).

13.5.1. Fuzzy spatial databases 

An obvious advantage of having fuzziness permeate the data storage, algorithms, 
and visualization is that fuzzy sets give us an unlimited set of values to satisfy 
variables.  These may be dynamically (Jankowski et al 2001) altered and dis-
played.  When used with colors, hue, intensity, chroma, and shading, we can use 
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these values to demonstrate relative membership values much better, and thus aid 
in decision making. 

If we simply allow for fuzziness in the algorithms (Jiang 2000), but not in the 
underlying spatial database (Morris 1998, Morris and Petry 1998), the representa-
tion may provide for alterations in visualization quanta, but it will still be repre-
sented as discrete data sets.  The use of an underlying fuzzy spatial database will 
provide a more accurate and more dynamic approach to the visualization analysis.

13.5.2. Cognitive Complexity 

Even though (Jankowski et al 2001) showed that maps frequently play a limited 
role in decision making, it also showed that there were much better results when a 
facilitator led the decision making sessions.  The role of the facilitator was simply 
to guide the groups through the problem exploration and resolution, and assist in 
the use of maps and MCDM models.  This is consistent with findings from other 
studies with group decision support systems (Chun and Park 1998).  We speculate 
that since the facilitator acted to simplify and synchronize the maps and decision 
criteria, a system that better integrated maps and MCDM tools could lead to a bet-
ter decision making process.  Also, since a fuzzy GIS can often yield more accu-
rate results than a non-fuzzy GIS (Usery 1996, Wang 1998), we propose that a to-
tal integration of MCDM within a fuzzy GIS can provide the best support for 
decision makers (Mackay and Robinson 2000, Morris and Jankowski 2000). 

(Malczewski 1999a) states that the main purpose for using maps in multiple cri-
teria spatial decision analysis is to consider the geographic location when explor-
ing the best compromise for a decision problem.  Candidate solutions can be de-
picted as a scatterplot so that every point represents the performance of a decision 
option on the respective two criteria (Jankowski et al 1999).  Thus, we can depict 
decision options along with the underlying spatial relationships as a geographic 
decision space on a map.  These visualization techniques have limitations 
(Malczewski 1999a), but we propose that these are due mainly to the static nature 
of the maps being displayed.  By having dynamic interactive depiction of criteria 
and decision spaces within a technique tolerant of uncertainty, we can more effec-
tively represent the decision situation. 

Also, the cognitive complexity of a multiple criteria spatial decision problem 
indicates that it is difficult for decision makers to consistently assign weights that 
reflect the decision maker’s perception of the relative importance of the criteria.  
Assigning weights for any fuzzy or continuous field will become even more arbi-
trary, as decision makers may attach varying degrees of importance to the same 
criteria at different times (Kirkwood 1997).  Some ways to compensate for this are 
through the implicit representation of preferences through criteria tradeoffs and 
aspiration levels (Jankowski et al 1999, Lotfi et al 1992), and also by conducting 
an interactive dialogue with the user or decision maker (Robinson 1990, Robinson 
2000). 
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One assumption frequently made is that evaluation criteria are independent.  A 
system which could determine dependencies based upon implicit criterion trade-
offs could better manage these dependencies.  Also, if a decision maker knew 
about existing dependencies and could account for them when assigning weights, 
a more accurate representation could be presented.  Fuzziness can help in this 
area, especially if iterative fuzzy techniques are used (Berthold 1999).  As the user 
continuously makes decisions, and the decisions are explicitly or implicitly 
ranked, the system can autonomously determine weights and ranks for explicit cri-
teria.  

The technique described by Robinson (2000) guides the user through a series of 
yes/no questions.  An example would be where a user is shown a map, and the 
user is asked "Is town A near town B?"    The user must answer either yes or no.  
From this series of questions, a tree is constructed.  If two users have identical an-
swers, the resultant trees will be identical. 

Once these trees are constructed, we have the option of applying either the 
user's own personal preferences to the dataset, or through multiperson concept 
construction, we can generate one of several consensus methods.  This multiper-
son concept construction can be explored using the agreement, global evidence, 
combined agreement and global evidence, and Zimmerman methods outlined in 
(Robinson 2000).  Regardless of what technique is used, we are able to more pre-
cisely determine the value of fuzzy terms such as near, close_to, remote_from us-
ing these techniques.

13.5.3. Capturing Geographical Preferences 

Ideally, a GIS with MCDM capabilities should offer decision makers the most in-
formation to aid them in choosing criteria, and not impose any preferences of the 
system architect (Morris 1998). The ability of a GIS with MCDM capabilities to 
simultaneously represent decision spaces and criteria values, as well as allowing 
the user to manipulate the displays, will provide for the best choices not only on 
the basis of attribute data, but also geography. 

13.5.4. Rough and Fuzzy Techniques 

Ahlqvist et al (1998) describes how rough sets can be used to determine the core 
and boundary of geographic objects with uncertain boundaries.  The core of an ob-
ject is that area of objects that have full (1.0) membership in that class of objects.  
The boundary is the perimeter beyond which an object has no (0.0) membership in 
the class of objects. 

By using rough sets, Ahlqvist et al (1998) are able to represent that area of an 
object about which we have absolute certainty, the area about which we have ab-
solute negative certainty, and the area that is uncertain.   

A classic example of the core and boundary problem is determining where a 
forest begins. Is it determined based on a hard threshold of trees per hectare? This 
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may be the political boundary, but it is not likely the natural definition. If our spa-
tial database can represent the outlying trees as being partial members of the for-
est, then the decision maker will see these features as being partial members on 
the display. Thus, all algorithms and criteria may be applied to these partial mem-
bers as well as to the core forest.  

The model we are proposing (Morris and Jankowski 2000) also represents core 
and boundary, but allows the user to select any number of alpha-cuts for partial 
membership values.  This technique works for both raster and vector based GIS.  
This has the advantage of allowing the modeler to use either classic fuzzy sets (n 
alpha-cuts) or rough sets (core and boundary).  Our system incorporates these 
fuzzy features, fuzzy algorithms, and facilities for interactive display and manipu-
lation of the criterion outcome space and graphics. This allows the GIS modeler to 
represent features as crisp or fuzzy objects with any number of alpha cuts.

13.6. Current Work 

At this point, two projects by the authors are incorporating and integrating this 
technology to provide more accurate tools for MCDM GIS. 

The DECADE system, as described more thoroughly by Jankowski et al 
(2001), has been developed on the basis of the dynamic mapping software Des-
cartes (Andrienko and Andrienko 1999).  These tools implement the concept of in-
tegrating dynamic mapping with multiple criteria spatial decision making.   

The FOOSBALL (Fuzzy Object Oriented Spatial Boundary and Layer) system 
(Morris et al 1999) is a prototype system that integrates fuzzy object oriented da-
tabases and spatial data with fuzzy operations and display methods.  The system 
may be found at http://ashleymorris.com/gis/index.html.

13.7. FOOSBALL 

Originally, FOOSBALL was created as a proof-of-concept exercise, to show that 
the work described in Morris (1998) was feasible.  As the work has progressed, 
the concept has evolved from merely being a proof of concept to being a viable 
system for storage and representation of fuzzy objects (Morris 2003). 

13.7.1. Fuzziness as a function of the object, not the user 

The objects stored in this OODBMS can be stored as either crisp or fuzzy objects, 
and the associated quantifiers (such as near an object) attached to the objects can 
be crisp or fuzzy.   

While fuzzy set theory has traditionally applied weighting techniques depend-
ing upon the user‘s perception of the fuzzy terms (Berthold 1999), it is our posi-
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tion that when dealing with spatial objects, the values assigned to fuzzy terms are 
more dependent upon the object, rather than the user.   

For example, if a query stated “Display all houses near a fire hydrant“, we 
would assume that the fuzzy term near would be a function of the fire hydrant, 
and that the definition of near in this case would be fairly standard for every user.  
However, if we were to pose the query “Display all houses near a toxic waste 
dump“, we would have a totally different definition of near.  Where near a fire 
hydrant could mean 50 meters, near a toxic waste dump could mean 50 kilome-
ters.  FOOSBALL allows the users to define operations such as near for classes of 
objects, and then that definition would be inherited by all instances of that object. 

13.7.2. FOOSBALL’s technique for storing objects with indeterminate 

boundaries 

Traditionally, one of the disadvantages of any fuzzy DBMS has been poor per-
formance.  We believe that we have addressed the performance issue in several 
ways.  First, we are using a standard commercial OODBMS, which has sufficient 
performance capabilities built into the system.  Second, we are using vector based 
objects rather than raster based.  Vector based GIS typically have better perform-
ance than raster based.  Third, the mechanism for implementing the framework 
described by Morris (1998) has not been to assign individual membership values 
to individual pixels (as would have been the case in a raster-based model), but to 
provide a varying number of alpha cuts for every spatial object represented with a 
vector data model. 

By providing for a varying number of alpha cuts to represent varying degrees of 
membership for every feature, we are allowing the GIS modeler to use as much or 
as little fuzziness as is required.  So, for example, if the modeler wanted to repre-
sent shorelines, then the modeler could draw the sea boundary at high tide as hav-
ing membership 1, and the boundary at low tide as having membership 0.5.  Thus, 
by providing for a single alpha cut, the system allows the use of a fuzzy boundary.  
If dealing with soil types, the modeler could have many boundaries, representing 
many alpha cuts, with many membership values. 

The FOOSBALL system will then represent both fuzzy features and fuzzy op-
erations in two ways.   Either the colors can be constant values across the same 
membership value (alpha cut), or the colors can gradually fade from alpha cut to 
alpha cut.  This allows the modeler to better evaluate decision options, as different 
techniques are better suited to different problems. 

The richness of fuzzy algorithms allows decision makers to choose the mem-
bership functions that best represent their data. (Jiang 2000) discusses how these 
algorithms are used in the IDRISI commercial GIS system. This allows the deci-
sion maker to interactively choose an algorithm that best helps them to make deci-
sions.  However, IDRISI stores only objects with crisp boundaries, and does not 
store objects with indeterminate boundaries. In FOOSBALL, which provides for 
the storage of fuzzy features (Morris 1998, George et al 1996, Usery 1996), we 
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can apply these algorithms not only to the part of the feature that has full member-
ship (core), but also to any outlying portions of the feature (boundary).

13.7.3. Example queries using FOOSBALL 1 

If we were to use the query “Display all houses near a fire hydrant“ with a strictly 
Boolean definition for near, such as within 100 meters, then the result from our 
query might look like this: 

Fig. 13.2. Boolean query in FOOSBALL 1 

In Figure 13.2, the dots at the locations represent fire hydrants, the irregular 
shaped rectangles are houses, and they all lie upon city blocks with streets.  The 
only houses and hydrants represented in this query result are those that meet the 
Boolean criteria. 

Now, let us change the definition of near to be fuzzy instead of Boolean.  As-
sume that fire trucks carry hoses of 50, 75, and 100 meters.  So near in this case 
would have a different definition.  A house within 50 meters would have a mem-
bership value of 1.0 in the set of houses near a fire hydrant, and would be in the 
core.  Houses within 75 meters would have a membership value of 0.66, and 
houses within 100 meters would have a membership value of 0.33.  Any houses 
greater than 100 meters away would have a membership of 0.0, and would be out-
side the boundary.
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Figure 13.3 depicts the query response as a map showing all buildings, but dis-
playing several levels of concentric circles over each fire hydrant. The circle in the 
center is considered to be the "core" boundary, inside of which everything has a 
membership of 1.0 (or full membership) in the class "near a fire hydrant." The ar-
eas that are more transparent than the core are places where the membership in the 
class "near a fire hydrant" are less then 1.0 and represent the alpha cuts. In this 
case the second circle represents the alpha cut of membership 0.66, and the outer 
circle represents membership 0.33. As powerful as this ability is, it may be more 
useful for decision makers to be able to visualize the query results in a less coarse 
representation.  

Fig. 13. 3. Fuzzy Alpha Cut Query.

In Figure 13.4, we used the same definition of near as used for our three alpha 
cut example.  The only modification was in the representation.  Open GL, the 
open graphics library initiated by Silicon Graphics Inc., allows us to smoothly 
fade between objects.  So we faded between the boundaries of every alpha cut so 
that the concept of partial membership was even more visible. The FOOSBALL 
system allows the user to toggle between fades and crisp alpha cuts.  In our pre-
liminary testing, decision makers appreciated the ability to toggle between smooth 
fades and crisp alpha cuts, as it provided additional information from a visual per-
spective. 
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Fig. 13.4. Fuzzy Continuous Query

Any number of alpha cuts may be represented.  For these examples, we used 
concentric circles for representation of varying membership values.  FOOSBALL 
also supports objects with no core (soil classes), irregular shaped objects, both 
convex and concave polygons, and objects with no determinable boundary. 

Figures 13.2-4 show how the FOOSBALL system will represent fuzziness as a 
function of the object.  These examples have used a single criterion.  When we 
begin using multiple criteria, FOOSBALL will allow the user many options.   

Typically, MCDM in FOOSBALL is a three-step process.  In the first stage, a 
single criterion is applied to our scene.  This is exemplified by the Figures 13.2-4. 
Typically, each of the criteria is then displayed on the map, and the user will as-
sign a different color to each.  The user has the option of toggling between 
whether the operations/objects should be Boolean (Figure 13.2), fuzzy with alpha 
cuts (Figure 13.3), or fuzzy continuous (Figure 13.4).  FOOSBALL will then pro-
duce a map showing the representations of the multiple criteria. 

Secondly, each criterion will be weighted.  These weights will then be multi-
plied by the membership values determined in the first step.  The user has the op-
tion of displaying these weighted maps. 
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Fig. 13.5. Fuzzy Continuous Query with Boolean Constraint in FOOSBALL1 

Thirdly, a final map is produced which will calculate the membership values of 
all objects in the final fuzzy set.  Typically, the final membership value will be the 
sum of the object’s membership values of all previous criteria divided by the 
number of criteria.  This is a fairly naïve and simplistic approach, and we are in 
the process of using other techniques, such as OWA (Ordered Weighted Averag-
ing) (Yager 1988).  Also, as we are using these multiple criteria to make a single 
decision, we represent the final coverage map with a single color denoting mem-
bership in the final fuzzy set. 

Another feature of FOOSBALL is the ability to perform queries with Boolean 
constraints as well as fuzzy constraints.  In Figure 13.5, we used the same query as 
depicted in Figure 13.4, but we added the Boolean constraint that fire hoses cannot 
cross streets. 

An advantage of using Open GL is that color transparencies are represented in 
the range 0.0 – 1.0, so we are able to directly map the membership values to dis-
play values.  For this publication, please note that the representations are in gray-
scale, while the FOOSBALL system uses color.

13.7.4. Second generation of FOOSBALL 

Our initial implementation was successful in the sense that it showed us that it was 
possible to implement our ideas in a GIS environment.  The ability to represent 
some degree of fuzziness was well received in our informal reviews (Morris 
2000).  Especially well received by our reviewers was the ability to toggle the dif-
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ferent modes of representation (crisp, fuzzy with crisp alpha cuts, fuzzy with con-
tinuous representation of crisp alpha cuts) as detailed in Figures 2-5. 

Enhancements 

We realized that we needed to enhance FOOSBALL to provide added functional-
ity.  The enhancements for the second phase of the project were to: 

Change the data storage facility from flat files to ObjectStore, a commercial 
off-the-shelf (COTS) object-oriented database 
Create a multiple document interface allowing for multiple views of the same 
data
Provide better support for crisp queries 
Provide the ability to define fuzzy terms on a class/object basis 
Provide management of features with irregularly shaped alpha-cuts 
Provide management of fuzzy spatial terms with irregularly shaped regions 
Provide better support for MCDM. 

Development Environment 

Our development environment remained basically the same as the original 
FOOSBALL application, with the addition of Microsoft Foundation Classes 
(MFC) and Object Store as programming tools.  

ObjectStore allowed us to truly store the geographic features as objects, follow-
ing the fuzzy spatial object class hierarchy proposed in (Morris 1998, 2003).  Ba-
sically, this hierarchy states that every type of spatial object (feature) is a subtype 
of the class Feature.  The only difference between a spatial object and a non-
spatial object is that a spatial object has additional attributes to indicate the geo-
graphical position of the object, and the scale of the object.  Please note that by 
scale of the object, we may also include additional information such as sampling 
rate, data quality, and other aspects of how well the data describes the object. 

New Interface 

The screen capture of FOOSBALL2 shows the new interface.  The upper left win-
dow displays the hierarchy of objects in the domain.  A “T” before the name indi-
cates that the object is a type of object, or a class of objects.  Types can be created 
dynamically by the user and can be subtypes of any other type in the tree.  Types 
can be thought of in this context as classes in the traditional object oriented sense, 
as subtypes inherit all attributes of their parent types.  We use the term type over 
class in this context, as a membership grouping in a query is denoted by the term 
class.

An “O” before a tree entry means that the item is an object.  Objects are always 
of a particular subtype, and their supertype is always that of feature.  An object 
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can be thought of as an instantiation of a type.  Types contain data structure defini-
tions, whereas objects contain the actual value data in those structures. 

As this article will be printed in grayscale, we do not demonstrate the ability to 
provide multiple views of the same data.  It can be done, and scaling can also be 
performed.  Also, multiple views can provide different coloring for the features 
being displayed.  

We are researching, both formally and through informal reviews, the differ-
ences that color changes can have on reviewers making spatial decisions. 

Queries 

The query is displayed in the lower left window of the screen shot.  This window 
will show the user the criteria entered by means of the query entry window. In this 
particular screen shot the criteria have been defined as “Near Fire Hydrants” and 
“Not Streets.”  This is a form of the natural language query “Show all features 
near fire hydrants that are on the same side of the street as the hydrant.”  This 
would be important if one did not want to have a hose cross the street in case of 
fire. 

Fig. 13.6. Screenshot of the FOOSBALL v. 0.2 system 

The “Not Streets” operator works similar to a “minus” operator, except that it 
creates a new boundary that the query must consider, namely, that the streets be-
come a boundary.  In this case the system checks the value of “near” specified for 
the type “fire hydrants”, and draws the blue fuzzy membership values accordingly.  
Note that in this case, the display defaults to “fuzzy with continuous display of 
crisp alpha cuts.” 
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Fuzzy spatial terms 

As described in Morris and Jankowski (2000) and Morris (2003), the fuzzy spatial 
term “near” is associated with a spatial object, not with a user.  This may seem 
counter-intuitive at first, but consider that “near” a city and “near” a star take on 
such wildly different values that they cannot be grouped together as like quantifi-
ers.  Thus, the GIS modeler, when entering new classes, must define the values for 
fuzzy spatial terms he wishes to use for each particular type.  We anticipate allow-
ing individual users to “tune” the definitions of these fuzzy spatial terms as they 
become more accustomed to the system. 

In this example, we have displayed crisp data with fuzzy query results.  Since 
FOOSBALL is built upon an underlying fuzzy OOGIS, it is possible to store and 
display objects with fuzzy boundaries. 

Alpha cuts and fuzzy value mapping 

Alpha cuts are used in FOOSBALL to construct areas of an object that have less 
than 1.0 membership in the object’s class.   

The second generation of the FOOSBALL software allows the user to define 
any number of alpha cuts for each individual object.  If an object has no alpha 
cuts, it is simply treated as a crisp object.  Also, spatial objects with no core (no 
membership values of 1.0) can be stored.  This is a requirement when dealing with 
objects such as soil types, which may have partial membership in any number of 
classes, and no full membership in any one class. 

Alpha cut boundaries may be drawn by the user with a mouse, but FOOSBALL 
also supports automatic generation of alpha cuts.  This is typically done from 
raster sampled data, and is handled internally by a selectable “fuzziness” function 
applied to each sampled data point.  The function determines the values of mem-
bership for each sampled data point of a feature based on an initial +/- setting sup-
plied for each feature, and a set number of alpha cuts (supplied by the user).  This 
+/- value can be thought of as the error value for each data point.  Functions that 
can be selected for mapping this value are: logarithmic, linear, square, and cubic.  
The application of the +/- error value and the fuzziness function is called Fuzzy 
Value Mapping.  The user may select any number of alpha cuts.  This would allow 
every pixel to be treated as an individual spatial object, with its own individual 
membership values in the class. 

These two mechanisms (alpha cuts and fuzzy value mapping) provide a method 
for the user to better visualize fuzzy data sets.

Criteria Weighting 

As stated in Morris and Jankowski (2000) it is difficult if not impossible for hu-
man decision makers to weight criteria consistently among queries and multiple 
decision makers. Our hope is that the underlying fuzzy mechanisms and the ability 
to propose fuzzy queries will minimize the need for the human decision maker to 
manage criteria weights. 
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This problem gets particularly difficult when dealing with multiple criteria and 
fuzzy objects.  At this point FOOSBALL can represent such queries, but the visual 
representation is somewhat obfuscated.  A query such as “Display all soil types 
with dense pine trees” will have multiple overlapping result regions, and it is ex-
ceedingly difficult for a naïve user to interpret the results.  The FOOSBALL sys-
tem can currently perform these queries, but as mentioned earlier, we intend to 
work further with informal reviewers to ascertain the optimal visual and color 
combinations to present to the user. 

Also, the cognitive complexity of a multiple criteria spatial decision problem 
indicates that it is difficult for decision makers to consistently assign weights that 
reflect the decision maker’s perception of the relative importance of the criteria. 
Assigning weights for any fuzzy or continuous field will become even more arbi-
trary, as decision makers may attach varying degrees of importance to the same 
criteria at different times (Kirkwood 1997). Some ways to compensate for this are 
by implicit representation of preferences through criteria tradeoffs and aspiration 
levels (Jankowski et al 1999, Lotfi et al 1992), and also by conducting an interac-
tive dialogue with the user or decision maker (Robinson 1990). 

13.8. Conclusions and Future development 

Uncertainty occurs.  It can arise because of the data values, the semantics of the 
data, the type of hierarchy being modeled, and the nature of the data itself.  GIS 
and spatial databases have relied on the Boolean well-defined set, and this classi-
cal set theory has proven to be insufficient for the demands of spatial data.  Unlike 
earlier research, ours provides for fuzziness not only in the thematic attributes of 
spatial data, but also in the location (spatial) attributes, as well as supporting fuzzy 
queries. 

We also believe that fuzzy object oriented databases are a natural fit for the 
storage of spatial data, and the advantages offered by the fuzzy OO paradigm give 
many additional benefits to spatial databases.  This tight integration of MCDM 
within a GIS backed by a fuzzy OO spatial database provides for the strongest 
possible marriage of the disciplines, and the most accurate presentation to the de-
cision maker. 

Our wholesale acceptance of the Windows platform was an acceptable trade-
off, as we decided that to truly make an impact in the GIS community, we needed 
to port the application to a platform more used in the GIS world, that of ArcView. 

When we made this decision, an object-oriented scripting language proprietary 
to ArcView, Avenue, was the language being used to create extensions to the GIS.  
An ArcView extension is a plug-in to the GIS which allows features to be added 
to the basic GIS.  Since that time, with the introduction of ArcView 8.1, Micro-
soft’s Visual Basic for Applications is the language to be used for creating custom 
applications or extensions.  We have not yet attempted to create ArcView exten-
sions using Visual Basic, but we believe that it should be an easier port than Ave-
nue. 
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Abstract. Previous theoretical work illustrated how fuzzy spatial relations can be 

used to control the movement of mobile agents in spatially explicit individual-

based ecological models (Robinson 2002).  We present a computational frame-

work and methodology for modeling small mammals as mobile agents making de-

cisions during the dispersal process. It is shown how this object-oriented frame-

work can accommodate the uncertainty of geographic information as well as the 

inherent fuzziness of the decision process. A fuzzy decision making model is pre-

sented along with its corresponding crisp equivalent. Using a realistic landscape, 

simulations are used to explore model behavior relative to fuzzy compensatory 

and noncompensatory aggregation operators. Simulations are used to compare 

fuzzy versus crisp model behaviors. Results are used to evaluate relative strengths 

and weaknesses of each. It is shown that this approach can be used for developing 

individual-based models to address spatially explicit ecological problems that are 

dependent on being based in a geographic information systems environment. 
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14.1. Introduction 

The potential for incorporating of fuzzy logic into spatially explicit, individual-
based ecological models of animal movement has been portrayed as an approach 
to controlling foraging, exploratory, and dispersal movements in spatially explicit 
models  (Robinson 2002). Although fuzzy set approaches have been used to model 
animals in relation to their habitat (Burgman et al. 2001;Cao 1995;Rickel et al. 
1998) and in modeling spatially explicit mobile agents (Graniero and Robinson 
2003;Lim et al. 2002;Petry et al. 2002), there have been few, if any, attempts to 
model the movement of animal objects in a spatially explicit, individual-based 
model of dispersal.  Based on the theoretical discussion of Robinson (2002), this 
chapter illustrates how the fuzzy control of dispersal agents can be implemented in 
an object-oriented modeling framework for spatially explicit ecological modeling. 

Dispersal is a component of vertebrate behavioural systems that substantially 
contributes to the colonization of vacant habitats in fragmented landscapes. In 
most species and most dispersing individuals, dispersal takes place before first re-
production and is termed natal dispersal (Howard 1960). It is usually considered 
the single largest, often only, long-distance movement made by individual animals 
and is generally accepted as the major agent of gene flow among populations 
(Sutherland et al. 2000;Wiklund 1996).  Therefore, it plays a critical role in the 
spatial dynamics of populations, including population spread, recolonization, and 
gene flow. It is a central focus of conservation issues for many vertebrate species.  
Estimates of the tendency to disperse and dispersal distances are used to predict 
the likelihood of a given species colonizing a vacant habitat or crossing a frag-
mented landscape (Wolff 1999). Estimates of dispersal patterns and distances are 
also used in spatially explicit population viability models (Lamberson et al. 
1994;Schumaker 1996). Although dispersal, particularly natal dispersal, is an im-
portant component of mammalian behavioural systems, it has been noted that dis-
persal distances are rarely studied directly for mammals. Therefore, data on dis-
persal distances are often obtained from studies on demography or from data 
obtained inadvertently in radio telemetry or mark-recapture studies. Much data are 
anecdotal (Wolff 1999;Koenig et al. 1996). The uncertainty of dispersal data is 
particularly important when formulating models of dispersal. It has been sug-
gested, by simulation studies, that errors in dispersal parameters have significant 
effects on predicted dispersal success (Ruckelshaus et al. 1997). Given the impor-
tance of dispersal modeling and the underlying uncertainty regarding the parame-
ters of dispersal models, it has been theorized how to use the logic of fuzzy spatial 
relations to control the movement of animal objects in simulations of movement 
about a landscape (Robinson 2002). 

We present a computational framework and methodology to explore the possi-
bility of fuzzy logic for modeling small mammals as mobile agents making deci-
sions during the natal dispersal process. First, we place this effort within the con-
text of information-based approaches to ecological modeling. This is followed by 
a concept level presentation of the relationship between information-based eco-
logical modeling approaches, geographic information systems(GIS), and modeling 
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of movement. To provide tangible illustrative examples of this approach a simula-
tion model of the natal dispersal behavior of eastern gray squirrels (Sciurus caro-

linensis) is developed. Therefore, we briefly present the rationale for choosing a 
small mammal as the focus of our modeling effort. It is followed by an overview 
of our object-oriented approach to modeling animal objects as mobile agents. A 
fuzzy decision making model for natal dispersal is presented that serves as a plau-
sible base model. Using a realistic landscape derived from a GIS database, we il-
lustrate the similarities and differences in movement behavior as a function of 
crisp, compensatory, noncompensatory aggregation operators along with a corre-
sponding crisp equivalent. Simulations are used to compare fuzzy versus crisp 
model behaviors. The results suggest that this approach can be used for develop-
ing individual-based models to address spatially explicit ecological problems that 
are dependent on being based in a geographic information systems environment.

14.1.1. Information-based Approach to Spatially Explicit Ecological 

Modeling 

Spatially explicit ecological models are used to examine plausible connections be-
tween landscape patterns and species viability (Ruckelshaus et al. 1997). In an in-
formation-based approach to modeling the movement of animals such models may 
link behavioral ecology with landscape-level ecological processes (Lima and 
Zollner 1996). Furthermore, it has been argued that the difficulties of incorporat-
ing different levels of habitat heterogeneity, individual differences and local inter-
actions into mathematical models suggest that a general theory of individual-based 
ecology is impossible and that we have no choice but to develop detailed com-
puter-supported models (Lomnicki 1999).  

Figure 14.1 illustrates where our approach fits among the continuum of infor-
mation-based approaches to ecological modeling. Our effort develops models that 
fall somewhere between the intermediate level and those studies attributing con-
siderable cognitive abilities. In particular, the models considered here generally 
assume the animals have knowledge about their nearby landscape and no informa-
tion about the greater landscape They can include a degree of spatial memory and 
use methods/techniques drawn from the broad field of artificial intelligence. In 
this region of the continuum (see box in Figure 14.1) information about the land-
scape is essential to the model-building enterprise.  Spatially explicit descriptions 
of landscapes are now commonly represented in a GIS. Thus, it now seems quite 
natural that the use of models that connect animal populations to “maps” stored in 
a GIS have become a prominent feature in the field of conservation biology 
(Ruckelshaus et al. 1997: 1305). In general, spatially-explicit population models 
use a GIS database to configure the layout of available habitat and then apply a 
detailed simulation of individual organisms moving through the landscape (see 
Figure 14.2). Due to enabling spatial and computational technologies these models 
allow one to describe a landscape in as much detail as a GIS database can support 
(Holt et al. 1995). Because they are individual-based models (IBMs), they can rep-
resent realistic behavior with parameters that reflect mechanisms thought to be re-
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sponsible for a species being at risk in fragmented habitat (Ruckelshaus et al. 
1997). An important point to be remembered is that although IBMs usually make 
more realistic assumptions than do state variable models, the aim of the IBM exer-
cise is not realism but modeling (Grimm 1999). 

14.1.2. Conceptual Framework for Spatially Explicit Ecological 

Modeling 

Figure 14.2 illustrates the major components of a spatially explicit model and the 
relationship between each of them. Of critical importance in all the models is 
some representation of the landscape. It may be derived from extensive field ob-
servations and/or inferred from sources such as land cover maps, or even satellite 
remote sensing data. Here the landscape will be treated as a spatial database from 
which the animal objects will receive information about their surroundings. The 
landscape is not modeled as changing in any significant manner during the simula-
tion process. This is usually due to the already complex nature of the model that 
introducing this level of complexity would obscure behaviors that are the focus of 
the research effort. Furthermore, landscape dynamism may or may not be a plau-
sible phenomenon to include in the model depending on the temporal and spatial 
scale of problem. For example, over the time period of natal dispersal of a small 
mammal it is unlikely landscape processes would alter the distribution of critical 
variables. However, should a simulation of natal dispersal span many generations 

Fig. 14.1. Continuum of information-based approaches to modeling movement (including 
dispersal) of animals (based on Lima and Zollner 1996; Robinson 2002). Box represents 
region of continuum that best describes our modeling efforts 
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then a case can be made for a dynamic landscape. For example, Hale et al. (2001) 
report how fragmentation of a forested landscape led to the separation of red 
squirrel populations for long enough to make them genetically distinct. However, 
over many generations the landscape also changed leading to defragmentation that 
facilitated dispersal to the point where there was substantial genetic mixing. With 
future development, our GIS-based approach will allow for the explicit modeling 
of landscape change as well as spatially explicit behavior of simulated animal ob-
jects. 

In this framework (Figure 14.2), animal objects pose spatial queries to the land-
scape to acquire information. However, like their counterparts in the real world, 
they are able to acquire information about the landscape within a certain distance 
determined by the animals perceptual range (Mech and Zollner 2002;Zollner 
2000)or finite range of vision (Fahse et al. 1998).That information is then proc-
essed to determine the specifics of which movement behavior to pursue. Robinson 
(2002) discussed how foraging and exploratory movements could be modeled us-
ing fuzzy logic to control movement decisions. Here we concentrate on a different 
kind of movement, namely natal dispersal.  

Considering the results of their simulations Ruckelshaus et al. (1997) suggested 
that errors in dispersal parameters have much larger consequences for predicting 

Fig. 14.2. Conceptual framework showing relationship between geographic information 
system (GIS) database, the landscape database describing the spatial distribution of habi-
tat, animal objects, their perceptual range, and their movements over the landscape (Rob-
inson 2002) 
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dispersal success than did errors in landscape classification. Their conclusions 
suggest that uncertainty surrounding dispersal parameters is a significant problem 
that ecological models and modelers must face. Indeed, there are crucial parame-
ters in models of movement, such as perceptual range, that can not be precisely 
derived from field and/or experimental work. (Mech and Zollner 2002). In a GIS 
modeling effort, a fuzzy membership function was used to model the likelihood 
that a grid cell can be reached by a red squirrel (Sciurus vulgaris) starting from 
one of the source areas. Results using the fuzzy approach were more consistent 
with field data (DeGenst et al. 2001). Their results are suggestive of the potential 
use of fuzzy sets in the parameterization of spatially explicit models. Ruckelshaus 
et al. (1997) noted that in spatially explicit population models, landscape classifi-
cation could affect demographic processes through an effect on patch carrying ca-
pacity (i.e., habitat quality). This could increase the importance of landscape clas-
sification in spatially explicit models that have a strong demographic component 
or submodel(s). Although we intend to build towards demographically relevant 
models, this work focuses upon simulating natal dispersal movement of a single 
generation. In a study of landscape connectivity of red squirrel (Sciurus vulgaris)
dispersal landscape classification errors were simulated using monte carlo tech-
niques. In this case, the fuzzy set approach appeared to make more ecological 
sense relative to observed squirrel behavior than did the nonfuzzy results  
(DeGenst et al. 2001).  

14.1.3. Small Mammals as Subjects of Landscape-scale Model 

Building 

Although various vertebrate groups have been used to test hypotheses at the land-
scape scale, Barrett and Peles (1999) feel that small mammals are an ideal taxo-
nomic group to serve as models for addressing landscape scale questions. They 
present compelling reasons for using small mammals as models for addressing 
landscape scale questions. First, detailed information is known regarding the biol-
ogy and natural history of numerous species of small mammals, especially at the 
organismal, population, and community levels. In addition, the roles and niches of 
member species functioning in old-field, grassland, and forest ecosystems is 
known. This level of knowledge is what is needed in order to develop individual-
based models for spatially explicit ecological models that address landscape scale 
problems. Secondly, using live-trapping and radio telemetry we can identify small 
mammals, follow their lives, and monitor their patterns of movement. Such studies 
have provided insights into dispersal behavior and supplied us with knowledge of 
why a particular species predominantly selects a particular patch in a landscape 
(Barrett and Peles 1999). Thirdly, small mammals live in relatively small spatial 
areas, have short lives, and typically disperse from their natal areas upon reaching 
adulthood (natal dispersal). These characteristics allow small mammal ecologists 
to develop knowledge about processes of colonization, extinction, dispersal, and 
persistence. The tendency to disperse from their natal areas upon reaching adult-
hood is an especially important factor in our choice of animal to simulate. In short, 
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many important details of life histories of numerous species of small mammals are 
well known. Because of the good work and sound research on the part of ecolo-
gists who study small mammals, it turns out that the knowledge base on how small 
mammals live their lives make them favored subjects for the study of landscape-
level processes (Barrett and Peles 1999). 

In his discussion of how fuzzy logic can be used to control the movement of 
animal objects in a spatially explicit ecological model Robinson (2002) used sev-
eral common species of sciuridae to illustrate his points. Of those species he con-
sidered, we focus on one well known sciurid, namely the eastern gray squirrel 
(Sciurus carolinensis). Much is known about this small mammal’s behavioural 
ecology. In some regions, such as southern Illinois, dispersal of gray squirrels is 
an important issue because fragmentation of habitat has led to a noticeable de-
crease in their population level (Nixon et al.  1978). In addition, the dispersal of 
this species can have effects on other sciurids such as the red squirrel (Sciurus 

vulgaris) (Wauters et al. 2000). Thus, not only does it have desirable qualities as a 
modeling subject, such as an extensive knowledge base about its ecological behav-
ior and strong natal dispersal behaviour, but may also  be of some conservation 
significance. 

14.1.4. The GIS database  

In this exploratory study we chose to use a single realistic landscape that is well-
known to one of the authors (Robinson and Cetin 2001). The two data layers that 
will be used describe the habitat-relevant land cover and topography. The land 
cover layer is based on the Kentucky GAP Project.  Because topography can in-
fluence how visible a location is to an animal object, a digital elevation model 
(DEM) is another layer in the GIS database. Elevation data were generated from 
the USGS 7.5 minute Digital Elevation Models (DEM), with a cell size of 30m x 
30m.  Both the land cover and elevation data layers were made available to us by 
the Mid-America Remote Sensing Center (MARC). The 30m resolution of the 
DEM may seem rather coarse in comparison with the size and home range size of 
this focal organism. Although the DEM, and land cover layers could have been re-
sampled at any finer resolution, we chose to maintain the original resolution for 
the illustrative purposes of this paper as well as being representative of commonly 
utilized data. For example, use of the 30m DEM data has been used in habitat 
modeling of animals of even smaller size than gray squirrels, namely neotropical 
songbirds (Dettmers and Bart 1999). Other studies of similar sized species have 
also used raster-based GIS data at similar levels of resolution varying from 20m-
30m in resolution (Hale et al. 2001;DeGenst et al. 2001;Sheperd and Swihart 
1995). As the relatively new 10m DEM products of the United States Geological 
Survey become available it should be possible to develop spatial databases that are 
of much finer resolution. It would be an interesting exercise to investigate the de-
gree of sensitivity these models would exhibit as a function of the resolution dif-
ferences.  
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The study area is an 11 km by 11km subset taken from a larger GIS database 
for Western Kentucky. Because species like the gray squirrel tend to have disper-
sal distances well under 5,000 meters (Wolff 1999) the study area is large enough 
to accommodate the simulation of gray squirrel natal dispersal movements. In fact, 
it has been reported that the maximum distance a squirrel has returned to a home 
range after translocation is about 4.5 km (Bowman et al. 2002).   

Figure 14.3 shows the distribution of major vegetation types of most impor-
tance to gray squirrels. This 11km by 11km landscape provides sufficient size 
while not being too large to be computationally burdensome for this exploratory 
study. Importantly, it contains a gradation, moving west to east, from fragmented 
to nonfragmented oak/deciduous forest.  

14.2. ECO-COSM: An Object Oriented Approach to 
Spatially Explicit Modeling 

A computing environment that supports development of spatially explicit individ-
ual-based modeling should support, among other requirements, mobility, evaluat-
ing and interacting with other individuals, and acquiring and maintaining knowl-
edge about the surrounding landscape (Westervelt 2002). The object-oriented 
approach has been demonstrated to be a superior approach for developing spatially 
explicit models (Bian 2000;Rickel et al. 1998;Westervelt 2002;Westervelt and 
Hopkins 1999). The object oriented approach has been combined with GIS and 
agent based models in a variety of settings (Gimblett 2002). One object-oriented 
approach to spatially explicit simulation of animals used an object class scheme 
where an AnimalInfo class performed the function of accessing/changing facts 
about a given animal type. Thus, it provided a common area for animals and ani-
mal support classes to communicate with each other (Westervelt and Hopkins 
1999). It also provided a means for accessing facts associated with all other animal 
entities. In the same scheme, LandInfo provided the animal’s view of its environ-
ment by accessing the GIS information. In many simulations, an animal is able to 
collect information, or view, its surroundings within a certain perceptual range. 
They note that it is possible to combine both the AnimalInfo and LandInfo object 
classes so that one object class handles all queries for information from individu-
als.  In a sense, Graniero and Robinson’s (2001) concept of a spatial probe follows 
a similar conceptual approach to Westervelt and Hopkins’ AnimalInfo and Land-
Info scheme. However, there are fundamental differences in the way probes are 
incorporated into the modeling structure. 

The approach taken here uses the Extensible Component Objects for Construct-
ing Observable Simulation Models (ECO-COSM) system loosely coupled with 
GRASS, an open source GIS, and ArcGIS. ECO-COSM is a simulation modeling 
framework used to build spatially explicit ecological models (Graniero 2001). Its 
component-based structure allows a model design to evolve by replacing or add-
ing individual model components that change the overall behavior. The simulation 
framework provides a library of modular software objects that manage the struc-
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ture of space and time within a simulation model. It includes mechanisms to han-
dle concurrent activity among objects within the simulation. Objects that have 
embedded assumptions about the spatial or temporal structure of the simulated 
world are packaged into replaceable modules. This feature provides the modeler 
superior control over simulation behavior.  

The framework of each simulation program is comprised of a Simulation object 
that contains three interacting subsystems: Scheduling, Modeling, and Instrumen-
tation (see Figure 14.4). The Simulation object is used to describe the overall 
structure of and relationships between the components comprising the model 
proper. It also looks after the mechanics of executing the simulation and managing 
the overhead required to acquire and release any computing resources needed to 
run the program.  

The anchor is the Scheduling subsystem that is composed of two primary ob-
jects, the Clock and the Schedule. Each program is constrained to include only one 
instance of each of these objects. Any object in the simulation program may ac-
cess the Clock’s time or place actions on the Schedule. The Schedule object keeps 
track of all pending actions. It decides which action should occur next and triggers 
that event. Currently the scheduling is an event-driven structure, but discrete time 
step models may be constructed by adding “step” actions at every time step. 

Fig. 14.3. This is the study area landscape showing the distribution of major land cover 
types grouped according to their ranking as preferred habitat for gray squirrels. Black in-
cludes oak forest, mixed oak, deciduous forest, and oak/deciduous bottomland forest. Note 
that the majority of area colored in black is classified as oak or oak/hickory forest in the 
Kentucky GAP data set. The gray areas are of lesser preference and are composed primar-
ily of coniferous forest and early succession deciduous forest. The white areas are of little 
habitat value to gray squirrels. 
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The Modeling subsystem provides the main components for constructing the 
simulated world. The spatial and temporal structure of the world is defined by the 
specific choice of object modules. The primary high-level object is the World, 
which organizes the model components into collections of “landscape” objects and 
“individual agent” objects. The “landscape” collection is made up of Layers repre-
senting various attributes of the study area’s extent. Layers are typically repre-
sented using a Grid. Although Grids can be generated and their grid cell values 
populated entirely within the simulation, Grids can also reference an external, ab-
stracted GridSource to set the grid geometry and populate the grid cell values. Us-
ing the specialized GridSource, called GrassAsciiGridSource, GIS data layers 
from the GRASS GIS can be used to create a simulated World. Other GridSource 
specializations could be constructed to import GIS data from any GIS software 
package. For example, an EsriAsciiGridSource might import data layers exported 
from the ArcGIS GRID module, or other GridSource specializations might di-
rectly read and write native GIS formats. Each Layer can have a StepRule which, 
when triggered by the Schedule, can calculate a new state for each grid cell based 
on the current state of the cell and its neighbors, as well as the state in  other Lay-
ers at the corresponding location. This allows the landscape to evolve following 
ecological processes operating in the simulated ecosystem. 

The “individual agent” collection is organized into one or more Populations, 
each of which contains zero or more Agents. A Population is used to group Agents 
that share common traits, with a separate Population for each type of Agent. For 
example, this is useful in ecological modeling for treating prey agents separately 
from predator agents. Populations can also be used to organize Agents that are of 

Fig. 14.4. The main subsystems of the simulation framework. Note that in the World ob-
ject the Agents cannot know about Layers except through a Probe in the Instrument inter-
face. 
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similar type, but in different fundamental states, e.g. squirrels that are active, dead, 
out-of-bounds, or settled into a home range. In addition, population-level monitor-
ing is useful for controlling the simulation Schedule. For example, it may be used 
to add a Terminate Action when there are no Agents left in the "active" Popula-
tion.  

An Agent is a model component that operates autonomously, located on the 
landscape and obtaining information about other agents or the local landscape to 
make decisions about changes in its own state, movement on the landscape, or 
changes to the local state of one or more landscape Layers. Access to information 
about other model components is controlled by Probe objects, as described in the 
Instrumentation subsystem below.  All Agent specializations share a similar in-
formation-access and processing structure, but differ in the specific details of their 
decision-making algorithms, which evoke important differences in behavior across 
Agent types. Each individual instance of a particular type of Agent shares the 
same decision-making algorithm, but variation in individual response to its sur-
roundings is easily achieved by using different values for fundamental parameters, 
or by using different information-gathering ‘filters’ that modify the individual’s 
perception of their surroundings. 

The Instrumentation  subsystem provides the information-access structures that 
allow model components to discover the state of other components in a controlled 
and safe fashion, ensuring the consistency and integrity of the model’s overall op-
erating state. The ability to collect data from the running model is made possible 
by the Probe / Probeable interface mechanism. Many of the objects in the Model-
ing subsystem implement the Probeable interface as well as fulfill their own mod-
eling functions. Probes can only be created by Probeable objects; a request is 
made to the target Probeable object via its getProbe() method, specifying the de-
sired type of Probe using a keyword. Each type of Probe is designed to query a 
specific aspect of the Probeable object's state. Whenever the Probe's probe() 
method is invoked (e.g., by a ProbeCommand on the Schedule, or by an Agent re-
quiring current information about another object) the Probeable's appropriate pri-
vate data access method is invoked. The result is passed to the Probe, which in 
turn passes the result to the object using the Probe. Using this structure, a Probe-
able object only exposes attributes that are deemed “public knowledge” to external 
objects. External objects never have direct access to the Probeable object’s state, 
which means that they cannot accidentally change the object due to programming 
errors. 

A ProbeWrapper is a specialized Probe that has another Probe embedded within 
it. A ProbeWrapper is used to modify the ‘pure’ result retrieved from a Probeable 
object in some way. For example, the land cover type observed at a distance may 
be subject to random misclassification due to limits of perceptual range. Alterna-
tively, the state’s description scheme may be modified to suit the purpose of the 
observer: the grid cell may be described as ‘mature oak’ in the land cover Layer, 
but the observing Agent may perceive it as ‘suitable location for inhabiting’. Since 
ProbeWrappers are also Probes in their own right, an object (such as an Agent) 
can use either ‘pure’ Probes or Probes that are modified by ProbeWrappers trans-
parently, with no knowledge of the difference. By wrapping Probes in slightly dif-
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ferent ways for different individual Agents of a certain type, it is possible for the 
modeler to introduce variation in an individual’s ability to perceive the world 
while using the same basic decision-making process. ProbeWrappers may be 
nested as deeply as desired, so highly sophisticated perceptual ‘filters’ may be 
constructed. In addition, some specialized ProbeWrapper objects can take the re-
sults of many nested Probes and combine their results together in some fashion, 
creating views of the modeled world and its components at different scales of ob-
servation.

The Instrumentation subsystem also allows the modeler to ‘instrument’ the op-
erating simulation model in order to monitor the model’s evolution and collect 
data for later analysis. A Sampler is made up of a set of one or more Probes that 
perform the actual queries about system state. The Sampler will typically take the 
Probe results and format them in an organized fashion for output to a file on disk, 
or for periodic output to the computer console to inform the user on progress. Data 
files produced by a Sampler may be used in other separate analysis programs to 
generate summary statistics from a large number of model runs. 

The Simulation object acts as the core engine of the simulation model. It man-
ages the interaction of the components in the three subsystems. The setup() 
method structures the simulation appropriately for the desired model, attaches any 
instrumentation desired, and acquires any necessary memory or file resources re-
quired for the model. The run() method is very simple: until the Schedule is fin-
ished, it will trigger the next pending item on the Schedule. The teardown() 
method releases any memory or file resources and gets ready for program termina-
tion.  The Simulation object may be instantiated and executed as an independent, 
stand-alone program. It can also act as a ‘pure’ object that is contained in a larger 
program, such as a simulation experiment which executes many instances of the 
Simulation object, each one of which has slight variations in its selection and con-
figuration of model components. 

14.3. Using Fuzzy Sets to Control Natal Dispersal 

Movement 

A computing environment that supports development of spatially explicit individ-
ual-based modeling should support, among other requirements, mobility, evaluat-
ing surrounding individuals, interactions with other individuals, and acquir-
ing/maintaining knowledge (Westervelt 2002). One object-oriented approach to 
spatially explicit simulation of animals used an object class scheme where an 
AnimalInfo class was used for accessing/changing facts about a given animal type 
thus providing a common area for animals and animal support classes to commu-
nicate with each other. It also provided a means for accessing facts associated with 
all other animal entities.  In the same scheme, LandInfo provided the animal’s 
view of its environment by accessing the GIS information. In many simulations, 
an animal is able to collect information, or view, its surroundings within a certain 
perceptual range. They note that it is possible to combine both the AnimalInfo and 
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LandInfo object classes so that one object class handles all queries for information 
from individuals (Westervelt and Hopkins 1999).  In a sense, with important dif-
ferences, that is the approach taken in the computational environment we use for 
implementing spatially explicit ecological models. 

The dispersal movement process of each object consists of two major decisions 
– movement and residence. If the object is to move from its current location then it 
must decide on a destination location. Once at the new location it will need to as-
sess its surroundings to gather information that is used to make a residence deci-
sion. In other words, has the object found a suitable location or will it need to con-
tinue the dispersal movement. In the following sections we present a simple fuzzy 
decision making process for each decision. The basic decision model used here is 
one in which relevant goals and constraints are expressed in terms of fuzzy sets, 
and a decision is determined by an appropriate aggregation of the fuzzy sets 
(Bellman and Zadeh 1970). Fundamental to either the movement or residence de-
cision, is information about the surrounding landscape and conspecifics. This is 
usually described as a perceptual range (Mech and Zollner 2002) or  finite range 
of vision (Fahse et al. 1998). Because an animal’s perceptual range represents its 
informational window onto the larger landscape, it determines how much of the 
area surrounding the individual it can perceive. In the spatially explicit simulation 
model outlined in Figure 14.2 this is tantamount to the perceptual range being a 
spatial constraint on a query to the GIS database. 

14.3.1. Perceptual Range as Fuzzy Spatial Relation 

An important controlling parameter in many spatially explicit simulation models is 
the perceptual range of individuals. Perceptual range is the distance from which a 
particular landscape element can be perceived as such. An animal’s perceptual 
range represents its informational window onto the larger landscape. This deter-
mines how much of the area surrounding the individual it can perceive in terms of 
habitat quality and other conspecifics. Models incorporating perceptual range have 
typically specified them as crisp sets (Baum and Grant 2001;Fahse et al. 
1998;Railsback et al. 1999;South 1999;Westervelt and Hopkins 1999). However, 
like the example of margin widths used in a study of species density of foliage 
dwelling spiders using a fuzzy rule-based model, applying crisp boundaries to the 
concept of a perceptual range may not be biologically meaningful (Klosterman 
1998). Research on the landscape level perceptual abilities of forest sciurids sug-
gest that the perceptual range of the sciurids varies according to body size (Zollner 
2000;Mech and Zollner 2002). Results of field-based research do not offer a single 
crisp limit for the spatial extent of the perceptual range of gray squirrels. It is gen-
erally reported that the perceptual range of a gray squirrel is 300-400 meters 
(Mech and Zollner 2002;Zollner 2000). There are other variables involved such as 
height above the horizon of the forest relative to the squirrel. Thus, if we were to 
set the perceptual range at 400.0 meters and say that 400.5 meters is not within the 
perceptual range we would be forced to draw an artificially sharp distinction that 
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may have little basis in the behavior ecology of the animal. Thus, we specify the 
perceptual range as a fuzzy set. 

14.3.2. The Movement Decision Model 

The basic decision model used here is one in which relevant goals (G) and con-
straints (C) are expressed in terms of fuzzy sets, and a decision is determined by 
an appropriate aggregation of the fuzzy sets (Bellman and Zadeh 1970;Klir and 
Yuan 1995). In the movement decision model the constraints consist of two major 
sets of locations. One set is composed of those locations that are within the visible 
perceptual range ( ). The other constraint relates to distance from conspecifics 
(F)

The Constraint Set 

At this stage in developing our modeling environment, we model the constraint 
set, C, as a function of visible perceptual range and conspecific spacing. Visible 
perceptual range constrains the animal to consider information about the landscape 
that falls with its limits of perception. Conspecifics may constrain locational 
choices due to defended territory, or the converse due to social grouping (Wolff 
1999). 

Visible Perceptual Range. Let }{xX a finite set of locations bounded by the 

limits of the study area. Let c
xd be the euclidean distance from the location of the 

dispersing animal object, c, to location x. P(x) is the fuzzy set defining the percep-
tual range for a single individual. Based on Zollner (2000) and Mech and Zollner 
(2002) Eq. 14.1 defines the fuzzy set representing the membership of a location 
within the ‘ideal’ perceptual range (Figure 14.5).  

In Figure 14.5 note that the parameters have been set such that any location 
within 90 meters has the highest membership value for being within the perceptual 
range and that as it declines somewhere between 400 and 600 meters is where it 
finally reaches zero. At this point it is worth noting that some research (Mech and 
Zollner 2002; Zollner 2000) suggests that the 300-400m perceptual range for arbo-
real sciurids may be an underestimate. Thus, it seems that the membership curve 
in Figure 14.5 would appear to be quite plausible, perhaps even a bit conservative. 

)(xP determines the extent over which there is some information about the 

landscape that can be perceived and  information is retrieved from the GIS data-
base. Subsequent operations are confined to this fuzzy geographic region only 
over locations where )(0 xPx . )(0 xP  is the support of fuzzy set P which means it 
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is a crisp set containing all the elements of X having a nonzero membership in P
(Klir and Yuan 1995). 

Because squirrels must perceive potential destinations over a terrain with vary-
ing elevation it is reasonable to further qualify their perceptual range with those 
locations falling in the fuzzy set of line-of-sight. Typically, not all the locations 
that are a member of )(0 xP  are visible by a squirrel assumed to be viewing the 

landscape from the treetops. A good approximation for a mature oak forest is 15m. 
For these experiments, we assume differing heights of vegetation depending on 
the land cover type at a location. For example, in the canopy of an oak forest 
height = 15m, whereas pasture would be height = 0.1m. The canopy height is 
added to the local elevation to obtain an absolute elevation for the squirrel. An al-
ternative might be to select canopy heights from possibilistic distributions, e.g. 
oak forest is 12-18m in height. 

Let ]1,0[: XL  be the fuzzy set describing the degree to which location x is 

visible to a particular squirrel. The membership function for L is defined by 

Eq.14.2 as a closed-form triangular function (Figure 14.6a). Where c
xlos  is the 

angle at which location x is visible from location c. It is based on output style of 
the GIS package GRASS where 90 is looking straight ahead. Below the line of 
sight is less than 90 and above the line of sight is greater than 90 . If the local 
terrain creates a physical obstruction to visibility between c and x, then 0L .

The degree to which a cell is both visible and falls within the perceptual range 
is defined by LP (Figure 14.6b).  This operation takes into account both 
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Fig. 14.5. (a) the open-form membership function for p  where 90  meters 
and 003.0 , (b) the result of applying the membership function to locations 
surrounding an individual animal.
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the level plain perceptual distance and the potential effect topography may have 
on the ability of an object to perceive a location. 

Conspecifics. Territory defended by conspecifics can impede the movement of 
animals, especially if all suitable space is occupied and individuals are not able to 
cross undefended space (Wolff 1999). Gray squirrels do defend home territory. 
However, it is common for males to have overlapping home ranges (Allen 1987) 
making their boundaries less than crisp and their home range territories akin to 
fuzzy regions.  In the case of this species, natal dispersers would tend to avoid 
conspecifics.  Thus, a constraint on the movement decision is to avoid stopping at 
a location too close to one or more conspecifics.  

If a conspecific is within a squirrels’ visible perceptual range (i.e., 0k .)

then let k
id be the distance from conspecific k to location i. This is used to esti-

mate the membership of each location in the set of far_from_conspecific (F). The 
fuzzy set of far_from_conspecific (F) is defined in Eq. 14.3 where the fuzzy set 

kNC is the fuzzy set near conspecific k and )(xk
NC  is the degree to which x is 

near conspecific k as defined in Eq 14.4.  

c
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k
NCF xxxF

1
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Fig. 14.6. (a)  the closed-form triangular membership curve for line-of-sight member-
ship of fuzzy set L where 135;90;45 , (b) an example of applying 

the membership function to the results of a line-of-sight analysis for locations surround-
ing an individual animal. 
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In Eq 14.4 k
xd is the distance from conspecific k to x. Plausible parameter val-

ues are 0  and 300 . The area of home range can vary from 0.72 to as 

great as 6 ha with the more typical areas being around 1 ha (Allen 1987).  
It is worth noting that the parameters of Eq.s 14.3 and 14.4 can easily be ad-

justed to represent the behavior system of other more social species such as prairie 
dogs and ground squirrels. They are attracted to conspecifics (Wolff 1999). 

Constraint Set. If we let C be the fuzzy set of constraints on the movement 

decision then it can be defined as FC . In effect we are constraining the 
search to those locations that are in the visible perceptual range and far from a 
competing conspecific. 

The Goal Set 

Habitat. One of the major goals of a move by an individual is to reach a location 
that is perceived to be habitat. In the case of this species that habitat would be for-
est. We use the crisp classification function in Eq. 14.5 because it is unlikely, es-

pecially towards the edge of the perceptual range, that squirrels can evaluate vege-
tation in any detailed manner. Once an individual has moved to a location then, 
through exploratory movement, an evaluation of the habitat can become more de-
tailed and the subtleties of how well the vegetation relates to habitat requirements 
can be taken into account. 

Dispersal Imperative. Eq. 14.6 describes the membership function for the dis-
persal imperative set ]1,0[: XI . In our model 0  and  is the distance 

of the farthest location in that has a non-zero membership value. In other 
words, the farthest distance that the animal can theoretically perceive to some, 
non-zero, degree. 

This membership function is constructed to reflect the imperative of finding a 
home as far from the current location as possible. Given the constraint of percep-
tual range, this seems plausible for gray squirrels.  

Goal Set. The degree to which a location is a member of the goal set is defined 
by AG . In effect, the goal of an individual is to find a location as near the 
edge of the perceptual range as possible that is forested. 
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The Decision Set 

On the first, initial, move the degree to which each location within the perceptual 
range falls in the decision set (D) is defined by GCD . Movement is to the 
location with the highest value for D, i.e., DxXx D max)(| .

However, given the nature of the problem it is possible that more than one loca-
tion will have the same, maximum, value. In our case, should there be ties, the 
first one in the list is chosen. On moves beyond the first one there is the question 
of directional bias. This is a topic that has received some attention in the ecologi-
cal literature. 

To simulate more realistic moves and reduce redundancies many simulations 
use correlated random walks e.g. (Schumaker 1996;Zollner and Lima 1999). An 
alternative systematic search strategy based on search theory had been proposed 
where the simplest example is to have a rule to move always in the same direction 
(Dusenbery 1989). Results of a simulation study comparing search strategies for 
landscape-level movement suggest that a simple and effective search rule for land-
scape-explicit models would involve straight or nearly straight movements 
(Zollner and Lima 1999). Therefore, on subsequent moves, the previous direction 
of movement will bias the decision.  

Let B be the fuzzy set representing the degree to which a location falls within 
the set of direction_to_move.  Because direction is a circular measure, let 

pq be 

the direction, in radians, of the move to the current location and )(xq  be the direc-

tion, in radians, from the current location )(  to location x. Then B can be defined 

by Eq. 14.7, where the exponent  functions much like a hedge that constricts or 

expands the shape of the function. For our purposes, we assume 2.

On subsequent moves we can define the decision set as BGCD .

Again, movement is to the location with the highest value for D, i.e. 

DxXx D max)(| . In our case, should there be ties, a random loca-

tion amongst the candidate set (D) is chosen. 

14.3.3. The Residence Decision Model 

 Once the animal has moved to a location, it must then decide whether it is a loca-
tion suitable for stopping its dispersal movement. In other words, is it suitable for 
staying and maintaining a home range. Like the movement decision model, this is 
one in which relevant goals (G) and constraints (C) are expressed in terms of 
fuzzy sets, and a decision is determined by an appropriate aggregation of the fuzzy 
sets (Bellman and Zadeh 1970;Klir and Yuan 1995). In the residence decision 
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model the animal is constrained by whether or not its current location is suffi-
ciently spatially separated from conspecifics that a home range can be established 
while the goal is to have habitat of sufficient area. Finally, a decision rule is ap-
plied to the decision set that leads to the animal either taking up residence at the 
location or attempting a move to another location.  

Since this work is focused on modeling natal dispersal, we use the residence 
decision primarily as a stopping rule. In the future we plan to incorporate a sub-
system that would include exploratory movement so that the agent explores the vi-
cinity around its destination and uses that information in a more sophisticated de-
cision process, than presented here, to setup a home range or not. However, at the 
present we have simplified the decision to address just a few key criteria that have 
been suggested by the literature (Allen 1987;Wolff 1999).  

The Constraint Set 

The constraint set (FC) is a function of spatial separation from surrounding con-
specifics. This construct measures how far an animal is from conspecifics, yet al-
lowing for overlap in home ranges (something common in gray squirrels). For 
simplicity, we use the same perceptual range (P) as explained above as the limit of 

the landscape information available to the animal. In Eq. 14.8 let )(c
Far  be the 

membership of location  in the fuzzy set Far from conspecific c defined by  

where )(cd  is the distance from conspecific c (c = 1…k) and the current loca-

tion ( ) of the individual animal. It is an open membership function with c

Far

representing the limit of a hypothetical core (i.e. membership =1) and c

Far
 is the 

distance at which membership = 0.5. Our working example will be mc

Far 30  , 

100c

Far
. The mean area of gray squirrel home ranges varies from just under 

1ha to   6ha (Allen 1987) which is considered largely a function of population 
density and habitat quality. Based on local experience, we will use a home range 
area of around 1 ha. as the basis for constructing Far. With 30c

Far
 and 

100c

Far
 the core of a conspecific home range would be approximately 1 ha  

which corresponds to the area it would be expected to defend most vigorously. 
Since overlapping home ranges are common in the species, the membership func-
tion in Eq. 14.8 allows for it with those locations where 5.0)(c

Far
. Note that 

100c

Far  may be valid for certain densities but for areas of high quality habitat 
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with densities approaching the maximum indicated in the literature, then a value 
of 60 may be more in order. In other words, this parameter may be adjusted as 
more information about the landscape becomes available to the modeler and/or to 
the animal agent. Because there are usually several conspecifics in the surrounding 
area, to define the fuzzy set Far from nearest conspecific, we use 

)(
c

c

FarFC .

The Goal Set 

The quality of the habitat at the animal’s location and the area of the habitat patch 
are combined to define the goal set. This is a simplification made for illustrative 
purposes, in particular the importance of oak/deciduous forest has been empha-
sized. 

Habitat. Membership values associated with particular land cover types de-
scribe the degree to which a land cover type, typically found in a GIS database, 
can be considered quality habitat for a gray squirrel at location  which is where 
the squirrel has moved. Eq. 14.9 shows the membership values that were assigned 
to land cover types found in our GIS database. The values were based on an inter-
pretation of the research literature, our knowledge of the study area, and the land 
cover data in the GIS database. For example, locations classified as oak in the GIS 
database because of the importance assigned to hard mast producing trees in the 
habitat suitability model derived from research literature on this species (Allen 
1987). The oak/deciduous bottomland cover type was assigned similar but slightly 
lower membership value because deciduous species provide must less food during 
the winter months thus diluting the high suitability score of a pure hard mast pro-
ducing location. This logic is followed through to the other classes. It may be 
worth noting, that it is not unusual for the source of such membership functions to 
be reported as based on professional judgment without detailing a formal knowl-
edge acquisition procedure (Rickel et al. 1998;DeGenst et al. 2001). Although the 
theoretical specification of how fuzzy logic can be used to describe vegetation 
communities and habitat in a form suitable for expert system development 
(Moraczewski 1993) has been described, it has not be implemented. There have 
been many approaches to specifying membership functions and incorporating 
fuzzy logic in ecological models that have a habitat-related component (Robinson 
2003;Salski et al. 1996;Hobbs et al. 2002), including characterization of uncer-
tainty in habitat suitability indices (Burgman et al. 2001). It is beyond the scope of 
this paper to develop a comprehensive habitat modeling methodology. This work 
does present a modeling framework within which mapping from a GIS database to 
fuzzy representations of habitat can be directly utilized by an ecological model. 
Hopefully this will spur further development in this area by explicitly illustrating 
the utility of such a methodology in ecological modeling. 
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Area. Not only is the specific land cover type important in evaluating the qual-
ity of a location as habitat the area of a habitat patch may also be a determining 
factor. We use the size of an oak/deciduous forest patch as an important factor in 
the residence decision. Minimum habitat area is the minimum amount of contigu-
ous habitat that is required before an area will be occupied. Allen (1987) notes that 
information pertaining to the minimum habitat area for gray squirrels was not lo-
cated in the literature. It remains an elusive number. However, he notes that litera-
ture suggests the mean minimum home range for the gray squirrel is at least 0.49 
ha. For the purposes of his habitat suitability model, it was assumed that an area of 
less than 0.4 ha is unsuitable (Allen 1987), i.e., classified as not habitat. Note that 
even in this case the researcher did not set the lower limit at 0.49 ha, the mean, but 
relaxed it a bit to 0.4 ha to allow for the variation, or uncertainty, regarding the 
precise number. For example, if one set it at 0.49 but a patch was 0.48 why dis-
qualify it? Therefore, In Eq. 14.10 we define a fuzzy set, HA, to express the de-
gree to which a location falls within the class of minimum habitat area by setting 
the parameters 3.0HA

 and 0.2HA
. In other words, any patch less than 0.3 ha 

is clearly too small while any patch greater than 2 ha is clearly large enough. Any 
patches whose area falls between 0.3 ha and 2.0 ha will be a member of HA but to 
a degree somewhere between 0 and 1. The area measurement is based on the size 
of patches formed from contiguous cells that have been classified as oak, decidu-
ous, or oak/deciduous bottomland. Let )(farea be the area in hectares of the 

oak-deciduous forest patch that location  falls within.  

Goal Set. The degree to which location falls in the goal set is defined by 
HALCH . In effect, H is a measure of the degree to which the current 

animal location is habitat and contained within a large enough patch of habitat. 
We recognize that this may be a simplification, hence additional spatially explicit 
landscape measures are planned for future elaboration of the residence decision. 
Nevertheless, it is instructive as to how such information can be extracted from a 
GIS and used by a mobile object in a simulation. 
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The Decision Set 

The membership of location  in set residence location is defined as 
FCHR . We set the decision rule for residence versus to not reside as 

IF 5.0R  THEN reside 

ELSE move

Although we use the 0.5 as the threshold in this instance, in future develop-
ments it may be possible to incorporate a dynamic adjustment so that R decreases 
as the number of steps increase. This would reflect a relaxation of expectations as 
the animal's stored energy is depleted during the dispersal. Once the individual de-
cides to reside then it would be up to other mechanisms, home range/foraging, ex-
ploration, or predation to determine whether it survives. However, this is beyond 
the scope of this particular paper. 

14.4. Effects of Aggregation Operators on Mobile Agent 
Behavior 

In this section, an example application of the ECO-COSM implementation is used 
to investigate the differences in agent behavior as a function of both aggregation 
operator and conspecific density. The ECO-COSM framework was used to run 
simulations of squirrel agent behavior in the study area.  

14.4.1. Modeling with different aggregation operators and conspecific 

density 

In the presentation of the decision models there was little mention of the specific 
aggregation operators that will be used. For example, the residence decision set is 
defined as CHR . In this aggregation is  the typical min operator or a 
compensatory aggregation operator? Robinson (2003) has noted that few studies 
in GIS using fuzzy logic have compared the use of different operators. This is es-
pecially true with regard to the few studies that have used fuzzy sets in the deci-
sion making process of agents in spatially explicit models (e.g,, Itami 2002). Here 
we use an illustrative example to explore the differences in agent behavior. Each 
decision model was implemented using noncompensatory, compensatory and 
Yager aggregation operators. In addition, a crisp logic version of each was also 
contructed. Tables   14.1 and 14.2 detail how the operators are defined in our 
model for the movement and residence decisions respectively. Note that there are 
at least two types of compensatory operators. The Yager connective is used in ad-
dition to the more common algebraic product. 

One of the important spatially explicit variables in the simulation is the density 
of conspecifics. Territoriality can impede movement, especially if all suitable 
space is occupied and individuals are not able to cross undefended space. When 
the density of conspecifics reaches such a level, it may result in what is called a 
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social fence (Wolff 1999). To vary the distribution of conspecifics a dense base 
distribution was created by generating a random set of cells that are at least 50 me-
ters apart. These cells were constrained to only be located in land cover that corre-
sponds to gray squirrel habitat. To generate different levels of density each varia-
tion was based on eliminating a certain percentage of conspecifics from the dense 
base distribution. The specific conspecifics to be eliminated were chosen at ran-
dom. Figure 14.7 shows four spatial distributions of conspecifics representing dif-
ferent densities from the base distribution where 0 percent were eliminated to 
those where 20, 40, and 60 percent respectively were eliminated. In essence, we 
are creating conspecific holes when we eliminate a certain number of conspecifics 
from the densest distribution.  

14.4.2. Using the ECO-COSM Framework 

To explore the effects of aggregation operators and the density of conspecifics, the 
model described in Section 14.3 was implemented in the ECO-COSM framework 
(Figure 14.8). The aggregation types associated with movement and residence de-
cision models were implemented as populations of individual squirrel agents. For 
example, in Figure 14.8 the population of active noncompSquirrel agents are 
agents that are actively making movement decisions based on the noncompensa-
tory models described in Table 14.1. To decide on whether to stay or move on the 
noncompSquirrel uses the residence decision model described in Table 14.2. The 
AgentSampler gathers information about the state of each individual agent at each 
time step and writes it to an archive on disk that is subsequently used to generate 
shapefiles that can be used for visualization in ArcGIS, as well as to generate 
summary statistics from a large number of simulation replications. 

The various squirrel agents interact with the landscape as represented by the 
Layers via a number of Probes (Figure 14.9). A squirrel agent acquires informa-
tion about the land cover Layer via three different perceptual filters, namely ‘patch 
area’, ‘mobility’, and ‘habitat’; in each case a ProbeWrapper modifies the land 
cover class retrieved from the land cover Layer. Similarly, the Squirrel perceives 
canopy elevation via ‘line-of-sight’ and ‘visibility’ perceptual filters using 
ProbeWrappers. 

In the case of evaluating conspecifics, the Squirrel Agent uses the same ‘con-
specifics’ Probe to identify where conspecifics are located within its perceptual 
range. The Squirrel uses the information provided by this Probe in different ways, 
depending whether it is making a movement decision or a residence decision. 

14.4.3. Simulation Results 

For this illustrative example, 21 starting points were used with four agents (one 
using each type of aggregation operation) dispersing from each starting point. For 
convenience, a separate simulation was executed for each starting point scenario, 
and the four squirrel agents starting from the same spot were modeled simultane-
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ously. Because the agent code does not include Probes associated with other 
agents, and the agents do not modify the landscape in any way, the agent move-
ments may be treated as completely independent behavior. In other words, each of 
the four simulations can be run at the same time without interfering with each 
other in any way. 

As noted in the ecological literature, successful dispersal should be limited by 
energy reserves (Zollner and Lima 1999). Therefore, in these simulations, if an 
agent did not find a location that met residence requirements within 10 steps then 
it was placed in the ‘dead’ population. Those squirrel agents that moved to a loca-
tion within 300m of the boundary of the study area were placed in the ‘out of 
bounds’ population. We chose to use absorbing boundaries rather than reflecting 

boundaries, or a torus-like landscape (Tischendorf and Fahrig 2000) because real 
landscapes are roughly 2-dimensional and likely to have patch-containing edges 
that are not apparent to our squirrel agents (Zollner and Lima 1999). Simulations 
were run for each of the conspecific landscapes shown in Figure 14.7 and each of 
the aggregation types in Tables 14.1 and 14.2. 

Fig. 14.7. Four spatial distributions and densities of conspecifics; (a) is the densest with a 
minimum distance of 50m separating conspecifics in oak/deciduous forest. It is the base 
distribution, therefore 0% of the base distribution has been randomly eliminated, (b) 20% 
of the base distribution has been randomly eliminated, (c) 40% of the base distribution 
has been randomly eliminated, and (d) 60 % of the base distribution has been randomly 
eliminated. 
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Table 14.1. . Summary of different aggregation operators used in the movement decision 
models. 

__________________________________________________________________ 

Visible Perceptual Range: LP
 compensatory:   LP
 noncompenstory:  ),min( LP

 Yager:  

2,1,)1()1(min1
/1

pforLP
ppp

 crisp model:   LP 05.0

Contraint set: FC

compensatory:  FC
Yager:   

2,1,)1()1(min1
/1

pforFC
ppp

noncompensatory: ),min( FC

crisp:   FC 5.0

Goal set:    AG

compensatory:  AG
Yager:  

2,1,)1()1(min1
/1

pforIAG
ppp

noncompensatory:  ),min(AG

crisp:   5.05.0 AG

Decision Set: BGCD

compensatory:   BGCD
Yager:  

2,1,)1()1(min1
/1

pforGCCG
ppp

,1,)1()1(min1
/1

BCGD
ppp

noncompensatory:   BGCD ,,minmin

crisp:    BGCD 5.05.05.0

Locational Decision:  DxXx D max)(|
In the case of ties, we randomly choose 

from the list. 
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Table 14.2. Summary of different aggregation operators used in the residence decision 
models. 

________________________________________________________________ 

Goal set: HALCH

compensatory:   HALCH
Yager:  

2,1,)1()1(min1
/1

pforHALCH
ppp

noncompensatory:   ),min( HALCH

crisp:   

otherwise
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Figure 14.10 illustrates the movement behavior of a single squirrel agent. Note 
that the squirrel agent using the crisp decision models is shown locating in agricul-
tural/pasture land. According to the decision models above such locations would 
have a membership in either the movement or residence decision of 0.0. This be-
havior results from the situation where the max(D) = 0.0. When this is the case, 
unless the ‘fence’ rule is used a location is chosen at random. Using the ‘fence’ 
rule when such a situation occurs the agent is placed in the population of ‘fenced’ 
agents, i.e. agents who have no non-zero elements in their decision set(D). In this 
set of simulations, we disabled the ‘fence’ rule so as to highlight the behavioral 
differences between the populations of ‘active’ agents. Figure 14.10 illustrates a 
common difference between the crisp and fuzzy agents movement patterns. It was 
common for crisp agents to choose such marginal locations while the fuzzy agents 
tended to be better at locating and moving to habitat patches. 

In Figure 14.10 the crisp agent was the only agent that did not find a home after 
10 time steps. This is representative of aggregate results. In all cases, except the 
densest conspecific distribution, the crisp agents had the lowest percentage of suc-
cess (see Table 14.3). When using the base, i.e. densest, distribution of con-
specifics no squirrel agent, regardless of decision model, successfully found a 
“home.” Thus, it is a good worst-case scenario. As we progress to the case where 
60 percent of the conspecifics have been eliminated it is noteworthy that the fuzzy 
agents tended to have a 90+ percent success while only about two-thirds of the 
crisp agents were successful. In general, fuzzy agents were consistently more suc-
cessful in finding homes than were the crisp agents. 

Fig. 14.8. The World object in ECO-COSM as implemented for running simulations of 
squirrel agent behavior. 
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Table 14.4 shows that when using the crisp decision models agents, on average 
moved fewer steps than the compensatory type operators when the density of con-
specifics is lowered. On this measure, the crisp and noncompensatory models per-
formed in a similar fashion. Although it appears as though crisp-thinking agents 
found suitable homes quicker, remember that in Table 14.3 they were on average 
much less successful in finding homes. 

In the ecological literature it is usually the straight-line distance between the 
start and end of a dispersal movement that is used (Wolff 1999). The mean and 
maximum straight-line distances generated by the simulations (Tables 15.5 and 
14.6) are within the range suggested by the literature (Wolff 1999;Bowman et al. 
2002). In fact, one could argue that they tend to be on the low end of estimates. 
Nevertheless, as a preliminary test of the ECO-COSM framework the results are 
not out of bounds with reports from the field. When non-compensatory squirrels 
found homes, which was quite often, they tended to travel a shorter distance than 
the agents using either the compensatory or Yager decision models -- both on av-
erage, and maximum (Tables 14.5 and 14.6). This was especially true when there 
were fewer potential locations available for taking up residence. It is also interest-
ing to note that agents using the crisp and noncompensatory decision models were 
the ones who on average tended to travel the least distance to a home location. 

Fig. 14.9. The relationship between Layers, Probes, Agents and decision models, move-
ment and residence, for a squirrel agent
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In contrast to the straight-line dispersal distance, we also measured the mean-
dering-path distance of each squirrel agent by measuring the length of the straight 
line segment connecting each successive move. It was beyond the scope of this 
work to model the path-finding behavior. Nevertheless, it does provide a comple-
mentary measure to straight-line distance. Among the agents using the fuzzy deci-
sion models there is no clear tendency for one to have a greater or lesser mean dis-
tance in all scenarios (Table 14.7).  The relatively low mean distance for the crisp 
model agents that found a home in the 40% scenario is an artifact of how few 
squirrel agents actually found a home (see Table 14.3). This also led to a similar 
artifact when considering the maximum meandering-path dispersal distance (Table 
14.8). In no case did the maximum dispersal distance to find a home exceed 2,800 
meters. Considering the species and landscape used in these scenarios, this is not 
an unreasonable result. 

Fig. 14.10. Paths taken by mobile agents as a function of the decision models in Tables 
14.1 and  14.2 
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The ratio between the meandering distance and straight-line distance is used to 
provide an index of sinuosity. A greater value will indicate long meandering path 
relative to straight-line distance separating the starting location and the ending lo-
cation. When considering all agents, regardless of whether a home is found, those 
using the crisp decision models, on average, take noticeably more sinuous paths. 
No obvious pattern emerged to distinguish sinuosity among different types of 
fuzzy squirrel agents. Considering agents that found a home location the mean 
sinuosity was closer to the straight-line distance (Table 14.9). 

On average each time a squirrel agent using crisp decision models moved from 
one location to another, it was a shorter distance than taken by the agents using the 

0% 20% 40% 60%

compensatory 0.0 28.6 90.5 95.2
crisp 0.0 0.0 9.5 66.7
non-compensatory 0.0 28.6 71.4 90.5
yager 0.0 28.6 61.9 95.2

Conspecific Holes

Table 14.3. Percentage of squirrel agents finding a home (i.e., success rate) in relation 
to density of conspecifics. Note that in one 20% scenario a crisp squirrel went out of 
bounds; other than that, all squirrels either found a home or reached the 10 time step 
limit.

Table 14.4. Average number of time steps for a squirrel to find a home. 

0% 20% 40% 60%

compensatory 3.8 4.7 3.2
crisp 3.0 3.9
non-compensatory 2.8 3.3 2.6
yager 3.8 4.1 3.5

Conspecific Holes

Table 14.5. Mean straight-line dispersal distance (m) for squirrel agents who found a 
home, and for all squirrel agents.  

home all home all home all home all

compensatory 1481.5 616.6 1285.2 881.6 918.0 482.8 532.6
crisp 481.5 570.3 394.7 582.6 427.6 461.1
non-compensatory 920.2 425.7 695.1 480.9 513.2 497.4 549.9
yager 704.3 774.6 852.2 781.4 1048.2 590.1 652.4

60%

Conspecific Holes

0% 20% 40%
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fuzzy decision models (Table 14.10). The mean step size for agents using the 
fuzzy decision models tended to be in the middle to slightly less than the middle 
of the perceptual range.  

14.5. Concluding Discussion 

This chapter illustrated how fuzzy mobile agents can be incorporated into an ob-
ject-oriented individual-based modeling framework, namely ECO-COSM. Fuzzy 
decision models for movement and residence were developed using noncom-

Table 14.6. Maximum straight-line dispersal distance (m) for squirrel agents that 
found a home, and for all squirrel agents. 

home all home all home all home all

compensatory 2176.8 1210.8 2227.3 1916.7 1919.3 1510.8 1529.7
crisp 1207.8 908.0 536.7 1075.4 937.7 937.7
non-compensatory 1731.2 649.0 1755.7 1339.3 1339.3 1571.8 1571.8
yager 1355.3 1441.6 1891.0 1916.7 2083.9 1223.8 1898.6

Conspecific Holes

0% 20% 40% 60%

Table 14.7. Mean meandering-path dispersal distance (m) for squirrel agents that 
found a home, and for all squirrel agents.

home all home all home all home all

compensatory 2404.6 821.5 1886.9 1161.4 1284.5 700.7 769.1
crisp 1832.9 1723.8 488.4 1536.4 738.7 1105.4
non-compensatory 2463.3 656.5 1917.2 815.1 1247.7 617.8 797.1
yager 2594.6 953.0 1934.0 1013.6 1519.1 798.5 866.9

Conspecific Holes

0% 20% 40% 60%

Table 14.8. Maximum meandering-path dispersal distance (m) for squirrels who found 
a home, and for all squirrel agents. 

home all home all home all home all

compensatory 2703.5 1481.3 2640.1 2796.5 2796.5 1680.2 2153.6
crisp 2228.2 2057.1 379.7 2042.9 1738.2 2075
non-compensatory 2796.4 1006.1 2851.7 2419.4 2648.9 2571.2 2626.8
yager 3141.1 1840.1 2851.3 2103.5 2696.5 2205.5 2233.4

Conspecific Holes

0% 20% 40% 60%
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pensatory, compensatory, and crisp aggregation operators. Simulations are used to 
explore model behavior relative to fuzzy compensatory and noncompensatory ag-
gregation operators. Although the simulations were illustrative of the approach, it 
is instructive to note that, in general, the fuzzy agents were consistently more suc-
cessful in finding home locations than were the crisp agents. In addition, the fuzzy 
agents behaved in a reasonably plausible fashion, more so than did agents using 
crisp decision models. Furthermore, the simulations showed that fuzzy agents 
were consistently more successful in finding homes than were the crisp agents. 
Their behavior in this regard was within the general bounds of plausibility sug-
gested by the ecological literature. 

Further development within the ECO-COSM framework seems warranted by 
this exercise. Simulations that are more extensive will be designed so that we can 
assess the:  

1.  sensitivity of the model(s) to changes in critical parameters such as per-
ceptual range; 

2.  utility of fuzzy sets in addressing the computational issues associated 
with IBMs. For example, can fuzzy sets effectively address the known 
problems of complexity in these types of models as demographic, forag-
ing, and other modules are added; 

3. sensitivity of the fuzzy agents to landscape configuration as opposed to 
conspecifics and other factors  

A more highly developed residence decision model can be developed, in con-
junction with an exploratory movement model, that incorporates knowledge of 

Table  14.9. Mean sinuosity of dispersal path for squirrel agents who found a home, 
and for all squirrel agents. A value of 1.0 shows a perfectly straight path; higher num-
bers show more meandering or doubling back 

home all home all home all home all

compensatory 2.1 1.3 1.5 1.3 1.4 2.0 2.0
crisp 6.0 4.1 1.2 3.6 1.7 2.5
non-compensatory 3.6 1.6 3.7 2.0 2.7 1.1 1.3
yager 4.9 1.2 5.4 1.3 1.5 1.6 1.6

Conspecific Holes

0% 20% 40% 60%

Table 14.10. Average step size (m) for squirrel agents that found a home, and for all 
squirrel agents. 

home all home all home all home all

compensatory 240.5 208.4 224.8 247.0 246.8 222.9 222.5
crisp 183.3 176.6 159.2 164.1 196.3 192.2
non-compensatory 246.3 221.5 236.3 252.9 247.2 230.6 232.4
yager 259.5 237.5 234.0 253.3 246.0 226.0 225.9

Conspecific Holes

0% 20% 40% 60%
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how the species may react to the arrangement of landscape elements. Other capa-
bilities to develop would be exploratory behavior, including some form of spatial 
memory, foraging behavior, demographics so multigenerational simulations can 
be done in a meaningful manner, and predation.  

One of the reasons for using individual-based modeling approaches is to cap-
ture the variations in individual behavior (Grimm 1999). Often this is done using 
random draws (Tischendorf and Fahrig 2000). This work demonstrates an alterna-
tive. It is possible to have a population of squirrel agents where each agent uses 
the same general set of decision models, however the specific fuzzy aggregation 
mechanisms can vary to produce individualistic variations in behavior. 

Results of this exercise demonstrate that this approach can be used for develop-
ing spatially explicit individual-based models to address spatially explicit ecologi-
cal problems that are dependent on spatially explicit information derived from a 
GIS. The ECO-COSM framework was able to work in a loosely coupled architec-
ture with two GIS packages. Since ECO-COSM is, by design, extensible, the 
framework can be further developed. For example, Probe objects can be used to 
filter the information an agent receives. Thus, it could be used to model the inher-
ent fuzziness in the land cover classifications typically derived from remote sens-
ing technology and used in spatially explicit models. Thus, ECO-COSM may 
serve well as a flexible computational laboratory within which experiments are 
conducted to investigate a host of issues related to GIS databases, spatially explicit 
ecological models, and fuzzy information processing. 
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