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Preface

This book is based on, and extends, some of the results of ESPRIT | project
814: PIMS (Protect Integrated Management System). This project wasset up to
develop a project management support system which could aid the management
of medium size software development projects A basic tenet of the project was
that theory and practice should go hand in hand This book follows the same
principle.

PIMS was a three and a half years long project with a totd effort of about
56 man-years, partly funded by the Commission for the European Communities
(CEC). The following organisations were involved in the PIMS project: Buro
voor Systeemontwikkeling (BSO), Eindhoven, the Netherlands, Cgp Sogeti
Innovation (CSl; now Cap Gemini Innovation). Grenoble, France; London Busi-
ness School (LBS). London, England; London School of Economics and Politi-
cal Science (LSE), London, England; PA, London, England; Senter for Industri-
forskning (Sl), Odo, Norway; University of Arst er dam(UvA), Amsterdam, the
Netherlands. The find software product of this project has been used by the
partner organisations in managing their own development and i s currently under
further development to pave the way to its commercia availahility.

This book presents mainly the theoretical results of the project athough
references to the practica results are made as and when required. |t embeds
and draws upon the extensve software development project management
experience of the industrial partners of the consortium (BSO, CSl, PA). We can
not be thankful enough to all the project managers from these companies who
have shared their experience with us, enlightening our understanding of the pro-
ject management process and our appreciation of its inherent difficulties.

We are also grateful to dl our colleagues in the PIMS project for their
contributions to our work and their constructive criticism which led to the shar-
pening of our thinking. In particular, we would like to thank: Willy Cats-Baril
(LSE), Keith Dixon (BSO), Christer Fernsirom (CSl), John Hawgood (PA),
Hans van de Klok (BSO), Frank Land (LBS), Annie Leclerc (CSl), Maurice
Schlumberger (CSl), Gide Stekke (SI), lan Thomas (CEC expert reviewer),
Philippe Vauquois (CSl) and Michel Vogler (UvA). For their indirect contribu-
tion to this work and, in particular, for teaching us the use of Petri nets, we
would like to thank Hartmann Genrich, Gemot Richter and Klaus Voss from
Gesellschaft fur Mathematik und Datenverarbeitung (GMD), Sankt Augustin,
West Germany. Last but not least, we would like to thank Dimitris Tsoubelis
(LSE) for his hdp in drawing the figuresin this book.

Please note theat, for reasons of convenience, only the masculine pronoun
has been used to refer to the project manager, team members and other parties
throughout this book.






Chapter 1

I ntroduction

A great number of books exist in the market whose subject matter addresses
project management directly or indirectly. These tend to vary in scope, content
and objective. Thus, they may be found useful in different waysa by different
readers.

In general, one could classify such books into two distinct categories:
those which are providing a genera, discursive, scoping of the area (including
suggestions about good practice, presenting success or failure stories about the
management of projects, etc.) and those which are more concerned with partic-
ular aspects of management (e.g., detailing techniques, methods and tools which
managers can use in their work). This latter category could be further subdi-
vided into specialised areas {e.g., estimation and risk models, people manage-
ment).

Within the domain of managing software development projects, most of
the existing books tend to concentrate on the development process itself and
treat its management at the same level as any other specific topic in the book
(in detailing the tasks of the manager). Such an approach is justifiable given the
readership these books wish to address: managers of software development pro-
jects who may wish to learn more about system development and how to
improve the development process as well as the management process, and how
to manage such projects better.

The present book also wishes to address project managers and attempt to
aid them in their work. However, it starts from a different vantage point. pro-
ject management itself. It concentrates on projects with software development
as their subject matter, often described as the trickiest and most difficult type of
project to manage. In this book, software development projects are treated as a
specialised area of concern but only for the purposes of providing examples and
enhancing understanding of what is being described. If this book can ad
management of software development projects, we are convinced that it will be
of usein aiding the management of any other type of project.
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Moreover, we wish to address other types of readers as well as project
managers. Thisis not smply by desire hut comes as a naturd consequence of
the context from within which this book was born, that is, an actual software
development project whose end-result was a project management support sys-
tem. Thiswasthe ESPRIT | project PIMS (Project Integrated Management Sys-
tem). Thus, the book hes a practica as well as a theoretical orientation on the
process of supporting system development, and, hence, it is dso of particular
relevance to developers of such systems. Through the development of the two
PIMS prototypes, we discovered what works or does not work in practice dur-
ing the process of developing the software system, the needs of project
managers that have to be met through a computer-based project management
support system, whet kind of system architecture and design matches their pre-
ferred methods of work, and so on. Thus, this book can provide a good starting
base for projects building project management support systems as wdl as pro-
vide details on moddlling project management activities and the data they need
in order to be carried out.

A further dement which distinguishes this book from other books on the
same topic area is that not only does it address what is involved in project
management, discuss principles and provide information about the devel opment
o computer-based systems that support it, it also provides a case study running
throughout the book on how to proceed from discovering whet is involved in
an organisational process, through modelling the process and the objects which
it manipulates. to developing design principles on the basis of the modds gen-
erated. Thus, it providesfruitful materiad for studentsjust as much as practition-
ers with concerns beyond project management (such as those working on, or
studying, information systems, systems analysisor organisational theory).

Findly, the mgority of the materia presented in this book is basad on
information we have gained through in-depth interviews with many experienced
software development project managers, focusing on dlicitation of knowledge
relevant to the concerns of the PIMS project Relevant literatureis used suppor-
tively rather than as the prime source of information in the discussion of the
process of project management presented here. Thus, the book is founded on
the practical experience of these managers gained through their work for con-
siderable lengths of time as project managers, in various types of software
development projects, a various levels of responsibility, within various indus-
trid organisations, in three countries (England, France, and the Netherlands). It
was instructive to discover that these variations in context played amost no
role in accounting for the genera difficulties involved in managing software
development projects, dthough they did play a significant role in determining
the way these difficulties might be handled.



Overview o the book

1.1. Overview of the book

Chapters 2 through 5 of this book introduce the context, process and concerns
of pmject management in a discursive fashion and can be read as an introduc-
tion to software development project management. In particular, chapter 2 pro-
vides an informed account of the environment within which projects materialise
and its influence on the success of a project. Chapter 3 describes the risks that
mey threaten the success of a project and how these should inform its manage-
ment. Chapter 4 discusses the actual process of project management. Chapter 5
brings together the concerns of project management discussed in the preceding
chapters to address the goas of project management, indicating how they
motivate project management activities and guide the perspectives that can be
taken by a manager in collecting and organising information about his project.

Chapter 6 concentrates on a discussion of the moddling approach and
concepts we employ, detailed only to the degree necessary to understand the
remainder of the book. Chapter 7 presents pre-forma descriptions of a typica
range of project management activities (PMACs) and chapter 8 proceeds to
show how particular project management activities may be formalised in the
development of a project management modd. Chapter 9 examines in detail the
processes of inference and diagnosis incorporated within management which are
used in controlling progress on a project, in setting up an observation and
reporting sysem and in identifying and predicting discrepancies between
planned and actual progress. Chapter 10 presents the generic core of the project
data modd, which may be developed to provide a repository for the informa-
tion about the project and its environment which is necessary for the execution
of any set of project management activities.

In this book, developing modes is not seen as an end in itsdf. Models are
built for a purpose, thus, they are a means to an end. The desired end of this
book is to use these means as a step towards understanding the kind of support
that can be provided to a manager through a computer-based system. Thus, in
chepter 11, we discuss the necessty of considering the division of labour
between the manager and a support system for activities they can both sharein
carrying out the management of the project as a pre-requisite to even starting to
think about how a project management support syssem may be developed.
Chapter 12, then, uses this understanding and the results of the previous parts
of the book to discuss, with examples, key issuesin the development of project
management support systems.  Finally, chapter 13 discusses the implications of
the material in this book for project management itsalf and for the future provi-
sion of integrated support for the whole process of project management.
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12. Suggested usage of the book

This book is not intended as a first introduction to project management. How-
ever, much of it can provide useful insight into project management concepts,
issues and processes. For example, chapters 2 to 5 can function in this way as
they provide a discursive, organised account of the project management process
although this is not addressed across all topics in a great detail. A reader
interested in learning about the scope of project management and its problems
will find these chapters of use. Readers interested in learning more about
specific techniques of project management, which are well covered in the litera-
ture, are referred, at the appropriate points in the text, to other material (books,
articles) where this information may be found, as detailing such concerns falls
outside the scope of this book.

However, we have provided detailed information in the case of concerns
of project managers which genuinely cause problems for them where relevant
information about how to handle them does not exist in the literature or, at
least, is not presented in an integrated way. We had the opportunity within the
PIMS project to tap the practical experience of many project managers and we
are privileged to be able to share much of the information so provided with
reeders. OF particular interest in this respect may be our discussions on the
issues to consider in assessing the quality of a project plan (in section 4.2.2.3)
and the various types of "what-if' project simulations (in section 4.3).

This book was designed to be read in a linear fashion, building an argu-
ment throughout its structure and content. Thus, the "whys and wherefores' of
a conclusion or a certain recommendation for practice (e.g., for management or
development) will be usually found in a preceding analysis of the correspond-
ing topic. Hence, we would recommend that the reader reads this book from
start to finish (at least, for the first time) so that its implications will become
apparent and its didactic intention achieved. However, once the argument
developed has been grasped, the book can be used as a reference source of
information on any of the various aspects it covers, for example, on the project
management process, learning about modelling, developing a particular manage-
ment support technique for inclusion in a computer-based system, and so on.

Finaly, a word of caution to the reader. We do not profess that, in this
book, we have addressed all aspects of software development project manage-
ment in the same degree of detail. Some aspects, periphera to the main
developments covered in this book, have only been sketched in. Still, we hope
that this book can provide the reader with an understanding which will enable
him to improve on what we have written by using his own experience to
enlarge on the material presented here. If the reader finds this possible, our goal
for the book will have been achieved.



Chapter 2

The context of project management

_—

\ Managing a project is not an easy enterprise. At its very core, the management
process involves handling and facilitating complex interactions between and
within various groups of people who are directly or indirectly involved in the
project and are interested in its successful conclusion. The skills needed for
accomplishing this task vary as the needs and the activities of the project
evolve and change during its lifetime.

A project is a transitory organisation of individuals dedicated to the attain-
ment of a specific objective within a schedule, budget, and technical perfor-
mance target. It entails a purposeful, non-routine, activity that involves colla-
boration amongst people. Its purpose is "to work itself into ultimate dissolution
after the objectives of the project have been accomplished (Cleland & King
1983). It is limited in its use of time and other resources, the scope of the
work that is being done within it and the clientele to whom its products will be
delivered. Thus, as an entity, a project is defined both in terms of the work that
is being carried out within it (to achieve the accomplishment of its objective
with technical quality) and in terms of what is being made available to it to
achieve this objective (e.g., budget, timescale, quantity and quality of
rcsources)_.h

Projects differ in terms of the nature of work being carried out within
them (e.g., construction projects, research and development projects, software
development projects). Each area of work necessitates the use of particular
methods and techniques within the project work to ensure that the quality of the
product will be satisfactory to all those concerned (client and contractor organi-
sation aike) and brings with it its own specifications for required skills of
resources who will be employed in the project. Even within each particular area
of work, we come across different types of project, depending on the particular
application domain (e.g., @ bridge construction project, a house construction
project). The methods and techniques used in each application domain within a
particular area usualy differ only in terms of how they are implemented (e.g.,
the materials they will use, afurther refinement of required skills of resources).
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In terms of the resources made available to a project to achieve its objec-
tives, the principal differences between projects are in terms of their size or
budget and tmescale. Thus, projects may be characterised as large or small,
long-term or short-term, regardless of whatever their gpplication area might be,
although what is taken to be the (medium size) norm will vary across applica-
tion aress. The difference these aspects of the project make has repercussions
on the type of manageria skills required for the project to achieve its objec-
tives. A large construction project, for example, will necessitate different
managerid skills from a small one Similarly, a large software development
project will need different management skills from a smdl one. Large projects,
typically, require disproportionately nor e interactions with other agencies, often
necessitating complex negotiations, and requiring advanced project management
expertise.

In fact, the skills required for successful project management depend more
on the size and complexity of the project than on the application area of its
project. The manager of an aerospace project has to carry out the same generd
types of operations as does the manager of a software development project (that
is, planning, controlling, negotiating, etc.). The application area of the project
impacts on specific rather than general aspects of this work (e.g., what is being
planned, controtled, negotiated) and on the technica experience which it is
desirable for the manager to possess (e.g., arplane development experience
versus software devel opment experience). The fundamental measure of success
in project management also does not differ. It is based on the completion of the
project with agreed manpower, resources, timescale and cost, with the facilities
and service performance provided, and to the satisfaction of his own organisa-
tion, the client and the project team (Keen 1987).

| In this book, we take software development project management as an
example, showing how project objectives may be achieved through its success
ful execution. To that extent, our discussion of project management is biased by
the specific examples we use. However, in that the nature of such projects
places them among the riskiest ones to carry out and manage of those that can
be found in any application domain, this only makes our discussion that much
more interesting. We bdlieve that most of what we discuss can also be applied
to projects in other application areas which, by their nature, are easier to carry
out and manage, with many fewer provisos.

21 Problems in software development project management

A major pat of the difficulties encountered in software development projects
has to do with the intangible nature of what they are st up to produce. As
Licker (1985) points out, a software development product is "..like a hammer,
its value is known only when it is used. Unlike a hammer, it is a unique toal,
one that probably has never existed before and that may be valuable only to a
small group of peculiar and untrained individuas.."



Problemsin software development project management 15

There are different types of software development projects, each with its
own difficulties, risks, and requirements for specia management kills. Keen
(1987) describes these under four headings:

(& Application orientated projects which develop an applications system
implemented on an existing computer utilising established system
software. These may relate to a particular self-contained function in the
organisation (e.g., payroll), or to the implementation of a function span-
ning the whole organisation and involving many departments (e.g., non-
integrated order sales system), or to those systems which rely heavily on
data and files of other computer systems (e.g., accounting system), or to
"across-the-board systems which assume the existence of dl of the above
(e.g., a management information system). The experience and required
skillsof the manager of these projectsincreases with the complexity of the
system to be developed (in the order just described).

(b) Projects that install hardware, involving the implementation of a computer
configuration (including tasks such as site preparation and acceptance
tests). Such projects are usudly relatively easy to manage unless early
ddlivery of a new range of hardware or softwareisinvolved.

(¢) Software implementation projects such as the introduction of new file
sructures for a future application whose difficulty relates to the end-
product itsalf.

(d) Projectsinvolving combinationsof the above.

Assessing the easiness or difficulty of managing a particular project is
based on determining whether @ not the project has characteristics which are
typically associated with problems in any project in the area being carried out
successfully. For example, a project which involves enhancement of an already
existing software system will be far lessrisky or in less need of expert project
management than a project which is developing a similar system from scratch.
Thisis because the latter kind of project faces a lower probability of getting the
user requirements wrong (a typicd problem in software development) as it
starts from some aready established requirements (the existing system) against
which new requirementscan be developed (Burns & Dennis 1985).

Developing software according to the real (ultimate) requirementsfor it is
quite an infrequent occurrence in software development projects. In reality,
change of requirementsisone of the main causes of project dippage and cost
overruns. Moreover, requirements are often incomplete, ambiguous, and/or
inconsistent (e.g., Thayer & Lehman 1979)) In a study of 23 organisations and
72 software development projects. Jenkins and Wetherbe (1984) discovered
that, in two-thirds of the projects, the requirements analysis effort hed to be
repeated. Additiona requirements were discovered either because something
was missed out in the original requirementsor because something changed in
the application environment or the way the end-usersexpected to work with the
system. However, they also found that only haf of the managers of these pro-
jects had planned for this iteration of requirements analysis and its conse-
quences. Various techniques are often used in an attempt to dleviae this
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problem through making change control easier (e.g., structured analysis,
DeMarco 1979; application prototyping, Boar 1984). Alternatively, the develop-
ment of a close relationship between the user and the analyst/developer is often
suggested as the best way of preempting eventual problems (e.g., Ferratt &
Starke 1978, Lehman 1979, Farbman 198014

TWhile requirements that are potentially wrong or likely to change are a
principa source of anxiety for the manager of a software development project,
they are not the only one) Thayer, Pyster and Wood (1981), in a survey of the
experience of 294 managers, identified some additional causes of problems
which included:

- poor abhility to estimate accurately and plan;

- lack of standards and techniques for measuring the quality of performance
and the quantity of production expected from the project team,

- lack of decision aids in choosing the proper organisational structure or
selecting the correct management techniques,

= lack of techniques which can aid the visibility of the project's progress or
its effective control;

= poor accountability defining who is responsiblefor what;
- inappropriate success criteria for software development.

While the causes listed above posed problems for the project manager in
fulfilling his responsibilities, their effects may be propagated through his activi-
ties onto the quality of the work actually carried out in the project. Endres
(1975) traced sources of errors in the actual project work to

- technological causes such a definability of the problem, feasibility of
solving it, available procedures and tools;

- organisational causes such as division of workload, available information,
communication, resources,

- higtorical causes such as the history of the project, of the program, special
situations, external influences;

group dynamic causes such as willingness to cooperate, distribution of
roles inside the project team,;

- individual causes such as experience, taent, constitution of individual
team members;

- other and inexplicable causes.

The causes of problems which are encountered in software development
projects are usually identified through retrospective analyses of the project after
it has been completed or abandoned. However, Parkin (1983) has argued that

"any attempt to review past failed projects through questioning the partici-

pants, or even by questioning oneself if one has participated in a failed

project, is of dubious objectivity. The causes one is likely to dredge up are
the subjective opinions or prejudices of questioner and questionee. What
one is redly getting is more like advice for the future.. The success or
failure of a project is subjective and can be a matter o dispute which is
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not reconciled even when observers have discussed their viewpoint.." (p.
70).
Even when the cause of a problem has been undisputably identified, the solu-
tions offered to the problem may be subject to dispute themselves. A solution
originated by a manager, for instance, may be seen by the programmer as fixing
only parts d the problem rather than providing a lasting solution (Fairley
1985).

! Furthermore, many of the potential problems that may befall the project do
not arrive together with the project brief. One can not always anticipate them
clearly from the start of the project and try to plan for handling them. Things
may happen after the project has started, necessitating a change in strategy or
forcing some immediate action. For example, the urgency of the project work
may increase, as the product is needed now, or incompatibility may be
discovered between the specified software development tools and the hardware
on which they are expected to run. In such situations, the manager is faced with
an emergency which requires the immediate use of management suategies
which are qualitatively different to those employed in non-emergency situations
(Shaw 1984). |

The problems we have talked about so far originate from outside the pro-
ject, and the manager has to strive to handle them effectively through his
activities. However, there are additional problems which come as part and par-
cel of the redlity of managing a project. Thamhain and Wilemon (1986), in a
study of 400 project managers on their experiences in regard to important chal-
lenges to their management skills, list the following issues, indexed by the
degree of frequency of each issue having been mentioned by their informants:

- coping with end date driven schedules (85%);

- coping with resource limitations (83%);

- communicating effectively among task groups (80%);

gaining commitment from team members (74%);

- establishing measurable milestones (70%);

- coping with changes (60%);

- working out project plan agreement with team (57%);

gaining commitment from management (45%);

- dealing with conflict (42%);

©  managing vendors and subcontractors (38%);

- other (35%).

Such problems, whatever their source or cause, define the everyday realiry of
the manager rather than highlight ability to handke specia project problems and
emergencies. In the next section, we set these everyday problems in context by
considering the project, its environment and the role of the manager in their

interface. This paves the way to discussing the project management process as
the principa concern of this book.
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22 Managing the project in itsenvironment

The project can be seen as a microcosm which is both a socio-technical and
human activity system: it has its own demands for resources, |dent|ty need for
appreciation, rewards, and S0 on. Any satisfaction it can gain, though, is depen-
dent on what it itsdf can produce to satisfy others whose interest has been
instrumental in setting it up. The project's main reason for existenceis the need
of somebody else for its end-result, the software system, which it can alone
produce (desirably, in the agreed-upon way and in the agreed-upon form).
Hence, the project has two types of stakeholders comprising parties who either
affect or are affected by the project (Mitroff 1983). These arel

external stakeholders such as the client organisation both as the project
sponsor/financier and the futare user of the system under developmentt,
senior management and other managers within the project manager's own
organisation as the contractor to the project, external agenciessuch as sup-
pliers or regulatory agencies, other subcontractors, and,

- internal stakeholders, the people warking in the project (i.e., the project
team members), in that the success or failure of the project is affected by
their own work and will eventually affect them directly whatever its cause.

It would be naive to assume that, snce dl these stakeholders have an
interest in the project (that is, share a common desire for the successful com-
pletion of the project), they also share the same view on what congtitutes a suc-
cessful completion of the project. In fact, the aspects of the project which each
stakeholder particularly stresses (and those aspects on which each is prepared to
compromise) are determined by their particular interests and current goas. For
example, the client, as the sponsor, may be prepared to compromise on the
functionality of the software system in order to limit an increase in develop-
ment costs. On the other hand, prospective users within the client organisation
may be less concerned with the costs involved then with ensuring that the func-
tiondity they desire can be actually achieved. Moreover, different prospective
usars may have differing expectations for the software syssem under develop-
ment (Keen & Gersch 1984). Within the contractor organisation, on the other
hand, the desire to make a financid profit on the contract may result in a
failure to provide the project with the amount, kind or quality of resources
necessary for its successful execution.

The project manager is, in fact, the point of contact between al these
external and internal stakeholdersonce his project has been established. His job
is to transfer information from one stakeholder to the other, facilitate communi-
cation between them, plan the software system development and oversee its
progress, and manage the people under him, their interrelationships and their
activities, and his own relationships with other stakeholders. Most importantly,
he must ensure that all parties have a clear and unambiguous understanding of
the project and that this is the same understanding (Taylor & Watling 1979).

1 Theactual persons playing these different roles may not be necessarily the same.
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His project itself is a centra reason for the existence of this network of corn-
plex relationships between the various parties.

The project manager himsdf is a stakeholder in the project in the sense
that he has a stake in the successful completion of it (leading to a promotion,
recognition, €c). However, his postion at the interface between the project
and its environment makes him sometimes gppear as an external stakeholder, as
in hisrelation to the project (in reviewing products and project activities), and
sometimes as an internal stakeholder, as in his relation to the project environ-
ment (in presenting the results of the work of his team to externd stakehold-
ers). Thisdua role complicates his work even further.

Given this complex network of interreationships, itself nested within the
world of technology {e.g., available hardware and software), the world of bus-
ness (e.g., competing contractor organisations) and society at large (people who
might be affected by the project or what it produces), problems that often arise
during the lifetime of a project are not always traceable to bad project manage-
ment or lack of experience on the part of the manager (Morris & Hough 1987).
It is not dways easy toforesee all that can go wrong within a project.

For example, the project manager can not aways foresee whether the
client will turn out to be unwilling or unable to alocate some of histimeto the
project as a user to try out its intermediate results even if this is necessary;
whether human resources will be withdravn from the project or whether
machines will break down unexpectedly; whether persona conflicts will arise
within the team; whether the client will refuse to accept the devel oped product
as being what he wanted; and so on. O coursg, if the project manager can
cope successfully with each problemof thiskind asit arises, the result will till
turn out to be satisfactory. Project managers, in fact, often do cope with unex-
pected problems quite wdl. Long experience helps a great ded in this respect.
The difficultiessometimes arise later, when the unexpected problem has forced
them down a decision path with furure negative consequences (e.g., "cutting
down" functionality which could increase the risk that the client will not accept
the final product).

Hence, the manager's job isinvested with complexity: his work is neces-
sarily carried out in the midst of a great dedl of conflicting interests and pres-
aures. It is adso loaded with uncertainty since the project he is managing is a
human acrivity system (Checkland 1981, Mumford 1983a) vulnerable to distur-
bance from within itself and f romthe outside environment. In order to be able
to cope Wvith the complexity of his work and handle the uncertaintiesinvolved
in carrying it out successfully, the project manager must be able to consider his
project from the viewpoints of the various stakeholdersinvolved in the project,
anticipate their expectations of the project and speculate on the assumptions
they make about it. Using the information gained this way, he must be able to
manage his project in such away that it can be carried out successfully accord-
ing to the concerns of the technological, economic and social systems within
which it is situated (Scacchi 1984).
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Finally, the project manager's responsihilities are not confined to the par-
ticular project he is managing: he also has to think beyond it both in time and
in organisational scope. An obvious and immediate concern is the furthering of
his own career by leaving a good impression on other stakeholders and learning
from the experience he has gained in managing the particular project. By the
same token, he needs be concerned with the longer term interests of the
members of his project team, furthering their own professiona development
and career prospects. Since, from the parent organisation's point of view, pro-
jects are evaluated not only in terms of their conmbution to the financial
profit-related success of the business, but also in terms of the repeat sales, new
contracts, company prestige and organisational learning which may result (Fife
1988), the project manager has also to be concerned with how his project can
contribute to these wider interests of his own organisation. Whether or not
these interests are satisfied can only be ascertained after the project has been
completed. However, ensuring that they eventually will be means that he has to
plan and manage his project with these interests in view now.

Projects are eventually evaluated retrospectively mainly on the basis of
whether all the various stakeholders, internal and external, feel satisfied that all
(or most of) their personal or organisationa interests have been satisfied
through it. It is the task of the project manager to ensure, to the best of his
ability, that this will be the case and, certainly, thisis not an easy task!

2.3. Systems relevant to the project management process

So far, we have described some of the difficulties facing a project manager in
achieving his aim of managing his project successfully. The measure of the
success of his work, however, depends to a great extent on how well his subor-
dinates do their work (Herbert 1976). The degree to which the project
manager's work can affect their work positively defines his ability to manage
his project and affect the quality of what it produces.

Still, thisisonly part of the story. As we indicated above, the road a pro-
ject will eventually take towards its successful or unsuccessful execution is also
paved by other interests and concerns the sources of which have nothing to do
with the manager's ability. The manager's activities may only serve to shape
such concerns in their eventual transformations and in how they finaly do
affect the project. These interests we have described as stemming from externa
stakeholders to the project (i.e., the client, other managersin his own organisa-
tion, subcontractors, suppliers, and regulatory agencies).

In fact, successfnl project management entails considering the concerns,
needs, and interests of all internal and external stakeholders before, during and
after the execution of any particular project management activity. Otherwise,
its success will be jeopardised from the outset. For example, planning project
work without considering whether the plan can create problems for the team
and whether the same plan will meet the requirements that external stakehold-
ers have of the project will aimost certainly result in a failed project (at least,
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from some stakeholders' point of view).

The magjor difficultiesin project management stem from knowing how to
balance the often conflicting concerns, needs and interests expressed by
different stakeholders to produce a project management result which can
express them all to a satisfactory degree to all concerned. To achieve al this
necessitates that the manager has, and maintains, a system view on his work in
understanding the people with whom he has to interact. This enables him to
identify not only what motivates each particular system (an organisation or an
individual) but also how different systems may interact and relate to each other.
It also permits a better understanding of how conflicts between the interests of
different systems may be handled and resolved through his own activities.

To address the concerns of this book, a similar view needs to be adopted,
and here we can identify the following three magjor systems which need to be
within the purview of the manager throughout the process of project manage-
ment:

= the project work system, which he manages o that it can produce what is
required of it,

the contractor organisational system, which controls the manager and his
project and which provides resources to the project, and

- the client organisational system, which provides the funding for the pro-
ject, the requirements for the software system to be developed and for the
project and which expects its deliverables.

Systems like those of suppliers, subcontractors and regulatory agencies are of
subsidiary importance here as the manager may view them within the concerns
of any of the three mgjor systems. For example, suppliers may be viewed as
resources provided by the contractor organisational system if formal contracts
are made at a level higher within his organisation than himself. Subcontractors,
on the other hand, may be seen as comprising part of the project work system,
as resources to be used, amenable to his control. Regulatory agencies may be
viewed as part of the client organisationa system or the contractor organisa-
tional system in that they provide requirements for the project and expect the
project to produce its products in a specified way in the same way as the client
and the project manager's superiors do. Thus, while, in chapter 3, we will dis-
cuss the need to take views into the worlds of potential subcontractors, sup
pliers and other external stakeholders, we do not propose that taking a view
into each of these worlds entails thinking about a separate system

Nevertheless, for the concerns of this book which relate to project
management itself, one further system needs to be in our purview: the one
comprising project management, the project management system. For the
manager, this comprises his own activities and needs not be in his purview
more than just detailing to him what to.do when and how; it does not exist
without his own agency. For us, it is the primary system of interest.

The project itself consists of both the project work system and its project

management system. In organisationa reality, a project is located within the
contractor organisationa system in that the members of the project (team
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members as well as the manager) are members of the contractor organisation.
The client organisational system, however, specifies the project's brief, provides
resources for its execution (money, time, and often people) and expects satis-
factory deliverables from the project. The project owes its existence to the
existence of aclient. Thus, the project may be seen both within the contractor
organisation if one focuses on one particular aspect of it (i-e., membership, pol-
icy, objectives) and outside it if one focuses on another aspect of it (i.e., its
definition). Chapters 3 through 5 will elaborate on the implications of this dual
definition of the project for its management.



Chapter 3

Establishing a softwar e development proj ect

"Look before you leap, for snakes among sweet flowers do creep.”
(Old English proverb)

Mogt software development projects result from a successful proposd to a
client organisation as a response to an invitation to tender for the development
of a sysem which can solve a particular organisational problem (Berkeey,
Fernstrom & Humphreys 1987). In this chapter, we shall consder what is
involved in deciding whether to bid for and accept the undertaking of a
software development project. Focusing on this decison making process is
important because the way it is carried out and the results achieved a each
stage of the process pave the way to a successful or unsuccessful management
of such projects. The results of this process will determine the congtraints under
which the project manager will have to operatein carrying out his responsibili-
ties. Even the most capable manager cannot succeed under unredigtica impos-
sible conditions set up in the contract (e.g., optimistic estimates, an underbudg-
eted project due to underbiddingin order to get the contract against other com-
petitors).

The decision making process itsalf consists of three steps leading towards
the forma establishment of the project through agreeing on and signing the
contract and appointing a manager to the project. The first step involves decid-
ing whether the particular invitation is even worth considering. The second step
involves determining the risks inherent in the envisaged project and provides
information for setting up the price offered to the client organisation for the
development o the product. The final step relates to deciding on how to
minimise these envisaged risks by providing for them within the contract and
the agreement with the client. What is involved in these steps is described in
the following sections.
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31 Deciding on project attractiveness

The essential first step in the project acceptance decision making process
involves deciding, at policy level within the contractor organisation, on whether
or not to give consideration to the project at al. Such a decision is typicaly
made by taking into account issues that matter from the viewpoint of a partner
or senior consultant of the contractor organisation. It entails taking an informal
general view into the client organisation to answer the basic question: might we
want to do business with this potential client? and into the wider contractor
organisation to answer the basic question: might this business be beneficial to
our organisation overall?

It is difficult to answer these two questions with accuracy. The potentia
client may not be known, the benefits to the contractor organisation may be
difficult to define. But they are important questions to ask even if the answer is
tentatively "Yes' to both of them in the absence of any more specific informa-
tion. The often informal nature of this early but critical decision making pro-
cess is important because it sets the atmosphere in which the later stages of the
project are played out. An enthusiastic, headlong rush into an unconsidered
course of action at this early stage can lead to the risk of haphazard negotia-
tions and pitfalls later on.

Usudly, thereislittle, if any, hard information on which to base this deci-
sion; thus, simple heuristics tend to be employed to determine the answers to
these basic questions. Parkin (1983, pages 12-13) identifies some typical ones
relating to direct subjective forecasts of effects on funds, ability of management
to achieve the ends they have perceived through the project, global risk of pro-
ject failure, timespan for development, return on investment, congruence with
software development policies, and congruence with in-house system architec-
ture.

32 Determining project risks: deciding whether the project warrants con-
tractual negotiations

Having decided to give the project consideration, decision making about the
possibility for actually accepting the project moves on to the next step, that of
determining whether the project justifies contractual negotiations. Senior
management within the contractor organisation now have to set about determin-
ing more precisely the nature of the client's requirements and the risks inherent
in the project both from a managerial point of view (e.g., what demands on
management the project will make) and a technical point of view (e.g., techni-
cal skills needed, technical feasibility of the project).

For this purpose, an initial proposal must be developed and costed for a
project which will deliver a software product to meet the requirements of the
client organisation as perceived through the invitation to tender and, often,
through informal contacts with the client. In this process, again, senior manage-
ment members are involved, all conmbuting their corporate experience to the
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exercise of making initial cost, duration and quality estimates, for internal use,
and developing a price for the project to present to the client.

The offered price is usually considered to be the sum of three components:
(@) the estimated cost of the project (assuming al goes well); (b) arisk (or con-
tingency) budget, available for spending on contingencies which may arise due
to the materiaisation of risks inherent in the project; and, (c) a profit com-
ponent (Cooper & Chapman 1987).

Current cost estimation techniques, whether based on COCOMO factors
(Boehm 1981) or function-point analysis (Albrecht 1979, Albrecht & Gaffney
1983) or component measurement (DeMarco 1982), essentially focus on certain
variables, the most important ones being software size and complexity (Brooks
1982, Boehm 1981), expected productivity of project personnel, and required
quality of the product (Sneed 1989). Consideration may also be given to the
time available to the project and by how far it can be stretched or compressed
(Boehm 1981, Putnam 1978), staff levels required (Conte, Dunsmore & Shen,
1986), and the environment within which the project has to take place
(hardware, software, organisational issues). These cost estimation techniques
are, generaly, insensitive to risks which could result in system redesign, re-
implementation, enforced human and technical resource substitution, and so on,
despite the fact that these risks are one of the major determinants of why so
many software development projects run into great trouble. Instead, using these
techniques to estimate the cost of the project usualy involves estimating a
separate risk budget to pay for the costs that may be involved in handling such
contingencies.

It is essential that the estimate of the size of the risk budget is a reason-
able one as an overestimate is likely to lead to the rejection of the proposal by
the client (frequently in favour of one made by a competitor). An underesti-
mate, on the other hand, although it may win the contract for the organisation,
may also reduce the profitability of the project to a dangerous degree or provide
the project manager and his team(s) with impossible targets to meet (Keider
1979).

In estimating the size of the risk budget, it is a common practice to use
the rule of thumb of attaching a given percentage of additional cost (e.g., 10%
or 15%) to the estimated cost of the project depending, for example, on the
kind of project, the type of client organisation (e.g., governmental agency,
private company) and what the client will be prepared to accept as a reasonable
risk budget (if any), and the experience the company has had with similar pro-
jects in the past. This practice, however, athough it reduces the time spent in
preparing the project proposal, provides no feedback concerning the actual
nature of the risks involved in the project or on how to counteract them.

An aternative, mope promising, solution is to employ risk analysis tools or
risk analysts with the aim of assessing, in quantitative terms, the risks inherent
in the specific project. The results of this analysis are then used to st up the
risk budget for the project. The risk analyses carried out at this time are usualy
based on the assessment of risk driversin terms of their degree of impact on
the factors which are taken as indicators of the riskiness of the project. A risk
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driver is an observable phenomenon which islikely to drive up the possibility
of some risked consequence whose f ut ure accurrence depends, in part at least,
on the occurrence of this phenomenon (Berkeley, Humphreys & Thonas 1990).

This approach to risk modelling has been cdled the blackbox approach.
asit concentrates on risk assessments which do not rely upon a structured view
of the inside workings of the project itsalf but "on the values of situational or
product characteristics (i.e., risk drivers) which, individually, or in combination.
ae believed to contribute to the probability of undesirable outcomes' (Moy-
nihan, McCluskey & Verbruggen 1989, p. 3). The dternative, whitebox,
approach, often promoted in texts on risk anaysis (e.g., Cooper & Chapman
1987), involves building a workbreakdown for the project, showing the various
tasks to be carried out, and the dependencies between them. For each task, out-
comes which would indicate that the task had gone wrong are explicitly
identified, together with their estimated probabilities and costs. A bottom-up
analysis is then made to provide the total expected cost distribution associated
with "things going wrong". Thisdistribution forms the basisfor semng the risk
budget

There are advantages and disadvantages associated with both these
methods. The blackbox approach, as a method which is not project-specific,
enables the creation of a generic risk assessment structure by senior manage-
ment (to be usad in the way that we describe in section 3.2.3 below) which
incorporates company policy and corporate experience. However, for the very
same reason, it provides information about project risks only in terms of the
domains (e.g., expected problems with the client) in which they are to be
expected rather than detailing these risks.

The whitebox approach has the advantage of enabling smulation through
the project modd it has built, thus providing for a better understanding of
project-specific risk areas. However, the usefulness of this gpproach is depen-
dent on the validity of the project modd it incorporates which, a this stage of
knowledge about the project, is usualy based on guesswork by the persons
involved in actualy building the modd. Thus, dthough the potentia benefits of
a whitebox analysis may be great if this project modd provides a correct view
on the project as it will eventualy evolve, its potential disbenefitsif this modd
is wrong ae even greater as the consequence Wl be an incorrect estimation of
the difficulties involved in the project. Furthermore, the whitebox approach is
ruled out at the early stage of egtablishing a project, as the requirements,
resources, and congraints are ill far too fluid for the development of a
detailed workbreskdown (which is essential for this approach) to approximate
the real workbreakdown for the project when actually implemented. Thus, in
this chapter, we concentrate on what is involved in taking the blackbox
goproach.
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321 Proect-gpedfic factorsaffecting theri ski ness of the project

Three complex variables are frequently examined as critical success factors
when assessing the risk of a particular software development project (Cash,
McFarlan & McKeeney 1983). These ae project size, familiarity and experi-
ence with the required technology, and knowledge of the content area of the
project.

Project sizet may be assessed in terms of the total costs of development,
the staffing requirements, the number of people in the organisation affected by
the system, and the time it takes to develop the system. Jenkinsand Wetherbe
(1984) discovered a general agreement between 23 different system devel op-
ment organisations concer ni ng the definition of project size (large @ small)
which was independent of the size of the organisation. However, in examining
the risks inherent in the particular project, project size is an important variable
to assessin comparison With previous projects completed within the particular
organisation, as a large project taken on by an organisation that routingly
develops large projects holds far less risk than if the same project were to be
developed by an organisation which had never been involved with a similar
sized project before.

Familiarity and experience with the technology required for the develop-
ment of the software product is also an important factor to consider as lack of
expertise in the technology (hardware and software) considerably increases the
uncertainty of project schedulesand project outputs (Boehm 1981). Thisisadso
a relative attribute of the project since it depends upon the experience of the
people assigned to the project: what is "high" technology to one p u p of
developers using a certain set of tools for the first timeis "low" technology to
others who have mastered the same set of tools. However, most contracting
organisations with a track record in software development become "naturaly”
geared towards the type of project which figures mogt attractively in their own
record as these present little risk. If other types of projects are ventured, they
will require strong dedication from the entire project team and strong support
from the contracter organisationif they are to succeed.

The existence and degree of knowiedge d the content area of the project
is aso important to consider as, if it exists within the project, it leads to struc-
tured projects where specifications are wel-defined and fixed a priori, the
nature o the find deliverables is known or easily determined and not subject to
much change. Unstructured projects, in contrast, are defined through negotia
tion and consensus, and the pressures for changing specifications within such
projects are great, thus increasing project risks.

T See Keen (1987) for a wseful guiddine of how largeor small a project isin terns of total
costs, man-years effort, duration, nodes Of interaction, number of people involved, nunber of
program statements. resources, mumber of activities, number of programs, data capture
demands.
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These project-specific factors can be assessed on their own in determining
whether or not even to proceed with the proposal. For example, it will be
inherently risky and, thus, probably unwise to push for the acceptance of a pro-
ject which is unfamiliarly large for the organisation and the required technology
and content area of which is new or unknown. However, in redlity, it is never
the case that such issues are that clear-cut. The project may be larger than usua
but one may know the required technology quite well; the required technology
may be only dlightly different to the one the organisation is used to and one
can gain knowledge about the content area easily; and so on. Therefore,
although considering these factors and how the project scores against them may
be a useful device for determining which projects the organisation should not
venture into, a great deal of more information is needed to determine the risks
of the project when the project does not score negatively on al of them. Thisis
the place where the importance of risk drivers materialises.

3.22. Identifyingrisk drivers

As stated earlier, arisk driver is an observable phenomenon which is likely to
increase the probability of occurrence of some risked consequence (e.g., the
project failure in terms of cost, meeting its requirements). Discovering what
constitutes a risk driver and which risk drivers are particularly important to
watch for within the project involves considering many, diversely located,
sources of risk that could potentialy affect a particular project if it were to be
established.

In the previous chapter, we described the different stakeholders who may
affect the fate of the project as originating in: (&) the client organisation, (b) the
contractor organisation, () other external agencies (e.g., regulatory agencies,
existing partners whose interest may be affected, clients at large), (d) potential
suppliers and subcontractors, and, (€) the potential project team(s). Information
about sources of risk drivers can be gained through exploring the worlds of
these stakeholders. As these explorations address different worlds, they provide
different kinds of information to the decision making process essential to its
successful conclusion. They also, often, provide indications about how to
proceed once the decision to establish the project has been taken <0 that any
risks encountered during these explorations may be minimised (e.g., concerning
particular management techniques that need to be employed, managerial skills
that may be required). Below, we consider what each of these explorations
addresses and the kind of information each can provide.

(@ The exploration into the client's world starts with information provided
by the client on project requirements and provides information on client-
related issues which may affect the project's progress and outcome and
which are not readily available from the project specifications themselves.
Information that can be gained through this exploration concerns, for
example, the quality of aready existing or past relations with the client,
the track record of the client in the project area, other competitors for the
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contract, the background to the invitation to tender, the extent to which the
client knows what he wants and his experience in the application area.

The exploration into the world o the contractor organisation typically
starts with the organisation's guidelines for project development. These
tend to be idiosyncratic to the contractor organisation and constitute com-
pany policy covering project development. Information which may be
gained through this exploration relates to resources and know-how
currently available within the organisation, which managers should be con-
sulted given the size and type of the project, the kind of links that must be
set up with existing software systems, added benefits which this enterprise
could provide to the organisation, financial constraints, and so on. Other
issues that need to be considered relate to company policy and objectives,
other currently considered or running projects that may need to compete
with the current project for resources and priority within the organisation,
and such like.

The exploration into the worlds o other external stakeholdersis very
important in cases when these have a regulatory role in relation to the
conduct of the project and the characteristics of its products (for example,
when medical or military agencies are involved). The regulatory require-
ments of such agencies may be clearly written down but, at this stage, it is
the responsibility of the contractor organisation to identify which regula-
tory agencies are involved. Information which can be gained through this
exploration is intended to identify the full set of regulatory requirements
which may apply to the project and its deliverables.

The exploration into the worlds o potential suppliers and subcontractors
enables one to investigate the extent to which resources which are
expected to be provided to the project by suppliers and subcontractors are
likely to be actually available at the time required and to conform to their
specifications. This information is needed when developing the project
schedule and examining its sensitivity to problems which may originate
from suppliers and subcontractors. A great number of problems besiege
projects when the required hardware has not been delivered at the
expected time or when subcontractors do not follow similar standards or
disciplines to those of the contractor organisation (Druding 1984). In cases
where the client has preferences between suppliers and/or subcontractors
and he expects the contractor organisation to recognise them (either infor-
mally or formaly), information gained through exploration (a) has to be
considered within this exploration as well.

Finaly, the exploration into the world of the potential project team is
important in anticipating the effects on the future project personnel of the
changes involved in being transferred to work within the project as
envisaged. Projects impose their own requirements on personnel involved
in them and these need to be taken explicitly into account {e.g., White
1988). Information gained through this exploration can answer questions
concerning how team building may be achieved, whether the project work
is unfamiliar and may generate new stresses and training requirements for
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teammembers, whether individual t eamnentoer s will find new benefitsor
difficultiesin working in the particular groups envisaged within the project
team(s), and so forth. Information on these issuesis usudly obtained by
looking into the past, finding projects whose work options exhibited simi-
lar features as that now under consideration. and examining the records
(which may often exist as anecdotes and stories) oOf personnel reactions
and development within them Where the identity of persennel proposed
for the new project is known, then their own performance on past projects,
and, where they have worked together, the strength and weakness of their
interpersonal relations during the previous work may aso be reevant
(Keider 1979). Over-reliance on pecific hitorica anadogies, however,
can be dangerous as it risks discounting subsequent changes in team
members’ persond sKills, preferencesand relationships.

These explorations provide information for constructing scenarios looking into
thefuue and identifying risk drivers which may adversdy affect the project.
In theory. if a set of risk driverscan be identifiedfor a particular project which
drivers, collectively, cover the range of sources of risks to project objectives,
then the manager who will be evenmally assigned responsibility for the project
will bein a position to anticipate potential risks by observing the actual levels
of therisk driversas the project progressesand to use hisrisk budget to handle
the contingenciesas they aise

In practice, this may not be S0 straightforward, asrisk driversareinitialy
identified only through hindsight: there is no guarantee a priori that one can
aways identify a concise set of risk drivers which are exactly appropriate for
anticipating theri sks which may actudly materialise in a particular project. The
remedy of trying to observe everything. in case it may be a risk driver, is
doomed to falure: the time taken would be enormous, the amount of intrusion
on the worlds to be explored would be unacceptable and the resulting plethora
of information would be impossibleto interpret in terms of its overall impact
on project risk (Glahn & Borg 1988). May of the red risk drivers would be
missed at this stage anyway, as they wiill be dependent on the detailed plans
and system design produced later in the project's life cycle (Telfer 1989).

Hence, the mgjor initial goasfor a risk analysisis to define a limited set
of key risk drivers which gpply for a particular project (according to its type.
development environment, stage of development, etc.), and to assess their rela
tive impact on risked consequences (thet is, failing a, satisfy project objectives).
particularly those that will jeopardise the achievement of the technicd, financia
and timescale targets for the project. This alows for the development of the
project risk prafile (Cash, McFarlan & McKeeney 1983). This is a multi-
factor index of project risk which can be compared across projects and which
reflects the degree of risk that the project will result in disbenefits for the con-
tractar organisatien across the range of domains involved in conducting its
business.
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3.2.3. Genericrisk assesament models

Senior managers who are responsible for the decision of whether or not to
accept the project, when left to their own devices, may prioritise different
aspects of what is consdered within any of the explorations described in the
previous section depending on their different individua responsihbilities, con-
cerns and expertise. This could result in basing their judgements about the
riskiness of the project on different sets of factors indicating the potentia risks
to be run and benefits to be gained through taking the project, or, a least, in
assigning different importance to particular factors in comparison to other fac-
tors. The result could be that different decisions are being made and different
recommendations being put forward by different decison nakers. Group deci-
sion making can resolve sone of these differences by considering what is being
assessed within each exploration and analysing the assumptions different per-
sons make within it (Mason & Mitroff 1981. Humphreys & Berkeley 1987).
This can be constructive as the collective experience of the group is utilised to
the full.

However, organisations habitually tend to avoid such confrontations as
they can be very time-consuming, often necessitating the involvement of exter-
nal consultants and, thus, increasing the cost of the preparation of a proposd
for the project. Instead, at the early stage of project consideration, organisations
tend to rely on the use of aready developed in-house project risk assessment
modes which are available within the organisation as generic structures to be
interpreted in terms Of the new potentid project. The generic structure that an
organisation favours, and habitualy uses will usudly have been originadly
developed at policy level within the organisation, capitalising on the collective
experience of senior managers.  This structure is then fixed and conveyed
wholesale to those personnd in the organisation with executive responsibility
for negotiating. accepting and managing specific projects, together with smct
ingtructions on its use in assessing individual projects. The structure iS fixed in
that all risk factorsthat may affect any project are set; they have only to review
them and provide their vaues concerning the particular project. The use of a
project risk assessment model incorporating a fixed structure facilitates com-
parison across projects and provides for a consstent interpretation of the
organisation's policies on the importance and acceptability of various types of
risk.

Many organisations who regularly use such procedures consider that the
congtruction of a generic risk assessment modd, carefully tuned to reflect their
policies and operating conditions, gives them a mgjor competitive advantage in
deciding how to price and negotiate project contracts. For this reason, the
proprietary information in the project risk assessment generic modd is usudly
kept strictly confidentia within the organisation.
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3.3. Managing the risks within the contract negotiation process

Allowing for risks solely by employing risk analysis assigns, by default, an
entirely passive role to the decision maker who is considering the potential pro-
ject in the face of the identified risks. This is because, in a conventional risk
anaysis, the dependency linkage between risk drivers (the independent vari-
ables in the analysis) and the consequential risks being run in the project (the
dependent variables in the analysis) is examined without considering the
potential intermediary effects of manageria actions. These actions might actu-
ally create some of these dependency links, thus reducing the actual risks runin
the project significantly below the level indicated in the risk analysis.

However, effective risk management on projects under contractual negotia-
tions requires that one is able both to anticipate the risks to the project and to
design suitable organisational structures within the project to minimise their
negative practical impacts if and when they materialise. To this purpose, infor-
mation gained through the explorations described in section 3.2.2 above and
which was used in developing the project risk profile now needs to be taken
into account with a view to determining how any of the identified risks may be
minimised by making provisions for their occurrence within the contract and/or
deciding on strategies about how they may be counteracted if and when they
occur. This entails focusing on the project and its needs given the risks that
have been discovered (rather than focusing on characteristics of these worlds as
defined through their explorations for the purpose of determining potential
sources of risk for the project).

A principal managerial objective at this stage of the project acceptance
process is to be able to use the characterisation of the project on risk indicating
factors (i.e., the project risk profile produced by risk anaysis) to uncover what
needs to be taken into account in determining particular management tech-
niques to minimise the risk inherent in the project. For example, in the case
where the organisation has not been involved with the particular client in the
past or when difficulties are expected from the client according to previous
encounters with the client, the appointment of a very skillful project manager
will be an essential part of senior management strategy.

Another managerial objective is to seek out, review and interpret key
information in the project environment that is necessary to ensure the smooth
running and successful outcome of the project. In support of this objective,
information which is useful to review and interpret at this stage concerns,
among other things:

- the requirements to be met by the project;

- thefunctions to be achieved by the project and their interrelations;

= the coherence of, or contradictions in, the objectives imposed on the pro-
ject by different parts of its environment;

©  the project's inputs, resources consumed, recipients for its outputs, and
resources produced;
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- pertinent characteristics d key resources likely to be needed, possibilities
for resource substitution, and training needs and possibilities for human
resources,

- reguléations guaranteeing security and privacy; and so on.
This information may be required in order to set redistic price and timescale
targets for the project, making adequate provision for the costs incurred in
managing and overcoming the risks which may materiaise during the running
of the project. It is also important that the resource targets for the project set
through the use of this information are made explicit at this stage rather than
evolve later. Otherwise, senior management may unwittingly give way on these
targets in the fina stage of contract negotiations, thus increasing the risk of
severe planning and management difficultiesafter the project has started.

Finaly, senior management will need to ascertain when, how and with
whom to conduct negotiations which are likely to facilitate the project's pro-
gress and acceptability of its outcome. Early negotiations can help considerably
in obviating or minimising the risks inherent in the potentid project. The risk
profile can be used to guide the negotiation process by indicating those specific
factors on which the project exhibits a high levd of risk which wuld be
reduced through procedures agreed with the client (e.g., concerning product
specifications, review procedures, acceptance testing, financid arrangements,
preferred suppliers). A review o the identified risk drivers, a this stage, can
provide guidelines to facilitate these negotiations which may cover, for exam-
ple
- identifying potential conflictsin the objectives and structures required for
the project and finding ways to resolve them;

- negotiating mutually acceptable deadlines and milestones,
~  negotiating a shared understanding of contractual terms;
- clearing ambiguitieswith the client or other involved parties; and so on.

This information can be used in negotiating a contract which is acceptable to
both client and contractor. A well-negotiated contract can considerably reduce
the risk inherent in a project and refine the scope of managing the residua risk
during the execution of the project. In negotiationson project risk reductions,
the contractor and client organisationsare not adversaries. they share a common
interest as the prospect of negotiating a project whererisk is shown to be well-
contained and managesble will be attractive to both parties.

3.4. Defining project management responsibilities

Signing a contract imposes a specific set of responsbilities, both formal (as
detailed in the contract) and informal, on both client and contractor organisa-
tion. The importance of a clear and unambiguous contract can never be over-
emphasised (Jones 1983); <till most contracts lack such characterigtics and this
can cause consderable uncertainty and difficulty in the interpretation of the
requirementsfor the project
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Therole of the project manager is established and becomes operationa at
this point Some of the respongihilities of this role are set out in the contract
and other documents regulating the project. Others are implied within his role
in order to transform project requirementsinto project deliverables which meet
their defined specifications. It is wise that the manager's responsibilities be
negotiated at the same time as the contract is negotiated (rather than later, when
contractual terms are difficult to dter) with the client, the potentiad project
manager, and with other managers withii the wider contractor organisation who
are involved in transactions with the project. The boundary of the project
manager's responsihbilities should be defined on those activities which congtitute
the transactions which interface the project with its environment

The two principa project interfaces for such transactionsare

(1) The interface with the dient organisation, regulated in part through
explicit conditions formalised within the contract, in part through interpre-
tation of less formally defined client requirementsand through the produc-
tion of deliverables. Informa contactswith the client throughout the life of
the project are likely to be of great value in clarifying client expectations
and re-negotiating the overall agreements.

(2) The interface with the contractor organisation which tends to be less
wdl-regulated then that with the client. For example, project resource
requirements will still have to be negotiated within the contractor organi-
sation but the results of these negotiations may smply be vague promises
of future availability rather than being backed up by any interdepartmenta
contract They are, therefore, subject to change when senior management
makes trade-offs between the needs of different projects competing for
resources.

Depending on the project, it may aso be necessary to establish additiona
project interfaces through transactions with other externa stakeholders (regula
tory agencies, ete.) as perceived during exploration (C), and with suppliers and
subcontractors as perceived during exploration (d) (described in section 32.2.
above). Transactions with suppliers and sebcontractors should be regulated in
the same way as those with the client, the client in this case being the contrac-
tor organisation to whom the suppliers will undertake to provide the necessary
supplies to the project and to whom the subcontractors will undertake to pro-
vide the required services.

Al these transactionsfall within the purview of the project manager. The

success with which they are carried out at each point in time they are required
isvtd to the successof the project.



Chapter 4

The project management process

"The charge to a project manager is not to perform particular duties,

but to bring about a desired result. Accordingly, anything that may

bear on the result fallswithin the project manager’s purview."
(Gustafson 1984, p. 298)

Our discussion in chapter 3 of the various steps involved from deciding on the
response to an invitation to tender for a software development project to the
signing of the contract was aimed at outlining what issues should be looked at
from within the contractor organisation at each of these stepsin order to reach
the degree of knowledge necessary to make rational informed decisions or

enter into negotiations with the client with the necessary strategies worked out.
Otherwise, the chances are that the contract that will be ultimately signed will
specify impossible conditionsfor the project and its management.

In a competitive market, however, underbiddingin order to gain the con-
tract with the client is a common occurrence under the hope that, eventualy,
once the contract has been signed, further negotiations with the client may
improve the conditions for the project. Alternatively. if this appears to be
difficultor impossible, ways may be found to cut comers during development
{e.g., reduce functiondity of the system, perform less testing thus reducing its
quality) to enable the project to make a profit or, at least, not result in a finan-
cid lossfor the contractor. Sometimes, however, the fact that the project offers
work for otherwise under-employed resources may make up for a loss-making
contract. On the other hand, an organisation may intentionally underbid for a
contract for the purpose of gaining the current project at a loss but with the
view to future engagements for work with the client organisation that the
current project will bring about. In the latter case, the project may not suffer
much from underbudgeting as the organisation may make available to it addi-
tiond, interna, funds to ensure that the quality of the software system
developed is high enough for the client to guarantee future contracts.

Whatever the qudity of organisationa decision making or of the resultsof
client-contractor negotiations during the project establishment stage, the
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contract that has been signed at the conclusion of this stage sets up three sets of
congraintsfor the project as a whole

(1) congraints for the software system to be developed in the form of
specificationsit must mest;

(2) congraintsfor the project work in the form of required characteristics for
ddliverables, development standards to be followed, deadlines, budgets,
etc.; and,

(3) condraints for the project mamager which directly affect his actions in
managing the project (requirements for reporting, monitoring the project
work system, overcoming threatened cost and time overruns, acting to
ensure deliverables meet specifications, and so on).

The manager of the project inherits dl these three sets of congtraints and he is
instructed to act at his discretion in order to meet them as well as megting the
objectives of hisorganisation (e.g., make a profit or avoid a loss, gain prestige,
retain or increase reputation).  This chapter presents what is involved in the
management of a software development project, that is, how the manager exer-
cises his discretion to that purpose. We start by-describing the variousroles the
manager is expected to, and does, play in the project and the functions he has
to fulfil in managing it. Then, we proceed to discuss the project management
phases in the project lifetime from the time the project manager takes over the
responsibility for the project to the time when he has to close the project and
we describe what activities each phase entails. We conclude with a detailed dis-
cussion of how a manager can increase the chances o his project being suc-
cessful through anticipating possible threats to this success and planning and
managing his project in a way that they may be preempted before they occur,
or so that their effects, if and when they occur, may be counteracted.

41 Theroed the project manager

Typicdly, the role of a project manager tends to be defined in terms of the
functions he has to fulfil in the project, which are, often, unlike the functions
other members of the project teeam have to carry out. Thus, the focusin discus-
sonsd hisroletendsto lie on the difference between hisrole and the role of
others project members.

In generd, there is an agreement about what functions he has to fulfil in
the project. However, these functions are not always referred to by the same
name, nor is the same name aways used to describe the same function in the
same way. For example, Brech (1967) defines the four fundamenta elements of
management as planning, coordination, motivation and control; Herbert (1976)
describes the manageria functions as planning, organising, directing and con-
trolling; Turner (1984) defines the classic duties o a project manager as plan-
ning, organising, motivating, controlling and carrying out a postmortem on the
project; Thayer (1988) defines planning, organising, staffing, diiting and con-
trolling as the dements of the classc management modd. Each account
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proceeds to detail what achieving each of these functions entails and how each
is achieved. Correspondingly, the manager is describedin his role as a planner,
director, controller, and so on.

Such approaches are based on an attempt to understand and discuss project
management in relation to functions the manager needs to fulfil for the project
0 that it can be successfully carried out. However, as we discussed in chapter
2, thisisonly part of the story. The project manager is located at the interface
of the project work system with the project environment. His successis depen-
dent on his ability to transact with the project environment well as well as to
manage the project work system well (that is, carrying out al the manageria
functions successfully). Any attempt to define the role of the project manager
purely in terms of project management functions such as the ones listed above
will not be able to address this aspect appropriatdy (if at dl).

Typicaly, books on project management or management in generd
address this aspect of managerid work under a discussion of the skills that a
manager should have. Thus a discussion of managerid functions provides a
view on what the manager kas to do, and a discussion of skills that he gen-
erally needs providesa view of manageria characteristicswhich, if present, can
help in carrying out these functions. For example, Keen (1987), in describing
generad management qualities, identifies skills that the manager could have as
being able to shield his staff from pressures, to delegate, to gain respect from
staff, to work effectively, to communicate with others, to show meturity, to
have.a capacity for toughness, to be redistic and committed. Additiona charac-
teristics which Keen (1987) proposes as desirable for the project manager to
possess as an individual include determination, flexibility and adaptability;
being a negotiator, planner and adminigtrator; and an ability to use psychology
to understand his staff's needs. However, the notion of skill assigns agency to
the manager as a person (i.e., he has this skill or not) rather than a requirement
to any particular role he has to play by virtue of his position between the pro-
ject and its environment.

Mintzberg (1975) described three different types of roles the manager has
to play, which, collectively,form an integrated whole. These are

(@ interpersonal roles such as being a figurehead, aleader and aliaison,

(b) information roles such as being a monitor, a disseminator and a spokes-
man; and,

{c) decision roles such as being an entrepreneur, a disturbance handler, a
resource allocator and a negotiator.

All these roles relate to the transactiona aspects of project management both in
relation to the project and in relation to its environment. Each roleis guided
by a different god and it is defined differently according to the person towards
whom it is played (e.g., disseminating information to the project environment is
different to disseminating information to the project work system). Playing a
particular role will generate its own information needs, the process by which
various roles are played and the activities they entall are different. The out-
comes of these activities will dso affect the project in different ways.



38 The project management process

Focusing on roles rather than skills enables also the definition and under-
standing of role conflicts which often materialise in carrying out managerid
functions. For example, in planning, the manager may experience a conflict
between his role as a leader in making the plan and hisrole as a negotiator in
making sure that the created plan takes into account information from his staff
and their needs. The final result should reflect the resolution of this conflict if
the plan is to be an agreed plan and, hence, provide a good basisfor the project
work.

Within this understanding, skills are seen as a subsidiary to a role the
, possession by the manager of a particular skill may be specified as requirement
for a particular role to be played out successfully. The ability to play the role,
rather than possessing the skill itself, now becomesthe focal point in evauating
a project manager. Not al projects necessitate that the manager has to play all

the roles identified above successfully; some may not even be required by the
project while others may be vital. For example, as we discussed in section 33,
the anticipation that a project will face problems with the prospective client
organisation necessitates the engagement of a project manager who has, above
dl, the necessary skillscalled for by the negotiator role.

4.2. Project management phases

In books on software development, it is customary to discuss what is involved
in the development process in terms of the successive phases it goes through
(e.g-, Specifications, design, coding, testing) while the management of the pro-
ject tends to be discussed in terms of the general functions the manager needs
to fulfil ¢e.g., planning) or in terms of generd activities he needs to carry out to
fulfil these functions (e.g., etimating). Good project management, after all,
entailsvigilance at dl times and timdy response to any emerging needs of the
evolving project. Thus, it is assumed that, if the need arises, the manager will
know which is the appropriate function to carry out.

However, such approaches fall short in specifying differences between
smilar functions being carried out & different points in time during the
development of the project. Moreover, by focusing on manageria functions,
one tends to miss out activities which are carried out either outside the con-
cerns of particular functions or within the concerns of more than one function.
Thus, this section discusses the project management process as it evolves
through time, that is, it discusses project management phases and what each
entails, and describes project management functions as they are played out
within each one of them. Different types of causesfor eventua project failure
can be found at each of these phasss, the results of which perpetuate them-
salves throughout the project (Keider 1979).
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421. Taking over the project

In accepting the responsibility of managing a project, the manager also accepts
the responsihility for the commitments dready made for the project and the
responsibility to act to ensur e that these commitments can be maintained (or, in
the worgt case, to provide early warning that they cannot). However, he does
not have any guarantee that he is going to be able to meet them. It isin his
best interest to check for himsdf that these commitments arein fact achievable,
or a least redigtic, within the bounds of the resources available (Keen 1987).
Of course, if the project manager was a0 involved previoudy in the stage of
project establishment, this would give him the advantage of having contributed
to the generation of these commitments and, possibly, in the brief of the project
which is now handed over to him for management.

Although some initid estimation of the project's resource needs will have
been made before the project manager takes up his respongbilities (e.g., in
order to estimate demands on the contractor organisation and project cost to
specification within the contract), in a reexamination of the project, the project
manager may uncover new aspects of resource demands and opportunities, as
he will be looking more closdly this time at its technica and activity aspects
than was possible earlier on. Moreover, the project itsef may have changed
since its inception without a corresponding change being made in these initia
estimates (Keider 1979). Through performing such a reexamination, the project
manager can gan new indghts into his project and, hopefully, increased
confidence in its feasbility under his management. He may also discover
informa communication channels which will be importantin later stages of the
project for information gathering and dissemination.

A re-examination of the project is likely to be the firg activity of the
newly established project manager in order to establish that the ground on
which heis ganding is firm, or, & leas, that he knows he has problems, and
act accordingly. This involves orientating the real world of the project work
within the constraints, requirementsand objectivesfor the project Bridges have
to be built to the world of the project environment where these congtraints,
requirements and objectives may subsequently change as new conditions and
knowledge arise within the client and contractor organisations. Thus, the
menager may need to review and gather information about, for example,

formal conditions defined in the contract;

the client's requirementsand expectations concerning the deliverables;

- informal agreements made with the client as understood by the client and
the contractor organisation;

= the technica aspects of the project as described in the contract and by
senior technica staff;

the results of any project-rdated activities that had been carried out earlier
(e.g., during the feasibility study);
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- required secondary activities {e.g., reporting, review, etc.) defined by the
contract or company procedures;

resource requirementsand potentid resource availability;

- estimatesof effort and costs involved in the execution of this type of pro-
ject by using his own experience and corporate memory; and so on.

In the light of this information, and any further information which has been

ga ined during the project establishment stage, the project manager can now

re-analyse the risks and requirementsfor the project,
- hegotiate any necessary changes,
- sat up liaison with other organisational departments and externa stake-
holders(e.g., client, suppliers, etc.),
- make a coarse plan for his project in order to find out the amount of
resources that may be needed and how the project objectives may be
achieved,
negotiate resources with his own organisation and with the client organisa-
tion,
- negotiate working conditionsfor his team(s), and,
- decideon how heis going to manage the envisaged project work system.

The contractor organisation’s recommended or required project management
practices may guide the manager's decison on how to manage his project
These practices address the management methodology, standards, templates and
estimation models to be employed in a particular project. These may be
company-wide management requirements, or may have been developed
specifically for a particular type of project which is similar to the one under
consideration. Sometimes, clients or regulatory agencies impose their own
requirements for methodologies, standards, etc. to be followed in connection
with the management of a particular project. Their desires usualy tend to teke
precedence over those of the contractor organisation.

Management methodologies are often presented in textbooks on manage-
ment as a fully specified set of prescriptions concerning the sequence in which
defined activities are carried out in managing a project. Possible branchesin the
activity sequences are aso pre-pecified and the conditions for branching or
repeating an activity before continuingare clearly and exhaustively given.

However, methodologies which are successfully operated in actual practice
in guiding software development management are rarely so cut-and-dried. The
project situation and its environment in generd is too fluid and complex for
such an gpproach to make sense for al possible management actions, and their
sequencing, to be pre-specified with any hope of effective and successful appli-
cation. Ingtead, in redlity, much is left to the manager's own discretion in for-
mulating and sequencing his management activities in planning and controlling
the project, so that he can take advantage of opportunitiesand respond flexibly
to contingenciesas they arise.
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The practical aim of such methodologies is thus not to prescribe what the
manager must do at any time, but to guide and constrain him in observing
good management practice, by not launching activities at inappropriate times or
in inappropriate ways, given the management requirements for the project and
the results of the activities that have been carried out <0 far. In generd, a
methodology tends to be viewed as a partial set of constraints, which shapes
the manager's activities at various levels from the most globa ones (e.g., "you
must create a coherent workbreakdown before assigning resources to tasks') to
the quite specific (e.g., "actua travel and subsistence expenses must be tracked
monthly against the values allowed for them in the budget, and a specific report
must be made concerning any overspending™).

Standards, templates and estimation models are sometimes considered as
integral parts of management methodologies (Sneed 1989), but here we view
them separately as they provide a partial set of constraints which shapes the
how, rather than the what and when of actual project management activities.
For instance, the standards specified for the project may regulate and constrain
the way a task decomposition (workbreakdown) is made, how and when report-
ing on progress is done, how costs should be monitored, what must be verified
before deliverables are signed off as completed, how documents should be
prepared and catalogued, and 0 on. Templates may be specified to provide
standard patterns for workbreakdown structures, or to provide profiles of skills
or characteristics for the resources needed to carry out particular types of task,
and so on. The estimation models specified may cover effort, duration, cost,
quality and/or risk estimates. In each case, they specify the input vt :iables
whose values are to be observed, the conditions under which they are to be
observed (the domain of applicability of the model) and the rules or agorithms
to be used in computing the estimates which are output from the model con-
cerning the quantity of interest, given the assessments which were input to the
model.

The purpose of project management activities carried out at takeover tinge
is to enable the manager to understand his project and its constraints (to make
the project effectively his project), to set it up as an entity within its environ-
ment and to plan his own managerial activities.

422 |nitial planning of the project work system

While taking over the project meant the official acceptance of project responsi-
bility by the manager, planning is the first implementation of this responsibility.
This, however, is not an easy task. A good and viable plan may help the pro-
ject no end but the existence of a good plan does not necessarily imply that the
project will be carried out successfully.

A project plan effectively describes work that needs to be caried out to
meet the objectives of the project and how this is to be achieved. It typically
consists of
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= a workbreskdown (or task decomposition), specifying the tasks that need
to be carried out within the project,

- effort estimatesrequired per entry in the workbreakdown,
~  number and types (or names) of resources per entry,

- atimeschedule,

= alist of deliverables and milestones.

However, there is nor e than one mode of planning used in a project and more
than one type of plans created for it. We describe these in sections 4.2.2.1 and
4.2.2.2, below.

The planning phase also includes additiona managerid activities the
motivation of which is to set up the scene within which the project will take
place (Cooper 1984). For example, the project's history will need to be docu-
mented and the interface with the client will need to be specified. The latter
will define the facilities, services, contributions, etc. the user/client is expected
to make available to the project as well as the change control procedures which
will provide the procedures, condraints to, and possibilities for any future
change to the client's requirements. The manager also needs to define the con-
straints under which the software development itsdf will be carried out. Thisis
likely to involve describing the standards and methods that will be used for the
devdopment of the software sysem and the software quality assurance pro-
cedures to be employed.

4221 Modesd planning

The mode of planning used in any phase of the project is determined by the
amount of knowledge and certainty the manager has concerning the resources
that have been or will be made available to the project. Thus, standard plan-
ning is the mode of planning employed when this knowledge is minima and
uncertainty about available resources is high, while acmual planning is the
mode of planning usually employed after al or most of the resources that will
be made available to the project are known.

Standard planning is based on the assumption that standard people ae
going to be assigned to the project, that they have the standard required capa
bilities and that they have standard records of absence (sickness and holidays)
and characteristics {e.g., learning curves, capabilities, affinities). Standard plan-
ning requires prior definition of resources (i.e., how they should be character-
ised) and of the contractor organisation's calendar throughout the currency of
the project. It also requires consideration of how to set margins on estimated
task effort which alow the possible deviation of any given resource from the
standard measure.

When resources are made known to the manager, the results of standard
planning need to be reviewed, re-interpreted, and revised according to the con-
straints and possihilities offered to the project through the resources actually
made available. Now, actual planning becomes eperational. While in standard



Project management phases 43

planning, tasks are alocated to resources until all tasks are accounted for, in
actual planning, resources are alocated to tasks until al resources (which, as
defined, meet the requirements for the task to which they are dlocated) are
used up. Typicaly, this latter alocation process exhausts before the former is
satisfied. Now the workbreskdown structure, scheduling, and resource allocation
components of planning are iterated with the objective of finding a workbreak-
down structure which can be scheduled in such a way that the resources with
the appropriate characteristics are likely to be available in redity when
required. If this cannot be achieved, the project manager may seek to restore
the coherence of his plan for the project by checking his initid estimates of
effort required to carry out particular tasks, to see if these may be "trimmed",
thus releasing resources for dlocaion elsewhere. However, if ettimates on a
task are trimmed, the chance of achieving the objective for that task in the
scheduled time or with the required quality will diminish (Nocentini 1985).

4222 Typesd plans

While standard and actua planning refer to the process by which a plan is
made, different types of plans may be produced by utilising either of these two
modes of planning. It is often the case that not al resources which will be
eventualy made available to the project are known at the beginning of the pro-
ject (i.e., a the time o the initid planning phasa). In this case, a plan may
include results of standard planning as well as results of actua planning. Thus,
adigtinction between plans should not be predicated on the mode of planning.

Thefirst type of plan for the project is what is known as a macroplan or
overall plan (Parkin 1983). The macroplan, as its title suggests, represents a
global plan for the whole project from its start-date to its end-date. Sometimes,
a macroplan for a project is inherited by the project manager (rather than being
created by him) as aresult of organisational processes which took place before
he took over the project (e.g., bidding, risk analysis, contract negotiations). In
this case, given that senior management or the client expects the macroplan to
be followed by the project manager, it functions as an additional congraint on
the manager. However, it often happens in practice and it is always desirable
that the senior management involve the prospective project manager (when
known) in the congtruction of the initial macroplan for the project. The con-
ventiond wisdom here is that, unless one commits onesdf K 5 plan by such
participation, one cannct carry it out with conviction?.

Regardless of its authorship, this macroplan guides devel opment specifying
what needs to be done by the project in globa terms. It typically includes (a) a
workbreakdown whose leaf nodes (activities) may be of 2-3 months duration,

¥ The same argument, of course, applies for involving team members in the planning of the
work for which they are responsble, at least, by collecting their own estimates of effert nesd-
ed, difficulty involved, etc.
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(b) global estimates of effort per activity or phase, () number and types of
resources required at the different phases of the project, (d) general scheduling,
and (e) a list of external deliverables and milestones.

At the time the macroplan is created, which resources will eventuadly
become available to the project as a whole is (nearly aways) unknown,
although the manager may know the resources which will be available for the
first phase of the project. Often, the macroplan is used to support the manager's
application for project resources. It provides the basis for estimating how many
resources and of what type will be needed by the project so that it may be car-
ried out within budget, on time and to its specification requirements.

A macroplan may be used to look a the general direction the project
should take, and, in this way, it can serve as a prospective summary of the pro-
ject. Macroplans of thistype, even though produced by the project manager, are
generally intended for external consumption via presentations to the client, to
senior management, and so on. The work that is canied out within the project
necessarily needs to follow a plan specified in more detail than this. one that
will enable proper monitoring and control of the project's progress. This is
achieved through a detailed or specific plan (Parkin 1983).

A detailed plan is developed against the background of the macroplan by
enhancing and detailing a specific section of it by breaking down the phase or a
specific activity or group of activities into distinct tasks. These tasks or groups
of tasks are allocated to specific resources (defined by name or type) which, by
the time a detailed plan is constructed (2-3 weeks before the phase or activities
are due to start), are usualy known to the project manager. The detailed plan
defines which part of the work will be carried out by which resource and thus
provides the basis for alocation of responsibilities within the project team. A
detailed plan can still be satisfactory even when resources attached to some
tasks (e.g., some project support functions such as secretaria help) are only
defined by type (e.g., grade) rather than by name.

Planning carried out during the initial planning phase normally produces a
macroplan for the whole project (which may or may not coincide with the
inherited macroplan) and a detailed plan for the first phase or phases of the pro-
ject for which resources to the project are known. From then on, detailed plans
for future parts of the project work are developed during the running of the
project.

The time horizon within which such detailed planning is made varies.
Some project managers create detailed plans of just the next phase (whatever its
duration) or plan towards the next mgjor milestone (however far into the future
that may be). Others prefer to keep a constant, fixed time horizon (e.g., 2-3
months, 6 months) irrespective of how many phases this covers. The time hor-
izon may be also dependent on the type of the project under consideration (e.g.,
a loosely defined project warranting a shorter time horizon) or determined by
the company-wide project management methodology or a company palicy.

Detailed planning within a time horizon has the advantage that, by the
time a new detailed plan is made for the next slice of time, the project manager
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has gained more knowledge about his project and the quality or potential of his
dready-exigting resources. The detailed plan includes tasks that need to be car-
ried out during its execution, their sequence and duration, resources that will be
utilised, and planned internal or externa ddiverables. In the detailed plan, the
duration of legf tasks tends to be short (2-3 weeks to even one day). Tasks tend
to be smal enough to enable easy recovery from delays (typically, no more
than 5 days in duration, Miller 1978). However, the detail with which a task
will be defined should not be too rigid or inflexible. Otherwise, it may thwart
cregtive effort from the person who will carry it out (Nocentini 1985).

Both macroplans and detailed plans are rather likely eventualy to be sub-
jected to revision during the running of the project upon the discovery that they
are no longer adequate to guide the project or when new circumstances befal-
ling the project necessitatere-planning. The ensuing revisions may be quite rad-
ica. But arevised plan is not adifferent type of plan. It smply further qualifies
a macroplan or a detailed plan whether or not that was the original one. We
consder re-planning under the project running management phase in more
detail in sections4.24 and 4.2.4.3, below.

4,223, Asessing the quality of a project plan

Both macroplan and detailed plans are defined in terms of the same kinds of
entities, like tasks, resources, time, ddiverables, and so on. As such, they ae
open to the same problems in planning. The fact that one type of plan is more
detailed than the other will smply define a dtricter implementation of what
managers teke to be essential characteristics of a good project plan. For
instance, a macroplan which has mogt of the resources attached to tasks it
comprisesidentified by type of resource rather than by the names of particular
individualsis commonly considered acceptable. However, a detailed plan which
fails to identify individua resource alocationsis quite likely to be considered
unacceptable both to the manager and to any other person who assesses his
plan.

There are two principd types of errors that can impinge on the quality of
a plan. These are:

(& erorsin oversight, that is, planning mistakes by the project manager such
that the overall plan is not coherent or not internaly consistent (e.g.,
overallocation of a resource, expected ddiverables not being produced by
any task), and,

(b} errorsin foresight,that is, inability to foresee the possible consequences
of some agpects of the planning when implemented (e.g., too many depen-
dencies between tasks).

These two types of @€ m ae diierent, dthough it is not aways easy to

differentiate between them and to define which type of error was the source of

a particular problem with the plan.
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In generd, errars in oversight are typically loca problemswhich are often
easy to detect, athough they may be less easy to resolve. On the contrary,
errors in foresight tend to lead to more globd, pattern-related problems, which
may propagate their effects to other aspects of the project plan. However,
something which appears to be an error in foresight when taking an externa
view on the project plan may only reflect anticipated difficulties in the work of
project management. The latter is aways constrained by the particular cir-
cumstances of the project and, especidly, by the amount and quality of
resources that have been made available to the manager, and this is the usud
reality in project management. In other words, the project manager may not
have had any aternative to making his plan that way and preparing to handle
the consequencesas they emerge.

Lack of contingency planning may aso be seen as an instance of error in
foresight. Characterigtic contingencies are temporary duties of a resource,
inadequate personnel sKills, transfer of personnd, late delivery of a resource,
turnaround failures, software or equipment failures, lack of information required
for further progress, attrition, absence, company meetings, promotion of
resource, etc. However, the heuristic which may be of most help with planning
for the mgority of these contingencies may be expressed as "get someone
above you in the organisation to OK your plan’!

Problems affecting the quality of a plan may materidise in any o the
agpects which characterise that plan, whether tasks, resources, time, or esti-
mates. However, the mgor difficulty in resolving such problemsis that these
aspects are not independent of each other. For instance, lack of understanding
o the complexity of a particular task may have led to underestimation of effort
needed to carry it out and, hence, to dday in completing it because of an
insufficient alocation of resources.

Below, we list some potentia problem areas which managers do well to
watch out for in their project plansand some related heuristics which are often
useful in increasing the quality of these plans. These heuristics apply not only
in initial plan reviewing in the present phase but also, and sometimes espe-
cidly, in reviewing operative, fully resourced, plans and contingency plans in
later phasesof the project. It isimportant to note that this list does not profess
to cover al issues pertaining to the qudity of a plan. It Smply represents the
implementation of wisdom gained through the experience of the project
managers we interviewed. We list them here by the particular area of primary
concern to the project manager they address.

Primarily task-related concerns

- Externa deliverables such as hardware and their expected date of ddlivery
must have been defined in the plan.

- Check whether the client requires to sign off al documents before
proceeding with system development in which case appropriate time
should be alocated to the signing off procedures {e.g., in governmental
bodies signing off nay take a long time). Tasks not directly related to the
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documentsto be signed off should be planned to fill in the waiting gaps.

If new equipment or new languages are going to be usad in the system
development, appropriatetime should be allocated to learning.

Too few or too many task dependenciesare dangerous.

Time gaps between a task's finish date and the starting date for a subse-
quent task which awaits a product from the first task may exist in the plan
(it may be a project managerial technique of alowingfor the possibility of
dippage).

Tasks specifically designed to review ddiverables must exist in the plan,
Check that al internal milestonesar e associated with concrete products.

Tasks should be assigned priority. This becomesvita when two tasks may
compete for the same resources at some later stage when delays have
occurred.

Under no circumstances, should more than 6 months eapsed time be
dlowed without a praduct coming out of atask.

Time should be allocated for handling user queries, if they are anticipated
(i.e., create a task for handling user queries).

Check if hardware has been plannedw be delivered before implementation
sarts.

Check which tasks may overlap and which may not.

When tasks are put together into one new task, check the consistency in
the definition of the new task with thoseit has replaced.

How much can be learned from tasks aready completed for similar tasks
which are about to start?

The estimated effort per task must match the effort alocated to i t
External ddiverables should maich those stated in the contract.

If the project has not started at the beginning of the life cycle, are there
any activities planned to check the quality of the externa input framwork
carried out before the project started?

What is the sequence of decisionsthat need to be taken before any new
project task is dlowed to begin?

Check that assumptions made in making the plan are clearly articulated
within the plan, also the certaintiesand uncertaintiesin partsof the plan.

Provisons must be made for interaction between the various parts which
condtitute the project, that is, formal meetings with the client, technica
discussions, progress meetings and quality reviews, there must aso be a
time margin resewed for dealing with shortcomings in specifications,
difficulties in testing, ete.
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Primarily resourcerelated concerns

At which stage in the software development life cycle does the project
start? Some projects which start at later stagesin the norma development
life cycle portray a resource utilisation curve which is very obscure.

If the whole project plan needs to be compressed (due to time constraints),
is the plan till viable?

If dl resources have been alocated 100% of their effective time and the
project is forecasted to finish just in time, the plan is not satisfactory.

If the system to be developedis a modification of a previoudy constructed
system, a resource involved in the project which developed the origina
sysem will be valuablein this project

If the system to be developed is a turn-key system, proportionately more
time should be allocated to testing.

To handle time dependencies between tasks, dlocate any particular
resource to tasks which can be executed sequentidly. (However, this may
cause extra dependency problems due to dependency on the same
resource.)

Resources provided by the client tend to perform less wdl than expected,
hence, they should not be assgned to tasks on the critical path.

It is common to estimate total effort available for a resource (when fully
employed) by calculating 4 effective days per person per week, or 145-150
hours per month, or 60-80% of the resource's red time.

Junior programmers should be assigned to less critical activities and be
allowed more 'time to carry them out

At the testing phase of the project, both analysts time and programmers
time should be kept in reserve to cope with any changes.

The resource curve may show a dip a the time of user acceptancetrids as
when the user needs to prepare the trids.

Check if tasks assigned to one person have internal coherence.

If particular tasks are new and difficult, check if they have been assigned
to a senior person.

If a new resource is expected to enter the project at a certain time which
usudly includes holiday time (e.g., summer), expect a default of 3 weeks
holidaysif the resourceis not as yet named.

Juniors should not be given tasks of duration longer than 2 days. (But,
note that this may be done internally by their supervisor and not neces-
saily be reflected in the manager's plan.)

The workload on a particular resource should be equaly distributed
throughout a particular period. But the overallocation of a particular
resource for a short period according to the plan may sill be acceptable
provided that the particular resource has lower percentage of utilisation
before or after the particular period (i.e., check average for the period).
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Check the minimum percentage of a resource's involvement in a task. A
normal minimum involvement in atask is about 25-30% (unlessthat is the
entire involvement of the resource in the project which will naturally
lower the percentage of involvement in the task due to learning overhead
about the project). This rule does not apply if the resource is involved
only in a support activity when involvement as low as 10% s acceptable
(e.g., in maintaining a data model, making back-ups).

Are there any gapsin aperson's dlocation?

If aresourceis not involved full-timein the project, keep arecord of the
resource's expected obligations to other competing projectsin which heis
involved.

Induction time should be alowed for within the dlocation of an incoming
resource. This tends to vary according to how much there is for him to
learn concerning the project. For example, designers, in generd, are allo-
cated more time than coders.

Idedlly, the resources who will start off the project (e.g., functional design)
should be the same as those who will close the project.

Consider that, for long projects, the position of a resource within the pro-
ject may change (i.e., a person may be given more responsibility later on).

The person involved in detailed design should be assigned the coding of
the corresponding design.

In a combinaion of junior and senior programmers consider whether the
senior programmer has been alocated in the plan sufficient time for super-
vison.

Consider the correspondence between the number of non-human resources
(e.g., terminals) required a the time of implementation and the number of
human resources who will be needing them.

Testing of the code should not be carried out by the person who coded it.

If there are two people assigned to the same task, it may be advisable to
split the task (if possible).

If overtime becomes necessary to be planned, check the budget because of
the increased overhead due to overtime (often 50%).

15-20% of the project budget is devoted to project management effort.
This should be reflected in the plan.

Consider the involvement of the project manager in activities other than
project management and possible influence on his performance.

The project manager should not assign himsdf to tasks on the critical path
in any other than in his project manager capacity. (This is a contentious
statement; one could also argue the contrary.)
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The list just given, of course, was not meant to cover the whole range of
concerns of a manager when assessing the quality of his plan. Assessing the
quality of aplan isavery difficult task which can only be carried out prospec-
tively on the basis of received wisdom (such as the items listed above) and on
the basis of one's own past experience. Plans can be easily and accurately
asessed only retrospectively, that is, after the project has finished, but, by
then, the usefulness of the assessment is for future projects and not for the
current project.

423. Launchingthe project

To a great extent, planning activities are solitary activities for the project
manager. He may have needed to interact with other managers in his own or
the client organisation to clarify any questionable pointsin the requirementsfor
the project, he may have discussed the project with colleagues to gain from
their experience and improve his planning, he may have asked the opinion of
known or potential members of his future teem about aspects of his planning
where their technical expertise may be needed. But none of these interactions,
however advisable, may be essentid for plan development. The project
manager could still shut himsdf in his office and come out with an acceptable
plan in his hands. Fmm that point on, however, no activity of the project
manager is realy a solitary activity. Anything he does will involve transactions
with the project work system and/or the project environment.

A completed plan needs to be accepted by the client and the manager's
own organisation before it is put into operation. The initid planning phase
finishes with this acceptance which, sometimes, may only be achieved through
complex negotiations with the client and/or his own organisation amed at
fixing an agreed-upon plan for the project work. Once the plan for the project
has been approved by the client and the project manager's own organisation,
the project is ready to be launched.

The launching phase is effectively very short in terms of time It Smply
entails activating the project by communicating to the project team the project
plan, alocating work, and setting up and communicating to them the monitor-
ing and reporting procedures that will operate for the project. The latter will
depend on the interna and external milestones that have been identified in the
plan and on the organisationa structure that the manager has created for his
project, respectively. The phase itsdf closes with the communication of this
information to the project members and the running the project phase immedi-
aely commences.

Jugt as the planning phase necessitated a view into the future in defining
the project work system that will deliver the product (imagining about the com-
position of the project work system, its productivity, et~.),this phase also
necessitates such a view, but, this time, simulating through the red, mostly
known, project work system he has constructed, manned with certain individu-
als, guided by given constraints, in order to determine how to man-manage it
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and facilitate its smooth and productive running. Failure of a manager to pro-
vide for afacilitatingwork environment fostering good performance often leads
to thefailure of the project (Parettza & Clark 1979).

4.2.3.1. Providing for a facilitating work environment

In focusing on developing a plan which will achieve the objectives which have
been sat externally for the project, within constraints which are also set exter-
naly, the personnd engaged on the project tend to be viewed as "human
resources’, the main planning problem being to ensure that a particular human
resource is available at the time the task dlocated to him is scheduled in the
plan, and tha he has the appropriate skills, qualifications and experience to
carry out the task.

In resourcing the tasks in the plan, human and machine resources may be
treated equivalently in some respects. In the case where a human resource falls
short on a required skill for a task which the manager would like to alocate to
him, explicit provison can be made in the project plan for a period of training
with the am of gaining the required improvement in the resource's reguisite
skills. Similarly, a machine, nominated as a resource but lacking a particular
characterigtic, may be able to be "upgraded or a period of "system develop-
ment work™ be scheduled on it with the equivaent am.

However, the gaining of desired skillsin human resources may also follow
the apprenticeship model, whereby they eventualy train themselvesas a result
of experience on particular tasks. Hence, grester flexibility can be gained when
scheduling personnel on tasks through viewing their skills as subject to
improvement in particular ways resulting from assigning them to particular
sequencesof tasks Aswe saw in some of the items (listed in section 4.2.2.3)
which guide managers in assessing the quality of their project plan, this poss-
bility is aways worth considering, as the apprenticeship mode holds regardless
of whether or not any of the relevant tasks were explicitly planned for the pur-
pose of training or for upgrading personnd.

However, mgor problemsof organisations lie at the interface between tak-
ing a resource perspective on human resources versus taking a personnd
(human) perspectiveon them (Leavitt, Dill & Eyring 1973), Within the former
perspective, people are seen as "hands', in the latter, as motivated agents.
Organisations and managers who adopt only one of these perspectives to the
expense of the other can only fail to achieve their objectives (e.g., high person-
nd turnover in the first case, undirected or unstructured work in the second
one).

The notion of a motivated agent addresses the fact that a person is guided
by hisown gods, has his own aspiration leve, his own needs for recognition,
job satisfaction, personal growth, and so on. Recognising the existence of these
needs (which are most often different for different people) is the starting point
towards a good work design for any particular person (Hackman & Oldham
1980).



52 The project management process

The counterpart of the notion of a motivated agent is that his motivation
may be increased or decreased a& will by othersor by certain externa condi-
tions. A great ded of literature purports to define how motivation can be
enhanced (e.g., Couger & Zawacki 1978, Baron 1986). The most often quoted
example is the work of Herzberg and his colleagues (Herzberg, Mauser &
Snyderman 1959). They describe as "motivators': promotion opportunities,
achievement, increased responsibility, nature of tasks performed, recognition
from management, opportunities for personal growth. These are suggested to
affect job satisfaction while job dissatisfaction is suggested to stem from
"hygienes" or "maintenance factors' such as company palicies, pay, job secu-
rity, quality of supervision, relaions with others, physical working conditions.
Any of these variables can be manipulated externally, i.e., by the manager
and/or his organisation.

However, the notion of a person being a motivated agent, possessing his
own goals and objectives, creates problems for managers planning such mani-
pulations. not every person will be susceptible to the same incentives used to
enhance his motivation. The decision by a manager or an organisation to mani-
pulate certain variables (assumed to enhance motivation) and not othersis usu-
dly basad on assumptions about what would mativate any person {e.g., higher
pay). This may or may not work for any particular person. Herbert (1976)
argues that

"a superior does not directly motivate his subordinate. He merely estab-
lishes the environment and the opportunities for the subordinate to
motivate himsdlf* (p. 249).

This notion of motivation enhancement assigns agency for the degree of
motivation to the motivated agent rather than to the manager or the organisa-
tion. The latter are seen as contributing to its enhancement through just setting
up the conditions under which it can flourish.

This is closer to the gpproach often utilised by managers of software
development projects. Software devel opment people tend to be seen as specid
types of people (e.g., Weinberg 1971), intrinsicaly motivated in their work
(e.g., Couger & Zawacki 1978, Licker 1985). What is important, then, becomes
how to maintain their motivation and, more specifically, how to capitalise on it
within the project in question. Mogt of the effort project managers spend to that
effect is invested in creating this facilitating environment and in making sure
that the project work that will be assigned to their team members, when possi-
ble, includes characteristics of work they consider important (e.g., variety, task
coherence, discretion; Cheney 1984).

Moreover, the manager can and does affect the quality of life of his staff
through his own activities. Software development projects are often subject to
strenuous conditions of work necessitating overtime, working a odd times.
often working in a crisis mode. This style of life spills over into the private
worlds of project team members as well as of the manager, frequently with
disastrous consegquences (Levinson 1981, Lasden 1984, Cherlin 1984). This
often can be avoided through better planning and management of the project
and of itsrelationswith the project environment. Flexibility and the fostering of
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the ahility to respond quickly to al kinds of pressures is a conventionaly
desired characterigtic of current project management practices (British Institute
of Management 1985).

However, it is not only considerationsof individual needs and desires that
guide the design of a facilitating working environment for a project Project
work is typically carried out within a teamt. Consideraions which relate to
working conditions and enhancement of motivation in the project work take
now another, more complicated, dimension. That is, human resources, drafted
into a project work system, become team members with their own gods and
motivations, and communication needs, which are not aways congruent with
those of other members of the team (Weinberg 1971, Brooks 1982). The ways
in which these goas and motivations are appreciated in designing the project
team can have crucial effectson the capability of that team to operate as a team
in meeting the objectives of the project (Bartol 1977, Unger & Walker 1977,
Parkin 1983, Licker 1985).

However, a team is more, and different, then the sum of al the individuals
who compriseit (Blake & Mouton 1964); it has its own momentum which can
be enhanced, motivated, depleted, and so on. Building a team takes time and
effort, often starting from a period of less collective productivity than the sum
of the productivity of its individua members (Freedman, Gause & Weinberg
1984). Members need to learn to work together by learning about each cother;
team building is a process, not an event (Dyer 1987). The outcome of this pro-
cessis, hopefully, a team that functions well. Naturally, when this is achieved,
there is a great reluctance to disband the team (athough thisis nearly aways
inevitable in time-limited projects).

In software development projects, the nature of the project itsalf necessi-
tates the creation, expansion, contraction and disbanding of teams at different
times during the software development life cycle depending on the skills and
kind of organisation that is nesded by the particular phase of the project (Keen
1987). To some extent, all positions in the project are temporary. The implica-
tion of this would be that the manager will need to invest a considerable
amount of his time building teams. In redlity, what happens is that project
managersinvest a great ded of ther time at the beginning of the project, build-
ing a team for the project, the project team, with an identity defined in opposi-
tion to teams of other projects. The origina project team expands as more indi-
viduads enter the project, are initiated to the team, and learn to function within

t The structure of teams in software development projects is often discussed in the litera-
ture in terms of two diametrically opposing notions. Oneis that of an egeless team (Weinberg
1971), a democratic Sructure where group leadership becomes the responsbility of the team
member whose skills are currently needed. The other isthat of a chief programmer team (Bak-
er 1972), a ceatralised autocratic sructure where leadership resides with the chief programmer
and decisionsare made at thetqp level. An alternativestructure, drawing from both notions, is
thet of a controlled decentralised team (Mantei 1981) where leader ship resides with the pro-
ject leader who governsa group of senior programmers who each governs and leads a group of
junior programmers.
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the team. Later on, the team will contract as the project progressesand will be
disbanded at the end of the project. The manager has to invest histimein sus-
taining the spirit and motivation of the project team asit changes its composi-
tion and structure through time.

Idedlly, designing team work should involve deseribing unambiguoudy
what is expected of each team member according to his role in the team,
demarcating each member's responsibility, authority and discretion. Ambiguity
in the definition of team members roles frequently results in job tension, lack
of job satisfaction, a sense of futility and reduced sdf-confidence (Kahn et a/
1964). Conflicts between the responshilities of the different roles that a
member has to play within the team can aso cause considerable stress.
Conflict situations arise, for example, when some of the expectations associated
with the various roles alocated to the same person within the project work sys-
tem are incompatible, or when the dtatus of any particular role a person is
asked to play is lower than that of the kind of role the person expects to be
asked to play (e.g., a senior andyst may not be heppy to be assigned work as a
programmer).

Work overload can dso create considerable stress (Blacker & Shimmin
1984). For example, a project manager's planning, focusing on the completion
of atask on schedule with a fixed set of resources, may require a team member
to do too much in too little time or to act on inadequate information, without
the requisite materid, or without being adequately prepared. Under these condi-
tions, the teeam member is unlikely to carry out responsibilitiesdelegated to him
satisfactorily. Conversaly, underutilisation of a team member's capabilities and
skills within the project work system can result in frustration and job dissatis
faction for the person concerned (Handy 1981).

In theory, during task alocation, in al but the most authoritarian of organ-
isations, it is possible for a team member to rgect the commissions given to
him as unachievable (in much the same way as a project manager can reject the
commission to manage a particular project). In practice, this does not hgppen
very often, athough if the teem member does not believe the objectives he is
told to meet are achievable, be will not be committed to them and he will
dmogt certainly fail to achieve them (Baron 1986).

4.2.4. Running the project

Running the project is the mogt difficult phase of project management. From
the point of view o al interested parties, it is on the successful execution of
this phase that the project's chances to succeed or fail depend. To some extent,
one can ague that running the project congitutes project management par
excellence as this phase involves the execution of mog, if not dl, managerid
functions (e.g., planning, controlling, directing).

A goad initia project plan may give the project excellent starting condi-
tions for success but cannot guarantee this success. Conversdy, a poor initial
plan coupled with a skillful project manager may provide the project with al it
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needs to meet its objectives satisfactorily (e.g., through negotiating with the
client for a better plan, through directing his resources appropriately). When
projects are perceived by the conmactor organisation to be in great trouble,
often fixers are caled in to act as their project managers, replacing the current
manager. These persons are experienced project managers typically employed
in the fixer role in different projects which are faced with similar problems as
they have the very specid kind of skills required for emergency situations
(Shaw 1984).

However, it is the norm rather than the exception that something will go
wrong during the execution of the project. Typicd problems that can befdl pro-
jects are overspending (all resources have been exhausted), underbudgeting
(often due to incorrect estimating), product failure (due to poor qudity
assurance), lowering of staff motivation leading to low productivity (and,
indirectly, overspending), rapid staff turnover (and, hence, extra effort required
for sdection and training of new staff, and, therefore, overspending), etc. The
source of these problems is not aways directly tracesble to some shortcoming
o the manager. It could be tha the constraints under which he had to manage
his project were unredlistic and he had no power to change or affect them. He
could only attempt to minimise their effects on the pmject through his own
actions. Conversdy, for things which are under his control, timdy managerid
action could probably have saved the project.

The phases that precede the running phase set up the conditions under
which the project will be executed. However, these conditions rarely remain
gtable as the project progresses. Changesin, or the resolution of misunderstand-
ings about, the project and the software system it is developing may lead to
new requirements and demands within the project, or to an unexpected recep-
tion for project deliverables, etc. The early discovery of misunderstandingsand
anticipation of changes in requirements and the management demands associ-
aed with them eases the task of the project manager, greatly reducing the risks
of the project and the need for emergency re-organisation of project activities
(Bunyard & Coward 1982). This requires that the manager exhibits continuing
awarenessd issues which can affect the project determined only by looking

" outwards from the project towards the different stakeholders who consti-
tute the project environment (client, genera management of the contractor
organisation, other subcontractors, regulatory agencies) as they often have
different conceptions of the project and different expectationsof what is to
be achieved through it, and,

= inwards to the project towards the project team members in order to
maintain the team spirit, make sure they work within a shared vision of
the project (a key lement to its success, Powdl & Posner 1984), and so
on.

Mogt of the problems that arise during this managerid phase tend to
depend on the skill of the manager a playing the role defined by his position in
the interface between the project work system and the project environment
This role necessitates him acting as a buffer between them, interpreting their
demands of each other, communicating the results of these interpretationsto the
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relevant parties and acting on them to guarantee that these demands will be
met. All these activities bring to the fore the importance of the transactional
aspect of this phase and, hence, the need to deal with the uncertainty about how
people will behave during these transactions that the manager faces (Wynne
1983). Managers tend to spend as much as 80%of their time relating to people,
mostly in informal, verbal interactions (Mintzberg 1973) and this is particularly
true during this phase. Project management methodologies can not offer much
help in this aspect of management (Waldrop 1984).

The following two sections discuss what defines the transactions of the
manager with the project work system and the project environment and the
importance of their successful conclusion for the project. We then discuss (in
section 4.2.4.3) how the results of these transactions are used by the manager to
manage any resulting need for change within his project.

4.2.4.1. Transactionswith the project work system

Transactions with the project work system are essentialy of two kinds. one
determined by the need of the manager to know about the progress of the pro-
ject and one determined by the need of the manager to foster progress in the
project work. The project work system acts as the provider of information to
the manager and as recipient of the results of his managerial activities. The pro-
ject manager acts as the interpreter of the information provided by the project
work system and of demands made on it by the project environment and as a
facilitator of project progress given these interpretations.

The project work is carried out within the terms of reference of the
(current) project plan. The macroplan guides its genera direction while the
detailed plan describes who is to do what and when during the period of its
application. Monitoring progress of the project is set against the detailed plan
and its results are fed into the macroplan by the manager in order to enable
forecast of system development cost and resources that will be required, show
the target dates of remaining checkpoints and deliverables, and such like {Par-
kin 1983). To ensure that all goes well, the manager needs to monitor the status
of the project regularly. In order to keep track of progress he requires informa-
tionon
- estimates of work needed to be done on all active tasks (provided by team

members, and, if possible, by an independent source),

" warnings concerning new tasks which have surfaced during the execution
of the project (e.g., external or internal change requests),

- resources consumed (e.g., time, financial, physical resources, contingen-
cies) against their predicted consumption at this stage.

However, a balance must be found between the effort involved in collecting
this information and its accuracy. Usually, this results in periodic status data
collection, the time intervals being dependent on the size of the tasks involved
and the project manager's confidence in the project's progress. Normally, the
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setting up of the monitoring procedures that has taken place during the launch-
ing of the project will have defined these time intervals.

However, measuring progress in terms of effort-spent and effort-to-be-
spent does not address issues which relate to the quality of the work being car-
ried out. If atask is discovered to need re-working after it has been assumed to
have been completed, its progress measured in terms of effort at an earlier
stage is, with hindsight, seen to constitute a misleading measure. However,
thereis a marked lack of precise and unambiguous scaled criteria for measuring
quality (Jones 1978). Nevertheless, actua product quality needs to be monitored
as objectively as possible. The responsibility for promoting and monitoring
quality in products emanating from the tasks of the project is often assigned to
an independent quality assurance representative and quality assurance reports
are then presented to the manager as part of the process of monitoring progress
on the project. The information in these reports must address technical issues
but must also help the manager interpret these issues in management terms in
such a way that he can take corrective action (Lybrook 1982).

Gathering all these various types of information is a means to an end for
the project manager, who must, on the one hand, report to his superiors on the
project's progress, and, on the other, act upon the problems he has uncovered
during the process of monitoring. Monitoring progress not only informs the
manager about the progress of the project but also provides him information
about the future progress of the project. For example, he can useit to ascertain
the actual productivity of his resources, their actual range of sKills, the
difficulty involved in some tasks, and so on. This can facilitate any necessary
re-planning of the work. Indirectly, it also provides him with insight as to the
quality of his current plan in terms of any concerns which have not been
addressed within it. For example, the plan may not have taken into account
learning curves and trial-and-error methods which can result in unproductive
time (Gordon & Lamb 1984), or not scheduled resource requirements such as
keypunch, test time, typing, printing, etc., which often cause problems while the
project is running (Keider 1979).

Walkthroughs, reviews and inspections may be seen both as a means of
controlling the project work and as a means of fostering its progress. In the
former case, they provide a quality assurance function for the software (Wein-
berg & Freedman 1984, Fagan 1986). In the latter case, together with project
audits, they entail project evaluation from an external person's point of view
thus encouraging project identity, identification of team members with project
results, and alertness about where the project is heading {Cleland 1985).

It is unwise to see fostering progress in the project as a side-effect of
monitoring in the sense that it becomes imperative only after progressis found
to be slow or lacking. Instead, the manager should be on the lookout for ways
of fostering progress in the planning phase, when he assesses his plan, and in
the launching phase, when considering his team and the needs of his team
members. On both those occasions, the project manager needs to simulate the
project plan to define the conditions under which progress can be fostered. In
the running phase, the ahility to foster progressis med out in reality: it consists
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of creating the real rather than hypothetica conditions under which his team
can flourish.

In fostering progress, the manager's style of management plays a very
important role. This can range from an authoritarian style, through a free-rein
style, to a democratic style of management (Herbert 1976). The authoritarian
style ensures high productivity over a short period of time, entails high con-
sistency and uniformity of purpose but it dso endangers progress. This is
because it entails a conventiona attitude, not open to change, and an inability
to relinquish authority in cases where the required competencelies with subor-
dinates rather than the manager. For example, problems frequently arise when
managers whose previous careers focused on the development of technica
skills but who now hold a purely managerid role in the project, attempt to con-
trol the technical part of the work as wdl. As such projects progress, the techn-
ica work usudly suffers as the manager/technician becomes more distant from
the technical content of the work as his time is al consumed in mesting his
assigned management responsibilities (Freedman, Gause & Weinberg 1984). In
contrast, the democratic styleis flexible and enabling, integrating individual and
formal motives. However, it imposss a great time commitment on the manager
and its success depends on the subordinates contributions (Herbert 1976).

The free-rein management style, on the other hand, is bassd on delegation.
It providesfor autonomy and freedom that may be needed by a task thus gen-
erating motivationa intensity and enabling personal growth. However, it may
create coordination difficulties for the manager and is dependent on each
subordinate's ability to take responsibility for the task assigned to him (ie., it
assumes a certain level of sdf-management or sub-team management ability on
the part of the delegatee). It involves assigning responsibility and authority to
the delegated person while, a the same time, making him accountable for the
results of his activities to the project manager (Benge 1976, Raudsepp 1981).

The ability to delegate is necessary in project management else the
manager may find himsdf overwhemed. Jenks and Kely (1985) recommend
that the manager should delegate everything but ritud, policy making,
specificaly persona matters {e.g., evaluation, discipline, resolution of disputes,
ddegation itself), the handling of crises and confidential matters. Delegation
presupposes that a pre-defined set of objectives, plans and standards have been
set up. These provide a framework wherein the delegatees are alowed latitude
to make decisions of greater or lesser importance given the degree of discretion
they are dlowed.

While dl the above indicates that the style of the manager is very impor-
tant in fostering or hindering project progress, it would not be right to assume
that this means that there is a single, correct, manegeriad style (Gregson &
Livesey 1983). Each particular style seems to have its positive and negative
aspects. The mogt effective style to be adopted in transacting with the project
work system needs to be decided on each project afresh, rather than the
manager adhering to some fixed, preferred, style irrespective of the particular
needs and Situation of the project. Idedly, a manager will need to be able to
adapt his style to the stuation, to the particular project and to the project
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environment.

In practice, however, thisis a lot to ask of any particular manager, requir-
ing chameleon-like abilities and consummate acting skills. This is why, in
chapter 3, we suggested that one of the most important risk management issues
to be determined on the basis of a project risk profile was that of identifying
the required management style and skills for the project before the project
manager is assigned. Then, given that the contractor organisation has a pool of
available managers, one can be selected whose preferred management style is
consonant with that required for the project to which he has been assigned.

However the appropriate management style is achieved, the result should
be to ensure that

"in dl interactions and all relationships.. each member will, in the light of
his background, values, and expectations view the experience as suppor-
tive and one which builds and maintains his sense of personal worth and
importance.." (Likert 1961, p. 103).
Moreover, it should facilitate congtructive interaction between project team
members, stimulate enthusiasm for meeting project objectives and facilitate the
achievement of these objectives through planning, coordinating, providing
resources, and so on (Bowers & Seashore 1966).

4.2.4.2, Transactionswith the project environment

Optimising the nature and style of the transactions between the manager and
the project work system can not in itsdf guarantee the success of the project.
The manager, in running the project, needs also to be successful in his transac-
tions with the project environment. Thisis necessary in order to make sure that
the requirements the project is working towards are the ones agreed upon by all
parties involved and that the ddliverables of the project will meet these require-
ments from the point of view of adl external sakeholders.

Mgjor difficultiesin carrying out these transactions stem from the fact that
the project environment is seldom sable. In this environment, stakeholders
views may shift as, for example, when the client changes his requirements or
finds that the deliverables, while meeting the terms of the contract, do not solve
the problem their application was designed to handle. Moreover, this problem
itsdf may have changed in nature since the project's conception. On the other
hand, the project manager may need to respond to changes originating in the
environment of his own organisation as, for example, when thereis a changein
the availability of resourcesor in the priority his project had been asdgned. In
generd, changes in the project environment produce challenges to the project
manager involving new potentia risks which can only be obviated or kept
under contral through the manager's own activities.

Any of the requirementsimposed by the environment on the software sys-
tem under devdopment, the project and the project manager are liable to
change a any time during the lifetime of the project. Changes in the
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requirementsfor the software system are a frequent occurrence as we discussed
in section 21. Changes in the requirements for the project and the project
manager tend to be related to the way stakeholdersin the project environment
perceive the progress or lack thereof in the project work. The typical source of
this information on progressis the project manager through his reporting activi-
ties. The recipients of the manager's reports in the project environment have
then to interpret this information in the light of their experience and the degree
to which they can foresee the project being able to deliver what they require.

There are two basc kinds d reporting:

(1) reporting on exception which is desirable since senior management would
like to assume all goes according to plan unless explicitly told otherwise
(this minimises the information flow between project and environment),
and,

(2) reporting on progress which is necessary if senior management feels the
need to monitor the project closdly (as when the project i s viewed as risky
in some domains, or as having a relatively inexperienced project manager)
and, thus, requires explicit confirmation that the project is, indeed, running
according to plan. In this case, the project manager is forced to monitor
the project progress more regularly and more comprehensively.

In reporting, project managers usualy desire to avoid being the "bearers o
bad news'. As their reports are made on the basis of the (currently vaid) pro-
ject plan, deviations from that plan m, for the most part, "bad news'. A stra
tegy often adopted by project managers in dedling with "bad news' is to act
fast to remedy the deviation but to take time in making a report, in the hope
that, by the time the report is made, all Wl be back to norma or worked out
satisfactorily.

The transactions described so far between the project manager and the
project environment deal with the need of the project work system to gain
information through its manager about the requirementsit is expected to med,
and the need o the project environment to find out about the progress of the
project (i.e., whether its requirements have been or will be met). However, the
magjority of transactions the manager has with the project environment stem
from the need of the manager to negotiate changesin the particular constraints
he ad his project have to meet (e.g., insufficient resources, time, unimplement-
able requirements). We discuss how such changes may be negotiated and
managed in the following section.

4.2.4.3. Managing change

Most software development projectsinvolve the management of change at some
point during their development. The need for the change comes from the pro-
ject environment (e.g., changed requirements) or the project work system itself
(e.g., iliness) or the state of the progressin project work (e.g., delays). Some of
the questions to be answered before the decison on how to manage the change
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is made relate to the cause of the need for change. For example, is the problem
proposed to be solved by the change loca to some tasks (i-e., they are late) or
does it affect the whole project (ie., the whole pmject is late)? does the need
for change originate in motivational problems with particular personne or
incorrect estimates having being made about the amount of work involved in
the tasks to which they have been assigned? (Turner 1984).

Most often, the need for change is a natura consequence of the lack of
knowledge about the project a the time when it was initidly planned
(expressed, for example, as optimistic estimates) and the increase in the amount
of knowledge about it while carrying it out. In the latter case, the manager has
a better idea of the actua parameters applicable to the various resources and
tasks (e.g., a team member is less effective than anticipated, some tasks have
turned out to be easier or more difficult than expected). A new, revised, plan
which could reflect this increased knowledge would, by definition, be more
redligic for the project a hand. However, each new, revised, plan should
adways be chdlenged with the quedtion: "what is being done differently that
will cause this plan to succeed while the previous one failled or would have
faled?' (Miller 1978).

However, changing to a revised plan can itsalf produce disturbancesin the
redlity of the project work system and the project environment. A revised plan
is likely to have implications for the work of the team, and, thus, it may be
necessary to negotiate with team members conceming the changesin the tasks
to be dlocated to them. This may be welcomed where difficultiesinvolved in
switching to new work are perceived as less than the difficulties associated with
trying to keep dive the fiction of a now impossible task schedule. On the other
hand, bringing a plan closer to the current redity of a project may also necessi-
tate changes in the timing and nature of future resource requirements, mile-
stones and practically achievable ddiverables. Such changes are likely to have
repercussions within the project environment (in the world of the client and the
contractor organisation) regarding the immediate responsibilities of the project
manager.

Hence, the project manager is not free smply to invoke the new plan on
his own and report that the project is running to plan. Estimates of the externa
impacts of the proposed project changes have first to be made and included in
the project manager's reports. These changes have then to be negotiated with
the stakeholders they affect, often a the level of management to which the pro-
ject manager reports (or a even higher levels, in severe cases). When the reper-
cussions of these changes are greet, often issues initidly considered and
resolved when establishing the project (as discussed in chapter 3) may have to
be re-considered in the decision of whether to accept the implication of the new
project plan and, thus, enable the pmject manager to continue to exercise his
responsibilities.

Most often, changesin the project plan are local changes. That is, they are
made on parts of the plan for the purpose of solving or dleviating a particular
problem discovered during the running of the project. For example, on discov-
ering that one particular resource has more requisite knowledge for the work on
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a particular task then has the resource currently allocated to it, the manager
may swap the resources between tasks. This often congtitutes a change in the
project manager's detailed planning but one which, usudly, has no repercus-
sions for his macroplan. Alternatively, it may be deemed necessary to include
in the plan a new task for which resources can be acquired easily from other
tasks.

Locd changes rardly need to be communicated to the client athough they
are often presented in the manager's reports to his superiors. In any case, the
repercussions of even local changes need to be considered for the project as a
whole as wdll as for the problems they purport to dleviate at the loca level
For example, the use of a resource in a task which he has more knowledge
about may increase performance on that task but may create problems for the
task from which the resource was withdrawn due to re-allocation

4.25. Closingthe project

Typically, closing a software development project implies handing over the pro-
duct to the client, having it accepted, arranging for its future maintenance, and
fina reporting on the project and its results to one's own organisation. It is a
good idea to make use of the experience gained through the project whileit is
dill fresh in the minds of the people involved in some way. Project post-
mortems are important in providing the team with a better understanding of the
software development process and how they can improve their practice, as well
as providing the manager with a better understanding of the project manage-
ment process and how to improve his own practice. Thus, debriefing the project
teamn, archiving information on the project (e.g., plan), and anticipating fuure
use of the project are aso desirable project closing management activities.

However, not dl organisations insist that such activities are required from
their project managers and, hence, athough managers appreciate how important
they are, they rardly carry them out (Keider 1979). The nai n reason for thisis
lack of a sourced funding for such activities (unless the organisation itsdlf has
a policy to fund such undertakings). Projects are charged to the client up till
and including delivery and acceptance of the product (unless the contract
included maintenance as well); once this has been done, the project manager's
time needed to carry out these extra activities cannot be charged to the project
but to the contractor organisation's internal budget. Moreover, as software
development projects tend to run late in practice, they tend to use up the
manager's dack time between projects. Thus, the particular project manager
may have dready started working on his next project by the time the closing
project finishes, having no time to spare for such activities.

Keeping information on past projects and capitalising on the experience
gained through any particular project, however, should be a requirement for any
organisation which tekes a long-term perspective on its own development. It
should be seen as an investment rather than wasted potential project manage-
ment time. Such information can provide the organisation with a reliable and
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sound basis for future bidding for successful projects and a basis for transfer-
ring vauable information from one project to another (Hales 1979, Keider
1979).

4.3. Anticipating possible threatsto the success of the project

From the time the project manager takes over the project to the time that the
project closes, he needs to exhibit continuousvigilance to cope with threats that
his project may face in fulfilling its objectives, and to determine strategies he
needs to adopt were these threats to realise. Thisvigilance is expressed in two
ways. through the manager (a) watching the project and acting when something
happens, and (b) smulating what might happen and taking preventive measures
to avaid it from happening or making contingency plans to cope with it. Both
are important means of vigilance and they should both be exercised. If only the
first is exercised, this can pave the way to a constant crisis management mode
of operation and, indeed, events that lead to crisis are the norm rather than the
exception in meny projects. If only the second kind of vigilance is observed,
the manager may lock himsdf up in loops amulating all that can possibly go
wrong in the project forgeting to observe what actually does go wrong asit is
carried out

In this section we describe what isinvolved in anticipating possible threats
to the project's success through carrying out what-if Smulations, that is, per-
forming the second type of vigilance. How the manager watches the project has
been described in the previous section and how he can act to cope with adver-
sity he has come across while watching the project will be addressed below in
connection with the smulated rather than red occurrences of these problems.

What-ifs are an essential part of the manager's planning whether this plan-
ning relates to planning his relationships and transactions with externa stake-
holders to the project (e.g., answering questions such as "how should | behave
towardsthis particular dient?', "what kind of reporting would satisfy my senior
management?’, "what can | do if other project managers in my organisation
create difficulties for me and my staff?") or to planning relationships within the
project work system itsalf (e.g., answering questions like "what would heppen
if | do not alow for enough reading time for my team?', "what could | do if
my project team does not work well together?"). Carrying out what-if smula
tions effectively leads to a better planning of these rlationships.

The purpose of carrying out such smulaions is to ascertain the conse-
quences of an anticipated event occurring on the project (asit stands at the time
of the smulation or at some future state) for the purpose of deciding on a
course of action to be taken if and when the anticipated event occurs or how it
can be avoided by taking precautions now. This implies that the project
manager has to
(1) definethe anticipated event,
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(2) determine the aspects of the project on which the event is going to
impinge directly or indirectly,

(3 speculate on the nature, magnitude, and desirability of these effects, and,

(4) decide on possible course(s} of action.

There is a great number of such possible events on whose occurrence the
project manager may decide to speculate and carry out what-if simulations.
However, not all imaginable events are likely to happen. This implies that the
assessed likelihood of the event happening will determine whether the simula-
tion will even commence. Since such simulations are quite cumbersome
processes, it is often the case that imaginable events which have been assigned
low probability of occurrence are omitted, even though there might be serious
consequences should they materialise.

The counterpart of what-if simulations is the assumptions the manager
makes about his project. For example, assuming that a particular resource is
going to be available by a particular time biases the project plan on al pieces
of work which depend on the availability of the particular resource. All project
plans are based on assumptions of this kind as, otherwise, the plan will never
be completed since everything in the plan can, potentially, be uncertain. The
problem, however, is that such assumptions are often implicitly made and not
documented in the plan. This makes tracing back elements in the plan which
have been based on such implicit assumptions very difficult, in the case that it
is suspected that a problem with a plan is due to unspecified assumptions hav-
ing been unfounded.

What-if simulations are the cornerstone of contingency planning. In such
cases, the plan includes indicated courses of action if certain events do occur
for real. Contingency planning helps the manager avoid panic-led situations and
crisis management Here again, the number of anticipated events for which the
manager could, in theory, cater within his contingency planning is great. Hence,
he has to make some choices about which possible events he will include in his
contingency planning and which he will leave out. As we mentioned above, one
criterion commonly used for excluding events from a simulation is its judged
low likelihood of occurrence. However, the likelihood of an event occurring is
only part of what determines its significance for the simulation. The other part
is determined by the magnitude of its consequences, were it to occur. For
example, keeping back-up copies of software under development is an instance
of contingency planning for a possible event (i.e., accidental erasing of files)
which otherwise might have catastrophic consegquences. Another example is the
insistence on using a standard method for documenting software development
work to cater for the possible event that any particular resource working on a
particular module leaves the project and the replacement may find it impossible
to understand his code.

Furthermore, anticipated events (especialy negative events) do not only
happen one at a time. For example, consider the case when a resource who was
the contact point with the client is withdrawn at a time when the client starts
being difficult. What-if simulations which had assumed the independent
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occurrence of these two events, could have given rise to courses of action
based on assumptions about the other part such as "the client is being difficult
but the resource who is the contact with the client can manage this difficulty"
or "our relationship with the client is stable enough not to suffer from the with-
drawal of this resource”. In that case, we are dealing with assessing condi-
tional probabilities. Here again, we have the problem of a great number of
combinations of anticipated events that may occur simultaneously.

What-if simulations on the occurrence of a certain event may not even
start if

(i) theeventis assessed as unlikely, or

(i) its consequences have been underestimated (assuming that it will be easily
handled if and when it does occur).

Carrying out a what-if simulation which yields reassuring results, however,
does not necessarily ensure that the threat to the project's success has been neu-
tralised. Even if the manager carries out a what-if ssmulation on a particular
event, he may

(@ not have determined all the project elements which its occurrence will
affect; or,

(b) not have taken into account the snowball effects, such as the project ele-
ments which are indirectly affected by the event by the propagation of this
event's effects through elements which are directly affected by it; or,

(c) not have defined the event properly (for example, define the event as "dlip-
page by 1 week" rather than "dlippage by 1 week at the testing phase of
the software development life cycle'; the seriousness of an anticipated
event happening at some stage of development will depend on which stage
itis: dippage of 1 week during early stagesis less serious than slippage of
1 week nearer the end of the project); or,

(d) not have considered other anticipated events which are likely to occur in
conjunction with the particular event.

In all these cases, the simulation may have been performed but its results will
not provide the correct picture of the threat to the project on which the manager
can decide how to act to neutralise the threat.

In the following, we discuss the different types of events which may be
used as the object of what-if simulations in project management. We address
these events under five categories starting from those which often may fall out-
side the project manager's responsibility, to those which are an essential part of
his work. The discussion of events which may be outside the scope of the pro-
ject manager's concerns aims at outlining the effects of such events on his
work when they do happen even if he has no control over them.

Events in the first category are those over which the project manager has
no control and has no power to stop them from happening or even make con-
tingency plans for them, however likely they may be and however high their
consequences might be. These events are rarely the object of what-if ssimula-
tions by the project manager because their consequences are usually outside his
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own respongibility. An example of such an event is when the client or the con-
tractar organisation, due to some change in internal policy, cancels the project
In this casg, it is not the manager's job to find dternative employment for his
team members unless he is located a such a postion within the organisation
which defines this as his responsibility (as, for example, having the responsibil-
ity to bid for another contract). Another example would be the smulation of
government changes and results of elections to anticipate the effect of policy
change on a government-funded project

In the second category, we encounter events which affect the way the pro-
ject is planned to run. These events relate to fundamental assumptionson which
the plan was based (e.g., a change in the development life cycle modd or in
the hardware or the development language used). Here, we are dedling with
high consequence, low-probability events which may be smulated only when
their probability of occurrence is considered likely under the particular cir-
cumstances (e.g., having experienced the client as somebody who often changes
his mind or the likelihood of a hardware needed not being availableis high). In
such circumstances, smulation of these events occurring |leads to either not
undertaking the risk of facing such problemsby opting for safer options (e.g.,
choosing an existing or more certain hardware and, if the client insists on the
particular uncertain hardware, formally warning him of the consequences) or by
binding the probability of the occurrence of such events by strict change control
procedures (in the case of the client changing his mind over language to be
used or the functiona requirements of the product). However, even at this
leve, we are discussing problems of managers who have the responsibility and
the authority to negotiate the project at the time o its inception. This is not
often the case for the mgority of project managers who are handed a project,
together with a fixed brief aready negotiated and are asked to manage it as best
as they can.

Simulation of possible events classified under the third category facilitates
better estimates being provided to the project and helpsin defining a redistic
project plan. The object of the what-if Smulationin thisingtanceis a particular
variable aspect of the project as a whole but on which the project i s dependent
for its successful execution. Examples here are what-ifs related to time (“'can
we do it in x manr-months?’), budget (“can we do it with fewer people?"),
productivity/performance ("what if the rate is less than average?'), rdiahility,
function and responsiveness of the system, machine availability, and 0 on.
These what-ifsare carried out usudly before the project starts and lead to infor-
mation for the bidding for the contract They can dso be carried out later on,
during the very early stages in the project's life, and they normdly lead to a
negotiation process between the project manager (or his superiors) and the
client in changing some aspectsof the contract

Al the what-ifs we have described in the above three categoriesfacilitate
setting up the conditions under which the project will run. Thus, by the time
they have been camed out, they define and fix the overal constraints within
which the manager will have to operate to carry out his responsibiities. All the
what-ifs that are carried out after that are carried out within this fixed project
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structure and facilitate project planning or re-planning. There are located within
categories4 and 5, as described below.

In the fourth category, there are possible events which are considered dur-
ing the planning stage and are those which may happen (or tend to happen)
during the project's life. What-ifs carried out on these events help set up a
project plan which can cater for such occurrences and test its tolerance to
adversed conditions. Examples here would be anticipated difficulties with the
client, project resource withdrawa, machine unavailability, etc. once the project
hes sarted. To cater for the occurrence of such events, contingency plans are
made which specify what to do if and when these events occur. However, there
are a great number of what-ifs that can be carried out to cater for al such pos-
sible events and, since these events may not ever happen, project managers do
not habitually carry them out Instead, during the planning stage, what-ifs tend
to be related to specific aspects of the project plan and smulation of the plan
with different configurations. For ingtance, "what will hgppen if | decompose
this particular function into two rather than three subtasks?", "what will happen
if | combine the work of an experienced resource with an inexperienced one?’,
"what will be the consequence of scheduling this particular task earlier?*, and
0 on. The effects o these what-ifs are smulated throughout the plan and the
plan which appears more reasonableat the time is chosen.

The most frequent occurrence of what-if Smulations takes place once the
project starts running. They congtitute our fifth and final category of what-ifs.
These are normally triggered by sone occurrence (an initiating, triggering,
event that has already happened) and they reflect responses of the manager to
the particular occurrence. There are two types of occurrences that need to be
considered within this category: (&) an occurrence which affects the whole pro-
ject and which normally involves the fasfication of some initial fundamental
assumption on which the project plan was based, and, {b) an occurrence which
affects only a small part of the project the effects of which the manager can
easily contain within his project without necessarily involving higher manage-
ment to solve. All these what-ifs are carried out given the occurrence and
smulating effects of aternative solutions to the problems arising from the
occurrence. We consider the nature of each of these types of occurrence in
more detail below.

(& Classified under this type of occurrences are events which are instigated
from the project environment rather than from within the project work sys-
tem. The project manager has no agency in affecting them, he can only
minimise their effects. The effects of these events may impinge across the
whole project rather than only on pans of the project. A good example
here is when the manager has been given human resources who, as a
whole, are bdow the standard resource he had been basing his planning
on and whom he is not alowed to Or cannot change. In this ingtance, if
his estimates were basad on standard resources or on resources who per-
form above average, the project manager is going to have great difficulty
meeting his deadlines. Another example of such an occurrence would be
the discovery that a particular software product on which the project was
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(b)

The project management process

relying is not made available by the time it is needed. Examples of what-
ifsin that instance would be: "what if we use some other specific software
instead?', "what if we develop it ourselves?'. Also, another example of
such an occurrence would be the discovery that the complexity of the sys-
tem had been underestimated when the contract was negotiated or when
the plan was made. Examples of what-ifs that can be carried out in this
instance would be "what if | employ more resources?’, "what if | nego-
tiate a delay in delivery?'. The occurrences described in this category are
what had been simulated {i.e., had been the object of what-ifs) under
category 3, as described above.

Typica ways of coping with such events when they occur are re
negotiating earlier estimates (if it is possible) and getting more realistic
deadlines, agreeing on a lower functionality of the system (if the client
accepts it) or reducing the degree of testing that can ensure the quality of
the software with or without the client's knowledge, and so on. These
courses of action will be the outcome of what-if simulations on the project
as a whole (e.g., "what will happen if we reduce the functiondity of the
system?"). The decision of which particular avenue to take will be based
on a trade-off between the consequences of each course of action. For
example, lowering the quality standards for the development of a system
may not be considered a desirable aternative if the contractor organisation
will also be responsible for maintaining it after its delivery to the client.

The second type of occurrences which trigger what-if simulations in
category 5 are events which are instigated from within the project work
system itself. Examples here would be dippage, withdrawal of a human
resource or unavailability of a machine, discovered lack of expertise in a
particular needed area, etc. These are the most frequent causes for carrying
out what-ifs simulations by project managers. Each type of such an
occurrence triggers what-ifs which may result in resource re-allocation,
task or workbreakdown re-definition, re-scheduling, re-estimation, or in
actions which have been described under category 5(a) above (e.g., reduc-
ing functionality or quality).

What-if simulations are, effectively, means to an end: their value is deter-

mined not by the fact that they have been carried out but by their results being
reflected in the manager's subsequent planning and actions which consequently
will lead the project to its successful conclusion. They provide valuable infor-
mation to the manager, increasing his confidence that, if and when anticipated
threats to the success of his project materialise, he can cope with them. Of
course, there is always the danger that one may spend a great deal of time
simulating what might go wrong, leaving little time available to devote to
finding out what has gone wrong, or whether the plan that has been designed
on the basis of al possible contingencies is workable or whether it is actually
being used as the basis for project work.



Chapter 5

Goals, activitiesand per spectives
as organising concepts

The previous chapter outlined the process of project management from the time
a project manager takes on the responsibility for a particular software develop-
ment project to the time when the project is completed (hopefully successfully).
We discussed this process in a chronological order {i.., in terms of project
management phases), describing the activities that need to be carried out within
each phase and providing some indications about how the successful comple-
tion of each phase may be achieved. Thus, our focus was on what to do, when
to do it and how to do it.

Still, throughout our discussion, one may detect another, latent, strand of
argument which could not be explicitly addressed within a chronological
account of the process. That is, that project management is a motivated work
engagement, where activities which comprise it may be performed at times
other than one would have expected them to, depending on the emerging needs
of the project For example, making a project plan could be an activity which
is performed at any time throughout these phases (apart from the closing
phase), negotiating working conditions may be an activity that needs to be per-
formed again and again throughout the process till the conditions become satis-
factory, and so on. Thus, the question of why a particular activity is performed
and what the manager tries to achieve through it should be addressed as well as
what it entails, when and how it is done.

To address thisissue of motivation in the project management process and
explain concerns which were merely touched upon in the previous chapter, we
shall use the concept of project management goals. These goals are described
in section 51 below. They will be seen to provide the rationale for carrying out
a particular project management activity and the testing ground for the success
or failure of its execution. This relationship between goals and project manage-
ment activities which implement them is discussed in section 52 However, for
a project management activity to be carried out successfully, information is
needed from the project work system and the project environment. How this
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information may be gained is discussed in section 5.3, where we introduce the
concept of the perspectives that the manager can take on the project work sys-
tem and the project environment.

The concepts of project management goals, project management activi-
ties, and perspectives are used in this book as erganising concepts. they
organise, in an informal way, the issues raised in chapter 4. As such, they pro-
vide the required conceptual link between the discursive discussion of the pro-
ject management process in chapter 4 and the pre-formal and formal modelling
of this process which will be the concern of chapters 6 through 10.

51 Project management goals

Project management goals are not coincident with the goals of the project
manager as an individua (e.g., achieving recognition, making more money.
enjoying job satisfaction). These are the manager's goals within the context of
the role he plays within the project. This role we have aready defined as being
played out at the interface between the project work system and its environ-
ment. This leads to the identification of two global goals to be achieved
through his management of the project: one addressing the project work system
(i.e., manage the project well ) and one addressing its environment (i.e., tran-
sact with the project environment well ).

However, the successful completion of any particular project aways
depends on the technical and managerial experience which is injected into the
project through its resources and enriched and enhanced through the project
work. A third globa goal, to advance expertise, can guide managers in plan-
ning the utilisation of their resources in a way that their technical and/or
managerial skills may be increased through working on the project and in docu-
menting the project experience as a valuable reference for use in future projects
(e.g., for estimating, diagnosing problems). This goa guides the manager in
looking beyond the current project, and contributing to the long term objectives
of his own organisation.

The three global goals we have just discussed (that is, to transact with the
project environment well, to manage the project work system well and to
advance expertise) are too general to enable us to determine how any of them
may be actually accomplished through the activities of the project manager.
This necessitates refining them into more specific goals the accomplishment of
which, collectively, could indicate the accomplishment of the global goa they
collectively comprise. Figure 5.1 shows the results of this refinement into seven
specific goals which we will discuss in this section.

It must be emphasised that refining global goals in this way and listing
them one at a time is not taken to imply that, in reality, the means by which
each goal may be achieved are independent of the means by which another goal
may be achieved or that the achievement of one goal does not also contribute
to the achievement of another. For example, whenever a manager mes to
satisfy the goal to create and implement a project plan, he will, a the same
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time, further the attainment of the god to facilitate pmject work just because
the existence of a good project plan facilitates project work no end Listing
them as if they were independent enables a more detailed discussion of what
their achievement would entail (in sections 5.1.1 through 5.1.3 beow). It dso
draws attention to the distinction between goals which trigger one activity (.e.,
goas which are at the forefront of the manager's considerations and the
motivation for carrying out the particular activity) and those goas which are
accomplished through it as sde-effects in the way that we discuss in section
5.2 beow.

Figure 51 Refinement of project management goals
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511 Transacting with the project environment well

The project environment considered under this goa consists of the externd
stakeholders to the project (such as the client, other managers within the con-
tractor organisation)t from whom the project receives information on the
requirements it has to meet and to whom the results of project work are aimed
a as their consumers. The project manager has therefore a dua mediating role
in the interface of the project with its environment: (@) bringing into the project
requirements from its environment, and, (b) returning to the environment the
project's products. We express this dual nature of the relationship between the

T Subcontractors and suppliers who alSO comprise the pmject environment (in the sense that
they can affect the project extemally) as it was discussed in the previous chapters are con-
sidered in this chapter under the goal to manage the project wor k system: they may be seen as
resources o the project (suppliers as providers of needed facilities, subcontractors as providers
of nesded services) rather than pmviders of requirements to the project and who expect
deliverables from the pmject Their requirements from the project and their expectations of
ddiverablesfrom the project are smilar to those d the pmject team (being paid, being provid-
ed with necessary fecilities, eic.).
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project manager and the project environment by refining the goa to transact
with the project environment well into the goals to clarify external require
ments and to satisfy external stakeholders.

5.1.1.1. Clarifying external requirements for the project

Externa requirements for the project stem from two main sources: (@) the client
organisation whose desirefor a particular software product hasinitiated the pro-
ject, and, (b) the contractor organisation whose desire to accept and carry out
the project has established it. These organisations may have different views on
what the project is to achieve, or how it should achieve it, thus imposing often
contradictory demands on the project manager and the project at large. Further-
more, their requirements may or may not be clearly stated in formal documen-
tation or during meetings, or what is clearly stated may not precisely correlate
with requirements which would enable al stakeholders expectations to be
fulfilled. Thus, clarifying externa requirements for the project, as and when
they arise, is a mgjor goa for the project marager, which is often promoted
through negotiation with the relevant stakeholders (client organisation and/or
own organisation). If it is not achieved, the project has little chance of being
successful as the goal to satisfy external srakeholderswill not be met either.

Typical project management activities which are motivated by this goa
include: analysing risks, specifying requirements, confirming regquirements and
deliverables, negotiating changes, and setting up liaison.

5112 Satisfying the external stakeholders in the project

The clarification of externa reguirements for the project is only one side of
successful management across the interface between the project and its environ-
ment. Satisfying external stakeholders involves more than just producing
deliverables which meet expressed requirements; deliverables should meet or
exceed the expectations of stakeholders, and demonstrably so. For instance,
reports which indicate to the project manager that requirements have been met
are not sufficient if the results reported are expressed in a language the client
does not understand, resulting in misunderstandings and womes amongst exter-
nal stakeholders concerning the project.

Furthermore, producing the required deliverables even in a form which is
completely acceptable to the client is not often enough to fully achieve the goa
of satisfying external stakeholders. good relations with the client, maintaining
good will both with the client and other managers within one's own erganisa-
tion and such like are important elements of achieving this goa. Publicity is
also important especially in maintaining a good image for the public, thus mak-
ing it easier for externa stakeholders to justify their support for the project, or
the delivery of desired resources required by the project team. If this god is not
achieved, even the best planning may add up to no more than a cancelled
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project.

This goa is ever-present in the manager's considerations. It provides a
kind of filter through which the success or failure of nearly al his activities
pass. All managerial activities are at least partially guided and motivated by
this goal.

5.1.1.3. Means of ensuring successful transactions with the project environ-
ment

The match between the requirements of external stakeholders from the project
and the deliverables from the project to these external stakeholders must be
ensured if the goal to transact with the project environment well is to be
achieved. Ensuring this, however, is not always easy as it is not the result of
one successful transaction (that is, "get the requirements at the beginning and
provide the results at the end of the project"). Requirements often change in the
process of project evolution, and results have to be provided to these external
stakeholders continually throughout the lifetime of the project. To ensure that
requirements are fully satisfied in the products of the project, provisions must
be made by the project manager for verification and qualifyassurance, which
can guarantee that requirements for the project are satisfied through the deliver-
ables of the project.

Verification and quality assurance take place in various ways & different
phases of development. At the early stages of a project, client involvement is
crucia to define and flesh out adequately the requirements and specifications
for the project (Licker 1985); once the project has been established, the con-
tinuing use of prototyping, or other techniques {e.g., using a prospectively writ-
ten user's manual; Howes 1988) which enhance the development of require-
ments specifications can be very successful in shaping the manager's planning.
Some issues which need to be checked in connection with verification and qual-
ity assurance within the manager's planning are as follows:

- whether adequate provision has been made for reviews, walkthroughs
and/or inspections during the design and development stages in order to
avoid pitfalls later on;

- whether testing and system audits have been planned in order to provide
verifications at the earliest appropriate points in the development cycle as
itis far less expensive and much easier to remove defects in the early
stages of product development than later on;

- if there is a continuation of verification activities through the stages of
product development and testing in order to ensure that the product
corresponds to what the client actually wants rather than to what he said
he wanted,

- what the possibilities for accessing and correcting the product after the
delivery date are.
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Considering whether such concerns have been taken into account in the
manager's plan or not is an essential ement in achieving the god to transact
with the project environment well.

5.1.2, Managing the project work system well

Unless the current external requirements for the project are clarified to a satis-
factory degree, the project is unlikely to be successful (e.g., Schwartz 1975).
However, if they have been clarified, the success o the project will exclusively
hinge on the manager's ability to meet the god to manage his project work
system well. This effectively entails the achievement of three gods (a) to
create and implement a project plan which will trandate the requirements of
externa stakeholders into deliverables from the project, (b) to maintain the
relationship between this plan and the reality of the project during the execu-
tion of the project, and, (c) to facilitate project work in dl its facets. What
achieving these gods entailsis discussed beow.

5.1.2.1, Creating and implementing a project plan

The project manager is usualy afforded considerable discretion on how he
creates and implements a project plan which meets the constraints imposed by
the achievement of the god to transact with the project environment well. The
god of plan development is to identify the operationa tasks which will meet
the requirements through transforming the types of resources available to the
project (mechanicd, financial, human, etc.) into the types of resources required
from the project by other stakeholders (i.e., its ddiverables). Constraints on
time, finance and resource availability (including resource levelling) are usudly
st and need to be observed in order to meet this goad while also meeting the
god to transact with the project environment well. Since individua tasks that
may be identified have to be linked together in order to create the plan, the
god to create a project plan aso reflects the need to identify the products
which characterise the essentia contents of the inter-task links.

Implementation of the plan requires the existence of a coherent task
decomposition (workbreskdown) on different levels and consistency in the
developed workbreakdown structure. Thisis essential for the project manager to
be able to outline the make-up of his project and assure that all details are
atended to in an ordered, efficient, and timely manner thus providing a good
basisfor the project as it is being executed. The workbreskdown structure used
in the planning should reved the relationships between the variables the inter-
dependenceof which needsto be teken into account in estimating (e.g., Putnam
1978) and pave the way for reasonable staffing and scheduling estimates
(Howes 1984).

It is also important that, through what-if smulations, the manager exam-
ines whether the implementation of the plan is likely to satisfy constraints and
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requirements over the range of situationsit is envisaged to cover. Appropriate
real resources must be dlocated to the various tasks (meeting availability con-
graints) for the plan structure which represents the planned project work system
to form the basisfor the project work which will be carried out in redlity.

Some of the issues pertaining to a good project plan that the project
manager should watch for in assessing his plan (and, thus, attaining this god)
are as follows:

- if there are omissions or discrepanciesin the requirements specification
used as a basisfor the task decomposition;

- how complete the task decomposition used as a basis for planning is;

- how well the complexity of individual tasks and the interfaces between
them has been estimated;

- how great the interdependencies between pardld paths in the task
schedule are

= how accurate the estimated completion times for activities are likely to be
(including time resarved for handling errors);

" how good the resource estimates are (e.g., what provison has been made
within them for people going sick; how much dependency thereis on indi-
vidua knowledge owners, if there will be time-sharing of resources with
other projects which could result in conflicts).

Typica project management activities motivated by this goa include:
specifying requirements, negotiating changes, standard and actual planning,
tailoring the management process, confirming requirements and ddiverables,
and activating the project (triggering the plan).

5122 Maintaining the relationship between planned project work system
and redlity

Under the goal to create and implement a project plan, the ensuing plan is
viewed as a changeable entity (i.e., its structure may be developed and re-
used, its parameters may be manipulated in what-if simulations and S0 on).
However, under the god to maintain the relationship between the planned
project work system and the project reality, the structure and parameters of
the plan are fixed in a single, coherent, instantiation which can be used as a
criterion against which observables within the actual project work system can
be mapped and compared. The aim of the mapping is to find sufficient and
appropriate observables to permit an adequate test of the relationship between
plan and redlity a any point of interestf. This comparison aims to identify the
degree o conformity evinced by the tests carried out since an observed

T The issues liged herereate to a more global level of assessment of the project plan than
thet described in section 4.2.2.3 above.

1 We will address this problem in detail in chapter 9.
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discrepancy may result from more fundamental, less observable problems in the
relationship between plan and reality. Furthermore, discrepancies thus observed
need to be diagnosed and action taken to remedy the encountered problems if
this goal is to be attained.

Managing milestones provides the project manager with an accurate
means to track progress and make any necessary adjustments to schedules and
budgets. As milestones are tangible (the outputs of tasks, not the tasks them-
selves), they can facilitate tighter quality control as intermediate products
(Sweet 1986, Turner 1984). Furthermore, a milestone-based monitoring method
provides a way of periodically evaluating the risk of the project as it proceeds
and helps the project manager make appropriate decisions about its continued
development. In attaining this goal, the manager needs to consider, for example,

- how well the global history of the project can be monitored and reviewed
(e.g., SO that the overall estimates, and effort spent, can be examined as a
function of time);

if adequate intermediate checking mechanisms have been placed on long
timescale activities,

- if provision has been made for adequate monitoring of activities which are
likely to go wrong;

- if the recording of progress is likely to remain realistic (rather than be a
pretence);

= whether the reporting and review procedures are likely to be effective in
giving an idea of what is likely to occur in the future (e.g., reporting
exceptions and predictions as well as confirmations).

Anticipating future problems is also part of this goal. This is achieved
through simulating future states of the planned project work, starting from
observed discrepancies between the plan and redlity at a particular point in
time. However, it remains within the discretion of the project manager to
decide whether problems arising due to lack of conformity between the planned
project work system and reality should remain within the focus of this goa (in
which case, he would act directly on thereal project work system), or whether
to re-plan or revise observed values (rather than retain the previously planned
ones) for the relevant parameters thus attempting to attain the goa to create
and implement a project plan instead.

Typical project management activities motivated by the goa to maintain
the relationship between the planned project work system and redlity include:
negotiating changes and resources, setting up Liaison, actual planning, quality
assurance planning, setting up product change control procedures, setting up
monitoring procedures, team building, reporting on progress, diagnosing and
remedying exceptions, identifying and predicting discrepancies and exceptions,
and handling team problems.
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5.1.2.3. Facilitating project work

Project team members with capability for self-management or subteam manage-
ment can be accorded discretion on how they carry out the work under their
responsibility provided their work meets its requirements (typically covered in
task briefings, specification documents, etc.). The focus of this goa is on
managing the interface between the parts of the project work system explicitly
formalised in the plan and those the precise implementation of which is left to
the discretion of self-managed units (e.g., individuals, subteams) and coordinat-
ing the results of independent and self-directed actions (Brech 1967).

These self-managed units may also consume resources and, thus, need to
be provided with an adequate ranee and auantitv of such resources. In the
absence of precise planning for their utilisation, this need may be interpreted in
various forms such as provision and coordination of adequate communication
links without specifying their precise usage, designing an appropriate work
environment {i.e., one able to support and facilitate the execution of the whole
range of tasks involved), negotiating agreement with team members on the
requirements for their work, and other attempts to motivate team members to
adopt a style of self-management which enables tasks to be carried out in a
way which meets their requirements effectively.

Project management activities motivated by this goal comprise most of the
project management activities which are initiated with the start of the project
(including activities which are motivated by the goal to create and implement a
project plan). Project management activities which are carried out at the closing
of the project phase {e.g., anticipating future use of the project, project archiv-
ing) are motivated by this goal not in connection with the particular project but
in connection with future projectsin the sense that these activities will facilitate
project work in future occasions (e.g., through providing information which can
help in a redistic planning of the future project).

5124. Means of ensuring successful management of the project work sys-
tem

A major problem in software development which can endanger the achievement
of the goal to manage the project system well stems from the fact that project
requirements often change during the development itself (either by the
client/user or even by the development team members) resulting in unantici-
pated demands made on the project. Effective product change control is a
means of limiting this kind of disturbance on the project work system. It
requires the manager setting up criteria, before the project starts, for alowable
changes and providing for adequate coordination, communication and documen-
tation of al changes. While decisions on allowable changes must be made on
a sound economic basis (this means considering the economic impact of the
re-planning necessary to achieve these changes, Cooper 1984, Ferrentino 1981),
economic factors alone should not control this decision. One will also need to
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consder, for example,

- what isthelikely impact of a proposed change on the technica team (in
negative terms, this may involve disruption of their work schedules and
personal frudtration, as in the case where a deliverable of which the team
is proud is scrgpped; in positive terms, a proposed change may allow
members of the team to escape from working on a ddiverable in which
they, as well as the client, have lost confidence);

- if, after trading-off potential benefits and disbenefits, a specific change is
decided upon, whether it is likely to be done under tight control so that
system quality will not be degraded,

- to what extent the impact of al changes may be reflected in the project
schedule;

- what is the nature and degree of on-going client involvement in the
development process. (This can be hdpful as when the client has a red
underganding of the characterigtics of the product and its application,
together with an understanding of the work requirements of the project
team, he is more likely to become an ally in the effort to keep changes
under control.)

Another essential ingredient in the achievement o the goa to manage the
project work sysem waell is the qudity of the manager's leadership of his
team(s). Effective leadership requires interaction and communication between
the leader and the people he leads. As such, leadership is successful when the
manager is considerate of the people he leads while they are committed and
enthusiagtic about their work (Robertson & Secor 1986).

Leadership behaviour is often described dong two dimensons a task-
rlated one and a reationship-related one (Fiedler 1967, Fiedler & Chemers
1974, Hersey & Blanchard 1977). The former relates to the leader's ability in
forming relationships between himsdf and his co-workers in terms of initiating
structure of work, providing patterns of communication, working methods for
the group, setting Standards, scheduling work assignments, ete. The latter relates
to the nature of his relationship with his subordinates in terms of friendship,
mutua trust and respect.

The degree to which either of these behaviours should be exhibited is
described as dependent on the maturity of the subordinate. For instance, when
the subordinate exhibits low rauity, the manager should tell him what to do;
with increased maturity of the subordinate, the manager needs to "sdl" to him
decisions dready made. At the next higher level of maturity of the subordi-
nate, the manager needs to discuss and agree with him what his task shall be
via participative management. Finally, a highly matured subordinate will neces-
sitate an interaction where the manager defines the problem that needs to be
handled but leaves the anadlysis and solution to the subordinate, effectively
delegating work. Ability to delegate successfully is an important element of
the leadership skills of a manager (e.g., Raudsepp 1981, Jenks & Kdly 1985).

However, the degree to which a subordinateis mature is difficult to define
or ascertain for sure nor e all persons mature in the same way in all facets of
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their personality (Bergen 1986). Furthermore, the way managers behave as
leaders is also determined by the constraints imposed upon them by, and the
very nature of, the organisation within which they have to work (Gregson &
Livesey 1983, Kakabadse, Ludlow & Vinnicombe 1988).

The particular leadership activities required of a software project manager
vary during the phases of software development (Kugel 1984, Brooks 1982).
When involved in the initid planning and organisation of a project, the
manager must demongtrate the ability to forecadt, to plan for contingencies, and
to make wel-reasoned judgements. During the design period, the project
manager should lead obliquely and enthusiastically to encourage ideas while
gently rejecting inappropriate ones. During the development stage (coding and
testing), more control is necessary while, at the same time, the project manager
should be shidding his gaff from distractions while not allowing his presence
to be oppressive as he ensures that nothing i s overlooked.

513 Advancing expertise

The god to advance expertise relates both to the improvement of the technical
skills of the project manager and his team members and to the improvement of
project management expertise through carrying out a particular project

Advancing technical expertise necessitates that members of the project
team learn through the project and become and remain conscious of what they
arelearningfromit However, the possibilities of advancing technical expertise
that may be availablefor the teeam members are often curtailed by the nature of
the project itsdf (i-e., its requirements may demand that team members spend
much of their time on work which they consider to be mundane; Fife 1988).
The project manager can increase these possibilities by planning the work of
his team members in such a way that they are dlocated increasing nor e com-
plex or chalenging tasks as the project progresses. Personnd may also be sent
on courses which can increase their knowledge about some aspects of the work
that they are doing or are about to do on the project Advancementin technical
expertise can aso be achieved by documenting relevant information on the exe-
cution of the project as the project is carried out and archiving this information
for the purpose of enhancing future performance on the part of the resources of
the contractor organisation.

Advancing project management expertise involves abstracting materia
from the experience gained through running the particular project which can be
used in thefuture either by the same manager or by other managers when they
are faced with similar projects. Experience gained through running a particular
project can be communicated both in a semi-forma way (e.g., through a well-
documented project history), and in an informal one (e.g., through personal
communication with interested parties). However, it is not often the case that
the project management experience thus gained will be incorporated within the
company prescribed standards or procedures unless it can be described as an
exception to an dready existing instance. In the absence of facilitiesfor specific
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tailoring of management methodologies to suit particular projects, it is more
likely that this experience will be used as statistical data to improve company
manageria standards or as a source of information for future projects rather
than part of prescriptions for future projects.

Typica project management activities particularly motivated by these two
goals include: documenting the project as a case study, debriefing the project
team, anticipating future use of the project, project archiving, and actua plan-
ning of the particular project (the last in conjunction with the goal to advance
technical expertise).

52 Achievement of goals through activities

It would be possible to proceed to refine project management goals further in
order to impose more structure in the discussions of the individual goals com-
pared with those given in the previous sections. However, goals, on their own,
only represent hopes and exhortations. Refining them does not bring us any
closer to achieving them in practice. To do this, we need to consider the project
management activities which are motivated by them and which are aimed at
meeting them. Moreover, the relative importance each goal will have in the
various phases of the project will vary as will the activities that could appropri-
ately serve each goal.

Essentially, goals represent desired ends and management activities
represent intentional means to achieve those ends. However, it is not
guaranteed that the means, when implemented, will bring about the desired
ends. Thus, it is important, at the completion of an activity, to test for the
achievement of the goal which triggered it.

Moreover, although an activity may have been motivated or triggered by a
particular goal, its successful completion may have also served some other goal.
For example, successful creation of a project plan can aso facilitate project
work, as it enables the team members to have a better idea of the significance
of the particular tasks and responsihilities assigned to them.

Conversely, when the project manager is preoccupied with achieving the
goa which triggered an activity, he may inadvertently carry out that activity in
a way which creates a side-effect which prejudices the achievement of another
goal. For example, devoting al his time to monitoring the project tightly in
order to maintain a close relationship between the plan and reality may lead
him to overlook the need of reporting about the project progress to the client
thus subverting the goal to satisfy external stakeholders. Hence, at the comple-
tion of an activity, it is important to test for the achievement not only of the
goal which motivated or triggered it, but also of the achievement of other goals
as wedl which were achieved or subverted as a result of carrying out the
activity.
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Table5.1: Summary of the relationships between goalsand activities

Key to ruble:

Goal 1  Clarify external requirements

Goal 2  Satisfy external stakeholders

Goal 3 Create and implement a project plan

Goa 4 Maintain the relationship between plan and reality
Goa 5 Fecilitate project work

Goal 6 Advance technical expertise

Goal 7  Advance project management expertise

T Triggering goal

w Watch for the possible subversion of this goa

? Goal which may be achieved as a side-effect
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Table 51 names some typicd project management activities which we
have discussed in the previous sections as related to the achievement of the
various goals. We will discuss how each of these activities may be modedled in
chapter 7. However, for our present purposes, table 51 merdly indicates the
goals which could mgger each activity, other goas which may be advanced
through the activity's execution, and goals the achievement of which needs to
be safeguarded againgt potentially damaging side-effects of the execution of the
activity.

Achieving the project management goals we described in this chapter is
not an easy enterprise. All the previous chapters of this book have amply
demonstrated this by discussng problem areas where risk to the achievement of
project management goals may materialise. \We could list more problem aress
but ill fail to address everything which could upsat their achievement. Rether,
when identifying and developing models for understanding project management
activities, our objective should be to devise tests for ascertaining the risk
drivers¥ which can upsat the achievement of project management gods and
provide suggestionsfor associated risk management activities aimed at ensuring
that the manager can cope with their threats as and when they arise.

5.3. Per spectiveson the project work system and the project environment

No project management activity has much chance of being carried out success-
fully in the absence of information about relevant aspects of the project work
system and the project environment. However, material which can describe the
present redity of these systemswill exist in diverselocationsin the real world.
The materid to be found a any locdity is likely to be organised in a form
appropriate for the purposes of the person who is responsible for a particular
part o this redity. For example, person A knows he works on task X which
has to fulfil particular functions within a particular timeframe. This organisation
of the materiad is sufficient for the work purposes of person A (so that he
knows what he has to do when) but it is only locally sufficient for the pur-
poses of the manager, since it structures information for him only about the
progress of person A on task X {e.g., it provides information on its actua
gtart-date, planned end-date, percentage of work on the task completed S0 far).

The way the manager needs to organise information from the real world of
the project work system and the project environment, his internal organtsation
o this materid, is shaped by his own own range of responsibilitiesand conse-
guent concerns, which extend across the entire project work system and take in
part of the project environment The goa's which the project manager wishes to
achieve bath shape the activities he decides to carry out and guide the views he
takes on the project work system and the project environment to collect and
interpret the required information for his own activities. Conversdly, each view

t The concept Of a risk driver iS discussed i n detail in sections 3.2.2 and 8.2
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taken on the project work system and project environment needs to organise the
relevant information in such a way that the project manager's activitiescan be
carried out successfully and his goals achieved.

To reflect the idea of the view that the manager needs to take on the pro-
ject work system and the project environment, we employ here the concept of
perspective. This concept capitalises on the analogy from visual perception: the
project manager, viewing his project, is likdly, a any point in time, to take only
a partial view on the full workings of the project work system and the environ-
ment within which it is situated. However, what is viewed is seen in perspec-
tive.

The notion of perspective employed here is essentialy non-geometric.
That is, it does not refer to a two-dimensond projection plane of a three-
dimensiona physical sysem. Thisis so because we areinterested herein con-
ceptual rather than physical moddling of the systems in question (Checkland
1981). Neverthdess, the andogy is useful in that it holds in terms of certain
properties the notion of perspectiveimplies. It enables:

Reduction o complexity, in that the description of the view of a complex
system seen in perspective is less complex than would be a description of
the full system. Yet, information is lost selectively across dl dimensions
of the system, rather than information in some dimensions being com-
pletely excluded (as would be the case of a section through a complex
system).

(b) Salience of the foreground,in that, in a scene represented in perspective,
objects in the foreground (i.e., closer to the viewpoint of the observer)
take up a disproportionately large amount of the field of view. In the non-
geometric interpretation of the idea of perspective, this may be expressed
in terms of saliency. That is, objectsin the project work system and the
project environment which come to the fore due to the current concerns of
the project manager tend to be more sadlient to him. In focusing on the
more saient objects, however, the manager may overlook the fact that
they mask consideration of other objects which may be important to con-
sider as well so that his management activities achieve their gods.

(o) Gaining information through changing the viewpoint. In practice, the
perspective initidly adopted by a project manager in carrying out a
management activity will generally depend upon his immediate goals in
selecting that activity. However, adopting a single viewpoint on the pro-
ject work system and the project environment will invariably lead to the
prioritisation of operations on certain objects in these systems and to the
neglect of others. It is quite possible, however, for the manager to change
his viewpoint, thus gaining a new perspective on the scene addressed by
the current management activity. This new perspective may provide addi-
tiona information about objects "visble fram another angle" in the first
perspective such as information which refers to different characteristics of
those objects. The new perspective may also provide information about
relevant objects which were "invisible" fmm the viewpoint of the first per-
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Although, in theory, any number of perspectives may be possible as there
are an infinite number of viewpoints one can take in viewing a system, the dis-
cussion in the earlier chapters of this book points to four reference perspec-
tives which seem to be commonly adopted by managers in describing objects
of interest in the project work system and the project environment. These four
reference perspectives are:

(1) the project function perspective which relates to the function of the pro-
ject as a whole, including the product which is the end result of the pro-
ject, issues related to client satisfaction with the product, the reputation of
the contractor organisation concerning quality of product, the contract and
the binding conditions it reflects concerning the functional specifications
for the product, delivery time, quality standards expected, available
budget, etc.;

(2) the activity perspective which relates to the work that needs to be carried
out within the project work system for the project to achieve itsaim (i.e.,
to produce specified products and deliverables within the constraints
identified within the project function perspective);

(3 thetine and resource perspective which relates to resource aspects of the
project in terms of time (in calendar terms and effort terms), and in terms
of physical resources such as finance, personnel, machines and machine
time, space, etc. (instrumental to achieving what has been identified within
the project function perspective); and,

(4) the personnel perspective which relates to the concerns of human
resources as they carry out the roles alocated to them within the project
work system {e.g., focusing on the satisfaction or stress they may experi-
ence through working with certain other people, on a particular set of
tasks, etc.).

These perspectives function as organising principles for information which may
exist in unorganised form within the real world of the system of interest to the
project manager. All four can provide the full range of information he needs to
carry out his project management activities. Figure 5.2 illustrates what may be
viewed from within each perspective. However, not all four perspectives need
to take in both the project work system and the project environment, for the
reasons we discuss below.

Within the project function perspective, the project work system may be
viewed in terms of requirements from the project environment and deliverables
to the project environment (figure 5.2a). In this sense, the project function per-
spective takes in aspects of the project work system as well as aspects of the
project environment, so that the manager can compare the requirements set in
the project environment with anticipated deliverables from the project work sys-
tem. In genera, taking this perspective informs all the project management
activities which involve the manager in transactions with both the project work
system and the project environment.
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Figure 52 (a, b, c, d): Perspectives on the project work system and the
project environment

(a) PROJECT FUNCTION
PERSPECTIVE

/ \ DELIVERABLES



86 Goals, activitiesand perspectives

Within the activity perspective (figure 5.2b), the foreground is occupied
with the interpretation of the requirements from the project environment. This
sets the scene for the work to be specified within the project in terms of tasks
which, further in the background, will be scheduled and have resources allo-
cated to them, S0 that deliverables can be produced and then be delivered to the
project environment. The ddiverables may serve as resources utilised by other
systemsin the project environment, but the organisation of information on how
this is done is not the responshbility of the project maneger. Therefore, the
activity perspective is principaly a perspective on project work and does not
need to focusin any way on work to be donein the project environment.

Within the time and resource perspective (figure 5.2¢), the foreground is
concerned with the definition of the calendar to be used in timing project work
resource availability. It bringsinto view resourcesin the project environment as
well as the ddiverables from the project, here seen as resources delivered into
the project environment at specified times. Taking the time and resource per-
pective on the project environment thus alows the manager to locate poten-
tidly available resources that exist therein (whether within the client organisa-
tion or the contractor organisation), define the budget for the project (i.e., finan-
cial resources provided to the manager), and the timescde of the project. This
information enables dl his project management activities which have to do with
negotiating resources that may be eventually made available to his project. Tak-
ing the time and resource perspective on the project work system also helps the
manager identify actua, rather than potential, resources to the project enabling
his activitieswhich have to do with planning of how work may be carried out
within the project work system, whether deadlines can be met, etc.

Within the personnel perspective (figure 5.2d), the foreground is con-
cerned with the human resources assigned to various tasks and the roles they
play within the project work system. In this perspective, whatever makes a
human resource different from a non-human resourceis the focus of interest. It
is a perspective which needs to be applied in viewing the project work system
but does not take in the project environment as the concerns of the manager
which could be expressed within this perspective are limited by his range of
responsibility (i.e., the persons whose qudity of life he can redly affect).

In chapter 4, we discussed in some detail issues specificaly related 10 pro-
ject personnd which need to be taken into account in managing a project (e.g.,
issues to consider in team building, needs and expectations of project team
members). All these issues may be brought into focus within the personned per-
spective. The success with which they are actualy taken into account by the
project manager is the mgjor determinant of his perceived ability to manage a
project redly wel from the viewpoint of al personnel concerned. We
described, for instance, in section 4231, the disastrous consequences that can
result from viewing personng working on the project merdly as resources, that
is, taking only a time and resource perspective on the project work system
rather than a personnd perspective as well.

In summary, perspective, as an organising concept, facilitates our under-
ganding of the way a manager needs to, and does, view the project work
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system and project environment in order to carry out his activities and meet his
gods. As an organising concept (like the goas and activities we discussed
above), it necessarily reflects a simplified view o what actualy happens in
redity. It organises our understanding of the redlity of project management
dthough, in that redlity, the information needed by the project manager is
organised according to what could be seen if all the perspectives were smul-
taneoudy employed. The advantage of treating eech perspective separately is
that we can identify particular elements in the redlity of the project work sys-
tem and the project environment which may be focused upon at any particular
time within the perspective actualy employed by the project manager. Thus,
perspectives provide a starting point, together with gods and activities, in the
scoping of the moddling enterprise which we shdl describe in the following
chapters.



Chapter 6

M odelling the project management process:
Approach and concepts

The previous chapters presented an outline of the process of software develop-
ment project management, starting with a discussion of how constraints are
placed on the project and the project manager during project establishment,
describing what is involved in managing a project, and concluding with a dis-
cussion of the project management goals which motivate the activities of the
project manager. This outline was, by necessity, informal and discursive as it
aimed at scanning through, rather than detailing, the domain which concerns us
heret. It described material only at the degree of detail that was necessary and
sufficient for providing information needed for the development of a model of
the project management process.

This chapter provides the transition from such a discursive discussion of
the project management process to the modelling of this process. Its purposeis
to introduce the reader to the modelling concepts used in this book and to
describe their use in developing models of the various systems relevant to pro-
ject management and its concerns.

6.1. Modelsand mode building

Model and model building are terms which have become familiar in the litera-
ture of a great deal of diverse disciplines ranging from the "soft" Social Science
disciplines (e.g., a model of a social system) to the "hard sciences such as
Physics (e.g., a model of the atom) or Computer Sciences (e.g., a database
model). In al instances, the term mode! is used to refer to some abstraction
of certain elementsin the redlity of the system the model is meant to represent
(the object system of modelling) and a representation of the relationships

t See, for example. Keen (1987) or Smeed (1989) for more detailed expositions of this
domain.
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between them. The difference in the nature of these modelsis usually located at
the degree of detail they use to address the object system, the model representa-
tion formalism they employ, and the method through which the moddl is
arrived at

Models, as pure abstractions, are without intrinsic meaning, asis any gen-
eral calculus (Carnap 1938). Meaning is achieved through interpreting the
model and, thus, restricting the generality of the elements and relationships in
the model through making references to objects, or classes of objects, which are
familiar (or, at leadt, identifiable) in the domain of application of the model.
These objects, and their relationships are thus considered to constitute the
object system being modelled. A representation of part or all of the object sys-
tem, showing the relationships between particular objects at a particular instant
(in model development, rather than in real time) is known as an instantiation
of the model. Hence, a model of an object system can have any number of
instantiations.

Generally, the mativation behind model building is to provide a means and
a pathway to the understanding of the real phenomenon or object system of
interest which is represented through instantiating the model. However, each
model is necessarily built on the basis of certain assumptions about which
aspects of the system it aims to model are essential and therefore should be
included in the model, and which elements of the system are not essential and
therefore should be left out of the model. Cleland and King (1972) argue that,

"The primary value of a moddl is that it leaves things out. If al models
were "perfect” in the sense that they included all aspects of the red sys-
tem, there would be no models but, rather, simply reproductions of real-
world systems." (p. 48)

Since assumptions guide the decision of what to leave out of the model and
what to include, in any model building enterprise, the resulting model is no
more valid than are the assumptions on which it is based. If any of the assump-
tions are called into question, so is the validity of the model.

Moreover, on the basis of different assumptions, which may appear
equally valid, various models may be generated, instantiated and accepted as
addressing the same modelled phenomenon, but be incompatible with each
other, that is, it is not possible to make an exact mapping between the formal-
isms used and the elements chosen in different models. Thisis particularly true
for models which purport to explain social phenomena where the modeller's
assumptions about an essential part of the model, man, necessarily underly the
process of model development. Here, it is especially important that the underly-
ing assumptions be made explicit at the outset.

In modelling the project management process, we start from the basic
assumption that an essential part of this process is the human agent who carries
it out (ie., the project manager), as are the human agents who influence how it
is carried out (e.g., the project personnel, the client, other managers in the
organisation). Our discussion of the project management process in earlier
chapters sewed to refine this basic assumption and shape the process of model
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building by addressing these agents as active interpreters of the socid world
rather than mere recipients of its influence.

Ultimately, modd building is guided by the purpose for which the modd
isintended to be used. Fr example, amodel built for the purpose of replacing
the project manager in his activities through a computer-based system would
am at developing a system specification which, when implemented, would
automate d| the activities which make up the manager's practice. Itsfocus and
the sdlection of the dements to use to modd the project management process
would be rather different from those of a modd built for the purpose of discov-
ering how best to support rather than replace the project manager in his activi-
ties and transactions (Landry, Pascot & Briolat 1985, Humphreys 1990).

6.1.1. Precision, refinement and formality

Modes are often qudified by adjectives which reflect some characteristic or

some aspect of the modd. For example, we find modds described as structural,
mathematical, conceptua and so on. The choice of the adjective may be made
by the modeller, or by a user or reviewer of the mode, according to the partic-
ular characterigtic of the modd he wishes to stressto differentiate it from other
models of the same phenomenon.

One could argue that all models are conceptua, rather than real, and that
al moddsare structura by definition (as a modd implies the existence of some
form of structure), dthough not all modds are mathematicad modds. However,
the word conceptual is usualy used in contrast to the word mathematical.
The digtinction which is actually intended concernsthe use o a low precison
modelling formalism employed in conceptual modes which mes to capture the
form in which these moddls were "intuitively thought up'. This is contrasted
with a (mathematical) modd whaose initia form has been worked over and pre-
cised to the stage where its degree of coherence and consistency permits a
mathematical treatment of the relationships between the dements of the modd.

The concept of precison in moddling should be carefully distinguished
from that of refinement. Refinement involves decomposing a unitary element
of the moddled representation of the object system to show its internal struc-
ture. Thus, refining a modd refers to the process of developing a more fine-
grained dructure in some part of the modd in order to capture more detail in
subsequent ingtantiations of it. This process of refinement should not be con-
fused with the naturd language meaning of the term asa kind of purification of
the substance of the modd (by andogy with chemicad refinement of sugar,
etc.), which does not gpply here at dl.

Refinement of the modd structure should also be distinguished from
refinement of the language in which the modd is expressed. To avoid confu-
sion, we will aways refer to the latter process as increasing the degree of for-
mality, rather than refinement. Increasing the degree of formality of the
language used to express a model may offer the possibility for building future -
ingtantiations exhibiting greater precison than that possible with the current
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language. However, translating a current instantiation into a nore formal
language does nat, in itsdlf, dter the degree of refinement at which the ingtan-
tiation is represented.

It is important to realise that the process of refining the structure of a
modd may effectively lower the overall degree of precision of that modd.
This will be the case when the modeler does not have enough information for
particular elements, a the detailed level required by the refinement, to specify
theinterna structure of all elementsat the same degree of precision as was pre-
vioudy possible in moddling their externa relationships at the "coarser level
of moddling. Conversdly, the process of refinement, on its own, does not
increase the degree of precison of a modd: it only reveals greater detail.

6.13. Static versus dynamic models

A digtinction which is sometimes made between modelsis one between static
modds and dynamic models Typicdly, the quaification static is used for
models developed to represent states of an object system while the qualification
dynamic is used for those which have been devel oped to represent processes of
the system, the latter, by definition, being assumed to be a simulatable modd.

In fact, a dynamic model always entails a static modd. Any modd which
offers the opportunity to simulate processes occurring in the object system must
digtinguish, in a fundamental way, between passive eements represented by
places or states in the modd and active dements which are accorded the
agency to effect transitions between those places or states. The activedements
may be described as activities, channels, functions, transformations, and so on,
according to the process modelling formalism employed.

Sometimes, further divisions into dement types are made according to the
particular roles that different types of dements may play in the modd, but such
digtinctions only refing, rather than supplant, the basic distinction between
active and passive dements. However, modds which correctly identify the
active and passive eements in the object system to be moddled, but do not
provide preciserules o change to describe the conditions under which, and the
manner whereby, the active dements transform the contents (or "markings') of
passive dements, are adequate as static moddls but not as dynamic modds,
even if the relationships moddled indicate possible transformationsand transi-
tions.

A modd deserves the labd "dynamic" only in the case where the rules of
change are sufficiently well worked out and coherent to indicate exactly which
trandtions and transformationswill occur when (i.e., under what enabling con-
ditions, set a priori through the "initial marking" and transformations and tran
sitions consequently executed in the moddl). Thus, moving from a static modd
which is adequate to represent the static properties of the object system to one
with dynamic capabilities involves, essentiadly, an increase in the precision of
the modelling formaism which is consistently employed in creating the
modedlled representation.
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6.13. Generative versus generic models

A further distinction that is often made between models is the one between
generative models and generic models. Following Brodie (1984), we can con-
sider a generative model as a collection of well-defined concepts which help
one consider and express the static and dynamic properties and constraints for a
range of uses of the model within the domain of the object system. Each use
will involve the generation of a particular instantiation of a representation of
the model. While each representation is, of necessity, temporarily closed (so
that it can be represented), the union of the set of representations which could
possibly be generated through the use of the modelling concepts remains open.

In purely generative modelling, each instantiation of the model is built
from scratch through the use of the appropriate modelling concepts according to
immediate requirements. Often, though, it is found in practice that a number of
applications will involve building instantiations of the model some parts of
which have the same structure as similar parts of a number of other instantia-
tions of the model. In such cases, it is useful to identify these recumng parts
and define them as pre-structured components. These components can then be
stored in a library and may be incorporated (or "tailored™) into any particular
instantiation as and where required, thus obviating the need to re-generate them
every time they are needed from scratch.

For a generic model, however, the core of the representation is pre-
structured. This is usualy achieved through grouping elements that may be
instantiated into classes defined in terms of pre-structured entity types. Then,
each instance that is made of the modelled entity described by the class will
necessarily share the same generic specification of its attributes, relationships
and constraints. A particular instantiation of the model can thus be made by
assembling instances drawn from the classes describing the entities to be
represented within the instantiation. As the relationships between the various
entities are pre-specified (as part of their class definitions), there is no need to
employ modelling concepts to generate the model structure each time: the struc-
ture is automatically given as the instantiation is made. It may be necessary,
though, to verify the coherence of the structure of the resulting instantiation by
checking the consistency and reciprocity of the relationships between the enti-
tiesincorporated in it.

Direct comparisons of different instantiations of a generic model may
appear to reved that they have different structures, but thisis simply a result of
having instantiated different parts of the generic structure, leaving the non-
instantiated parts "invisible" within the structure of the instantiation. Hence, the
union of the set of representations which could possibly be built through instan-
tiation within a generic model is closed at the level of the generic model itself.

The development and use of a generic model in this way is usualy satis-
factory in cases where the generic structure can be discovered a priori and
remains stable across all applicationsin the domain of the object system. Some-
times, however, this requirement is only approximately met in reality, leading
to the need to ciustomise the generic model to address the requirements of a
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particular type of application better. This requires the use of modelling concepts
to re-generate specific components within the generic model. However, these
can then no longer be considered to be truly generic as the model representa-
tions built by instantiations within differently customised versions of the same
generic model may be only partially compatible.

One way out of the potential confusion that this can create is to use the
generic model to build instantiations over the whole range of applications
employing the same structure described at a coarse level then, through
refinement, to generate the interna structures of model elements in a form
which is specifically appropriate for a particular application, leaving the exter-
na (unitary) representation of each element unchanged within the generic
modd.

Generative modelling is most appropriate in cases where there is likely to
be unforeseeable variation in the structure of the instantiation of the model
which will subsequently need to ke built. Conversely, the generic approach to
modelling is more appropriate in cases where the generic structure of each
instantiation of the model can be ascertained a priori.

However, it is often neither desirable nor necessary to adopt a purely gen-
erative or purely generic approach as each can contribute different advantages
to the modelling endeavour. Thus, when developing an instantiation of a model
top-down within a generative approach, generic features can be brought in
bottom-up through incorporating pre-structured components selected from a
library, eliminating the need for unnecessary repetition of effort. Similarly,
when developing an instantiation of a model top-down within a generic
approach, generative features can be brought in bottom-up through making cus-
tomised refinements, thus counteracting the necessary restrictions imposed by a
generic model.

62 Theinitial stage in modelling the project management process

The initial stage in any modelling enterprise involves collecting observations,
information, knowledge, etc. from the real world of the phenomenon of interest
up to the point that one can describe how the phenomenon is initiated, what
influences it, how it happens, what its consequences are, and 0 on. This pro-
vides for a discursive account of the phenomenon of interest organised in a
more or less linear way (usually through time), like a script (Schank & Abelson
1977).

The previous chapters of this book can be viewed as providing, to some
extent, a script of this kind. This script helped us scope the domain of interest
(i.e., project management), identify the various systems of interest to the project
manager (i.e., project environment and project work system), define what
motivates the project management process (i.e., the project management goals)
and describe the various project management activities which comprise it. Our
aim is to modd the project management process, and, as such, our primary
object system of interest is the project management system. Only to the extent
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that for it to function it needs information from other systems will these sys-
tems be considered as object systems o interest as well.

6.2.1. Defining the scope of project management process modelling

In chapter 2, we identified the object systemsrelevant to our task as.
(1) the software development project wor k system which represents the means
by which the project will be carried out and produce the required results;

(2) the project management system which operates on the project work sys-
tem and managesit S0 that it can fulfil the project objectives; and,

(3) the project environment which comprises all the extemal systems that
may affect the project, such as

(@ the contractor orgamisational System within which the project is
congtituted and which provides the resources the project needs and
has requirements concerning the way in which the project may be
implemented and managed;

(b) the client erganisational sysem which provides the requirements of
what is to be developed and expects satisfactory returns from the pro-
ject;

(o) any supplier organisational syslem which provides the project with
necessary externa resourcesfor carrying out its activities;

(d) the subcontractor organisarional Syslem which producesddiverables
needed by the project and may need ddiverables produced by the
project in order to do so; and,

(e) other external organisational systems which often provide regula
tions and guiddines which serve as project requirements and
resources.

In chapter 5, we discussed the following seven gods which the project
manager seeks to achieve through management activities involving transactions
with these object systems:

(1) tocdaify externa requirementsfor the project;

(2 tosatisfy the external stakeholdersin the project;

(3) tocreate and implement a project plan;

(4) to maintain the relationship between the planned project work system and
reality;

(5) tofacilitateproject work;

(6) to advance technica expertise, and,

{7) to advance project management expertise.
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Figure 61 illustrates the role of the project manager in terms of the gen-
erd nature of his transactions with the project management system and project
vark systemin seeki ng to achieve these management goals. The object systems
within the project environment are not specificaly identified, as it is necessary
for the project manager to have access only to those parts of the environment
which have a direct impact on the project. These can be generdly interpreted as
either potentiad resources (humans, machines, finance, information, contacts,
office space, etc.) or requirements (for the software system to be devel oped,

standards to be observed, constraints on the management methodology to be
employed, &c).

Figure 6.1: Roles of the project manager in relationship to the principal
object sysemsand their modes

Project
Management
System

: i Is partially
I Is parially / PIOJGN represenied b\i

I Environment
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The manager's direct, behavioural, transactions with the project environ-
ment are limited to reporting and negotiating, as he has no agency to act unila-
terally on elements which comprise it as these are, normaly, outside his
responsibility. Conversely, his responsibility to manage the project work system
is achieved through his management activities which, collectively, constitute the
project management system. They operate on the project work system, control-
ling, coordinating and re-organising its elements, and they are represented in
the project management model.

Any model purporting to offer a comprehensive, integrated representation
of processes and states of an object system has to offer facilities for both a
static view, showing the genera structure of its elements, and a dynamic
view, showing the nature of the transitions from one state to the next. Thus, in
developing the project management model, we will need to model both the
state and the process parts of the project management system since the manager
has responsibility for both carrying out the process of project management
through his activities within the project management system, and being well
informed about the states of the project management system (e.g., what
activity he carried out last, what activity he can possibly carry out now).

However, in developing a model of the project management process, our
concern with the other object systems of interest (i.e., the project work system
and the project environment) need not extend to building a fully comprehensive
model of each object system, offering both static and dynamic views on its
processes and states (Yeh er af 1984). In fact, what we describe as project data
modéel in figure 6.1 reflects our concern with only the state parts of the project
work system and the project environment. This is because primary concern
about the states of the project work system isin regard to their implications for
the objectives of the project. This involves concentrating on the outcomes of
processes within the project work system, rather than the processes themselves.
Additionally, the project manager has the responsibility to keep himsdf
informed about the current states of requirements and resources in the project
environment but, again, he has no direct control over the processes that
transform their states. Hence, for project management activities to be effective,
a structured way of thinking about only states of these object systems needs to
be available to the project manager, rather than about the processes by which
these states have been achieved?.

T The exception is when something goes wrong and the project manager needs to act in a
technical capacity rather then a managerial capacity, totry to put it right. However, modelling
such exceptionsis outside the scope of this book, where we addressthe activitiesof the project
manager acting in role (i.e., as a project manager), rather than investigate the technical
processesin which the same person may be engaged, out of role, in ah emergency.
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6.2.2. Anchoring project management model generation

The previous section described the general understanding of the role of the
manager in relation to the various systems relevant to the modelling of the pro-
ject management process and to the models we shall need to develop. This dis-
cussion provided the scope for the modelling enterprise. However, even within
this specified scope, modelling of the project management process needs to be
provided with some anchors to guide model generation according to constraints
which explicitly relate to the real-world phenomena of interest.

The fundamental constraints identified in earlier chapters related to the
goals the manager wishes to fulfil through his project management activities
(shaping his motivation to carry them out), the project management methodol-
ogy he has to use, the structure of the state of the project work system heis
managing and the project environment Correspondingly, project management
model generation is here anchored from above, through identifying and shaping
the activities to be generated as components of the model, according to

(1) the goal(s) that the project manager may actualise through their execution,
and,

(2) the external constraints imposed on him (defined either individually or as a
set) by a project management methodol ogy.

Project management model generation is also anchored from below by the
structure of the project data model, which holds the entities on which the
modelled management activities operate. In section 6.4, we will examine the
project data model development process, indicating how this model may be
pre-structured in terms of entity classes to serve the double purpose of

(& congtraining the project management model generation process from
below, and,

(b) providing a structured view of the object systems to which its elements
refer in redlity, that is, the states of the project work system and of the
requirements and resources in the project environment.

63 The development of the project management model

In chapter 5, we discussed how project management activities can be seen as
means to achieve project management goals (the desired end of an activity).
This means-end relationship between project management activities and goals
aids model development as the concept of a project management goal can now
be used to anchor each activity at the point of its activation (thus indicating
what needs to be achieved through it, cf. Jungermann, von Ulardt & Hausmann
1983) and to test its execution at the point a which the activity has been com-
pleted (thus ascertaining whether it has been successfully carried out).

As we described in chapter 5, the particular project management activity
which a manager may consider most appropriate to carry out at any particular
time will depend upon the goal which the project manager wishes to prioritise.
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Table 51 named some typical project management activities, indicating the
goas which could trigger them, other goals which may be advanced through
their execution, and goals the achievement of which needs to be safeguarded
againgt potentially damaging side-effects of the activity. The purpose of table
5.1, in indexing the informal descriptions of typica project management activi-
ties given in chapters 4 and 5, was to set the agendafor the pre-formal model-
ling of each of these management activitiesin the way that will be described in
chapter 7.

Project management activities themsalves are carried out in the light of
information about the objects on which they have to operate. The required
information may have been the output of some previoudy carried out activity
or gained directly from, or through inferences made about, states of objects
within the project work system. Alternaively, it may reflect the states of
requirements (instructions, guidelines) from the project environment or it may
refer to states of resources (availability, characteristics) in the project environ-
ment. What information is needed by each project management activity, where
it should be found and retrieved, and stored again when transformed through
the operation of the activity, is thus an important issue in modelling the project
management process.

In order to address this issue in a consistent way in pre-formal modelling
of project management activities, a necessary first step is to precise the distinc-
tion between the active and passive dements contained in the informal scripts
which describe the reevant activities (provided in earlier chapters). In section
6.3.1, we introduce the net modelling conventions that will be used to examine
how this can be achieved. In section 6.3.2, we show how these passive and
active dements can be consgtently structured into pre-formal descriptions of
Project Management ACtivities, or PMACs, expressed at the required degree of
refinement?. Then, in section 6.3.3, we discuss what is involved in building
instantiations of a project management modd which have the capability for
dynamic smulation of complex project management processss. Pre-formal
descriptions of the rdevant PMACs serve as initial building blocks whose
specificationscan be further precised in order to permit dynamic process smu-
lation within the ingtantiation in which they are incorporated. In section 6.3.4,
we describe the role of externa constraints such as the implementation of a
project management methodology in shaping and guiding the instantiation of a
project management mode!.

+In th's book, ve wee the erm PMAC & refer o a pre-formally @ formally modeled ac-
tivity and preserve the term project management activity for an activity wi ch is only infor-
mally described.
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631 Net modelling techniques

The net modelling techniques we describe in this section dlow one to generate
the interna structure of any PMAC at whatever degree of refinement and preci-
son is appropriate in pre-formal and formal project management process
moddling and simulation. This generative approach to moddling has taken
some ideas from earlier generative modelling schemes such as the TOTE sys-
tems described by Miller, Gaanter and Pribram (1960) and Minsky’s Frame-
system theory (1977). However, these earlier accounts described pre-structured
units, while, in our approach, the interna structures of PMACs can be gen-
erated during the operation of the project management system. Our approach
can thus be considered evolutionary rather than static. Thisis in line with the
redity of project management practice. A non-evolutionary project management
modd would only make sense in the case where an dl-embracing and rigid
project management methodology is faithfully and davishly followed by the
project manager throughout al his activities. This case, we have argued, does
not hold for the mgjority of project managers.

The net modeling conventions we use are those appropriate for the
specification of both approximate and exact predicate-transition nets (Genrich
1986) athough, in this book, we give examples only of approximate net models
(Reisig 1985). However, a mgor extenson to the standard form of predicate-
transition modelling is made here. That is that, while predicates may be tested
as pre-conditionsand generated as post-conditions in the usud way, in our ver-
son o the moddling technique, they can aso be incorporated within an ingtan-
tigtion of the interna structure as it is developed within the PMAC. Hence,
predicates can serve both as passive dements transferred between PMACs and
as active dements within PMACs. This extenson to the standard predicate-
transition modelling techniqueis closaly related to that made for coloured Petri
nets (Jensen 1986) where predicates conditute expressions when they act as
pre-conditions for an activity, and congtitute functions when they are incor-
porated within the interna structure o the activity itsalf.

In addition, the ability of our modelling technique to express PMACs at
any required level of refinement can be expressed in terms of hierarchies in
coloured Petri nets (Huber, Jensen & Shapiro 1989). This is achieved through
representing subPMACs as subpages within the page hierarchy describing the
sructure o the refinements instantiated at the various levels in the current
coloured Petri net modd.

According to the fundamenta rule of net moddling (Petri 1982), anet is
generated by connecting two types of ements. places and links. In the gpplica-
tions of net moddling we will describe here, places are interpreted as states
of the project management model being generated, and links are interpreted as
the project management activities which effect transitions between these states.

A place is depicted as a circular symbol. It may carry tokens which are
individual objects with properties. The set of tokens on a place at any particu-
lar timeis cdled its marking. A place may have a legend (i.e., an informa
description in natural language) as an integrd part of it The legend given to a
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place should describe the state achieved through its marking. More formally, an
inscription on a place may be used to define the number or types of tokens
(which may carry predicates) which can lieon it.

The places in a place-transition net are connected through PMACs. These
links are shown as arrows where each arrow tail defines an exit point from a
place and each arrow head defines an entry point to a place. A rectangular box,
placed at the junction of arrowheads and arrowtails making up the link, may
contain a legend naming the function of the PMAC. More formally, an inscrip-
tion may be employed to define operations which are effected through activat-
ing the linkage.

In the interpretation of nets we use here to express PMACs and their rela-
tionships, the contents of a rectangular box describe the body of the PMAC.
Tokens are used to carry the predicates which instantiate the pre-condition
place linking into the body of the PMAC and the post-condition place linking
outwards from the body of the PMAC, as shown in figure 6.2.

Figure62 Linkage conventionsin net modelling of PMACs

|

Place which carries

Place which carries Body of the PMAC containing

information about legend describing the function information about .
pre-conditions for activation of the PMAC (this may be post—con_dm_ons resulting
of PMAC, expressedas precised and refined into a from activation of PMAC.
predicates net of subPMACs) expressed as predicates

The simplest tokens, used in state-transition nets are merely distinguished
by their presence or absence. For purposes of dynamic simulation in such a
net, boolean states may be defined as the markings for a place (i.e., states
defined in terms of predicates which evaluate to t if the place is marked by a
token and il otherwise).
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In predicatetransition net modelling, as employed here, pre-conditions
(activation conditions) for PMACs are tested as predicates on the properties of
the tokens which appear on the places which are linked inwards to the PMAC.
Activating the object may, in some net structures, lead to more than one (ater-
native) result. Here, predicates may be employed to determine which tokens,
with what properties, may mark which of the places linked outwards from the
PMAC, hence defining its post-conditions.

More complex tokens may carry denotative information describing their
enduring properties, or may carry information which reflects the history of the
transitions in which the token has been involved in the net. A complex token of
this type may be considered to be an instance of a class of tokens (predicates
defining project management states) which has a particular set of attributes on
which the information carried by each of itsinstances (i.e., tokens) is defined.

Like in board games, there may be several tokens with the same relevant
properties (expressed as predicates) on places marked in terms of pre-conditions
and post-conditions within the game (like pawns on a chessboard). Tokens can
only leave places at exit points and enter at entry points during the course of a
simulation. The only resmction for a link is that it must not have several exit
or several eatry points with the same place athough it may have both an
entry and an exit point with it.

During the course of a simulation, some of the places linked within the net
will alter their markings as tokens appear on or disappear from them reflecting
changes in project management model states within the net. A set of atera-
tions of markings which occur together is called an atomic change because it is
a specification of a change which is simple, that is, it cannot be decomposed
within the net any further into component specificationsof sub-changes.

The occurrence of an atomic change is subject to a rule of ¢hanget which
comprises two subrules:

= the enabling rule, prescribing the pre-requisites for the occurrence of an
atomic change, and

the occurrence rule, prescribing the effects of an occurrence on an
enabled atomic change.

Nets may be used for both approximate and exact descriptions of the
structural and dynamic properties of PMACs. The distinction between approxi-
mate and exact nets refers to different kinds of net models rather than to the
level of detail addressed in the model. Exact net modelling requires nets with
precisely structured inscriptions and the existence of a smct rule of change
whereas approximate net modelling need not specify a strict rule of change and
may use legends rather than inscriptions. A legend serves to explain the mean-
ing of a place or link in terms of the modelled world. It may usefully be
expressed in the natural language of the actua model builder. It is not

1 Section 23 of Richter & al (1987) give a detailed discussion of the rule of change with
ome specific examples.
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executable, and s0, can not influence the actua behaviour of instantiations of
the modd which incorporate the place or link to which it refers. For this rea
son, an goproximate net does not contain a proper soecification of how it may
be smulated.

However, an approximate net may be precised into an exact net through

(1) increasing the degree of structure in the legends on the places in the net
until they form a complete and coherent set of inscriptions which effects

the markings and atomic changes in the net. (Thisis achieved by precising
their logical content into predicates which can be ddlivered as tokens,
tested as pre-conditions and/or generated as post-conditions, as and when
gopropriate.)

(2) developingadtrict rule of change from the process congtraints described in
the legends on the trangitionsin the net. (Thisis achieved by precising
the rules of change which are implicit in these legends to specify the pre-
cise nature of the transformationseffected in terms of tokens produced and
consumed, and operations on entitiesaf the project data modd.)

6.3.2. Refinement of a PMAC

Figure 62 gave the coarsest possible view of the structure of a PMAC. This

gtructure needs to be refined M give a more detailed PMAC specification tem-

plate in order to dlow pre-forma descriptions of individua instantiations of

PMACs to be made The necessary refinement, shown in figure 6.3, employs

net modelling conventions to represent the basic structure of any PMAC as

comprising three active entities:

(@ apre-condition test of input predicates,

(b) afunctiona body consisting of a structure of subPMACs effecting opera
tions on entitiesinstantiated in the project data modd, and,

(c) apost-condition test of god achievement.

Three types of predicatesare input to the pre-condition test:

(D) thosein set P1 which result from previous PMAC use (that is, they have
been produced as post-conditions by other previoudy instantiated
PMACs),

(2) those in st P2 which reflect the values of current states of entities
modelled within the project data modelt, and

(3) asingle (boolean) input predicate which is marked (i.e., set true) when the
manager selects the PMAC as something he would like to do now.

1 Note that establishing the value of a typical predicate within this set. such as actual plan
is ready, may require an examination of the current values attached to states of a variety of
different etities represnted within the project data model such as tasks having been defined,
resour ces having being allocated to tasks, and soon.
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Figure 63: Thebasc PMAC structure
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The predicates which are output from the pogt-condition test of god
achievement refer exclusively to current project management modd states; their
only purposeis to serve as pre-conditionson subsequent PMAC activations.

In theory, of course, it would be possible to produce aso output PMACs
in a hypothetical set P2°, reflecting current (post-PMAC operation) states of the
project data model, but this would be very dangerousin practice. For example,
the predicate actual plan is ready might be output by one PMAC (e.g., actua
planning), and, sometime later on, be taken at its face value as input to the
pre-condition test of another PMAC (e.g., identify/predict discrepancies). In the
meantime though, the manager may have made some incomplete modifications
to his planning with the result that his actua plan is now under revision rather
than being ready.

The only redlly safe srategy here is to consume dl the predicates in set
P2 through the activation of the PMAC, and not to produce any. This means
that the values of predicatesin sat P2 will adways be computed on the basis d
the current state values of the relevant project data modd entities, rather than
being pre-set on the basis of possibly out-of-date values which may no longer
be accurate.

In chapter 7, we give pre-formd descriptions of the various PMACs
named in table 5.1 of chapter 5. For each, we describe, in generd terms, the
operations on the project data modd carried out within it. We aso name some
representative input and output predicates which serve as pre-conditions and
post-conditions, respectively, and identify the goals addressed in post-condition
tests within the PMAC. Then, in chapter 8, we show how the body of the
PMAC indicated in figure 6.3 may be refinedin terms of a structure of sub-
PMACs when generating specific instances o PMACs. However, the basic
(coarse) PMAC gtructure shown in figure 6.3 remains the same, regardless of
the level of refinement at which a PMAC is represented.

633 Building instantiations of a project management modd capable of
dynamic simulation

Pre-formal descriptions of PMACs can serve as "building blocks" which may
be linked together according to net moddling conventions to form project
management modd instantiations. These ingtantiations, when represented a a
sufficient level of precision, permit the simulation of project management
activities according to how and when they could actualy be carried out in the
project management system.

In developing project management model instantiations, it is usud to start
the modelling enterprise at the level of approximate nets as (i) their legends are
likely to be closer to the naturd language of the person supplying the relevant
knowledge concerning the functioning of the project management system (i.e.,
the project manager), and, (ii) they provide a clear and compact view of the
dtatic structure of the systemn components and their linkages. This is the
approach which we adopt in chapter 8.
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In developing instantiations where the capability for dynamic simulation is
required (as when, for example, the net will form a specification for the
automated part of a project management training simulation), the approximate
model may then be precised into an exact net at the appropriate level of
refinement?. This final stage in model development is difficult to achieve
solely on the basis of paper-based work, but is made much easier through the
use of interactive graphical tools for coloured Petri net model development and
simulation. Tools like Design/CPN (Albrecht, Jensen & Shapiro 1989) aready
offer interactive aids to net refinement, consistency checking and maintenance
of a subpage hierarchy. Facilities like these allow the model developer to test
the dynamic process simulation properties of instantiations of the project
management model as required during this stage of the model development pro-
Cess.

634. Therole df external constraints in instantiating the model

In theory, offering the project manager access to a full project management
model, comprising both processes and states, would provide him with the possi-
bility of generating instances of this moddl in exactly the form required for
managing his particular project (i.e., through identifying project management
activities at the desired level of refinement, specifying how they are to operate
and linking their activation through the pre- and post-conditions that have to be
met in practice). Taking advantage of this possibility would involve the
manager playing the role of the management expert. The resulting instantia-
tion would then be available to guide and constrain him in his activities in
managing the particular project in the manner indicated in figure 6.1. In prac-
tice, the management expert role is often performed by senior management
within the organisation, or by quality assurance personnel under their direction.

In the absence of comprehensive interactive support for project manage-
ment modelling of the type that will be described in the later chapters of this
book, the management expert role may not be fully exploited in practice. Not
much of the structure of the project management model may end up being gen-
erated in the integrated way which is appropriate for the management of a par-
ticular project. Instead, standards and pre-defined methodology to be followed
in managing the project tend to be prescribed piecemeadl in the project environ-
ment with the aim of regulating how and when particular management activities
should be carried out in operating on particular objects in the project work sys-
tem. The actual process of project management then becomes a matter of intui-
tion (seat-of-the-pants expertise) on behaf of the project manager, partialy

1 In practice, exact ¢ modelling is often donewith formal inscriptions,and informal text is
usd to provide legends in approximate net modelling. However, this does not always have to
be the case. For a net to bean exact or an appmximate model, it does not depend on whether
the language usad is formal or informal. Thus, termslike "formal nets' or "pre-formal nets' are
not quite appropriate to distinguish exact net models fmm approximate net models.
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congtrained by the prescribed management standardsand methodology.

Magjor problems can arise when the prescribed methodology is expressed
in terms of a fixed structure, Set in an organisational handbook, as discussed in
section 4.2.1, above. The project manager may then be only alowed to tailor its
prescriptions, rather than being encouraged to organise the project management
process in such a way as to meet the goals and standards of the prescribed
methodology. The reason usudly given is that the latter activity, based solely
on the manager's intuition, would defeat the methodology's intended purpose,
that is, impose a fixed view of what constitutes good project management prac-
tice The result is often that the manager is needlessdy over-constmined on
some of his activities, making contingency planning and creative management
solutions difficult, while being left entirdy to his own devices in regard to
other activities where some (non-prestructured) methodologica guidance would
have been hepful.

Within our approach to moddling the project management process we
have described so far, externaly prescribed management methodologies may be
viewed as a set of partial constraints on project management modd instantia-
tion, serving to regulate the conditions under which particular management
activities may be executed (according to the ingtantiation), shaping the project
management process so that it conforms to the spedific, current requirements
for "good management practice'. Thus, some of the pre-conditionsfor particu-
lar management activities may be used to reflect constraints imposed by senior
management while others may be fixed a prwn by the manager himsdf, acting
in a management expert role. Conversdly, the interpretation of the prescribed
methodology in actual project management practice is achieved through the
way the instantiated pre-conditions shape the project management process
throughout the execution of the project.

64. Development of the project data model

In section 6.1.3, we contrasted the generative approach taken in project
management modd development with the generic approach to be employed in
project data model development. In the find part of this chapter, we describe
how we follow this approach, starting in section 6.4.1, where we define the
scope of the project data mode in terms of what can be "seen” through the per-
spectives that we identified in chapter 5 to identify the entities that will
comprise the generic core of the project data modd. Then, in section 6.4.2, we
show how entity-relationship modelling conventions (Chen 1976, 1980) can be
used to develop class specificationsfor the entities represented in the project
data modd. The resulting specificationsfor al the entitiesin the generic core
of the project data modd are presented in chapter 10+. We aso indicate how

t There ae many published variants of entity-relationship modelling conventions, and no
single gandard for them. The conventions we will use are designed to maintain consistency
with the conventions used in net modelling.
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an ingtantiation of any part of the project data modd can be developed through
creating instances of entity classes, assigning values to their intrinsic properties
and relating to instances created in other entity classes. In chapter 10, we will
provide a detailed example of how the ingtantiation process is actually con-
trolled through the operations defined within a specific PMAC.

In this book, we give detailed specifications only for entities within the
generic core of the project data model, thus presenting in a pre-structured way
the pat of the modd which could reasonably be employed by a modeller, a
project manager, Or even a project management support system, across a wide
range of projects, given the way they are managed in a wide variety of organi-
sations. However, in the context of managing any particular project in a partic-
ular organisation, the generic project data modd is likely to need to be
tailored, that is, additional context-specific entities would need to be added to
the generic core and the specificationsof some of the core entities would need
to be revised to meet the precise information needs of the project manager and
to match the language he wishes to employ in describing project data modd
entities.

We do not discuss the generic modd tailoring processin any detail here,
but merdly remark that it should involve the use of the same entity-relationship
moddlling concepts as those described and illustrated through the examples
employing core project data modd entities which we give in section 642 and
chapter 10 of this book. It must be barn in mind, however, that the resulting,
tallored, project data mode should be considered to be context-specific and,
thus, no longer generic. Moreover, great care must be taken to ensure that the
tailoring process does not introduce inconsistencies between specifications of
the project data modd entities defined within PMAC operations and the
specifications of the entities with the same names in the tailored project data
model on which the PMACs now operate. Project data mode entities like Task
may be the subject of operations defined within many different PMACs, and
tailoring their specification will necessitate a revision of the relevant operations
in &/l of the many PMACs involved.

6.4.1. Defining the scope of the project data model

In section 5.2, we described four reference perspectives commonly adopted by
project managers in describing objects of interest in the project work system
and the project environment. These four perspectiveswere identified as:

(1) the project function perspective, which relates to the function of the pro-
ject asawhole

(2) the activity perspective, which relates to the work which needs to be car-
ried out within the project to achieveitsam;

(3) the time and resource perspective, which relates to resource aspects of
the project in terms o time and in terms o the physica resources which
are instrumental to achievingthe am of the project; and,
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(4) the personnd perspective, which relates to the concerns of human
resources, viewed as human beings working in various roles.

Each perspective helps in identifying and providing a structured view on the
objects which need to be represented by the specification of entities in the pro-
ject data model, as they will be the subject of the manager's activities and
hence of operations modelled within PMACs.

We do not propose, however, to build separate parts of the project data
model, each comprising those entities which can be seen in a particular per-
spective. Just as different perspectives result from adopting different viewpoints
on the same real world of the project work system and the project environment,
SO may perspectives offer virtual views on the set of entities, and the relation-
ships between them, which constitute the project data model. Not all the entities
in the project data model will be visible in each of the perspectives adopted by
the project manager, but many of the entities will be visible within more than
one perspective, though different attributes of an entity will be revealed in
different perspectives.

Thus, in scoping the project data model, we will be interested in charac-
terising each of its constituent entities in termsof all the attributes (properties
and relationships) which it may be seen to possess as a result of adopting all
the perspectives taken by the project manager.

The resulting project data model will, of course, be more complex than
would be an equivalent model of what could be seen through taking any single
perspective on the project work system and the project environment. This, in
itself, creates a problem for the project manager when reviewing the contents of
the project data model: human beings cannot apprehend highly complex
representations in their totality due to their inherently limited capacity for pro-
cessing information (Miller 1956). If they are to gain a full understanding of
complex representations like those built in project data modelling, they need to
be provided with a coherent and consistent set of structured partial, and, hence,
less complex, views on any such representation (Larichev, Moshkovich &
Rebrik 1988). Moreover, each of these views needs to be structured in a way
that isintuitively understandable by the viewer (i.e., the project manager), and
to employ language and representation concepts which are familiar to him
through his transactions with the real world objects represented by the entities
viewed (Larichev 1984).

Hence, it makes sense to develop means of viewing complex representa-
tions of project data model entities in perspective. In later chapters, we will
examine how this might be achieved in practice. Here, though, we should
remark that the complex entities viewed in perspective will be virtual entities,
each of which is synthesised as a collage of partial descriptions (i.¢., involving
some, but not all, of the atuibutes of one or a number of different entities
which are specified in the project data model). Any such virtual entity will
not, in itself, have a denoted, specific identity within the project data model.
Instead, it is temporarily synthesised for the sole purpose of being viewed
within the perspective on the project data model which is currently adopted by
the project manager.
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6.4.2. Entity-rdationship modelling of project data

For any entity modelled in a pre-formal way within the project data model, the
entity-relationship modelling conventions we employ are as follows.

An entity classis represented by a circle drawn with a heavy outline, with
the class name (given to each instance within the class) inscribed inside the cir-
cle. Nested circles represent specialisations of the entity class into subclasses.
The inscriptions within the nested circles then describe the nature of each speci-
alisation. As an example, figure 6.4 shows the project data model class entity
Resour ce with its specialisation Human resour ce nested within it.

Figure 6.4: Nesting of entity classes

I Resource *® Name :

Qualifications

An entity class may have any number of class attributes attached to it
Each attribute should characterise, to varying degrees and with various va ues,
al the instances of the project data model entity with the given class name.

Attributes are divided into two types. property atmbutes, which describe
intrinsic characteristics of the entity class, and relationship atmbutes, which
define the way in which instances in the entity class may be related to particu-
lar instances of another entity class within the project data model.

Attributes are represented by segments attached to the circle defining the
class to which they apply. In the case of a property atmbute, the segment is not
oriented towards any other class and so is shown as terminating at the class on
which it is defined. For example, in figure 6.4, Name is an attribute of the
Resource entity class: it can take on different values for different instances
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within the class, but each value will identify the (specific) name by which that
Resourceinstanceis called.

The atribute qualifications is shown in figure 64 as a propety of
Human Resource, but not of Resource in generd. This implies that human
resources may have their own individual names and qualifications represented
within the project data model, but that other (hon-human) resources represented
within the project data modd may have their own individua names, but not
qualifications, represented (at leest, not within the generic project data modd,
as not many organisations and ingtitutions currently are in the habit of confer-
ring qualificationson machines, etc)t.

Figure 65 gives an example of two entity classes liked through oriented
segments. There, the entity class named Task is shown as having the property
atributes description, actual start date and planned end dare. It is aso
shown as having the relaionship attribute produces, indicated by a segment
oriented towards the entity class named Product. The cardinality of the rela
tionship between particular ingtances in a pair of classes may be one-to-one,
one-to-many or many-to-many. In figure 6.5, the double arrow on the relation-
ship atribute oriented towards the Product entity class indicates that many
Product instancesmay be produced by a single Task instance.

Figure 65 Partial definition of the Task and Product entity classes

Is produced by Produces

Description :
L
\

Planned end date:

T Note, however, that all the examplesgiven in this chapter show only a subset of the attri-
butes which are defined for each entity dassin the generic project data model. A more exten-
sive list of the property attributes that may be defined for each entity class is given in the
specification of that entity class in chapter 10.
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The reciprocal relationship which may exist between Product and Task
instances is dso indicated in figure 6.5: the entity class named Product is
shown as having the relationship attribute is produced by oriented towards the
entity class named Task. However, the single arrowhead on the segment
oriented in this direction indicates that any Product instance is produced by a
single task, dthough which Task instance produces which Product instance
(and vice versa) is not defined until the particular instances are created and
linked.

Ingtantiations of entities are shown in the same formalism as the entity
classes. We digtinguish here the representation of particular instancesfram that
o the entity class to which they beong by drawing the circles which define

instances with a light outline, rather than a heavy one, as illustrated in figure
66.

Figure6.6: Exampleof an instantiation of Task and Product entities

Instance #15

\ Description :

incident logging
system

/ \.. Is produced by Produces I/
[ : Product |
| Instanca #17 \ instance #26 /

Actual Start date :
1 April 1990 -

Planned end dale :
30 April 1990

In the example shown in figure 66, a particular instance of the Task
entity class has been created. It has been given the identifier #17, but this
identifier has no intrinsic meaning: its purpose is smply to supply the instance
with a unique means of identification which will distinguish it from al the
other ingtances which may be created within the same entity class.

The pmperty attribute description has been given the vdue "develop
evauation schema'; actual start date has been given the value "1 April 1990
and planned end dare has been given the value "30 April 1990". In fact, it is
not mandatory to give each attribute a vaue a the moment an instance is
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created; attributes of instances can exist with their values "undefined". Existing
values assigned to an instance's property attributes can be changed without hav-
ing to create a new instance of the entity.

In figure 6.6, the relationship attribute produces has been assigned mvo
values: it points towards Product instance #15 and towards Product instance
#26. This is permitted here, as the cardinality of the Task produces Product
relationship was defined as one-to many?.

To find the meaning of Product #15 and Product #26 (i.e., to find out
what may be produced), we can examine the values currently assigned to these
instances of the Product entity class. This examination reveals that the descrip-
tion property of Product instance #15 has been assigned the value "incident
logging system”, and that the description propeny of Product instance #26 has
been assigned the value "evaluation questionnaire". Thus, the example instan-
tiation shown in figre 6.6 has modelled the fact that, in the view of the person
who made the instantiation, that is, the project manager,

the task thet is described as “develop evduation schemd' produces the product

described as "incident logging system”. It dso produces the product described as

"evauationquestionnaire”. ,nr VS 14
Similarly, this instantiation has modelled the reciprocal fact that, in the view of
the project manager,

the product described as "incident logging system™ and the product described as

"evdudion questionnaire’ are both produced by the task described as "develop

evauation schemd'.

It is important to remember that, in building the entity class definitions shown
in figure 6.5 and in making the instantiation shown in figure 6.6, the process
by which Task instance #17 produced Product instances #15 and #26 was not
and, indeed, could not be modelled in following the entity-relationship approach
in building the project data model. The presented examples organised informa-
tion about what may be produced by the task described as "develop evaluation
schema, but not about how this may be achieved.

This limitation is a general feature of entity-relationship modelling where
attributes indicate the relationships which nay be effected between instances of
entity classes but there is no means of providing dynamic simulation capabili-
ties which would reveal how and when a particular process, if activated, would
actualy effect the transformation or transition indicated in a particular relation-
ship between particular instances. This isin contrast with exact net modelling
which, as we described in section 6.3.1, does offer this capability (Reisig
1986).

However, as we discussed earlier, this limitation of entity-relationship
modelling does not matter to the project manager as he is interested only in
information about stares of the project work system and the project

1 In order to maintain coherencein the indantietion d the project data modd, these two in-
gances of the Product entity dass would have to be created at the time they were linked toin-
dance #17 of the Task ettty dass if they dd nat exist aready.
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environment, which are interpreted here in teerms of values assigned to attri-
butes of instances of entity classes in the project data model. The processes
which actually effect the trangtions between those states are not his responsibil-
ity, and thus lie outside the concern of our project data modelling enterprise.



Chapter 7

Pre-formal description
of project management activities

As described in the previous chapters, a project management activity is con-
strained both by the goals the manager wants to achieve through it and by what
needs to be done by him at the current stage the project is in. Thus, a project
management activity includes a stable referent to its understanding (ie., a
specific goal which does not vary in its aim) and a variable referent (i.e., the
phase of the project) which affects what needs to be taken into account in car-
rying out the activity, what information needs to be collected by the project
manager before he can carry it out, and such like. For example, planning before
the project has started is based on a rough knowledge about the software sys-
tem to be developed, and the outcome of the manager's planning is itself coarse
and general. On the contrary, re-planning necessitates a great deal of informa-
tion on the project's progress up to that point so that the revised plan will han-
dle the problems encountered with the plan it replaces.

Table 7.1 relates the project management activities we discussed in
chapters 4 and 5 to the project management phases during which they are most
typically carried out Like table 51, which related the same list of project
management activities to the project management goals that they may achieve
or subvert in the process of their execution, table 7.1 is descriptive, rather than
prescriptive. The indication in table 7.1 that a PMAC may be activated in a
particular phase should not be taken to imply that it #as 1O be activated in that
phase. It may be advisable to do o, in general, but a particular project or a
particular management methodology used may not require it.

However, in developing pre-formal descriptions of project management
activities, the notion of project management phases, on its own, is insufficient
for forming a basis for such descriptions. Taking a phase-approach could indi-
cate only which PMACs should be carried out in a particular phase before that
phase is completed. It would not indicate whether the preconditions are
appropriate for activating a PMAC (i.e., depending on the full complexity of
the current state of the project, not just which phase it isin), and would not
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take any regard of the post-conditionsof particular activities which contribute
to indicating which PMACs may be carried out next. As such, a purely phase-
driven gpproach might, in theory, meet external requirements (i.e., those from
the manager's superiors, the client, and the project team) in terms of what may
be expected to be produced by theend of a particular phase. It would, however,
take no account of the fundamenta management requirement interral to the
project, which is to choose the mogt appropriate PMAC, given the current
manageria god and state of the project.

Table 71 Summary of the relationships between phasesand PMACs

Key to table:

Phase1 Taking over the project
Phase2 Initial planning
Phase3 Launching the projet
Phase4  Running the project
Phase5 Closingthe prgett
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We have argued in previous chapters that taking a purely external view on
the manager's activities and their results excludes the possibility of developing
adequate criteria for testing the success of either anticipated or actualised
management activities. For example, the mere production of a project plan,
indicating the completion of the initial planning phase of the project, is, on its
own, a misleading criterion for assessing the success of a planning activity.
Instead, it is aso necessary to determine that the contents d the plan satisfy
al those directly or indirectly involved in the project, in other words, that the
planning activity has achieved the management goa set for it Hence, it is
important to test for goal-achievement, not merely phase-achievement, in
evaluating the success of any management activity.

In developing an instantiation of the project management model from
scratch, one would start from a particular goal and a particular phase-context
and generate the PMAC which best reflects the desires and capabilities of the
manager to act effectively on the project work system, given this goa and
phase-context. However, actua software development project management prac-
tices are not entirely idiosyncratic. That is, the constraints set by goals and
phases are fairly stable in coarse terms, and the PMACs developed to act as
means to particular ends often contain similar patterns of operations (at least,
when viewed at a coarse level of refinement).

In practice, project managers use a mixture of PMAC generation tech-
niques and PMAC selection and tailoring techniques. In the latter case, the
PMACs selected would have been modelled a priori (at least, in part) in some
kind of pre-formal way. For instance, following a standard management metho-
dology may involve the selection of a PMAC which is partially pre-structured
to represent the constraints and prescriptions imposed by the methodology. The
project manager's task would then be to tailor the pre-structured parts or gen-
erate additional parts to meet current circumstances without infringing the pre-
defined methodological constraints.

This dtrategy is quite common in the case of PMACs dealing with, for
example, standard planning or setting up monitoring procedures, but is less in
evidence in the case of PMACs where greater flexibility isrequired. Thisis the
case with PMACs entailing a high degree of uncertainty about the nature and
sequencing of consistent operations which will enable their successful comple-
tion and, correspondingly, a priori rather than on a contingency basis, the low
degree of control that a manager can have over their results. This kind of flexi-
bility is usually reguired in PMACs which are carried out a the boundary of
the project management system with other systems, involving transactions
between the manager and other systems (other managers in the contractor
organisation, the client organisation, project team members, and so on). Typical
examples of boundary-spanning PMACs are all those which involve negotia-
tion (e.g., negotiating changes or resources) or unstructured interactions (e.g.,
handling team problems).

Other PMACs, however, can be considered as purely internal in the sense

that, although their execution may need information from other systems (e.g.,
on progress of work), carrying out the activity does not necessitate any
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transaction with other systems once this information is available to the
manager. Typical examples of such PMACs are those which focus on project
planning and reporting. It is true that, in PMACs of this kind, the manager will
also need to have a view of other systems which will be affected by his activi-
ties or which will be the recipients of their results in order to ensure that these
results will be satisfactory to them. However, the responsibility for their out-
come (and, hence, possibility for executive control) lies entirely with the project
manager.

In general, internal activities present the manager with a lower degree of
uncertainty about how to control their outcomes than do boundary-spanning
activities (White 1986). In the execution of boundary-spanning activities, the
manager has control only over his own behaviour and may have precious little
knowledge of the potential behaviour of the other system with which he has to
interact during the execution of the activity. Uncertainty about the intentions,
actions and responses of other people with whom he must transact is likely to
be high, and this may constitute a serious threat to the effective management of
the project. This is particularly true of boundary-spanning activities involving
transactions with the client or other managersin his own organisation.

In contrast, the project manager can exercise his executive power over the
project work system to control the outcome of his transactionswith this system.
This can reduce the uncertainty involved in those boundary-spanning activities
where the boundary is located between the project management system and the
project work system. However, the way in which he chooses to exercise this
control can foster or deter progressin the project in the way we have discussed
in sections 4.2.4.1 and 5.1.2.4. For example, an authoritarian style of manage-
ment reduces this kind of uncertainty virtually to zero but it also is likely to
engender a great deal of dissatisfaction and resentment within the project team
This, in turn, may lead to grave problems for the project.

In summary, as the success or failure of boundary-spanning activities is
predicated on the success or failure of manageria transactions with other sys-
tems over which the manager has no control, the refined, local, structure of
PMACs modelling these activities is much more fluid than for internal activi-
ties much depends upon ad hec refinements to generate local procedures to
respond to contingencies. In such cases, the internal structure of the relevant
PMACs (detailing which operations will be carried out on what project data
model entities under what conditions) is usualy generated afresh on an ad koc
basis to handle each situation as it arises.

Hence, for boundary-spanning PMACs, the pre-formal descriptions given
in section 7.1 should only be taken as a guide for what a typical PMAC of this
type might involve. In chapter 8, we do not discuss typical refinementsfor any
of these types of PMACSs, as, for them, there is no such thing as a typical
refinement. In chapters 8 and 9, we discuss the further refinement of the stan-
dard planning, analyse risks, actual planning, set up monitoring procedures,
and identify and predict discrepancies and exceptions PMACs. The intemal
structure of each of these PMACs is more likely, in practical applications, to be
selected and tailored (at least at the fairly coarse level described in chapter 8)
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rather then generated from scratch. So, it is more reasonable to describe these
PMACsin termsaf typica refinements.

7.1. Descriptionsof typical PMACs

In developing pre-forma descriptions of typica project management activities
{i.e., PMACs), we took into account our informal descriptions of management
activities in chapters 4 and 5, together with the conventions for PMAC modd-
ling described in chapter 6, and the ditinction between boundary-spanning and
internal project management activities described in the previous section.

The pre-forma description of each of the typicd PMACs which will be
described in this section is organised according to:

= itsfunction, that is, what it purportsto achieve;

" itshype, defining whether it is a boundary-spanning or internd activity;

- the typical input predicates to the pre-condition test. Those input predi-
cates which are marked ® will usudly be required to have the value
shown for the pre-condition test to pass and the PMAC to be activated.

- thetypical output predicates which are produced as a result of its activa-
tion. Not al the results (i.e., changes in instances of the project data
model) will necessarily be reflected in output predicates. The main func-
tion of output predicatesis to hold information about the results achieved
through the activation of this PMAC which may subsequently serve as
useful input to other PMACs.

- the principa operations carried out within it (i.e., the process by which it
is carried out, thereby operating on entities in the project data modd and
transforming input predicatesinto output predicates);

- the perspectives which may be employed to view the entities on which
the PMAC operates within the project data model; and,

- the goals addressed in the post-condition test which indicates whether the
purpose of the activity has been met or not (the first god listed being the
triggering god).

In the descriptions of the PMACs that follow, we have identified typical,
rather than mandatory, input predicates for eech PMAC. In any particular
modelling application, which of these predicates will be specified for evaua
tion within the PMAC's pre-condition test will depend on

(1) the precise nature of the operations specified in refining the PMAC's inter-
nd structure, and,

(2) the congraints imposed by any prescribed project management methodol-
ogy which seeks to achieve "good project management” by ensuring that
the particular PMAC is only carried out when the pre-conditionsexist for
its activation to yield successful results, seen in the wider context of
sequencesof PMAC usein the overall process of managing the project.
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The nature and sources of these predicates will be examined in more detail in
section 7.2

It isimportant to bear in mind that the PMACs listed below do not consti-
tute a fully comprehensivelist of all the potentia activities a project manager
may need to carry out to fulfil his responsibilides. They smply represent a
reasonably good sample of PMACs which, taken together, address much of the
range and complexity of the work of a project manager. As such, they are
designed to provide a starting point for the moddling of particular management
activities in a more refined way. In chapter 8, we will show how such
refinement may be achieved for some of the PMACs which are described pre-
formally here. The pre-forma descriptionsfor each of the PMACs identified in
tables5.1 and 7.1 are listed below aphabeticaly.

Actual planning (detailed in section 8.3)

Function: to plan on the basis d knowledge about actualy available resources
to the project a any particular time.

Type: internal.

Typical input predicates. standard plan is avalable@, resources committed are
known®; calendar is known@, risk adviceis available; cost, duration and
effort estimation models to be used are defined, resource skill profileis
avalable.

Typical output predicate: actua plan is reedy.

Principal operations carried out within PMAC: coordinate tasks with calen-
dar, control dlocation o defined, individual resources across time; test for
adequecy of the actud plan.

Per spectives employed: activity; time and resource; personnd.

Goals addressed in post-condition tests. create and implement a project plan;

satisfy externa stakeholders, maintain relationship between plan and red-
ity; facilitate project work; advance technica expertise.

Analyse risks (detailed in section 82)

Function: to andyse therisksof the project

Type: interndl.

Typical input predicates. project has been initialised®; product requirements
are available@, risk modd is available@;coarse standard plan is available;
feasihility study results are available; information on previoudy archived
projects and case studies are available.

Typical output predicate: risk advice is available @i.e., project risk profile is
available together with itsimplicationsfor management).

Principal operations carried out within PMAC: organise information on pro-
ject risks into project risk profile; coordinate risk profile patterns with risk
management rules, test adequacy of risk anadysis;, coordinate information
needs with information available from organisational sources.
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Per spective employed: project function.

Goal addressed in post-condition fests: clarify extemal requirements; satisfy
external stakeholders; facilitate project work.

Anticipatefuture use of project

Function: to decide on what parts of the experience of the current project need
to be used for future projects.

Type: internal.

Typical input predicates. management reports are avalable@; lists of
confirmations, exceptions, and remedies are available; lists of cost, effort
and duration estimates are available; information on the project and its
environment is available.

Typical output predicates: materiad from the project to be archived is
identified, future uses of material from the project are defined.

Principal operations carried out within PMAC: organise confirmations and
exceptions; coordinate exceptions with remedies; coordinate estimates with
monitoring results.

Per spective employed: project function.

Goals addressed in post-condition tests: advance technical expertise; advance
project management expertise.

Confirm requirementsand ddiverables

Function: to gain acceptance of the specification of the requirements and of the
timing of extema deliverables as developed during the use of standard
planning and actual planning PMACs.

Type: boundary-spanning.

Typical input predicates. product requirements are available@; list of deliver-
ables is available®; standard plan is available; project risk advice is avail-
able; organisational priorities, constraints and objectives are known; pro-
duct design information is available.

Typical output predicates. requirements and deliverables are confirmed; list of
externa stakeholders to communicate with is available; acceptance criteria
are defined, information related to the requirements of the stakeholders is
organised.

Principal operations carried our within PMAC: coordinate product require-
ments with project deliverables; organise reporting to stakeholders.

Per spective employed: project function.
Goals addressed in post-condition tests. clarify externa requirements; satisfy

external stakeholders; create and implement a project plan; maintain rela-
tionship between plan and reality; facilitate project work.
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Debriefing of project team

Function: to gain information about team members experience from the pro-
ject

Type: boundary-spanning.

Typical input predicates. actual plan is available; reports from team members
are available lists of confirmations, exceptions and remedia actions are
available.

Typical output predicate: information about team members performanceis
related to particular situationsin the project for future use

Principal operations carried out within PMAC: organise reports and scenarios
provided by team members, coordinate to specific instances.

Per spectives employed: project function; personnd.
Goals addressed in post-condition tests. advance technica expertise; advance
project management expertise; satisfy external stakeholders.

Design working environment

Function: to enable the project team make bet use of working conditions
when working on the tasks described in the project plan.

Type: internal.

Typical input predicates. standard plan is available®; resource skill profile is
available, product requirements are available; personnel requirements for
working conditions are known; project risk adviceis available; resources
availahiiities to the project are known.

Typical output predicates. working conditionsare established.

Principal operation carried out within PMAC: coordinate task requirements
with resource skills/preferences.

Per spective employed: personnd.

Goals addressed in post-condition tests: facilitate project work; satisfy exter-
nal stakeholders.

Develop case studies

Function: to create case studies from experience gained in the current project
for purposes of future organisational use and learning.

Type: interndl.

Typical input predicates: standard plan is available®; actud plan is avail-
able@; project risk advice is available®; lists of confirmations, exceptions
and remedial actions are available®; materid from the project to be
archived is identified; working conditions are established; information on
the project and its environment is available; reports from team(s) are avail-
able

Typical output predicate; case studies are reedly.
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Principal operations carried out within PMAC: organise project progress
information into episodes; coordinate episodesinto stories.

Perspectives employed: project function.

Goals addressed in post-condition tests. advance project management exper-
tise; advance technical expertise.

Diagnose and remedy exceptions

Function: to diagnose exceptions (i.e., severe discrepancies) and choose a
course of remedid action.

Type: interndl.

Typical input predicates: list of exceptionsis available®; actual plan is avail-
able@; product requirementsand project risk advice are available.

Typical output predicate: potentia remedial actions are defined.

Principal operation carried out within PMAC: coordinate diagnoses with
remedies.

Perspectives employed: project function; activity; time and resource; personnel.

Goals addressed in post-condition tests: maintain relationship between plan
and redity; facilitate project work; clarify externa requirements; satisfy
external stakeholders; create and implement a project plan.

Handle team problems

Function: to handle organisational problems of the team whether occurring
within the team or between the team and external stakeholders.

Type: boundary-spanning.

Typical input predicates: complaints and problems are known (information
from team member9@, lists of confirmations, exceptions and remedia

actions are available management and technica reports are available;
working conditionsare established.

Typical eutput predicates. list of remedies to the problemsis ready; working
conditions are changed.

Principal operations carried out within PMAC: organise reports; test
remedies.

Per spective employed: personnd.

Goals addressed in post-condition tests. facilitate project work, maintain rela-
tionship between plan and redity; create and implement a project plan;
satisfy externa stakeholders.

Handover results
Function: to ddiver the productsaf the project to the project environment.

Type: boundary-spanning.
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Typical input predicates. product to be handed over is completed@,
corresponding project and product documentation is available (as indicated
through list of confirmations).

Typical output predicates. product is handed over, product documentation is
ddlivered.

Principal operations carried out within PMAC: organise results of project;
coordinate produced deliverableswith planned deliverables.

Per spective employed: project function.

Goal addressed in post-condition tests: saisfy externa stakeholders.

Identify/predict discrepanciesand exceptions (detailedin section 85)

Function: to identify and predict deviationsfrom the plan given the results of
monitoring and assess the severity of discrepancies.

Type: interndl.

Typical input predicates: actua plan is activated®; entities to be observed and
reported on are identified@; estimates of effort, cost and duration are
available®; risk adviceis available; monitoring proceduresare established.

Typical output predicates. missing reports are identified; lists of confirmations
and exceptions are avalable.

Principal operations carried out within PMAC: control timed reporting; coor-
dinate planned and reported values for relevant entities in the project data
model; control forward tracking as effectsof identified discrepancies.

Per spectives employed: project function; activity; time and resource; personnel.
Goals addressed in post-condition tests: maintain relationship between plan

and redlity; facilitate project wor k; satisfy externd stakeholders; create and
implement a project plan.

Negotiate changes

Function: to negotiate changes in the project with externa stakeholders
brought about through simulating or implementing a project plan or by the
need to clarify the requirements to the project.

Type: boundary-spanning.

Typical input predicates. proposed changes and reasons for proposed changes
are avalable (e.g., lists of exceptions, remedies)@; product change control
procedures are available@; organisationa objectives are known; product
requirementsare available; list of deliverablesis available; product design
information is avalable.

Typical output predicates; product requirements are reviewed; product design
is changed as agreed; revised list of deliverables (if any) is available.
Principal operations carried out within PMAC: organise issues to be nego-

tiated; coordinate product requirementswith project ddiverables.
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Per spective employed: project function.

Goals addressed in post-condition tests: maintain the relationship between
plan and redlity; clarify externa requirements, satisfy external stakehold-
ers; create and implement a project plan; facilitate project work.

Negotiate resources

Function: to negotiate the amount and type of resources assigned to the project
by the contractor organisation and the client.

Type: boundary-spanning.

Typical input predicates: (coarse) standard plan is available (with estimates of
required resources)®; required resource skill profile is known®; organisa-
tiona objectives are known; product design is ready; information on
resource pool is available.

Typical output predicate: actual resources available to the project are known.

P ncipal operations carried out within PMAC: organise product require-
ments; organise reports, coordinate reports, requirements and resources
offered.

Perspectives employed: activity; time and resource; personnel.

Goals addressed in post-condition tests: maintain relationship between plan
and redlity; satisfy external stakeholders; create and implement a project
plan; facilitate project work.

Negotiate working conditions

Function: to negotiate working conditions for project team with the client and
the contractor organisation.

Type: boundary-spanning.
Typical input predicates: actual resources (potentially) available to the project

are known®; working conditions are established@; information on the pro-
ject and the project environment is available.

Typical output predicate: working conditions are agreed.

Principal operations carried out within PMAC: control project requirements
with available resources; control personnel requirements with task require-
ments.

P(ralrspectives employed: project function; personndl.

Goals addressed in post-condition rests: facilitate project work; satisfy exter-
nal stakeholders; create and implement a project plan.

Project archiving
Function: to archive project information for future use.
Type: internal.
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Typical input predicates. management reports are available®; material from
the project to be archived is identified®; product and project documenta-
tion (referenced through list of confirmations) is available; future uses of
material from the project are defined; information on the project and the
project environment is available; project risk advice is available; case stu-
dies are available.

Typical output predicate: project is archived.

Principal operation carried out within PMAC: organise project documenta-
tion.

Per spectives employed: project function; activity; time and resource; personnel.

Goals addressed in post-condirion tests. satisfy external stakeholders; advance
technical expertise; advance project management expertise.

Project initialisation
Function: to collect al information related to the project from activities that

preceded the establishment of the project and document al information
(e.g., initial requirements, contract).

Type: internal.

Typical input predicates: information on the contract and the initial require-
ments (i.e., work definition) is available@; management methodology and
standards to be employed and constraints on budget and resources are
known (from project environment).

Typical output predicate: project is initialised; estimation and risk models to
be used are defined; standards to be used are defined (e.g., for monitoring,
quality assurance, reporting, documentation); initial requirements are
defined.

Principal operation carried out within PMAC: organise the information col-
lected into a project file.

Per spective employed: project function.

Goal addressed in post-condition zeszs: clarify external requirements; facilitate
project work.

Publicise project
Function: to make external stakeholders aware of the project and its progress.
Type: internal.

Typical input predicates: list of contacts is available@; product requirements
are known; information requirements of external stakeholders are known.

Typical output predicates: list of publicity actions to be taken is available;
presentations are prepared and given.

Principal operations carried out within PMAC: coordinate stakeholders
requirements with project anticipated and completed deliverables; organise
presentations.
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Perspective employed: project function.
Goal addressed in post-condition tests. satisfy externa stakeholders, maintain
relationship between plan and redity.

Quality assurance planning

Function: to safeguard the quality and standard of project deliverables.

Type: internal.

Typical input predicates: quality assurance, documentation, and reporting Stan-
dards are available@; product acceptance criteria are known®; product
requirements are available@, information on the project and the project
environment is available; coarse standard plan is available; project risk
adviceis available.

Typical output predicates: quality control procedures are defined, quality
assurance plan isready.

Principal operation ca ed out within PMAC: coordinate quality assurance
standardsvith required quality control procedures.

Perspective employed: project function.

Goals addressed in post-condition tests: maintain relaionship between plan
and redlity; satisfy external stakeholders, facilitate project work.

Report on progress

Function: torgurt to externa stakeholderson the progressof the project.

Type: interndl.

Typical input predicates: list of contactsis available®; states of deliverables
(in preparation, finished, acknowledged) are known@, list of confirmations,
exceptions and potential remedia actionsis available.

Typical output predicate: report on progressis prepared.

Principal operationsca ed out within PMAC: coordinate planned state with
actual state of tasks, resources, €c.; organise reports.

Per spectives employed: project function; activity; time and resource; personnd.

Coals addressed in post-condition tests. satisfy external stakeholders, main-
tain relationship between plan and redlity; facilitate project work.

Set up change control procedures

Function: to provide the procedures for controlling the introduction of changes
in the product requirements.

Type: internal.

Typical input predicatep; standards for change control procedures are avail-
able@ information on the project and the project environment is available;
coarse Standard plan is available; project risk advice is available; product
requirementsare available.
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Typical output predicate: change control procedures are. established.

Principal operation carried out within PMAC: coordinate change control pro-
cedures with anticipated changesin the product requirements.

Per spective employed: project function.

Goals addressed in post-condition tests: facilitate project work; satisfy exter-
nd stakeholders; maintain relationship between project plan and redlity.

Set up liaison
Function: to establish and maintain communication links with externa stake-
holders.

Type: boundary-spanning.

Typical input predicate: list of contactsis available®,

Typical output predicate: communication channels with the project environ-
ment are established.

Principal operation carried out within PMAC. organise project communica
tion needs with key stakeholdersand contacts.

Per spective employed: project function.

Goals addressed in post-condition tests: facilitate project work; clarify exter-

nd requirements, satisfy externad stakeholders, maintain reationship
between plan and redity.

Set up monitoring procedures (detailed in section 8.4)

Function: to st up an observation and reporting structure in such a way that
information made available through direct observation or reports on partic-
ular nodes in this structure can be compared with the anticipated values at
equivaent nodesin the planned project work system.

Type: internd.

Typical input predicates. actua plan is available®; monitoring standards are
available®; project risk adviceis avalable.

Typical output predicates: monitoring procedures are established (referenced
through time-linked monitoring predicates); entities to be observed and
reported on are identified.

Principal operations carried out within PMAC: organise observation and
reporting system; coordinate reports with entitiesto be reported on; control
dlocation of reporting responsibilities; smulation test for quality control
and coverage.

Per spectives employed: project function; activity; time and resource, personnd..

Goals addressed in post-condition tests. maintain relationship between plan
and redlity; facilitate project verk; satisfy external stakeholders.
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Specify requirements

Function: to specify the current requirementsof the project environment on the
software system to be developed in order to provide (or revise) the current
definition of work required to produceit.

Type: boundary-spanning.

Typical input predicates: current requirements are available@;product change
control procedures are established@; information on project and project
environment is available.

Typical output predicates. work definition is specified.

Principal operations carried out within PMAC: organise current requirements
from project environment into awork definition.

Per spectives employed: project function.

Goals addressed in post-condition tests: clarify external requirements, create
and implement a project plan; facilitate project work.

Standard planning (detailed in section 8.1)

Function: to structure the activities involved in the project for the purposes of
creating a plan sufficient to estimate and size the scope and contentsof the
project work system together with the quantities and types of resources
required.

Type: internal.

Typical input predicates. product requirements (work definition) are avail-
able@; outline product specification is available; estimation modds to be
used are available.

Typical outpur predicates. standard plan is ready; resource skill profile is
identified.

Principal operations carried out within PMAC: organise work definition into
task hierarchy; coordinate products between tasks, control alocation of
standard resources; test adequacy of standard planning.

Per spectives employed: project function; activity; time and resource; personnel.

Goals addressed in post-condition tests. create and implement a project plan;
satisfy external stakeholders; facilitate project work.

Tailor management process

Function: to tailor the standards and procedures recommended by own organi-
sation to the neads and requirementsof the project.

Type: interndl.

Typical input predicates. information on standards and management methodol-
ogy is available@;information on the project and the project environment
is available; project risk adviceis available,

Typical output predicates. management method and standards to be used in
the project are defined.
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Principal operation ca ed out within PMAC: coordinate estimated manage-
ment requirements of the project with recommended management pro-
cedures.

Per spective employed: project function.

Goals addressed in post-condition tests: satisfy externa stakeholders; clarify
external requirements; create and implement a project plan; maintain rela-
tionship between pﬁxﬂ and reality; facilitate project work.

Team building

Function: to build the project team(s) in a manner which facilitates project
work and maintains motivation of team members.

Type: internadl.

Typical input predicates: actual plan is ready@, working conditions are set up;
information on the project and the project environment is available;
interpersona requirements of personnel are known (from personnd);
knowledge about organisational policies, constraints, and objectives con-
cerning personnel is available; resource skill profileis available; demands
on team members from other projects are known (from project environ-
ment).

Typical output predicates. project team organisation is set up; delegation pro-
cedures are organised; communication links are established; training
requirements are determined.

Principal operations carried out within PMAC: coordinate task requirements
with resource requirements; coordinate team members preferences; organ-
ise working relationships.

Per spectives employed: activity; time and resource; personnel.

Goals addressed in post-condition tests: facilitate project work; satisfy exter-
nal stakeholders; maintain relationship between plan and reality.

Trigger plan
Function: to put the plan into operation.
Type: internal.

Typical input predicates. actual plan is ready®; quality control procedures are
ready®; project team organisation is set up®; quality assurance plan is
ready.

Typical output predicate: actual plan is activated.

Principal operation carried out within PMAC: control utilisation of resources.

Per spective employed: project function.

Goals addressed in post-condition tests. create and implement a project plan;

satisfy external stakeholders, maintain relationship between plan and real -
ity; facilitate project work.
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7.2. Nat ure and sour ces of predicatesnesded for execution of PMACs

From all the elements we have used in providing the pre-formal descriptions of
project management activities lised above. only the perspectives onthe project
work system and the project environment and the goals that guide the execu-
tion of the activities have been discussed in some detail in earlier chaptersin
terms of the rolesthey play in modelling the project management process.

The notion of a perspective was presented as a particular way of focusing
on the project work system and the project environment, prioritising only on
sone of their aspects, and, as a meansfor obtaining structured partia views on
an ingantiation of the project data model, reducing the complexity of its
representation so that it can be gpprehended by the viewer.

The notion of agod was presented as a guiding principlein theinitiation
and execution of any project management activity and the achievement of it
should be a criterion for the post-condition test on the success of an activity.

In chapter 8, we will discuss the progressive refinement of PMACs into
structures of subPMACs which, at the highest level of refinement, comprise
operations on entitiesin the project data modd. Firgt, though, we will investi-
gate briefly here the nature and sources of the predicates, the existence of
which functions as a precondition for PMAC activation or is a result of its
activation (i.e., its pogt-condition).

In chapter 6, we divided the predicates which serve as input to the pre-
condition test for activation of aPMAC into two sets (P1 and P2), according to
how they are formed. Predicatesin set P1 were defined as originating within
the project management model as a result (i.e., produced as output predicates)
of the prior activation of other PMACs, Thus, for example, generation of out-
put predicatesfor f ut ure use as input predicatescan modd sequential conditions
like:

"Rroduct change control procedures are desi gned as a result of the activity of Set-

ting up change control procedures and are needed for the activity of negotiating

changes'.

Input predicatesin set P2 do not originate within any instantiation of the pro-

ject management modd. Insteed, they are formed and evaluated afresh each

time the manager desires to activate the PMAC for which they serve as pre-

conditions. The values assigned to these predicatesare themsavesinstances of

virtual entities, constructed from entities instantiated in the project data model

in any of the following thres ways

(@ they may be imported from the project environment (e.g., demands on
team members from other projects which need to be known in building the
team); or,

(b) they may be produced as a result of the work carried out within the pro-
ject work system (e.g., product design that needs to be available for nego-
tiating any necessary changes and needed resources); or,
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() they may be the result of inferences about the status of project work on
the part of the project manager (e.g., reporting on progress involving mak-
ing inferences about the quality and quantity of the project work actually
having been carried out).

In case (a), the virtual entitiescan be interpreted as representing the congraints

under which the manager has to operate. They are constructed on the basis of

entitiesingtantiated in that part of the project data modd described in chapter

10 which relates to the resources provided by the project environment and the

requirementsimposed by this environment on the project. In case (b), the ir-

tud entities are constructed on the basis of entitiesin the project data model

whose current ingtantiation describes the states of products of the project wor k

sysem. In case (C), the virtual entities need to be constructed through infer-

ences made on the basis of a consideration of the states of a variety of entities

in the project data mode in the manner we will discussin chapter 9.



Chapter 8

Generating a project management mode

The previous chapter has provided the pre-formal descriptions of a number of
typical PMACswhich can serve as building blocksin generating and instantiat-
ing a project management model for any software development project.
Management methodologies often attempt to formalise the description or selec-
tion of these PMACs into a prescriptive model of fixed structure which is said
to represent a particular management methodol ogy.

However, software project managers rarely adhere to fixed management
methodologiesfor long; these are too inflexible to cope with the rapidly chang-
ing and often unanticipated organisationa requirements and contingencies
which characterise such projects. Hence, as we argued in chapter 6, modelling
the project management process needs to provide for the gener on o a pro-
ject management modd in order to offer a useful and comprehensive support
for management activities on such projects. While some elements of this model
(such as those corresponding to enforced management standards or stable
management procedures) may be till imported into the modd pre-structured,
other partswill need to be generated from primitive building blocks.

In this chapter, we show how these primitive building blocks (i.e., PMACs
and the subPMACs that comprise them) can be modelled. The intemal Structure
of each of the five PMACs chosen as examples is generated in detail through
refining the basic PMAC sructure (shown in figure 6.3) into subPMACs. These
subPMACs comprise operations which perform transformationson instances of
entity classes defined in the project data mode (i.e., creating, modifying, delet-
ing them). Thus, operations are identified as activities transforming project data
model ingtantiations. Each operation may be defined in terms of a local process
modd. In chapter 9, we will provide examples of further refinements within
two subPMACs which would reved the local process mode s they comprise.

We do not claim here that the particular subPMACs described within the
intemal structures we detail in this chapter must be exactly the subPMACs
which a project manager will aelways use, according to the linkage shown.
Rather, they illustrate modelling results that might typically be obtained through
using the techniques for refinement o PMAC interna structures which we
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described in chapter 6.

Sections 8.1 through 8.5 describe typicd interna structures that may be
generated for five PMACs standard planning, analyse risks, actual planning,
set up monitoring procedures and identify/predict discrepancies and excep-
tions, respectively. We then show, in section 8.6, how these PMACs may be
linked through the input and output predicates they utilise and produce to
instantiate part of the project management modd.

81 Developingtheinternal structure of the standard planning PMAC

The pre-forma description given in chapter 7 for the standard planning PMAC
was as follows:

Standard planning (SP)

Function: to structure the activities involved in the project for the purposes of
creating a plan sufficient to estimate and size the scope and contents of the
project work system together with the quantities and types of resources
required.

Type: interndl.

Typical input predicates. product requirements (work definition) are avail-
able@; outline product specification is available; estimation models to be
used are available.

Typical oupur predicates. standard plan is ready; resource skill profile is
identified.

Principal operations carried our within PMAC: organise work definition into
task hierarchy; coordinate products between tasks, control alocation of
standard resources; test adequacy of standard planning.

Perspectives employed: project function; activity; time and resource; personnel.

Goals addressed in post-condition tests. create and implement a project plan;
satisfy external stakeholders; facilitate project work.

The principal operations carried out within this PMAC define the sub-
PMACs which condtituteit. These are:

SP1 - organise work definition into task hierarchy;

SP2 - coordinate products between tasks;

SP3 - control alocation of standard resources;

SP4 - test adequacy of standard planning.
Figure 8.1 shows a refinement of the basic standard planning PMAC structure.
The PMAC’s body (shown within the dotted lines) is refined to show the four
principal subPMACs listed above, linked within a place-transition net.  In mak-

ing this refinement, the subPMACs linked in the place-transition net do not
comprise, in afixed way, the operationson the project data modd that a project
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menager will always carry out according te the lirkage shown. Rathe, they
represent structures which will enable the required operations to be carried out
in a coherent and functionally appropriate way, consistent with what has been
described in chapter 4.

Figure 81: A gandard planning PMAC refined to show its internal struc-
ture

ransacton
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In the place-transition formalism employed in figure 8.1, the subPMACs
shown effect transitions in the way we described for predicate-transition net
moddling in chapter 6. However, this place-trangtion net representation (of
what is redly a predicate-trangition net) does not show the details of how out-
put predicates are obtained and evaluated in activating the subPMACs. Ingteed,
subPMACs effecting transitions are smply shown as being linked through a
place which does not carry a fixed inscription. This indicates a typical linkage
which could be ingtantiated through output predicates from one subPMAC
(which the place i rks from) serving asinput predicates the evaluation of which
can enable the activation o another subPMAC (which the place lirks to).
Double headed arrows, where shown, indicate a link that can be traversed in
either direction.

The reaulting picture (as shown in figure 8.1, and in subsequent figures
employing the same place-trangition net formalism) gives a rather restricted and
satic view of the ful set of possibilities for PMAC activation offered by the
predicate-trangtion linkage between the subPMACs in the structure. This kind
of redtriction is forced upon us by the need to present a view on the interna
smructure of a PMAC which can be presented in the static form of a book il | s
tration. Nevertheless, we hope that the place-transtion views into PMACs we
provide in this chapter will convey the essential features of their internal struc-
tures adequately f a the purpose of illustrating our discussion of the refinement
of particular PMACst.

In order f a the project manager to cary out effectively the operations
identified withii any subPMAC the interna structure of which has been
sufficiently refined for this purpose, a view needs to be provided on the struc-
ture and content of the project data model. This view needs to be sufficient to
identify the instantiated entities on which the manager needs to operate. In
chapter 5, we described how four reference perspectives (i.e., the project func-
tion perspective, the activity perspective, the time and resource perspective, and
the personnel perspective) are generally employed for this purpose. Appropri-
ate views of the relevant entities within the project data mode can be achieved
through employing the same four reference perspectives in the manner we
described in section 6.4.1%.

In modelling operations on project data modd entities, there is no forma!
reason why we have to limit the entities on which any partticular subPMAC
operates to those that can be viewed within a single pergpective. So, in theory.
and assuming that human beings had limitless information processing capacity,
we could dispense with these selective views of perspectives and, smply.
report on the state of the structure of the whole project data modd before and
dfter each operation. However, as we described in section 6.4.1, this is an

T To captre the fU|, dynamic picture, one really needs the support d a computer-based
hierarchical net modelling todl like Design/CPN (Albrecht, Jensen & Shapiro 1989, Huber, Jen-
sen & Shapiro 1989)

$ In chapter 10, we will describe the emtity classes in the core o a generic project data
model instances of whi ch may be viewed within each of these perspectives.
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unredlistic requirement either for a project manager or for a support system
which has to interact with a manager in presenting him with structured views of
the project data modd which are not too complicated for him to comprehend.
Thisis the reason for using perspectives to provide views which prioritise cer-
tain aspectsof the project data modd.

Taking a view within a perspective which seems naturd to the project
manager helps him apprehend the relevant aspects of the structure of the
current instantiation of the project data moddl immediately before any particu-
lar subPMAC operation is carried out(so he can know what is to be done) and
immediately after it has been carried out (so he can know what has been
achieved)?.

In the refinement of the standard planning PMAC shown in figure 81,
the input predicates required to activate subPMAC SP1 (organise work
definition into a task hierarchy) are generated as output predicates from the
PMAC’s pre-condition test, given that this test was successful.

Figure 82 illugtrates how subPMAC SP1 can then be carried out through
building on an ingtantiation of entitiesin the project data modd viewed within
the activity perspective. This involves inheriting the work definition identified
in the predicates which are input to place SO, and then focusing on the tasks
which need to be carried out by the project work system to produce the
required products. SubPMAC SP1 serves to organise the decomposition of the
work definition implicit in the requirements for the project into a task hierar-
chy. Each legf task in the hierarchy then implements part of the work in the
work definition. Higher levdl tasks may be viewed as virtual tasks as they
define particular sub-groupingsof leaf tasks which define the actual work com-
ponentsaf the project work system.

An egtimation of the effort required to achieve the part of the work
defined for each individua lesf task is usualy made a this time, together with
a specification of the skill profiles for the various resources which will be
employed to provide this effort. Effort estimatesfor higher level task groupings,
and ultimately for the whole project, can then be formed by summing the esti-
mates for individual tasks bottom-up through the ingtantiated task hierarchy. In
the case where a globd effort estimate exists for the project a priori, this can
be decomposed, top-down, through the task hierarchy to provide effort esti-
mates for individual tasks. The latter can then be compared with the equivalent
estimates generated bottom-up, with the differences having to be reconciled by
the project manager as he tunes the way he has organised the work definition
into a task hierarchy*.

+ It isalso often helpful to be ade to view the structure as it changes during the operations
carried out within a subPMAC, but thislevel of refinement isnot shown in the figurespresent-
ed in this chapter.

$ The topic of estimation (of effart, duration and cast) and the methods which may be used
for making such estimates are di scussed in more detail in chapter 12.
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Figure82 SubPMAC SP1 (organisewor k definition into atask hierarchy)

A hierarchicd decomposition of tasks, viewed on its own, can give the
mideading impression that the lesf tasks are independent of each other as the
hierarchy shows only the inheritance of individua components of the work
definition but not any dependencies between these components. However,
absence of dependencies between tasksis the exception rather than the rulein
the redlity of the project work system. So, the workbreakdown structure usualy
compensates for the incompleteness of the impression that may be gained by
thinking about tasks purdy in terms of inheritance of work definitions by giv-
ing equd priority to indicating the key products that each leaf task needs and
produces. However, connecting and checking consistency of the various tasks
needs and produces through the various referenced productsis usudly left to
be the focus of the next subPMAC to be activated (i.e., SP2) as it is difficult
for the project manager to get a good working view on the various interrela
tions between leaf tasks while concentrating on what these tasks inherit within
a hierarchical task decomposition.
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As aresult of carrying out subPMAC S§P1, place 81 (as shown in figure
8.1) is reached. Now, the project data modd is viewed within the activity per-
spective the foreground may be structured in a way that prioritises the
hierarchical property of the instantiation of task entities made in SP1, together
with their individual needs (N) and produces (P) attributes. The presentation
of thistask structureto the manager, viewing it within the activity perspective,
typically follows the conventions for displaying a workbreakdown structure
(Tausworthe 1980).

Moving on from place §1, the subPMAC which may be carried out next,
SP2 (coordinate products between tasks), performs the coordination of the
vaues assigned to the needs and produces attributes of the tasks in the task
structure produced through the activation of SP1. The result of activating
subPMAC SPR2 is to establish precedence relations between tasks (@i.e., a task
which produces a particular product must precede any task which needs this
product).

The view of this tak structure, presented to the manager within the
activity perspective, now needs to pricritise the precedence relations rather than
the hierarchical relations between thetasks in the ingtantiation. The display usu-
aly shows just the leaf tasks in the hierarchy(as only these have needs ad
produces vaues instantiated), together with the duration estimates, availableor
made at this dme, for each task Typicdly, it will follow the conventionsfor
displaying a CPA (Critical Path Andysis) or PERT (Program Evauation and
Renew Technique) diagram (Weinwym 1970, Cori 1985. Sneed 1989).

FHgure 8.3 shows how the five leaf tasks (T1 through T5) shown in the
"workbreakdown" partia view of the project data modd instantiated through
subPMAC SP1 nay now be incorporated in a PERT diagram, with the pre-
cedence dati ons between the tasks established by linking the requisite needs
(N) and produces (P) relationship attributes. Each P/N link can also serve to
identify, and locate within the sequential task structure, the products which con-
stitute the inter-task products referenced in the P/N linkage.

It would be incorrect to assume, though, that creating the PERT diagram
somehow transformed the task structure instantiated in the project data model
fium a workbreakdown structure to a PERT structure. On the contrary, thetask
structure, as seen in the workbreakdown view, should not change as a result of
the operations carried out in subPMAC SP2. In fact, it is a good idea for the
manager to maintain the workbreakdown view while developing a CPM or
PERT diagram. Thiscan prove particularly useful in tracking down the sources
of missing links which prevent the congtruction of a coherent CPM or PERT
representation. Quite often, this tracking process will revea that sone part of
the hierarchical task decompositionis unsatisfactory. Thereupon the exit route
from subPMAC SP2 is back aong the link to place 81, and, from there, to the
re-activation by the project manager of subPMAC SP1 in order to correct the
problem, before activating SF2 again for another attempt & developing a
coherent CPM or PERT diagram.
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Figure 8.3: SUbPMAC SP2 (coor dinate products between tasks)

In the czse that the post-conditiontest incorporated in subPMAC SP2 indi-
cates that its goal of coordinating tasks and products through needs and pro-
duces has been properly achieved, completing the activation of subPMAC SP2
results in the move to place S2(as represented in figure 8.1), and, from there.
to subPMAC SP3 (control allocation o standard resources).

Estimation of the resources required to get the work done can now be
made through contralling the alocation of resources which ae needed to
implement the tasks organised in the task hierarchy now instantiated within the
project data modd. However, within the activity perspectiveemployed in view-
ing the entities operated on by subPMACs SP1 and SP2, the definition of the
potentially a actually available individual resources may still be obscured as
the emphasis is on "getting the work done” (in the foreground), assuming the
work will, somehow, be resourced, Hence, estimation of the required resources
is, at this stage, often basad on the alocation of "standard” resources G.e., ima
gined resources with standard characteristics rather than actual resources with
gi ven characterigtics), as it is not yet clear or known which resource will be
available a the dme it is needed, or, for that matter, exactly when it will be
needed. This is because, while sequential dependencies have been established
between tasks (through the P/N linkage), the tasks themsealves have not been
dotted into the common t i Ne frame.

SubPMAC SP3 hasthetask of creating this common time frame t hr ough
cotrdled alocation of standard resources. It uses the project data model
instantiation created t hrough the operation of $P2, but, through presenting it for
view by the project manager within the tine and resource perspective in the
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way indicated in figure 84, it can determine the sequence of tasks and allocate
resources to them according to the tasks resource requirements. In this
instance, standard planning rules may be activated to inform the proportion of
resources (i.e., relative effort) that will be needed by each of the variousgroups
of tasks (e.g., designing tasks, coding tasks) throughout the devel opment period
(see, for example, Brooks 1982, Fairley 1985, Schlumberger 1986).

When the instantiated tasks have been resourced, the labour costs for the
project can be estimated on the basis of cost per unit time for each type of
resource allocated 0 a task for the duration of the alocation. Making and
checking such estimates, both bottom-up and top-down (in a manner anal ogous
to that we described for effort estimation in subPMAC SP1), usualy completes
the activation of subPMAC SP3. If the project manager judges the resulting
pattern of resource alocations and cost estimates to be satisfactory, he can then
move through place S3 (as shown in figure 8.1), and activate subPMAC SP4 in
order to test the adequacy of his standard planning.

Figure 8.4: SubPMAC SP3 (control allocation of sandard resources)
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In the case, though, that the manager judges that the activation of sub-
PMAC SP3 he has just completed gave an unsatisfactory result, heis likely to
move aong the direct link to place §1 (shown in figure 8.1) and take a
hierarchical (workbreskdown) view of the task decomposition he has currently
ingtantiated in his sandard planning. This can inform the decision he has to
take at this point about how to improve this resullt.

For example, he may decide to re-activate S”bPMAC SPI in order to
revise some of his workbreakdown, splitting big tasks that are difficult to
resource adequately, @ wmbining into one large task smaler tasks which
require similar resource skill profiles but which, individually, would under-
utilise the resources assgned to them. Alternatively, the project manager may
decide to keep the workbreakdown in its current form, and move from place S1
to re-activate UbPMAC SP2 in order to change some duration estimates and,
hence, hopefully, have the chance to achieve better resource levelling when he
subsequently re-activates SUbPMAC SP3.

Once the manager is satisfied with the results of activating subPMAC SP3,
and so moves to place S3, standard planning is complete in the sense that the
project plan is structured in a way that it could be operated to produce the
ingtantiated products. The adequacy of the way in which the plan has been
gtructured may then be tested by carrying out subPMAC SP4. This subPMAC
checks the standard plan for coherence and its ability to handle test scenarios
(e.g., seeing how well envisaged contingencies are met). This may involve, for
example, testing for conditions that the plan should meet such as those that
were described in section 4223 as potentid problem areas which may be
identified in a project plan.

However, the concerns of SP4 are global concerns with the plan as, by
definition, a standard plan cannot address specific ones (e.g., those related to
specific resource utilisation). A standard plan is, to a great extent, an ided plan
which will eventualy be brought close to redity as aresult of actua planning.
Thus, as figure 85 indicates, subPMAC SP4 is generdly carried out by taking
the project function perspective on entities in the project data modd which are
ingtantiated in the current plan since the mgjor question this sUbPMAC needs to
answer is. "if we had this plan as our plan to run the project, could the work
defined within it produce deliverablest which meet the project requirements by
utilising resourcesin this particular way?"'.

If theresultsd the test of the adequacy o the current standard plan made
through activating subPMAC SP4 is unsatisfactory in the view of the project
manager, he has two dternatives. He can decide that the standard plan needs a
complete rethink, starting from how best to organise the work definition into a
task hierarchy. In this case, he will move to place SO where he can review the
origina work definition, as it was presented prior to his attempt to organise it,
and then re-activate subPMAC SP1,

1 A deliverable condsts of a set of produds delivered by the prged to the client or other
external dakeholders
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Figure 8.5: SubPMAC SP4 (test adequacy d standard planning)

Alternatively, he may decide that the necessary improvements can be
achieved through more lecal revisons on details of the existing plan. In this
case, his preferred course of action will usualy be to start by reviewing what
was actualy achieved through his task-coordinating and resource-allocating
activities which led to his current plan. This can be achieved by returning
through the linkage S3 -> S2 -> §1 and examining, dong the way, the views
on the project data model offered through the various perspectives the use of
which we have associated with these places.

If, on the ather hand, the results of the adequacy test made in subPMAC
SP4 is acceptable to the project manager, he can now turn from an interna
assessment of his standard plan and move through place S5 to the post-
condition test which examines how w#l the standard plan he has produced
actualy mests his project management goals.

As we indicated in our pre-formal description of the standard planning
PMAC, this means examining more than the achievement of the god that trig-
gered the activation of this PMAC (i.e., create and implement a project plan).
In the wider context of the acceptability of the plan to other stakeholdersin the
project, the project manager should also check how well his godls to facilitate
project work and to satisfy external stakeholders have been achieved. For
example, the cost estimates produced through the activation of subPMAC SP3
may turn out to imply a total project expenditure which exceeds the current
budget constraints imposed on the project. The project manager may have
decided, during the activation of subPMAC SP4, that his current plan needs a
particular level of resourcing to be a viable implementation of the current work
definition, even though this produces labour cost estimates which indicate that
the project is likely to go over budget. From the point of view of the post-
condition test of goal achievement, this risks upsetting the achievement of the
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god to satisfy external stakehalders: either the client will have to pay nore
than he intended, or the manager's own organisation will have to accept a
lower profit margin on the project than what was originally anticipated or may
even incur aloss.

In this case, the post-condition test may suggest that, before this standard
plan can be accepted as input data for other PMACs (e.g., actual planning), it
would be advisable to activate another PMAC which could help satisfy the god
the achievement of which is now risked. For example, the priority now given to
satisfy external stakeholders could promote the activation of PMACs negotiate
resources or negotiate changes immediately on completion of the standard
planning post-condition test. The output predicates from the post-condition test
would (in this particular case) carry the information that either the budget con-
straints should be re-negotiated upwards (so that the current standard plan could
be retained safely) hence activating the negotiate resources PMAC or the
work definition should be revised and thus activate the negotiate changes
PMAC. In thelatter case, it would, subsequently, be necessary to re-activate the
standard planning PMAC with the hope of constructing a new, less expensive,
standard plan on the basis of the revised work definition.

While a standard plan which passes the post-condition test of god
achievement in the standard planning PMAC could, in theory, provide the
basis for the actud runming of the project work system, it would be likely to
produce very inefficient results if employed directly in this fashion. It would
aways require that the required amounts of the "right son" of resources were
available when needed, and yet not be able to specify a priori where they
could be needed, or when the externd deliverables would be finally produced.
Hence, the standard plan will need to be tailored to take into account resources
which may actually be available at any particular time with the aim of wutilising
them in an efficient way. This is the objective addressed by the actual plan-
ning PMAC described in section 8.3 below.

In actud planning, tradeoffs have to be made between the relative advan-
tages and disadvantages of particular ways of scheduling tasksin red time and
assigning particular individua resources to those tasks These disadvantages
need to be understood in termsof the potentia risks that may be run in regard
to the project's successful progress and outcome, mitigated by how vel they
may be managed when garting from each dternative version of the actua plan
which is being considered by the project manager for implementation. Thus, the
efficiency of actud planning may be considerably improved if the appropriate
risk advice is available a its outset. The provision of risk adviceis the primary
objective of the analyse risks PMAC. Hence, we will examine first how the
interna structure of that PMAC may be developed so that its activation will
serve to develop appropriate risk advice which W be needed for the activation
of the actual planning PMAC (discussed in section 8.3), among others.
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82. Developingtheinternal structureof theanalyserisks PMAC

The pre-formd description given in chapter 7 for the analyse risks PMAC was
asfollows:

Analyse H sks (AR)

Function: to andysethe risks of the project.

Type: interndl.

Typical input predicates: project has been initialised®; product requirements
are available®; risk model is available®; coarse Sandard plan is available,
feasibility study results are available; information on previoudy archived
projects and case studies are available.

Typical output predicates: risk advice is available (i.e., project risk profileis
available together with its implicationsfor management).

Principal operations carried out within PMAC: organise information on pro-
ject risks into project risk profile; coordinate risk profile patterns with risk
management rules; test adequacy of risk anayds;, coordinate information
needs with information available from organisational sources.

Per spective employed: project function.
Goal addressed in post-condition tests. clarify externd requirements, satisfy
external stakeholders; facilitate project work.

The principal operations carried out within this PMAC define the sub-
PMACs which condtitute it. These are:

AR1 - organise information on project risksinto project risk profile;

AR2 - coordinaterisk profile patterns with risk management rules;

AR3 - test adequeacy of risk andysis,

ARA4 - coordinate information needs with information available
from organisational sources.

Figure 86 illustrates the interna structure of PMAC AR, refined to show its
four congtituent sub-PMACs within a place-trandtion net. We assume, in the
following, that the internd structure of this PMAC has been designed to incor-
porate the "blackbox" approach to risk analysis which we described in section
32, according to which, the impact of externa sources of risk on the project is
analysed in terms of a modd based on risk factors. From the results of this
analysis, advice on risk management issuesis developed for use in a variety of
PMACs which may be activated subsequently. For this reason, in the pre-
formal description for this PMAC given above, it is stated that the input predi-
cate risk model is available is required for the pre-condition test to succeed.
However, in following the "blackbox" approach, we need not insist on the prior
availability of a standard plan for activation of this PMAC (dthough it helps to
have one). Thisis in contrast to the pre-conditionsfor a "whitebox™ approach
to risk anaysis which would insist on the prior existence of a standard plan.
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Figure86: An analyserisksPMAC refined to show itsinternal structure
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The first subPMAC to be activated as the result of a successful pre-
condition test (AR 1) has the aim of organising information on project risks into
arisk profile. As illustrated in figure 87, it starts with an initia view on the
project data modd within the project function perspective, which should iden-
tify potential risk sources in the project environment. The project manager's
initid task within this subPMAC, however, is to discover which of the many
and diverse potentia risk sources which can be viewed in this perspective actu-
aly need to be considered as risk drivers the assessment of which will provide
the input to the project risk modd.

Berkdley, Humphreys and Thomeas (1990) identify the following two key
requirements for any risk driver which will be useful in practica risk manage-
ment:

(1) 1t must be observable (if looked for) in the context of the particular pro-
ject before the risk which it "drives' may actually occur as a consequence
of the prior existence of the risk driver a a particular levd. If there is
uncertainty about the impact of a prior observed level of a driver on a par-
ticular risked consequence, then the degree of dependency of therisk on
the driver must itself be at |east gpproximately quantifiable.

Figure 87: SubPMAC ARI1 (organise information about project risks into
risk profile)

O
in project environment
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(2 It must be reliably quantifiablein relation to the risk(s) which it drivesin
termsof ordered levels (even if only | ow medium, high, or present versus
absent) on arisk factor the description of which indicates what is to be
obsarved (or to be directly inferred from what is observed). This
quantification must aso identify explicitly how the project risks which are
"driven" by the risk driver depend on the obsarved level of the risk
driver: that is, we must know which levelsare likely to drive up or drive
down the likelihood of the risked consequence occurring, compared with
that o the basdine assumed in estimating key project parametersindicat-
ing degree o goa achievement (i.e., relating to cost, duration, quality,
morale, etc.).

In figure 8.7 we have further refined the interna structure of subPMAC AR1 to
indicate the separate activities which relate to each of these two conditions. As
we described in section 3.2.2, "observing” arisk driver before therisk it drives
occurs may involve exploring the worlds of the client, of the contractor organi-
sation, of other stakeholders, of (potential) suppliers and subcontractors, and of
the (potentia) project team. These explorations are used for developing ri sk
scenarios, looking into the future and identifying the key risk drivers which
may adversdy affect the project.

Asillustrated in figure 8.7, the result of this activity should provide a view
on the current ingtantiation of the project data modd, within the function per-
Spective as before, but now presenting the key risk drivers, and their potential
impacts on the project, in the foreground. This contrasts with the initial, much
more hazy and diverse, picture of risk sources that was available a the initia-
tion of this subPMAC.

The second activity within subPMAC AR1 makes use of the risk modd to
trandate the information now available on the risk drivers into an account of
the potentia consequencesfor the project. Usudly, thisis presented for viewing
by the project manager, in a fairly compact and globd way, as a project risk
profile (Cash. McFarlan & McKeeney 1983). For example, Cats-Baril, Hum-
phrey-~and Wanless (1988) describe how a globd project risk profile may be
developed, showing the overal degree of project risk in the following five
domains. (1) Sze and complexity of the project, (2) knowledge within the
organisation about the project environment and gpplication areg, (3) the tech-
nology (software and hardware) needed to carry out the project, (4) the charac-
teristicsof the client, and. (5) the type of contract covering the project. Within
each of these domains, a specific risk proiile is also developed, displaying for
the manager the degree of risk associated with various types of consequences
ranging over an averageof 12 domain-spec& factors.

It would be foolhardy to expect the result of activating subPMAC AR1 to
identify the preci se risked consequenceswhich will actually occur in the future.
This kind of clairvoyance is not likely to be possessed by a project manager
and certainly not by any risk anaysis technique. The project risk profile, a its
best, can be informative only about the likelihoods that various types of conse-
quences may occur, given the information about the risk drivers supplied to the
risk modd. However, this does not mean that a risk analysis should end at this
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point. As we discussed in section 3.3, effective risk management requires that
the project manager be able bath to anticipate the risks to the project and to
design suitable organisational structures within the project to minimise their
negative practica impacts.

To achieve this in practice, the project manager needs to examine what
sort of project risk "intelligence’ he requires to work out the most effective
strategies and techniques to use to manage the identified levels of risk in the
context of his particular project. This can be facilitated through the prior provi-
sion of project ri sk advice, organised in such a way that the appropriate advice
is made available (and referenced through input predicates) for the various
PMACs which inform and determine these strategies and techniques.

Thisis the objective of subPMAC AR2, which examineswhat kind of risk
management rules should be triggered to provide risk advice on the basis of
patterns which can be discerned in the project risk profile. The particular advice
may consist of recommendations on how to perform (or what to watch out for
when performing) workbreakdown, change control, quality assurance, etc. It
may indicate the kinds of user involvement, aff skills, leadership and manage-
ment techniques which may need specia consideration within PMACs which
will subsequently be activated. One of the mogt difficult problemsfor the pro-
ject manager is to assemble a comprehensivelist of rules of this type and to
know how to identify the patterns which should trigger them. Thus, usualy,
this processis accomplished in an intuitive and informal wayt.

On completion of this activity, the project manager moves (via place §2,
as shown in figure 8.6) to the point where he should test the adequacy of the
risk analysis, that is, subPMAC AR3. Making this test would be quite easy
later on, with hindsight, when it is known which of the risked consequencesdid
actudly materidise and how appropriate was the risk anadysis that was pro-
duced. This sort of feedback is, of course, not available a the time that the test
of the adequacy of the risk analysis has to be made within this PMAC. Instead,
the test has to rely on looking at the adequacy of the information currently pro-
vided about risk driversin terms of whether it leads to apparent anomalies, or
unusuad patterns, in the risk profile, or to gaps and inconsigtencies in the risk
advice which the manager judges should be forthcoming.

If the test of the adequacy o the risk advice fails, then the project
manager can move (through place S3) to subPMAC AR4 (coordinateinforma-
tion needs wth information available from organisational sources). The
information needs will be those specificdly required to resolve the anomalies
which the test in subPMAC ARS discovered. The needed information can then
be gained by the manager from the identified organisational sourcesin the pro-
ject environment. Given the successful activation of subPMAC AR4, the project

1 Nevertheless, risk analysis techniques developed within two different ESPRIT | project
management support system prototypes have, with some success, bemn able 1o incorporate sim-
ple mle bases and triggering mechanisms for this purpose. In each case, the rules in the rule
base were collected through interviews with experienced project managers (Cats-Baril & Vén
less 1988, Moynihan, McCluskey & Verbruggen 1989).
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manager can move to place O for the second time and, hence, to a re-
activation, in sequence, of subPMACs AR1 and AR2 in the effort to generate a
revised risk profile and fresh project risk advice which, hopefully, will satisfy
the adequacy test in subPMAC AR3.

In the case that the project manager is satisfied with the adequacy of the
risk analyss, he can then move (via place 54 in figure 86) to the post-
condition test of god achievement. As well as testing the goal which triggered
the AR PMAC (i.e., to clarify external requirements), this test can also check
whether the risk analysis meets the god to satisfy external stakehoders, partic-
ularly those senior managers in the contractor organisation who may wish to
use the results of therisk analysisfor their own externad assessment of the pro-
ject and its potential implications for the organisation as a whole. It is also
desirable to see if the risk advice may be employed to facilitate project work,
particularly by sharing risk advice with team members who may be able to con-
mbute to effective risk management through taking this advice into account as
they conduct their own activities.

8.3. Developingthe internal structure of theactual planning PMAC

The standard planning PMAC described in section 81 is an appropriate means
to the end of creating and implementing a plan for the pmject during the initial
planning phase of the project. At thistime, prior to the launching of the project,
"standard” resources may be imagined in the planning as a basis for making
estimates, identifying the need to negotiate desirable changes with external
stakeholders, providing a context for quality assurance planning, and so on.
However, at the time the project is launched, and subsequently, aciual plan-
ning must be employed: that is, planning based on actually available ("red")
resources at any particular time. Thus, actua planning must involve coordina
tion with a time axis which will aso provide a monitorable schedule for the
project tasks. Its pre-formal description was given in chapter 7 as follows.

Actual planning (AP)

Function: to plan on the basis of knowledge about actualy available resources
to the project at any particular time.

Type: interndl.

Typical input predicates. standard plan is available®; resources committed are
known®; calendar is known®; risk advice is available; cost, duration and
effort estimation models to be used are defined; resource ill profile is
available.

Typical output predicate: actua plan isready.

Principai operations earried out within PMAC: coordinate tasks with calen-
dar, control allocation of defined, individual resources acrosstime; test for
adequacy of the actua plan.
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Perspectivesemplayed: activity; ti ne@ and resour ce; personnd.

Goals addressed in post-condition tests. create and implement a project plan;
satisfy external gakeholders maintain relationship between plan and real-
ity; facilitate project wor k; advance technical expertise.

Figure 8.8: An actual planning PMAC refined to show its internal fruc
ture
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The principal operations carried out within the PMAC define the sub-
PMACSs which constitute it. Theseare

AP1 - coordinate tasks with calendar.
AP2 - control allocation of defined, individual resources across time;
AP3 - test for adequacy of theactua plan.

Fgure 8 8 illustrates the internd structure of PMAC AP refined to show its
three congtituent subPMACs linked within a place-transition net.

ke of the actud planning PMAC, in practice, requires thet a standard
planning PMAC has been used previoudy to build a coherent task hierarchy
with needs and produces |inks properly coordinated between tasks, and that
effort estimates (expressed in terms of "standard” resources) are available.
These assumptions are expressed as input predicates to the actud planning
PMAC and ae tested in the precondition test for the activation of the
PMAC'sinernd structure

Figure 89 shows subPMACs APl and AP2 operating on an ingtantiation
of project data modd entities presented for viewing by the project manager
within the time and resource perspective.

Figure 8.9: be of subPMACs AP1 and AP2 in developing a project data
moded ingtantiation
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First, subPMAC AP1 is employed to develop the instantiation to coordi-
nate the task hierarchy existing within it (with needs and produces links in
place) againg a globd clock (i.e., caendar) within a common time frame.
Then, subPMAC AP2 can be used to extend the instantiation to define the allo-
cation of individual resource instances {i.e., particular people) from the avail-
able resource pool to the scheduled tasks, while being able to check resource
availability and redundancy at any time as resource instancesare taken from the
pool for use on tasks, and released from finished tasks to be returmed to the
pool. This will be achieved through employing the time and resource per spec-
tive to view the relevant project data modd entities.

However, if only the time and resource perspective is ussd, in the result-
ing ingantiation of project data modd entities, individuas, viewed solely as
human resources, are likely to be alocated to tasks according to their availabil-
ity, skills and experience, without teking into account considerations which
become prominent within the personnel perspective (e.g., job satisfaction, wil-
lingness to work with specific others, career advancement). Thus, actual plan-
ning is not likely to be complete or, eventualy, successful unless the personnel
perspective has been used as well as the time and resource perspective in exa
mining the team formations effected in the project data modd instantiation
developed through the use of subPMAC AP?.

SubPMAC AP3 can then test the adequacy of the actua planning through
viewing the resulting project data modd instantiation, in turn, through all the
perspectives which the project manager should also adopt in viewing the project
work system and the project environment. The test carried out in subPMAC
AP3 may, for example, fail on coherence grounds if the resource pool is
exhausted at some point before the resource allocation process is completed. |t
may fail on functiona groundsif there is insufficient resource levelling evident
in the overall dlocations made throughout the time frane The test may also
fail if the schedule resulting from the use of subPMAC AP2 does not fit into
the overall timeframe set by inherited project requirements constraints.

The post-condition test of goa achievement, as well as addressing the goa
which triggered the PMAC (i.e., to create and implement a project plan),
should also examine the degree to which the resulting actua plan would help,
if it were implemented in redlity, to achieve the other gods identified in the
pre-forma description of the PMAC. It should check, for instance, whether the
plan is likely to satisfy external stakeholders (e.g., is the plan within the
required budget and duration? are the externa deliverables produced at the right
time?). It should determine whether the plan can contribute to the goa to
advance technical expertise by providing opportunities to team members to
improve their skills by working on particular tasks. The post-condition test
should also check whether the god to facilitate project work is also met by not
causing difficultiesfor the project team such as those crested by uneven work-
ing patterns for team members, or rapid switching of individuas between
incompatible tasks. Finally, the plan should aso be tested in terms of its ability
to meet the god to maintain the relationship between the plan and reality
(e.g., does it promote the development of good monitoring procedures and the
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futureidentification of discrepanciesand exceptions?) T

If the post-condition test indicates that the proposed actua plan fails to
meet these goals, the current attempt to use actual planning subPMACs in
planning the project work is then "undone'. Instead, the standard planning
PMAC may be re-activated by the project manager in order to re-organise his
gandard plan (e.g., create a mew task decomposition) before making a new
atempt to use the actual planning PMAC sarting from a revised input from
the re-activated standard planning PMAC. Alternatively, another god may
now be pursued ingtead, leading to the sdection of a different PMAC. For
example, changing his immediate goa to the god to clarify external require
ments for the project may lead the project manager to sdect the negotiate
changes PMAC, with the intention of negotiating more feasible requirements
for the work that has to be planned.

84. Developing the internal structure of the set up monitoring procedures
PMAC

Work that is to be carried out within the project work system is monitored
againg the fina actual plan. However, in order to compare what is planned for
values of entities instantiated in the project data modd with whet is happening
in regard to the statesof the objects these entities represent in the redlity of the
project work system, it is first necessary to get access to that redity. This
requires a structured view on the ingantiation of the relevant entitiesin the pro-
ject data modd set up in such a way that the information made available
through direct observation or reports on objects in the project work system
represented in this instantiation can be compared with the anticipated values
given previoudy to the same ingtantiated entities according to the current pro-
ject plan.

The process of setting up the observation and reporting structure which
will provide the vauesfor the instantiated entities is effected through a PMAC
the characterigtics of which were described in a pre-forma way in section 7.2
as follows:

Set up monitoring procedures (SM)

Function: to set up an observation and reporting structure in such a way that
information meade available through direct observation or r e p son partic-
ular nodesin this structure can be compared with the anticipated values at
equivaent nodes in the planned project work system.

Type: internal.

T In sctions8.4 and 8.5, we will examine the role played by the actua plan in thisregpect
within the interna structure of the set up monitoring procedures and identify/predict
discrepancies and exceptions PMACs, regpectively.
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Typical input predicates: actual plan is available®; monitoring standards are
avallable@, projectrisk adviceis available.

Typical ousput predicate: monitoring procedures ae established (referenced
through tinelinked monitoring predicates); entities to be observed and
reported on are identified.

Principal operations carried out within PMAC. organise observation and
reporting System; coordinate reports with entitiesto be reported on; control
alocation of reporting responsibilities; smulation test for quality controt
and coverage.

Per spectives employed: project function; activity; time and resource; personnel.

Goals addressed in post-condition tests; maintain relationship between plan
and redlity; facilitate project work; satisfy externa stakeholders.

The principal operations canied out within this PMAC define the sub-
PMACs which condtituteit. These are

M - organise observation and reporting system;

SM2 - coordinate report s Wth entitiesto be reported on;
SM\B - control dlocation of reporting responsibilities;
S\l - smulation test for quality control and coverage.

Figure 810 shows how an internal structures generated for this PMAC may be
represented as the four subPMACs within a place-transition neti. This PMAC
is activated on the successful completion of a pre-cendition test which exam-
ines the actua plan for the project to identify entitiesin the project data modd
which can be monitored according to the monitoring standards identified in the
input predicates to this PMAC. If no plan exists, or it cannot be monitored
{e.g., it is not detailed enough), this PMAC cannot be activated.

The initial subPMAC activated within the internal structure, SM1, serves
to organise the observation and reporting system}. The entitiesinstantiatedin
the project data modd which will receive their values through the operation of
this observation and reporting system in reality are then matched with the
points in the project work system where such reports are used for monitoring
anticipated realitiesand results (subPMAC SM2). SubPMAC SM3 nay then be
employed to alocate observation and reporting responsibilities to the project
manager and to team members. A simulation test may then be made (subPMAC
SM4) involving generation of reports, according to the responsibilities that have
been set up, and checking t hemagaingt, for example,

1t We do not discuss here the perspective views on the project data modd instantiation
which precede and follow each operation, & We. did for the operations implementing the
PMACs described m sections 8.1, 82 and 8.3, but the reader should be able to develop these
for himsalf if needed

$ In section 9.3, we will describe the details of the process by which this is achieved.
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(i) qaity conwol criteria, and,

(i) coverage (a the appropriate ting) d particular information ddivered for
comparison purposes for the full set of currently rdevant objectsin the
project plan.

Figure 810: A set up monitoring procedures PMAC refined to show its
internal structare
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If the test fails, the observation and reporting system has to be re-
organised (that is, subPMAC SMI needs to be invoked again and the cycle
repeated). If the test succeeds, thereis still a post-condition test to be passed. It
is still possible to fail to achieve the god to maintain a relationship between
plan and reality, if the project plan has not got sufficient comparison pointsin
it (usually, milestones) to pick up on al the discrepancieswith the real project
work system which, if they occurred in redlity, might cause trouble. For exam-
ple, a project plan which contains a task which lasts for 50% of the project's
time span, and is on the critica path, and has no intermediate milestoneswhich
can be usad for monitoring would be likely to cause the post-condition test to
fail (if it had not aready been corrected in the pre-condition test by failing to
match a quality control procedure) regardless of how well the monitoring sys-
tem maps onto the project plan.

If the post-condition test fails, then predicates are generated indicating pre-
vious conditions which have to be met in a re-organised plan (which are not
met in the present one). These predicatesare then input predicatesto the stan-
dard planning (SP) and actual planning (AP) PMACs next time they are
activated by the project manager.

If the post-condition test succeeds, then two types of output predicates are
generated. The first type of predicates identify the time-linked monitoring pro-
cedures to be employed, so tha the arriva of reporting information can be
checked and logged. These serve as input predicates to the identifylpredict
discrepancies and exceptions PMAC. The second type of output predicates
identify those entities in the current instantiation of the project data modd
which correspond to the objects in the project work system which may now be
subject to time-linked monitoring in redlity, so that the estimated or anticipated
values o the relevant attributes of these entities (e.g., time, date, effort spent)
can be reviewed and updated according to the monitoring results. These predi-
cates may also serve as input predicates to subsequent activation of the stan-
dard planning PMAC, as the re-organisation of a project plan which currently
contains monitored entities has additional implications over one which does
not. That is, if the re-planning involves deletion of any instances of entities
marked for monitoring in the current plan, the standard planning PMAC must
be re-activated from subPMAC SP1 onwards as a consequence.

85. Developing the internal structure of the identifylpredict discrepancies
and exceptions PMAC

Once the set up monitoring procedures PMAC has been used successfully, an
observation and reporting structure has been sat up and monitoring becomes
possible. The latter may be achieved through invoking an identifylpredict
discrepancies and exceptions PMAC the characteristics of which were
described in a pre-formd way in section 7.2 asfollows:
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Identify/predict discrepanciesand exceptions (IP)

Function: to identify and predict deviationsfromthe plan given the results of
monitoring and assess the severity of discrepancies.

Type: internal.

Typical input predicates. actua plan is activated@;entities to be observed and
reported on are identifed®; edtimates of effort, cost and duration are
available®; risk advice is available; monitoring proceduresare established.

Typical output predicates. missng reports are identified; lists of confirmations
and exceptions are available.

Principal operations carried out within PMAC: control timed reporting; coor-

dinate planned and reported values for relevant entitiesin the project data
moddl; control forward tracking as effectsof identified discrepancies.

Perspectives employed: project function; activity; time and resource; personnel.
Goals addressed in post-condition tests: maintain relationship between plan

and redlity; facilitate project work; satisfy external stakeholders; create and
implement a project plan.

The principal operations carried out within this PMAC define the sub-
PMACs which condtitute it. These are;

TP1 - control timed reporting;

1P2 - coordinate planned and reported valuesfor relevant entities in the
project data modd;

IP3- control forward tracking as effects of identified discrepancies.

Figure 811 illustratesthe interna structure of an identify/predict discrepancies
and exceptions PMAC, refined to show its three principal subPMACs linked
within a place-trangition net.

This structure provides, first, for the use of a subPMAC IP1 (employing
the time and resource perspective) in controlling, observing and reporting at
identified points within the project work system, as currently instantiated in the
project data modd. SubPMAC IP1 achievesthis through allocating responsibili-
tiesin this respect to the appropriate resources, so that they observe and report
at the required time. Successful completion of the activation of subPMAC IP1
enables (via place S1 in figure 811) the use o a subPMAC IP2 to coordinate
planned and reported values for particular attributes of the relevant instantiated
entitiesin the project data modd in order to identify discrepanciest.

If the set up monitoring procedures PMAC has been executed properly,
coordination of report items with instances of entitiesin the project data modd,
as they are received, should be quite straightforward. However, if PMAC SM
was not previoudy used to ensure a good observation and reporting structure,
coordination may involve a complex search through large parts of the totd

t In section 94, we will discuss the details of the processes by which reports are analysed
to produce confirmations and identify discrepancies.
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current ingtantiation of the project data modd, in arder to coordinate instances
of the relevant entities within it (when found during the search) with reported
material. Another complex search of this type would aso then be necessary in
order to examine discrepancies on reported vdues An  identify/predict
discrepancies and exceptions PMAC would, in thiscase, need to be generated
with the specification for such searchesgiven within subPMAC IP3.

However, no refinement of this kind is shown explicitly in the structure
represented in figure 811 which presumesthat activation of PMAC IP will rely
on a precondition test of the prior existence of an adequate observation and
reporting structure.,

Figure 8.11: An identify/predict discrepancies and exceptions PMAC
refined to show itsinternal structure
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Infigure 811, sUbPMAC IP2 takesas its inputs

(@ an initiating predicate from the clock, saying that it is time to process
reports due at a particular date, and,

(b) thereports actudly available at that time.

The confinmations and discrepancies identified in SU—BPMAC IP2 are the subject
of the forward tracking in subPMAC IP3 which investigates whether possible
effects of an identified discrepancy indicate tha it should be treated as an
exception to what can be handled within the current actual plan for the project
If subPMAC IP3is unableto resolve thisissue, the project manager may wish
to move (via place 0) back to subPMAC IP1, where he can adjust his control
of timed reporting in a way that will, hopefully, yield more definitive informa-
tion on this issue in the next (clock-timed) set of reports which will be pro-
cessed by subPMAC P2,

If, on the other hand, the manager is satisfied with the way in which the
forward tracking of discrepancies in SUDPMAC SP4 identified the exceptions (if
ay), he can then move (via place S3) to the post-condition test of god
achievement The output predicates generated through activating this post-
condition test may address the following three typesof conditions:

(1) Missing reporss: Predicates in this set identify the points in the project
work system fram which information is required in order to review and
update attributes of relevant entitiesin the current instantiation of the pro-
ject data modd, but which have not yet reported thisinformation {i.e., the
attribute values have not yet been updated). The values of these predi-
cates may consequently guide the project manager in the re-activation of
subPMAC IP1 to dlocate "report-chasing-up”.

(2) Confirmations: Predicates in ths st identify key planned events (e.g.,
milestones) which have been achieved since the last time this PMAC was
invoked. In the absence of such predicates, the only type of automatic
confirmation reporting would be of the type "no newsis good news', indi-
cating that "everything is going according to plan. However, affirmative
reporting (e.g., deliverables ready for collection) is often required for
Lidson with external stakeholders.

(3) Exceptions: Predicates in this set, in cases where there is a mismatch
between the plan-expected and the reported vaues, identify, in each case,
the attributes of the relevant instantiated entities in the project data modd
the values of which indicate exceptions For each exception S0 identified,
predicates in this set may ussfully be set to indicate the point in the pro-
ject work system which generated the exceptiona information and the
nature of the exception (usudly, a difference in parameter values relating
to a particular object in the project work system).

Resolving exceptions requires a revison of the actual plan for the project,
and, thus, re-use of the actud planning PMAC, but it may be possible to
resolve exceptions successfully without prior re-use of the standard plan-
ning PMAC. However, if the post-condition test in the actual planning
PMAC indicates that resolution of exceptionsis not successful, then, the
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standard planning PMAC must be invoked since magjor re-planning has
become inevitable. This strategy of using the standard planning PMAC
only after the actual planning PMAC post-condition test has failed fol-
lows from adopting the objective "try to maintain the relationship between
plan and reality with minimum disturbance due to re-planning"?.

As well as examining the achievement of the triggering goa for the IP
PMAC (that is, to maintain the relationship between plan and reality), the
post-condition test of goal achievement may indicate, for example, how the list
of confirmations may promote the goa to satisfy external stakeholders. Or, if
there are many missing reports, the post-condition test may indicate that higher
priority should be given to the goal to facilitate project work, perhaps through
subsequent activation of the handle team problems PMAC. Finaly, if there are
many exceptions, the post-condition test may indicate that awtention should,
once again, be directed to the goa to create and implement a project plan, as
the need for re-planning may be inevitable.

86. Linking of PMACs through predicates in instantiating the project
management model

The discussion of the five PMACs considered in the previous sections of this
chapter gave severa examples where the output predicates from one PMAC
served as input predicates to another. Figure 8.12 shows, in overview, some of
these linkages between the output and input predicates of the particular
PMACs. The same place-transition formalism that was used in sections 8.1
through 8.5 to express linkages between subPMACs is employed in this section
to express linkages between the PMACs themsalves. So, figure 8.12 simply
summarises and arranges representations of parts of the project management
model as generated and displayed in figures 8.1, 8.6, 8.8, 8.10 and 811 into a
representation which might be viewed as the result of generating a composite
instantiation of PMACs within the project management mode. Within this
representation, we have included also parts of the linkage with the project ini-
tialisation PMAC (PI) (which, however, has not been described in this
chapter), as this PMAC is the source of some of the key input predicates
required by the pre-condition tests of most of the other PMACs shown in the
picture.

For clarity of exposition, we have added the name of some of the predi-
cates which are output and input along the linkages shown in figure 8.12, but
this should not be taken to imply that these are the only predicates which are
used to exchange information between the PMACs shown. Neither should it be
taken to imply that the only use of the predicates named is to carry information
along the links shown in this figure.

t For a judtification of this objective, see the discusson on "change control” in section
5.124.
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In summary, the representation shown in figure 8.12 should not be inter-
preted as either a global or a static model of the project management system. It
is smply a wider (and coarser) view on part of an ingantiation of the project
management model generated in terms of a composite sructure of PMACs.
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The output predicates shown at the bottom of figure 8.12 (missing reports
identified, confirmations, and exceptions), are those which are of particutar
importance to the project manager for the purpose of project progress control.
There are, of course, many other output predicates from the PMACs identified
in figure 8.12 which are of interest to the manager. Here, though, we have
explicitly identified just these three, and we have shown their position as links
within the net illustrated in figure 8.12, in order to give an idea of the complex-
ity of the source network of prior management activities which is required to
ensure that the project manager's subsequent attempt to control the progress of
his project may be efficient and effective, thus meeting his goad to maintain the
relationship between his plan and reality.

In the next chapter, we examine some of this complexity on aloca, rather
than a generd, level, concentrating on building a local process modd for a
particular subPMAC within each of two of the PMACs shown in figure 8.12
(that is, the set up monitoring procedures and the identify/predict discrepan-
cies and exceptions PMACS). These subPMACs focus on the inferences the
project manager has to makein (i) setting up and organising an observation and
reporting system, and, (ii) coordinating the planned and reported values for
relevant entities in the project data modd. Successin these inferencing activi-
ties is of particular importance for the project manager's goa to maintain the
relationship between his plan and redity.



Chapter 9

Making inferences about the project

Deciding on the degree of refinement of the internd structure of a PMAC isa
rather arbitrary decision on the part of the modeller. It depends mainly on what
he wants to attain through the modeling activity. In chapter 8, the granularity
of the description of PMACs was rather coarse as this was sufficient for
describing the generative and high level aspects of project management activi-
ties. In this chapter, we show how a further refinement of certain parts of the
internal structure o a PMAC ties in more or less naturdly with knowledge
moddling. We Wl be concerned in particular with PMACs which relate to
progress control activities of a project manager where detailed knowledge
modelling is possible and rules which may reflect this knowledge are relaively
easily obtained. These were described in chapter 7 as the set up monitoring
proceduresPMAC (SM) and the identify/predict discrepanciesand exceptions
PMAC (IP). However, in principle, this kind of refinement could be carried out
for every PMAC that was described in a pre-formal way in chapter 7 and
represents a continuation of the process of refinement in moddlling that was
described for certain PMACs (induding SM and IP) in chapter 8.

The two subPMACs, congtituent parts of PMACs SM and IP, that we
refine further in this chapter are those identified in chapter 8 as organising
observation and reporting system (SM1) and coordinating planned and
reported values for relevant entities in the project data modd (1P2). These
were shown in context in figures 8.10 and 8.11, respectively. We Wl refine
each of these subPMACs to the leve at which they show how inferences can
be made about the state of progressin the project.

91 Referenceconceptsfor measuring progress

As we described in chapter 4, a project can be viewed in termsof the tasks that
compriseit which aim at mesting one or more project objectives, and which are
performed under certain resource congraints, especialy money and time. From
the point of view of monitoring the progress of the project and, hence, of
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monitoring the progress of each task that comprises it, the outcome of a task is
an important concept This can be constructed from:

- the amount and quality of the output{(s) (e.g., products, deliverables) it
produces; and,

- theactual amount of resources it consumes (e.g., hours worked, computer
time used, total time spent).

The value of the outcome of a certain task varies depending on the productivity
achieved on the task. As such, the outcome of a task is a variable the value of
which can be predicted before a task starts, and which can be given its real

value after the task has finished. Any combination of characteristics of the out-
put produced with characteristics of resources consumed can be seen as an out-
come of a task (e.g., the amount of work finished against the money spent, the
quality of the work achieved against the time spent).

While a task is executed, it is executed under certain (environmental) con-
ditions which are assumed to be known. As such, these (assumed) states of
such environmental conditions are parameterst as their value is assumed to be
constant or to be the outcome of a function the shape of which is supposed to
be constant (e.g., alearning curve associated with every human resource work-
ing on a task). In the latter case, the value of a parameter can change during a
time interval, but its value is known at every moment in time (e.g., determined
by its position on the learning curve). The value of a parameter is postulated
to influence the productivity of a task and, through it, the outcome of the task.
Thus, as long as the values of the parameters are known, reasonable estimations
can be made about the outcome of a task. In other words, parameters set the
scene for performing a task

It must be emphasised that a certain quantity can not be exclusively
classified as a variable or a parameter at al possible instances. Both these terms
are used to specify the role a quantity can play during the monitoring process
rather than represent an inherent property of the quantity itself. For example, a
quantity such as hardware performance is considered as a parameter (i.e.,
assumed to have a constant vaue) for the purposes of the SM1 subPMAC in
organising the observation and reporting system. However, it becomes a vari-
able (i.e., its value may not be constant) for the purposes of the P2 subPMAC
in coordinating the planned and reported values for relevant entities in the pro-
ject data model.

T The notion of a parameter as used in this chapter is closely related to the notion of
parameter properties of entitiesin the praject data model which we will describe in chapter
10. The main difference being that, in this chapter, a parameter is interpreted as something that
does not change at all or, if it changes, changes as predicted. By contrad, in chapter 10.
parameter propertieswill be described as properties that cannot be changed by the actions of a
manager. In general, the use of the concept of a parameter in this chapter is wider than that in
chapter 10 because it also relates to entitiesthat are not (yet) represented in the generic core
of the project data model.
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9.2, Typesof knowledgeinvolved in making inferences about progress

In general, two types of knowledge are needed for making inferences (or rea
soning) about the progress of the project or atask. The first type is declarative
knowledge which provides the basisfor description of the objects in the domain
and the relations between them This knowledge corresponds to the informa
tion represented as passive (state) information within the project management
model or the project data model. We have aready discussed some of the
declarative knowledge related to the project management model in chapters 7
and 8, and we shall discuss the one related to the project data model in chapter
10, below. As such, we shall not consider this type of knowledge further in this
chapter.

Declarative knowledge, however, does not say anything about how to use
the objects and relations it represents to solve a problem or make inferences.
This is the task of the second type of knowledge needed for making inferences:
reasoning knowledge. Modelling this kind of knowledge is achieved through
instantiating a local process modd which comprises an inference structure
component and a reasoning process control component. We call this a local
process model as it describes the process by which this knowledge is employed
locally, that is, within a particular subPMAC. In the following two sections we
outline the general characteristics of its components. Then, in sections 9.3 and
9.4, we describe how these components may be modelled within the local con-
texts of the SM1 and IP2 subPMACs, respectively.

9.2.1. The inference structure component

The inference structure consists of a net linking Reasoning Activities (RACs)
and Reasoning Entities (REs). Reasoning Activities {RACs) describe operators
in a reasoning process about the project and are, thus, modelled as functions
which effect transitions within subPMACs in the project management model.
Reasoning Entities (REs), on the other hand, describe the operandsin a reason-
ing process. These may be of either of two kinds:

(1) Predicate Reasoning Entities (PRES), which are represented by predicates
in the project management model and which reference the requirements
for, and results of, reasoning within the local process model. There are
three types of PRES:

(& input PREs, which are needed as input information by a reasoning
activity;

(b} intermediary state PRES, which are both needed as input for a rea-
soning activity and produced by another reasoning activity; and,

(¢) ourpur PREs, which carry output information resulting from the
(whole) reasoning process performed in the local process model.

(2) Virtual Reasoning Entities (VREs), which refer to attributes of entities
within the project data model. VREs do not exist as entities within the
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project data modd itself but their structure is created out of selected
(relevant) attributes of one or more project data modd entities and instan-
tiated with the values of these attributes as and when required?. Thus,
VREs are virtual entities as far as the project data mode! is concerned. As
we described in section 6.4.1, a virtuat entity of thiskind is like an image
of an object in a mirror or on a projection screen: it does not exist
independently of the "red" project data modd entities from which it is
built.

Viathe PREs and VRES, predicatesin the project management model and attri-
butes of entitiesin the project data modd play particular rolesin the reasoning
process. These roles are determined by the various reasoning activities (RACs)
which employ these PREs and VREs. For example, a concept such as "too
late' can act as a hypothesis, interpreted by the vaue carried by a PRE or as
an observable, referenced by a VRE. A PRE such as "60% delay is too
much” can be used in RACs that establish the seriousness of a delay occurring
in atask

In summary, RACs identify inferences that can be made, while PREs and
VREs identify the entities which are needed for the inference to be mede
PREs, but not VREs, may be produced as a result of the reasoning activity
(RAC). The input and output PREs from the (whol€) local process modd are
the links between a reasoning process and its project management context. That
is, they may be produced by another previoudy carried out subPMAC or be
needed by ancother subPMAC. Input PRES can comprise PMAC input predi-
cates in set P2, as described in section 6.32: they can describe complex states
of the project environment or the project work system as represented in the pro-
ject data modd.

9.2.2, The reasoning process control component

The inference structure of the local process mode is defined by the connec-
tions between the RACs and can beinterpreted as a generd structural represen-
tation of the reasoning knowledge involved. However, the connections between
the RACs established through intermediary state PRES only represent move-
ments of tokens carrying predicates (knowledge ements) which are possible,
under appropriate pre-conditions, in the local process modd. As we will illus-
trate in section 932, the place-trandtion net generated through linking RACs
and PREs usudly exhibits a high degree of concurrency (in theery, at least).

This does not mean that, by constructing such nets, we are trying to model
the project manager's reasoning activities as if they were performed mentally
with a high degree of concurrency}. Instead, we interpret the place-transition

+ We di scuss how thisisachieved in detail in section 9.3.1, below.
1 In fact, human reasoning processss tend to be sequential and goal-directed, rather then
oonaurrent (Johnson-Laird 1983, Beach & Mitchell 1987).
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net as offering dynamic smulation capabilities concerning the sequences of
RAC activation that could, logicdly. be carried out in making inferences about
the project within a loca process moddl. Therefore, to complete the picture of
the actua reasoning proceduresinvolved during any particular activation of the
local process modd, we need to modd also a reasoning process control com-
ponent in a way that will describe in what sequence or under what conditions
the RACs in the inference structure should be activated to reach a certain god.
In other words, this component should dictate the reasoning procedure to be
employed.

From an externa perspective, the objective for any reasoning process con-
trol component is analogous to that we described on a more genera leve for a
project management methodology in chapters 5 and 6. The genera amfor a
management methodology is to place additiond constraints on the activation of
management activitiesin the interest of ensuring effective management prac-
tices, given the particular organisationa and project requirements, context and
objectives, and the immediate history of management activities. At a micro
level, thisai mapplies to the congtraints on the activation of RACs within a rea-
soning procedure with the am of ensuring an effective reasoning strategy.
Thus, the reasoning procedures which are actualy ingtantiated in any particular
application of an inference structure should, ideally, interpret a reasoning stra-
tegy which is defined as a micro-component of the management methodology
which is currently specified for the project.

In sections 9.3 and 9.4, the concepts introduced above will be used for
describing in detail two subPMACs (SM1, erganise observation and reporting
system, and IP2, coordinate planned and reported values for relevant entities
in the project data model). In section 9.3, we aso enhance, through examples,
the conceptsintroduced in this section.

9.3. A refinement of the SM1 subPMAC

The am of the SM1 subPMAC is to organise the observation and reporting
system which will be used during the running of the project to collect informa-
tion about the progressof the project. In the refinement of the SM1 subPMAC,
we examine first, in section 9.3.1, its inference structure component and then,
in section 9.3.2, its reasoning process control component. In section 9.3.3, we
provide sone examples of the reasoning knowledge that can be used by the
RACs modd led within the SM1 inference structure.

9.3.1. Theinferencestructurefor the SM1 subPMAC

Figure 9.1 gives a refined, but ill rather approximate, place-transition net
representation of the kind of inference structure which may be generated for the
SM1 subPMAC, In figure 91, the various RACs comprising the inference
structure are shown linked through the intermediary state PREs. Links from
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input PRES to output PRES and with VRES are also shown. The place-transition
representation formalism is similar to that used in figure 8.12 in chapter 8. That
is, each place on the link connecting a pair of RACs isinscribed with the name
of the intermediary state PRE which is both output predicate generated by the
RAC which links to the place and input predicate consumed by the RAC
which links from the place. Where two places are shown linking into one
RAC, the output predicates of the RACs which link to each of these places
comprise, collectively, the input predicates to the RAC which links from both
these places. For example, PRES cruciality o outcomes and certainty about
outcome values are both input predicates to RAC Transform-3.

However, in figue 9.1, we have adso employed an extension of the
representation formalism that we have used in previous net diagrams. The pur-
pose of this extension is to indicate the specia use of VREs within the net.
VREs ae shown inscribed in places denoted by ellipses with thick borders,
whereas PRESs are shown inscribed in places denoted by ellipses with thin bord-
ers. The predicates which comprise PREs are carried on tokens within the net
in the usual way. That is, an input predicate arriving at a particular RAC will
be consumed by that RAC. An output predicate arriving at a place, from a par-
ticular RAC, will have been produced by that RAC. If the particular output
predicate constitutes an intermediary state PRE, it will, of course, then become
an input predicate to be consumed by the RAC which links from the same
place. It follows that any intermediary state PRE will have only a local, ephem-
eral and transitory existence during a dynamic simulation within an instantiation
of alocal process model.

Any YRE will always be inscribed in a place connected by a two-way link
(double arrow) to a RAC. The two-way link operates as follows. whenever the
particular VRE is needed by the RAC, the RAC outputs a token along the link
to the place where the VRE is inscribed. The values currently instantiated in
the project data model for al the entity attributes currently "mirrored” in the
VRE are copied into a complex predicate. This forms their image as the current
instance of the VREt. This VRE instance is carried back (on the token) along
the same link to the RAC which reguested the VRE.

Hence, any instance of a VRE is generated (as a complex predicate) and
then immediately consumed, whenever required. The contents of the VRE are
always up to date, as they reflect the current status of the project data model at
the moment the VRE is instantiated. However, the VRE itsdlf is "invisible"
within the project data model: its creation and subsequent consumption has no
effect whatsoever on any entity within that model.

1 In thisway, attributes of entities described in the project dta mode can be used in the in-
ferencing process by being composed into VREs. For this purpose, virtual properties may be
constructed from basic properties of entitiesin the project data model. An example of such a
virtual property is the notion of delay which is, in fact. the result of the comparison of the
basic properties planned end date and actual end dote of any ingtance of the Task entity
class.
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Figure 9.1 Inferencestructure for the SM1 subPMAC
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This description of the creation and consumption of VREs on demand by
a RAC may hdp to explain why nore than one arrow may be shown linking
outwards from a place inscribed with a YRE, within the place-trangition net
representation shown in figure 9.1. Normally, in a place-transition net diagram,
more than one link out of a place would indicate indeterminacy, as there is no
indication of which way a token leaving the place would go. This implies that
there would then be no way of knowing, on the basis of the information in the
net, which of the RACs linking from the place would be expected to consume
the token and thusreceive, asinput, the predicatesthat it carries.

Wit nthe formalism used to congtruct figure 9.1, this is indeed the case
for any place carrying PRES (i.e., represented by an dlipse with a thin border).
It is not the case, however, for places carrying VRES, because of the additional
rule we have defined for each place of this type That is, any token arriving on
a place defined by an dlipse with a thick border must return along the same
(bidirectional) link by which it arrived. Hence, there is no indeterminacy in a
dynamic smulation of the ingtantiated net. This same rule also explains why
thereis no direct link between any pair of RACs linked toand from (but never
through) the same place represented by an dlipse with a thick border. There-
fore, RACs are aways linked through PRES, never through VREs.

Thefollowing PREs and VREs provide input information to the inference
gtructure of SM1 subPMAC (i.e., organise observation and reporting system)
illustrated in figure 9.1.

Information from input PREs:

Specia objectives and constraints which relate to indications about the
importance of redising certain outcomes. For example, the output of a
task may be stated to be very important, because it has to be shown to the
client on Tuesday afternoon, or resources used may be stated to be an
important quantity to monitor in the case that they are very scarce.

Monitoring opportunities reating to characteristics of the running project
that can give information about the feasibility of monitoring certain quan-
tities.

Information from VRESs:
Set of tasks described in terms of their expected outcomes and the & pen-
dencies between tasks. The expected outcomes are described in terms of
resources to be used and outputs to produce, for every task in the plan
currently ingtantiated in the project data modd. The dependencies
between thetasks are also subsumed in the project plan, and inferred from
the workbreskdown structure or the schedule.

Relevant parameters relating to a list of parametersrelevant for perform-
ing tasksincluded in the plan.

Risk advice pertaining to the specific risk areasin a project. Thisinforma
tion may be ingtantiated in the project data modd through risk analysisas
discussed in chapter 3 and detailed in section §8.2.
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Monitoring standards, that is, organisationa standards for monitoring,
providing information about which quantities have to be monitored and the
recommended frequency of monitoring them.

Thefollowing RACs are part of the SM1 inference structure:

Transform-1, which yields a set of outcomesthat are crucial for the pro-
ject. According to the input PRE special objectives and constraints, cer-
tain outcomes of tasks are selected as crucial to the success of the project.
Outcomes of tasks can occur either individually (i.e., as created by the
tasks themsdlves) or by one of the parent nodes in the workbreakdown
structure. For each outcome, the degree of crucidlity is given. For exam-
ple, "deliverable A of task X is extremey important”, or "deliverable B of
tak Y can wait". The intermediary state PRE list of crucial outcomes
contains only the names o the crucial outcomes without any information
on the degree of their crucidity. The latter is included in the intermediary
date PRE cruciality o outcomes which is an output predicate of
Transform-1.

Transform-2, which yieldsa set of parameterswith indications about their
crucidity according to the set of crucid outcomes (intermediary state PRE
cruciality o parameters). The cruciality o a parameter depends on the
crucidity of those outcomes whose occurrence depends on the correct
vaue of the parameter.

Imfer-1, which yidds the degree of certainty that a particular outcome
value will occur (intermediary state PRE certainty about outcome values).
Thisis accomplished by using the appropriaterisk advice.

Infer-2, which yields certainty associated with the vaues of parameters,
which are either aready known or will be known in the near future (by
definition or by prediction), and about the rdiability of assumptions made
about these values (intermediary state PRE certainty about parameter

values). This RAC aso uses information gained from the risk advice
VRE

Transform-3, which yields a list of outcomes worth monitoring. This
RAC produces the intermediary state PRE outcomes worth monitoring
(i.e., those considered crucia for determining the progressof the task or a
set of tasks).

Transform-4, which yields a set of parameters which are worth monitor-
ing (intermediary state PRE parameters worth monitoring). These param-
eters are relevant, but their values are not yet known with sufficient cer-
tainty at this point within the inference structure.

Transform-5, which vields information pertaining to the definition of
monitoring procedures. The output PRE identification of entities to be
observed and reported on consists of a set of observablest, related to the

t Observables are quantities that can be measured in the running project and gored on
values of entitiesingtantiated in the project data modd.
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outcomes and parameters to be monitored. Also, the points in time in
which monitoring will take place, the level of detail and methods used to
monitor are inferred in this RAC and areincluded in this output PRE.

9.3.2. Reasoning process control for SM1 subPMAC

The way the inference structure component is modelled within a loca process
model will place certain constraints on the reasoning procedures that may actu-
aly be followed by the project manager when activating that local process
model within a subPMAC. On the basis of the information in the net shown in
figure 9.1, the constraints on the reasoning procedures which may be employed
within subPMAC SM1 can be described as follows:

In Transform-1 and Tramform-2, the crucial outcomes and parameters are
identified. Infer-1 and Infer-2 determine the certainties of outcome and
parameter values, respectively. By means of Transform-3 and Trarsform-
4, the outcomes and parameters worth monitoring are established. Through
the activation of Transform-5, the final monitoring procedures are pro-
duced.

However, these constraints, on their own, do not specify any strict
sequence of activations of RACs (i.e., a reasoning procedure). As can be seen
from inspection of the net in figure 9.1 (or, formaly, through an analysis of the
input and output predicates of the RACs in the inference structure, as expressed
in the PREs) thereis no fixed order of activationfor thefirst four RACs. More-
over, dynamic simulation of the net is not possible, without additional con-
straints, as the RACs Infer-l and Infer-2 cannot receive any token before hav-
ing to produce one, so the initial marking of the net at the start of the dynamic
simulation cannot be defined.

However, starting from the process modelling information represented in
the net, it is possible to induce an order of activation for the RACs in a
dynamic simulation by means of additional conditional statements in the
development of the reasoning procedures. An example of an additional condi-
tional statement might be: "If the number of crucial outcomes is expected to be
small, then do Transform-1 before Infer-1". The rationale for this condition
could be that, whenever there are only a few crucial outcome values involved,
it will be inefficient to establish the certainties of a fairly large set of outcome
values of which the majority will be rejected. Apart from inducing an order,
one may also wish to prescribe repetition, under particular conditions, in the
activation of (groups of) RACs. An example of such a repetition is repeating
Transform-2 until a sufficiently small large set of crucial parameters remains.

Adding conditional and repetition statements of this kind implies incor-
porating new elements in the reasoning process control component beyond
those expressed in the place-transition net. This is because the net expresses
only the necessary constraints on any reasoning procedure according to the
instantiated inference structure. In order to incorporate these new elements, we
must first describe two extensions to our predicate-transition approach to project
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management model development. These extensions are made because:

(@ the RACs need to be interpreted as functions, rather than sets of expres-
sions, effecting transitions, and,

(b) areasoning strategy interpreter needs to be specified.

In the following, we will consider briefly what would be involved in making
these extensions.

In net modelling, two representation forms may be distinguished. The
graph form, which is the form we have employed so far in this book, is nor-
mally applied for system description and informal explanation while the matrix
Jorm is applied for forma analysis (Jensen 1986). Classical predicate-transition
nets (Genrich 1986) use expressions in both the graph and the matrix form.
However, the "new version" coloured Petri nets, as proposed by Jensen
(1986), use expressions in the graph form but functions (rather than expres-
sions) in the natrix form (Albrecht, Jensen & Shapiro 1989)7.

Up till now, it has not been important for us to distinguish between
predicate-transition net modelling and coloured Petri net modelling because,
in the graph form, they are, to al intents and purposes, the same thing (at least,
at the level of precision of modelling attempted in this book). However, inter-
preting local process models in terms of "new version” coloured Petri nets pro-
vides us with the opportunity of being able to describe a RAC in terms of a
function call in which the PREs and VREs to be employed are expressed as
arguments in the call statements.

The following example shows how each of the RACsin the local process
model for the SM1 subPMAC (as illustrated in figure 9.1) could be pre-
formally described in this way. In the example, we employ a kind of pseudo-
code where the function called is indicated in bold type, with its argument list
given in parentheses. In the argument list for each RAC function, the output
PREs come first. Then (separated by a semi-colon) come the input PREs and,
finally (separated by another semi-colon), the VREs.

Transform-1 (cruciality of outcomes, list of crucia outcomes; specia
objectives & constraints; set of tasks)

Transform3 (cruciality of parameters; list of crucia outcomes; relevant
parameters)

1 The "old version" coloured Petri nets used functions in both the matrix and the graph
form.

1 The word "argument" is employed here by analogy with the naming conventionsin certain
programming languages, where arguments define parameters of a function or subroutine which
are usd for passing referencesto data and/or control information between the function or sub-
routine and the next higher level of contol (ie., the program which "calls' it). We have
chosen to use the word "argument" to avoid the confusion with other meanings already as-
signed to the word "parameter” in our modelling approach. Note d0 that the notion of a
"function call" is equivalent to the idea of a “procedure call' in certain programming
languages.
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Infer-1 (certainty about outcomevalues; ; risk advice, set of tasks)
Infer-2 (certainty about parameter values, ; risk advice, relevant parame-
ters)

Transform-3 (outcomes worth monitoring; certainty about outcome
values, crucidity of outcomes;)

Transform-4 (parameters worth monitoring; certainty about parameter
values, crucidity of parameters;)
Transform-5 (identification of entities to be observed and reported on;
monitoring opportunities, outcomes worth monitoring, parameters worth
monitoring; monitoring standards)

Our re-casting of RAC definitions in terms of function calls means that it is
possible to specify when a particular RAC should be ectivated (i.e., when a
particular RAC function call should be executed) within a higher level control
structuret. Moddling this higher level control structure would involve, in
effect, generating a reasoning strategy interpreter which can make selections
between different componentsin the inference structure that may be available
for incorporation at a particular point in a reasoning procedure (i.e., establishing
the truth value of the "if' part of a condition specified within a reasoning stra-
tegy) or being able to establish the terminating condition for a loop within a
reasoning procedure. Obvioudy, how thisis modeled will be a matter of inter-
preting a prescribed reasoning strategy. However, the idea of inheriting a
prescribed reasoning strategy as a micro-component of a management metho-
dology is outside the usua experience of present-day software development
project managers. Thus, while the modeling and evaluation of prescribed rea-
sonirhgﬁa(rategies is an interesting topic for research, it is outside the scope of
this

9.3.3. Examplesof knowledge that can be usad in performing SM1 RACs

Knowledge that can be used in performing SM1 RACs can be expressed in
terms of rules hdd in complex passive (state) components of the project
management model accessed by the RAC functions (described in section 9.3.2),
themsdves active (process) components o the project management modéd.
Examplesof rules which may typicaly be used are given below.

Knowledge used in Transform-1.
Thefollowing rule can be used for determining the cruciality of an outcome:
If the output of atask is used in several other tasks

t Theactivation constraints modeled in the inference sructureare ill present, as they are
a d through the input argunents, and form the bads for a pre-condition test for RAC
function activation.
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or the tak is on the critical path

or the output is crucial from afunctional point of view

or the resources needed are scarce and are aso needed in future tasks
then the outcome o the task is crucidl.

Knowledge usad in Transform-2.

The following rule can be used for determining the cruciality of a parameter:
If a parameter isimportant for realising a certain outcome of atask
and the outcome of the task is crucial
then the parameter is crucia?.

Knowledge used in Infer-1and Infer-2.

The knowledge used in these two RACs is not easy to ascertain. If an explicit
risk assessment has been carried out on the project, this could be used as the
main source of information. Otherwise, the project manager will probably need
to rely on intuition and rules of thumb, based on his own or colleagues previ-
ous experience.

Knowledge used in Transform-3.

In deciding on the selection of the outcomesthat are worth monitoring, the fol-
lowing rule can be usd :

If the certainty of an expected outcome valueis low

or the crucidity of the outcomeis high

then the outcome is worth monitoring.
The degree of certainty with which a particular outcome is expected to materi-
alise is usudly considered to be a more important factor in this decision than
the crucidity of the particular outcome. For example, aless crucia task, carried
out by person{s) whose capabilities are not known or are uncertain, will be

monitored more closely than a nare crucia task carried out by person(s) whose
capabilitiesare trusted by the manager.

Knowledge used in Transform-4.

In deciding on the sdection of the parameters which are varth monitoring, the
sameruleisinvolved as the one used for the sdection of outcomes worth mon-
itoring. That is,

If the certainty of the value of a parameterislow

+ Naturally, if a parameter (e.g., hardware) iscrucial for several tasks, then its cruciality in-
creases. Although the extent to which a paramder is important for realising outcomes differs
from task to task, there are sone genara rules for dedling with such cases.
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or the cruciality of a parameter is high
then the parameter is worth monitoring.

Similarly, the certainty about the value of a parameter is usualy considered to
be a more important factor for this decision than the cruciaity of the
corresponding parameter.

Knowledge used in Transform-5.

The knowledge which may usefully be employed in this RAC is not easy to
establish because it is highly dependent on the project environment and the
constraints it imposes on the manager's monitoring practice. In most cases, the
particular contractor organisation or the client organisation prescribe the moni-
toring standards to use in the project. These standards normally prescribe

monitoring the percentage of work finished;
- monitoring hours spent by man, by task;
- monitoring the quality of finished work.

In general, percentage d work finished is considered the most important
guantity to monitor. However, the amount of work finished, in itself, cannot be
measured directly. Instead, data from chunks of work that are finished may be
collected and added up to constitute the overall percentage of work finished.
Asking people about the amount of work that remains to be done is the usual
means of ascertaining the amount of work that has finished.

Ancther quantity which can be easily monitored is money spent, measured
as hours worked by the team members multiplied by their tariffs. When, for
example, the percentage of work done meets a predicted level at a certain point
in time, but more money is spent on the particular task than originally planned,
this can mean trouble (i.e., indicating that the project may go over its budget).

Although there are exceptions, managers monitor hours spent and percen-
tage of work finished on a weekly basis (in larger projects, up to 20 years of
effort, a two-weekly basisis preferred). The length of time intervals for moni-
toring also depends on the level of detail into which they have broken down the
work of the project. The level of granularity of the plan and the level of
detailedness with which it is described determine, for a large part, the possibil-
ity of following the progress of the project in a detailed manner. Thus, the pro-
ject plan is a very important source of information for deciding about the time
intervals of monitoring.

The points in time at which the project manager monitors parameters are
dependent on the particular organisation within which he works. There are no
general rules about how to decide on them but, in general, the way the manager
checks the values of parameters does not seem very complicated. For example,
one way of checking the productivity of a team member is by giving him small
pieces of work (e.g., a task estimated to take one day), and then monitoring the
results of this person's work. Project managers also tend to use more general
observables to gain an impression of the value of some parameters (e.g., the
stability of the client organisation).
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It is a general project management dictum that it is very important to have
explicit standards for establishing whether a task is finished or not. However,
in order to be able to classify a piece of work as finished one also needs to
determine whether the associated deliverable of the work has met the quality
criteria that it was required to meet. Thisis a difficult problem as qudlity is not
a single, measurable, variable; it is composed of a number of observables
which, collectively, could be used to indicate quality. The decision about which
are these observables and which particular ones apply to which deliverable and
at which phase of software development depends on the particular manager, the
project requirements and the management methodology being followed, particu-
larly in relation to quality standards.

Quality of a deliverable can be monitored in several ways. For example,
through personal observations whereby the project manager looks at certain
characteristics of the work produced depending on the nature of the work being
considered. During the specification phase, for example, he may check for the
transparency and completeness of the functional specifications produced; during
implementation, he may check the format of the code, and so on. Sometimes,
managers see quality as equivalent to the satisfaction of the client. When the
project provides the client with results of tasks at regular intervals, the approval
of the results by the client is taken to indicate that the results of the tasks were
of sufficient quality. Other possibilities for monitoring quality include trusting
the members of the team, or asking advice from other, external, experts (e.g.,
quality assurance team, as we discussed in section 4.24.1).

9.4. A refinement of the IP2 subPMAC

The aim of the IP2 subPMAC is to coordinate planned and reported values for
relevant entities in the project data model, and, as such, its result is to deter-
mine actual progress of the project work. It can not commence unless which
entities need to be monitored has been decided (i.e., SM1 needs to have been
carried out) or the project work has not started. In section 9.4.1, we describe its
inference structure and, in section 9.4.2, we describe the reasoning process con-
trol component for subPMAC TP2. In section 9.4.3, we provide some examples
of the kind of knowledge that can be used in the RACs in the inference struc-
ture.

9.4.1, Theinferencestructurefor the |P2 subPMAC.

Figure 9.2 gives a refined, but still rather approximate, place-transition net
representation of the kind of inference structure which may be generated for the
IP2 subPMAC (coordinate planned and reported values for relevant entities
in the project data model).

The following PREs and VREs provide input information to the 1P2 infer-
ence structure illustrated in figure 9.2.
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Figure9.2: Inferencestructurefor the IP2 subPMAC
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Information frominput PREs

Reports available now, the arriva of which is described in figure9.2 in
terms of eventst.

Information from VREs:

All expected variable valuesfor entitiesin the plan, which refer to alist
of vaues established by the project manager during planning. This list
consistsof assumed parameter values and expected outcomes.

Universum of observables, which relates to the set of observable quanti-
ties in the running project. The universum o observables consists of the
phenomena one can observe empirically.

Monitoring procedures, which have been set up as a result of activating
the ser up monitoring procedures PMAC (as described in chapter 8).

Project history, which refers to data about how things in the project did
go in the past.

Levels of tolerance, which provides indications about levels of tolerance
for deviations of actua vaues from expected values, resulting from uncer-
taintiesin the plan, previous stages of the task, or other historical data.

Previous discrepancies remembered from previous stages of the project.

Thefollowing RACs are part of the IP2 inference Structure:

Obtain-1, which yields expected vaues of variables at the poaint in time
when monitoring takes place.

Obtain-2, which yields observation(s) from work being carried out within
the project work system, reflecting acrual vaues of variables at the point
in time when monitoring takes place. It operates primarily on the informa
tion obtainable from currently available reports, and aso identifies missing
reports (those expected in the current reporting interval, according to the
instantiated monitoring procedures, but for which the events signaling
their arrival have not yet occurred)

Transform, which yields a transformation of the observation(s) into a
value that can be compared with the expected vaue o the corresponding
quantity produced by Obtain-1. For example, if the percentage of work
finished is the sdlected quantity to use for monitoring, it is this percentage
of work finished that must be measured when the task is monitored. Thus,
the observations collected through Obtain-2 must be transformed into a
statement about the percentage of work finished.

Compare, which performs a comparison between the expected values and
the actual values (observed and/or transformed) for a particular entity. The
comparison results in determining the occurrence of a discrepancy or a
confirmation.

t In chapter 10, we define events as changes in states which are nat (directly) covered by
the project manager's actions.
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Specify, which determines the severity of a discrepancy. The degree of
the severity of a discrepancy is used to indicate whether the inferred
discrepancy has to be taken seriously. Important inputs to this RAC are
those related to the levels of tolerance for variable values for entities in
the plan and those of previous discrepancies in the project or in the partic-
ular task.

Select, which selects the discrepancies which should be remedied without
further search for their causes, and those discrepancies which merit a more
detailed consideration in order to establish their (probable) cause(s) (ie.,
diagnose them).

9.4.2. Reasoning processcontrol for the IP2 subPMAC

On the basis of the information in the net shown in figure 9.2, the constraints
on the reasoning procedures which may be employed within subPMAC 1P2 can
be described as follows:

In Obtain-l, the expected variable values (instantiated as a result of prior
activation of the actual planning PMAC) are collected and, in Obtain-2,
data on the running of the project are collected and produced as observa-
tions. However, observations cannot always be directly mapped onto a
variable as described in the project plan. Hence, Transform effects a
transformation of the observations produced by Obtain-2 into the form
necessary for comparing its value with the anticipated value in the plan.
Compare then compares the expected values with the actual values of the
variables. As a result of the comparison between the predicted value of
the criterion variable and the inferred one, discrepancies may arise or
confirmations (that all goes as planned) may be found. Specify classifies
the discrepancies according to whether they are worth paying particular
attention or can be ignored (for the moment). Select, finally, distinguishes
between those severe discrepancies which the manager needs to remedy
immediately without looking further into their causes and those discrepan-
cies the causes of which he needs to diagnose before doing something
about them.

As can be seen from inspection of the net in figure 9.2 (or formally through an
analysis of the input and output predicates of the RACs in the inference struc-
ture, as expressed in the PREs), Obtain-2 is activated whenever (and only
when) the clock "ticks', that is, it releases a boolean token indicating that the
current reporting interval has elapsed. Nevertheless, dynamic simulation of the
net is not possible, without additional constraints, as the RAC Qbrain-I cannot
receive any token before having to produce one, so the initial marking of the
net at the start of the dynamic simulation cannot be defined.

However, starting from the process modelling information represented in
the net, it is possible to induce an order of activation on Obtain-l and Obtain-
2 in a dynamic simulation of the IP2 local process model by means of addi-
tional conditional statements in the development of the reasoning procedures
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described above. An example of a conditional statement that influences the
order in which Obtain-1 and Obtain-2 are executed is. "If it is relatively unk-
nown what to look for in advance, then perform Obtain-2 first". The rationae
behind this condition is that, in the absence of a "strong" model, the best thing
to do is to gather as much data as possible. This addition to the reasoning pro-
cess control component represents a strategy that can be labelled "data-driven
monitoring”. Similarly, repetition statements can be added. The most simple
example of such a statement is "repeat IP2 until task(s) ready".

The following example shows how each of the RACs in the local process
model for the IP2 subPMAC (as illustrated in figure 9.2) could be pre-formally
described in the same way we described for the RACs in the SM1 local process
model in section 9.3.2. As before, we employ a kind of pseudo-code where the
function called is indicated in bold type, with its argument list given in
parenthesis. In the argument list, for each RAC function, the output PREs come
first. Then (separated by a semi-colon) come the input PREs and, finaly
(separated by another semi-colon), the VREs.

Obtain-1 (expected variable value(s); all expected variable values, moni-
toring procedures)

Obtain-2 (Observation; clock-tick [boolean], reports available now;
universum of observables, monitoring procedures)

Transform (actua variable value(s); observation; project history)

Compare (discrepancy, confirmations, expected variable value(s), actua
variable value(s);)

Specify (severity of discrepancies; discrepancy; levels of tolerance for
variable values for entities in the project plan, previous discrepancies)

Select (set of discrepancies to remedy, set of discrepancies to diagnose;

severity of discrepancy;)

The remarks about the need to generate a reasoning strategy interpreter to
complete the modelling of the process control component which we made in
section 9.3.2 in regard to the local process model for subPMAC SP1 hold here
as well.

9.4.3, Examples of knowledgethat can be used in performing IP2 RACs

Like the knowledge described in section 9.3.3 for the SM1 RACs, this
knowledge can be expressed in terms of rules held in complex passive (state)
components of the project management model accessed by the RAC functions
described in section 94.2 Examples of rules which may be typically used are
described below.

Knowledge used in Obtain-1.

If the project manager has made his expected values explicit in advance (not
often the case), this operation is quite straightforward since values can be
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derived directly from the project plan. The obtained value can be interpreted as
the prediction of the future actual value of a quantity at a certain pointin time.

Knowledge used in Obtain-2.

The value of an observable is selected from the running project, partly on the
basis of the monitoring strategy chosen by the manager. Also, quite often, the
project manager obtains observations which have not been planned to be
obtained at al as, for example, when team members volunteer information
about how things are going in the project.

Knowledge used in Transform.

What happens here can either be (very) difficult or (very) easy depending on
what has been observed. For example, transformation of observables to obtain a
value for the quantity "money spent", is easy and more or less accurate. That
is, when team members keep timetables of the hours they have spent on the
project, the amount of money spent is simply calculated by multiplying the
number of hours they have spent by their individual tariffs.

Transforming observables to gain a measure of percentage of work
finished is more difficult because it is derived from two other types of data: the
amount of work remaining and the total amount of work. In some cases, vari-
able values may be the same as the observables while, in other cases, quite
complex computations or combinations from the origina observables may be
necessary.

Transforming what is observed to a measure of quality is not easily done
as most of the time subjective judgement is needed (as we discussed in section
9.3.3). This is especialy true when monitoring is done at points in time other
than at milestones, because quality criteria are less explicitly stated in such
cases.

Knowledge used in Compare.

The way this comparison takes place depends on the type of quantity involved.
Most of the time, this comparison isfairly trivial involving a simple subtraction
in the case of numerical quantities. The yielded discrepancy can take the form
of a number (e.g., the difference between the amount of money spent and the
amount of money planned to have been spent), or can be in verba or even
graphical form. The discrepancies may be noticed after comparing the values
of the variables or there may be no discrepancies found if everything runs
smoothly. In other instances, one may find out that the value of a variable, as
measured in the process, does not meet the value which was expected (deter-
mined in advance) by the manager. Often, managers prefer to keep track of
work completed and work scheduled by means of a time-related graph whereby
the optical distance between the two lines can serve as a discrepancy indicator.



A refinement of the ZP2 subPMAC 183

Knowledge used in Specify.
Two kinds of factors are rdevant for making inferencesin this RAC. Firg, the
project manager wants to be certain that there redly exists a discrepancy.

Secondly, he wants to have enough time to repair or prevent serious damage in
case of the existence of a discrepancy.

What is often observed in practiceis that, during the first 30% of the time
dlocated to a certain task, a discrepancy is not immediatdy seen as severe, a
learning effect is assumed to eventualy smoothen this initial dday. Only very
large discrepancies (e.g., spending twice as much time as expected) are
regarded as serious a this point. However, when more then 30% of the work
has been done, discrepancies of magnitude as low as 10%tend to be teken seri-
oudy.

Furthermore, the dasdfication of discrepancies as more or less severe
depends strongly on the history of the task and/or the resources involved. It
makes a big difference if a discrepancy is noted between the amount of work
planned and the amount of work completed, in the case where an improvement
is involved when compared with the results of the previoudy executed monitor-
ing activity. In terms of a graph this would mean that the lines representing
the amount of work planned and the amount of work completed either are con-
vergingor are diverging even more. This can aso be written in rule form as

if atask shows a constantor growing delay
then the discrepancy is (very) severe.

Knowledge used in Select.

The objective of this RAC isto establish whether a certain discrepancy must be
scrutinised further by means of a diagnostic activity and thus move onto
another PMAC (i.e., diagnose and remedy exceptions), or whether corrective
measures can be taken without any further enquiry into the cause o the
discrepancy. The most characteristic example of a corrective action of this kind
is the manager immediately adding manpower to a delayed task. Though this
behaviour is often ill-advised (e.g., Brooks 1982), in practice, project managers
tend to be under a great ded of time pressure to do something to find a solu-
tion to a problem rather then invest time in finding out what redlly caused it. In
such cases, project managers often discover too late that the cost of not know-
ing has exceeded the cost of finding out.

However, on some occasions, investing time in diagnosing the causes of a
discrepancy is advisable, and, indeed, very wise. This is particularly the case
when thereis a probability that the same dday will occur in a task which still
has to start. This meansthat, if the manager suspects, expects or knows for cer-
tain that there will be a futuretask which isin some way similar to the current,
delayed, one, he will be willing to diagnose the existing discrepancy for the
current task since this will help him eventualy to prevent ddlay in the future
task. This is especialy true in cases when human resources involved in the
current task that has caused problems will be dso working on the future,
related, task



184 Making inferences about the project

95. Acting on the basis of inferences

Making inferences about the progress of the project is a means to an end for
the manager; the end being to ensure that progress is being made and that it
will continue to be made on the project. In fact, making inferences about the
project progress can be seen as a continuous activity, instigated by the need to
know how the project is doing.

Although, when developing the local process model for subPMAC IP2 in
section 9.4, we discussed making inferences about project progress as a pri-
marily time-dependent activity (.e., performed at pre-specified repomng inter-
vals, timed by a clock), thisis only its formal aspect, necessitated by the need
of the manager to receive reports regularly from his team in order to report to
his superiors and plan what to do next. Its informal aspect is manifested much
more frequently, however, as, for example, during group meetings and informal
discussions with the members of his team. Here, the information on which
inferences are based may be much more diverse than that available in the regu-
lar reports (which is why we refer to the "universum of observables' in figure
9.2). On such occasions, of course, the results of the inferences are more of the
nature of a "gut feeling" about existing or forthcoming problems rather than a
systematic analysis of discrepancies, their causes and how to handle them.
These "gut feelings" often lead to actions which are not visible to other stake-
holders (e.g., the manager's superiors). For example, if the manager senses
uneasiness in the team about how to go about a task athough team members
are working on it and can effectively report progress (e.g., a certain number of
lines of code produced), he may call a special meeting to address the issue
explicitly even if no team member has actually articulated the existence of a
problem with the task.

However, although "gut fedings' and the responses of the manager to
them constitute the greatest part of the everyday reality of management, they
cannot be adequately modelled (if at al) nor can one be trained in them or pro-
vided help with through some computer-based support system. This iswhy our
discussion has been restrained to modelling the more formal and regular aspects
of progress monitoring and control.

Making inferences about the progress of the project, whether formally or
informally, leads to action on the basis of their results. Even deciding not to do
anything about a discrepancy discovered or, if no discrepancy is found, saying
that work should continue as it is planned represents an action on the part of
the manager. Effectively, the inferences made and the actions to which they
lead affect the project work system in addition to any changes that have already
affected it as a result of the passage of time {e.g., amount of work having been
carried out); for example, problems encountered with the progress of the project
may be handled by the manager by re-organising the project work system.
Similarly, making inferences and the actions to which they lead also affect the
project environment as in the case when a resulting action involves transactions
with it (e.g., when the manager negotiates with the client about increased avai-
lability of usersto try out the system or part of the system being devel oped).
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Thus, as a result of monitoring progress, the manager becomes aware of
the current statesof the project work system and project environment. As we
discussed in chapter 6, these states are represented in the project data model
which we shall describein the next chapter.



Chapter 10

The project data mode

As we described in earlier chapters, project management activities are carried
out through operations on objects located in the project environment and in the
project work system. Even project management activities which do not involve
actua operations of this sort {e.g., a planning PMAC), till need to involve
views of the relevant object system so that their results can be fruitful. How-
ever, as We have argued earlier, from the point of view of modeling the project
management process (i-e., the concern o this book), any process aspects of
these systemsare of no concern here. For example, a manager is not concerned
with the process by which a programmer will write a piece of code; his concern
isthat he does write it wdll, that is, he is concerned with the state of the task
to which the programmer has been assigned (e.g., if it is completed or still in
progress, the quality of its output). Similarly, the manager is not concerned
with how his superiors will actually process the information which he provides
to them; only that they have processed it and with the results of the process
(e.g., they are content or unsatisfied with the results of the project).

With these issues in view, we have described the nead to mode those
parts of these two relevant object systems (i.¢., the project environment and the
project wor k system) only to the extent that they are of concern to the manager
(and, by extension, to this oK), That is, we need to modd their state rather
than process parts. Figure 6.1 has indicated the role of the project data model
in the project management process through containing information about the
project environment and the project work system. In chapter 6, we argued that
the project data modd, as instantiated a any moment in time, is basicaly a
static representation of the project environment and the project work system.
because, here, the emphasisis on project management and not on a description
of how the project work system or the project environment changes over time,
The project data modd must be able to represent the effect(s) of these changes,
not the rules of change themsdves. The moddling technique employed in
defining and ingtantiating the project data mode (entity-relationship modelling)
reflects this difference in emphasis between modelling the project management
system (for which it is not appropriate) and modelling the project environment
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and the project work system (for which it is wdl suited).

Moreover, in building the project data modd, we do not differentiate
between entities within it which relate specifically to objectsthat are located in
the project environment versus those objects that are located in the project work
sysdem. From the manager's point of view, the entities in the project data
modd simply refer to those objects which are rdevant in carrying out his
activities. However, we do not propose here thet, in each new project context,
the project data modd user (i.e., the project manager) should generate the pro-
ject data model from scratch. Rather, we provide, in this chapter, pre-structured
specificationsaf the entities which can reasonably be expected to congtitute the
generic core of the project data mode, regardiess of the particular context in
which it will be employed. The project manager can then expand, detail, or
tailor the generic core entitiesto fit in with the particular project he is responsi-
ble for a the same time he tailors the activities and methods he will employ in
managing it

In section 10.1, we describe the salection criteria we used to decide on
which éements in the project work system and in the project environment
should be taken as relevant entities constituting the generic core of the project
data modd. In section 10.2, we distinguish between different types of attributes
of these entities. In section 10.3, we outline the generic core of the project
data modd and, in section 104, we provide an example of the relationship
between a PMAC and the project data modd (i.e., how a subPMAC uses the
project data modd).

10.1. Sdection criteriafor entitiesin the project data model

The main problem encountered in developing the generic core of the project
data modd is deciding what to include and what to leave out of the mode.
That is, deciding which entities congtitute a generic core and which can be seen
as not relevant to this generic core.

In a generd sense, everything related to either the project environment or
to the project work system is or could be relevant as an entity of the project
data modd. For example, a stock market crash can influence the position of the
client organisation and, as a result, effect a change in the environmental condi-
tions under which the project runs. By the same token, marital problems of a
team member may affect the mood of that person and, hence, his productivity,
thus causing adrop in the overdl productivity of the project work system. One
could think of a great number of such examples which could lead to an argu-
ment for the inclusion for particular entitiesin the generic core of the project
data modd (e.g., stock market state in the first example, personal problems of
team members in the latter). This kind of strategy for mode development
could engender a generic core o the project data modd which would be of
quite unmanageable size, containing al the entities which could, in some fore-
seeable circumstance, becomerdlevant. Thisis certainly not practical.
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Thus, we have had to use some particular selection criteria in identifying
which elements in the project environment and in the project work system can
be used as entities to define the generic core of the model and which of their
particular attributes can be used to characterise them and be defined as their
properties. The initial way to construct this set is by identifying the union of all
that can be seen in the perspectives employed by the manager to everything
that could be relevant for the project. This has been called, elsewhere, the
universe of discourse (International Standards Organisation 1982) on which
data modelling is founded. It is, of course, impossible to enumerate everything
that will be left out of this universe as a result of choosing a particular set of
perspectives. Moreover, one should realise that managers do differ in the way
they manage projects and, as a consequence, differ in the set of entities and
properties they tend to use for representing the state of the project work system
and the project environment.

Accordingly, the first criterion for selecting relevant entities we useis con-
sidering the elements in the object systems the construction and modification of
which is under the discretion of the manager from the point of view of model
building. Elements which lie within the discretion of a manager are represented
by those attributes of entities whose values he is supposed to be able to or
permitted to change and which do change during the lifetime of the project
(Jaques 1976). For example, the quality of all human resources available within
the project environment is mostly beyond the project manager's discretion: itis
very difficult for him to change it and, if he can change it, it seems very
unlikely that this change will affect his project (e.g., through training his
resources on the project, he can affect the quality of these resources for his
organisation as a whole but for the purposes of a next project). On the other
hand, the quality of the human resources working in his project is within his
discretion: he can change the quality by changing the particular personnel in the
team (if possible) by claiming more skilled persons for his project and this
change will immediately have an effect on the project as it would, by
definition, increase the quality of the project's results. However, the use of the
discretion criterion does not imply that there can be no changes in those ele-
ments of the project environment or the project work system which ae not
selected for inclusion in the generic core of the project data model. It only
reflects that the manager is not able or allowed to effect these changes.

The second selection criterion we have used is that related to the con-
gtraints under which the manager has to operate in managing his project. These
constraints normally fall outside the discretion of the manager to affect but he
needs to know about them and carry out his activities within their range. For
example, the manager can not ater the requirements set by the project environ-
ment on his own initiative but he needs to know about them so that he can plan
his project and monitor its progress against them. Moreover, changes in such
requirements occur very frequently during the lifetime of the project and can
have significant consequences for the project. Thus, knowledge of the current
requirements by the manager (as well as by his team members) is an impera-
tive.
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The two selection criteria we have just described can help us decide on
the relevant entities that need to be selected to constitute the generic core of the
project data model. However, there is still the problem of selecting the attri-
butes of these elements which are relevant from the point of view of the pro-
ject manager (rather than including all their potentia attributes in the model).
For example, a natural attribute of a human resource is whether the person is
male or female (i.e., his or her sex). One can argue that the sex of a person
can be a relevant attribute of the entity human resource in some cases (e.g.,
when the manager may fear its influence on team interpersona problems). But
making sex a defining attribute of the entity human resource in the generic core
of the project data model is based on the assumption that such problems are the
norm rather than the exception.

In deciding on which of their attributes should be selected to use to
characterise the entities in the generic core of the project data model, we have
used the notion of perspective that was introduced in section 5.3. Perspectives
describe what can be "seen" (and, hence, included in the project data model)
through taking viewpoints that focus on certain aspects of the reality of the pro-
ject environment and the project work system. These perspectives can help
both with identifying entities which may have been missed out through the use
of the other two sdlection criteria mentioned above and with discovering the
relevant attributes of entities. Relevant attributes are those attributes of an
entity which are sdlient in one or more of the perspectives (i.e., function,
activity, ime and resource, and personnel perspectives) taken on the entity.
Thus, the four perspectives we described can assist the modeller in describing
those aspects of entities that are worth modelling. They serve as a kind of mag-
nifying glass, enlarging salient attributes of identified entities.

However, changes in the state of entitiesin the project data model are not
only a result of project management activities. They can be a result of the
effect of the occurrence of exogenous events. Events are things which happen
unexpectedly and effect state changes whose actual moments of occurrence are
unanticipated (within the model) whether they have happened on their own or
in conjunction with some action by the manager. Exogenous events are those
events which are not covered by modelling the project management process. To
that extent, they should be the subject of an extension of the project data model
beyond the part predicated on states of it that are manipulated through PMAC
operations. However, modelling "how" changes in states of the project
environment and the project work system occur in cases where they are not
emanating from the actions of the manager is not the purpose of this book.
Here, we will simply indicate, for al attributes of entities considered, whether
they will {probably) change due to project management activities or due to
other factors emanating from the project environment or the project work sys-
tem. This will, at least, indicate where changes can and will occur and leads to
a meaningful discussion of the dynamic aspects of the project data model.

Finaly, one could argue that the project manager himself is a part of the
project work system just like his team members, and, as such, he himself
should be considered as a human resource assigned to the project, and his
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activities be described as tasks which consume the effort available from him as
aresource. Thesetasksare, of course, also part of the project work system and
should, as such, be represented as entities within the project data modd (i.e.,
project management tasks being seen as specid instances of tasks). In one
sense, this can be handled by limiting the view the project manager has of him-
«df a the level of the project data modd to a resource to be assigned to
identified tasks In another, it could lead to a recurson which is difficult to
modd at the process level (i.e., where the project manager's activity is to
modd the process of performing the activities which constitute the process of
managing the project). But such a modédling problem would only have to be
faced in building a project process model and, thus, need not be considered in
project data modd development. Instead, here, we have not differentiated
between project management tasks and other tasks, treating the manager as any
other resource.

102. Attributesof entities

In chapter 6, a distinction was made between different types of attributes of
entities  property attributes that describe intrinsic characteristics of the entity
class, and attributes describing relazionships which may exist between entities.
For simplicity's sake, in this chapter, we refer to property attributes of entities
as properties (and describe the properties of each entity in section 10.3.1)
while we refer to relationship attributes of entities as relations (and describe
them in section 10.322).

In describing changesin the states of the project data modd, we will iden-
tify the likely variant (as distinct from parameter) properties of entitiesin the
project data model. Variant properties are those properties of ingtances of the
entity class in the project data modd that are expected to change over subse-
quent time dices. This variation can be caused either by direct action by the
manager or by the fact that work has been going on in the project. Parameter
properties, on the other hand, are those properties of instances of the entity
class that are generally assumed not to change over different time slicest.
However. changes may occur in practice and these are caused by exogenous
events.

The difference between a variant property and a parameter property can be
illustrated by an example. If a person is working on a certain task in the project
it can be sad that part of histimeis"consumed” or, in other words, heis con-
mbuting effort to the task. This means that the value of the property "effort
spent” for the particular task entity is changed. This change is expected and
should, in fact, occur. If we assume ancother property called "availability of
resources’ in the entity class human resource, one can say that, at the

T Variation in the valuesassigned to these properties can, of course, ooour over different in-
dancesin an entity dass.
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beginning of a certain task, the value of this property is planned and should
stay the same during the period of working on the task (thet is, working on the
task does not change the value of the “availability” for the particular human
resource entity). However, in practice, ths vaue may change because, for
example, as a result of a decision of someone higher in the hierarchy of the
contractor organisation, resources may be shifted between projects while they
ae working without their shifting away from the particular project having being
planned for by the manager. If such a thing happens, the value of the "availa
bility of resource property" is changed in instances in the resource class
affected by this higher level decision. However, this change results neither from
work being carried out on the task, nor from an action of the manager, but
from an exogenous event outside the discretion of the manager (i.e., someone
elsg's decison). The distinction between variant properties and parameter pro-
perties in the project data mode and the specification of the former, will pro-
vide the handles for the project management process to effect changes in the
states of the project data modd.

103. The generic core of the project data model

In creating the generic core of the project data mode we proceeded in the fol-

lowing way:

(1) we identified the entities in the generic core of the project data modd
using the selection criteria described in the previous section;

(2 we identified the salient properties of these entities by applying the four
perspectives we have described (i.e., function, activity, time and resource,
personnd);

(3) weidentified the key relaions between the entities, thet is, we determined
the Snks between the entitiesleading to the creation of a core structure in
the project datamodd!;

(4) we established, for each of the sdient properties of the entities, and for
each of the relations, whether it is meant to change over subsequent pro-
ject states (i.e., to be avariant, rather than a parameter, property or rela
tion);

(5) we established, for every variant property or relation, whether the change
will be induced by the manager or by the work going on in the project;
and

(6) we established, for each parameter property and relation, how sensitive it
is likely to be to the occurrence of certain types of events that frequently
happen during the lifetime of a project.

We describe the results of this process in the following two sections. Section

10.3.1 describes the core entities in the project data modd and their property

atributes. Section 10.3.2 then describes their relationship attributes.
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10.3.1. Thecoreentitiesin the project data mode and their properties

In this section, we describe the entities which relate to objects in the project
environment and the project work system which have been selected to consti-
tute the core entities of the project data model. We first describe those entities
which relate to the project environment (by using the selection criterion that
they should represent congtraints on the project). Then, we describe a particular
entity which can be seen as an entity related to both the project environment
and the project work system (i.e., ddiverable) and, finaly, we describe the
entities which are constituted of objects related to the project work system.

Entities related to the project environment chosen for inclusion in the pro-
ject data model as of particular importance to the manager are the require-
ments, the contract, sandards, the resource pool and the calendar.

Entity: Requirements
Salient properties within the function perspective:
basic goals and objectives o the system to be devel oped
functional and performance capabilitiesd the system to be devel oped
Salient properties within the activity perspective:
how to measure and evaluate the performance o the system to be
developed

Comments on properties: All properties of the requirements entity are parameter
properties. The parameter properties most susceptible to changes due to
events are the functional and performance capabilities of the system. It
is well known that requirements from the project environment tend to
change quite frequently during the lifetime of a project, simply because
the client organisation evolves through time. These changes may be espe-
cialy acute when a software development project has been commissioned,
involving the induction of new computerised systems (running the
software delivered from the project) within the client organisation. Think-
ing about computerised systems changes the way one views the organisa-
tion and this change generates new requirements for the system.

Entity: Contract
Salient properties within the function perspective:
client
Salient properties within the time and resource perspective:
work budget (estimated, spent)
staff budget (estimated, spent)
travel budget (estimated, spent)
other budget (estimated, spent)
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start date (estimated, actual)
end date (estimated, actual)

Comments on properties: The client is a parameter property, as only details of
the client (contacts, ete.) should change without invalidating the contract.
All estimated properties are parameter properties while all spent proper-
ties are variant properties. The primary source of the variation is the work
actually being carried out on the project. The same holds for the
estimated and actual start date and end date properties. The parameter
properties most likely to change are the estimated budget properties and
the estimated end date property, which can get different values due to a
variety of eventsin the client organisation. Though the budget is, in prin-
ciple, fixed, in practice, a great deal of re-negotiation often occurs con-
cerning the value of this property. In some cases, the project manager is
the main negotiator for the contractor organisation and is, as such, one of
the main agents effecting a change in these properties.

Entity: Standards

The standards to which the manager must adhere may originate in the
client organisation or the contractor organisation. Standards can address
different aspects of the project as, for example, documentation, monitor-
ing, reporting, project management, quality, etc. As the scope and nature
of these standards tend to differ greatly depending on the particular organ-
isation, we do not attempt here to describe this entity in great detail.

Salient properties within the activity perspective:
topic(s)fareas subject to standards
ways to control and adhere to standards
Salient properties within the personnel perspective:
person(s) responsible for enforcing standards

Comments on properties. In general, al properties of standards are parameter
properties. the very nature of a "standard" makes their change unlikely or
undesirable. Nonetheless, some standards give the manager some leeway
to tailor them to the actual situation encountered.

Entity: Resource pool

This entity is a troublesome one to model asit is not the "pool" itself that
i's contributed to the project but the elements in the pool who are actually
alocated to it (i.e., actua resources). Were it the case that at the moment
of the launching of the project all needed resources had been alocated to
it, this entity could be left out from the project data model. Unfortunately,
this is never the case. Negotiating over, and obtaining, resources from the
contractor organisation's resource pool is one of the mgjor tasks of a
manager. This negotiation is carried out on the basis of information about
what resources the contractor organisation has actually available (or could
make available). For example, the manager will ask for someone in
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particular who is available or could be available on the basis o knowing
that this person has skillsrequi red in a specific aea relevant to his project
Thus, in a sense, the resource poal is a representation of what t he manager
"knows" about the resources in the contractor organisation.

Moreover, "resource’ coversa number of different things that the project
environment can contribute to the project It includes human and non-
human resources (machines, office space), but can also include other kinds
of resources such as models and techniques that can assist the manager in
the work he has to do {(e.g., for edtimation, risk assessment). A
computer-based project management support system can also be seen as a
resource made available by the contractor organisation to the project
manager. All these different types of resources are subclasses of the gen-
erd resource entity class, which will be described below.

Salient properties within theti ne and resource perspective:
set o known resources or resource types
obtainability of known resource(s) types

Comments on properties. Both these properties are parameter properties. They
can change (e.g., people may leave the contractor organisation) but this
changeis not effected through the action of the manager. The manager can
effect this change only in connection with another project That is, claim-

ing a particu ar resource for his project, the manager changes the obtaina-
bility of that particular resourcefor another manager and his project

Entity: Calendar.
This fairly simple entity is needed for the planning of the project work as
it provides information on the working hours and days relevant for the
project and actsas atine frame for the project

Sdlient propertieswithin the time and resource perspective:
contractor organisation working days
client organisarion working days

Comments on properties: Basically both these properties are parameter proper-
ties, outside the control of the project manager.

The entities described S0 far can be interpreted as a (partial) representation of
the "inputs’ from the environment to the project. During the execution of the
project, there are aso "outputs' from the project provided to the project
environment. These outputs can be different types of things (for example, ver-
ba and written reports, manuds, software) delivered to the contractor organisa-
tion or the client organisation. These outputs are represented by the entity
ddiverable.
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Entity: Deliverable
Sdient propertiest W t hi n the function perspective:
dedination of ddliverable
type o ddiverable
status o ddiverable
Salient propertieswithin the time and resour ce perspective:
projected dared ddivery of ddliverable
actual delivery date d deliverable
Sdient propertieswi t hi n the personnel perspective;
responsibility for ddiverable
Variant properties due to work: actual ddlivery date, status of deliverable.
Variant propertiesdue to manager: responsbility for deliverable.
Parameter properties: destination o deliverable, typed ddiverable, projected
dote o delivery.
Comments on properties: The relatively large number of parameter properties
reflects the fact that the deliverablesof a project are subject to fairly hard
congraints. Changes can occur when, for example, user requirements are

adjusted, or an adjustment is made to the projected delivery date when
there turns out to be dippagein the project and this dippageisirreversible

and/or accepted.

The entities described above are those which are sdient in modelling the
"inputs' and "outputs' of a project The entities that we describein the remain-
ing of this section are those entitieswhich are for the larger part, related to the
state of the project work system.

Entity: Resource

As has been mentioned dready, this entity class contains a number of
subclasses that must be described. The relation bet ween the entity class
and its entity subclasses follows the modelling conventions described in
chapter 6. Thus, we will first present the properties of the generd
resource class, which are inherited by each subclass. This is followed by
a description of properties specific to each resource entity subclass.

T Note that there is no gffort property for deliverables because deliverables consst o pro-
ducts which are produced by tasks. In other words, the effort is represenied through the task
entity. Also note that. in general, mogt of the following entities described here lack nany pro-
perties in the activity perspective. This is due to the fact that the activity perspective srongly
emphasises relationship attributes Det veen entities. These relationship attributes ar e described
in section 10.3.2.
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Salient properties within the function perspective:
name of resource
type of resource
suitability of resource
organisation resource belongs to
Salient properties within the time and resource perspective:
cost of the resource
amountleffort required from resource
armountfeffort spent by/from resource
start of work resource
end of work resource
availability of resource
Salient properties within the activity perspective:
nature of work allocated to resource
Variant properties due to work: effortlamount spent by/from resource.

Variant properties due to manager: effortlamount required from resource, start
of work resource, end of work resource, nature of work allocated to
resource.

Parameter properties. suitability of resource, cost of the resource, availability
of resource, organisation resource belongsto, rype of resource, name of
resource.

Comments on properties. The number of variant properties due to the manager
indicates that, in this area, the manager has some control over what hap-
pensin the project. Events that can change parameter properties will occur
most frequently for the property availability of resource. A closer look at
the variant properties due to the manager shows, however, that, in princi-
ple, the properties start of work and end of work are under the control of
the manager, but, in practice, thisis the point at which exogenous events
quite often overtake the manager. For example, when a resource is unex-
pectedly transferred to another project this changes the availability of
resource property and, through it, the end of work property.

Entity: Human resource

This subordinate entity class has all the properties of the superordinate
resource entity class described above and the additional specific proper-
ties described below.

Salient properties within the function perspective:
qualification of human resource
skillsof the human resource
previous experience of human resource
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Salient properties within the personnel perspective:
motivation of the human resource
capacity for tearmwork of human resource

Variant properties due to work: skills of human resource, previous experience
o human resource.

Variant properties due to manager: motivation of resource.

Parameter properties: qualification of human resource, capacity for teamwork
of human resource.

Comments on properties: Though qualification and capacity for teamwork are,
in principle, "givens' for the manager, quite often, the way the project
develops tends to influence these properties. For example, the capacity for
teamwork may decline as a result of unforeseen tensions between the
members of the project team.

Entity: Non-human resource

This subordinate entity class can be mainly instantiated by things like
machines, office space, etc. It inherits the properties of the resource class
and has the following additional properties.

Salient properties within the function perspective:
characteristicsof non-human resource

Salient properties within the time and resource perspective:
reliability Of non-human resource

Comments on properties. Both these additional properties are parameter proper-
ties. In practice, however, this is not aways true. Quite often, a machine
turns out to be slower than expected, or office space is less spacious than
promised. Ancther problem that occurs frequently is a machine that goes
"down" much more often than expected effectively reducing the time peo-
ple can work with it.

Entity: Task
This entity refers to a more or less self-contained unit of work defined by

the project manager. Most of the work in a project is subsumed under the
concept of a task.

Salient properties within the function perspective:
location in system development life cycle
criticality from a functional point of view

Salient properties within the time and resource perspective:
required non-human resources
required human skills
required human experience
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required human resources

critical resources for the task

estimated effort

effort spent

remaining effort

estimated other costs

spent other costs

remaining other costs

required start date

planned start dare

actua! start date

required end dare

planned end dare

actud end date

criticality in rerms of time
Salient properties within the activity perspective:

work description

standards for carrying out work described
Sdlient properties within the personnd perspective:

responsibility for the task

Vaiant properties due to work: effort spent, remaining effort, spent other
costs, remaining other codts.

Variant properties due to manager: actual Start date, actual end date, critical-
ity from a functional point of view, planned start date, planned end
date, responsihility for the task.

Parameter properties location in systems development life eycle, required
non-human resources, human skills, human experience, human
resources, critical resources for the task, estimated effort, estimated
other costs, required start date, required end date, criticalityin term o
ti ne, work description, standards for carrying out the task.

Commentson properties: Two kinds of events influence the parameter proper-
ties (@) those events that are due to a wrong estimation of the task in
terms of required resources and required effort and time needed, and, (b)
those events that can hgppen to resources like illness, demotivation, etc.

Entity: Product

A product is something that is produced by atask and may be needed by
another task. Some productsare part of adeliverable.
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Sdlient properties within the function perspective:
quality criteria for the product
product description
Sdlient properties within the time and resource perspective:
date of acceprance of product
date product is jinished
Variant properties due to work: date of acceptance d product, date product is
finished.
Variant properties due to manager: none.
Parameter properties. quality criteria for product, preduct description.
Comments on properties. Some properties of a product are parameter proper-
ties. A product seens reasonably secure from events other than delays that
emerge from the wor k on the product. A fairly generd practice related to

products is changing the quality criteria used when the product is
"finished" but does not yet satisfy the previoudy used quality criteria.

Entity: Team
The team is the group of humen resources working on the project.
Sdlient properties within the function perspective:
compodtiond team
skills of team
organisational structure of team
productivity of team
Sdlient properties within the personnel perspective:
Sability of zeam
balance o team
motivationd team
coheswn of team
Variant propertiesdue to work: cohesion o team, skills of team.
Variant properties due to manager: motivation of team, composition of team,
organisational structure o ream, productivity o ream
Parameter proparties. stability of teem, balance of ream.
Comments on propearties. Events mainly influence the stability of ream (e.g.,

unexpected withdrawasof personnd) and the balance o team (e.g., dis-
turbances due to frequent personnd changes).
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10.3.2. Relationship attributesof entitiesin the project data mode

The structure of the generic core of the project data model is defined by the
relationship attributes which describe the relationships which may exist between
instances in the core entity classes described in section 10.3.1. These relation-
ship attributes could have been included in the description of the entities given
there alongside their property attributes. However, for the sake of clarity, we
deal with the relationship attributes separately here, indicating in each case the
pair of entities which relate to each other. Thus, from the description of each
relationship attribute, we can easily infer the description of the reciproca rela-
tionship attribute. In each case, the relation is the same, only the direction of
the relationship is reversed. So, this should highlight the structural aspect of the
generic core of the project data model in a more explicit way. In order to keep
terms as simple as possible, we refer to relationship attributes described in this
way as relations.

These relations indicate global cases, that is, those relations that may be
present within the total membership of the sets of instances of entity classes in
the project data model, but which are not necessarily present within any partic-
ular instantiation. Thus, they relate to instances in entity classes that can be
modelled, rather than what is always modelled.

Each relation has a source entity and a destination entityt. Furthermore,
as described in section 6.4.2, a relation has a cardinality, that is, the number
(one; more than one) of instances within the source and destination entity
classes that can be linked by the relation. Some relations have a reciprocal,
which means that if A isrelated to B, B will be related to A by the reciprocal
of the relation between A and B.

The most important relations and their reciprocal relations are (the indica-
tions between brackets after the relations refer to the cardinality of the relation
and the reciprocal) :

produce (be produced by) many (many)

be allocated to (use) many (many)

consist of (belongto) many (many)

need (be needed by) many (many)

work on (be worked on by) many (one)

congtrain (be constrained by) many (many)

define (be defined by) many (many)

guide (be guided by) many (many)

limits (be limited by) many (one)
Through these relations (and their reciprocal relations), the entities of the pro-
ject data model can be connected, as is shown below (source entities first,

1 In the visual representation of relationship attributes employed in chapters 6 and 12, a re-
lation is shown asa segment (arrow) directedf r om the source entity fo the destination entity.
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destination entities second) :
tasks produce products
products are produced by tasks
tasks need products
products are needed by tasks
resources may be allocated to tasks
tasks use resources
requirements define deliverables
deliverables are defined by requirements
deliverables consist of products
products belong to deliverables
the resource pool constrains the resources
the resources are constrained by the resource pool
standards defire products
products me defined by standards
standards guide tasks
tasks are guided by standards
the calendar limits the availability of resources
the availability of resources is limited by the calendar
tasks may be worked on by the team
the team works on tasks

The following relations, and their reciprocals, are instantiated by the pro-
ject manager:

produce and produced by

need and needed by

consist of and belong fo

work on and be worked on by

The be allocated to relation is also instantiated by the manager but not its
reciprocal. These are the variant relations in the sense that they can be
changed by the manager, for example, by executing certain PMACs. The other
relations can be considered as parameter relations as being outside the
manager's discretion. They can change, however, due to events.

A relationship attribute does not necessarily have to define a relation
between instances in different entity classes. There are occasions where it is
useful to define relations between instances in the same entity class, although it
is desirable to avoid defining relations of instances with themselves (the latter
should be defined as properties). In particular, the relation have as father (with
cardinality many to one) and its reciprocal, have as sons (with cardinaity one
to many), enable the instantiation of a hierarchy within a class.



202 The project data mode

Within the generic core of the project data model, there are t wo entity
classes where it is definitely useful to ingtantiate hierarchies. These comprise
tasks and products, respectively. A number of tasks can (collectively) kave as
father another (single) task, and a particular task can have as sons a number of
other tasks A task instance which has sons but no fathersis known as a "root
task” and defines the top node in a task hierarchy?. Conversdy, a task
instance which has a father by no sonsis known as a "lesf task". The same
appliesfor product instancesin a product hierarchy.

Care must be taken, when ingtantiating a hierarchy through linking task
(or product) instances through have as father and have as sons relationship
attributes, that no instance is ever linked to itsdlf through a series of have as
father or have as sons reations, regardiess of whether other instances are
involved as intermediaries in the linkage. Otherwise, what will have been
defined is somekind of inconsistent network of tasks (or products) rather than a
true hierarchy.

104. An illustration of a PMAC operating on tbe project data modd

In chapter 6, we described how an ingtantiation of part of the project data
mode could be built by creating instances of entities and assi gni ng vaues to
their attributes. In the following, wetry to show through the use of an example
how, by means of operations on the project data modd performed by sub-
PMACs, these ingances are crested and modified. Our example is over-
smplified and incompletein that we have restricted ourselvesto a discussion of
the instantiation of entities defined in the generic core of the project data
modd, and the setting of some of their sdient attributes. In any practica appli-
cation, the project data modd would have been tailored previoudly to introduce
additiona entity classes and attributes relevant to that application, and a full
account would discuss how those were ingtantiated and set as well. However,
the example wiill probably suffice for our intention to illustrate the types of
operations involved in a typical sequence of subPMAC activations, rather than
to specify anyt hi ng prescriptive.

In the example, we will consider the four subPMACs which congtitute the
internal structure of the standard planning PMAC, as modelled in section 8.1
(and illustrated in figure 81). We will concentrate here on the operations per-
formed on the project data modd within each subPMAC in turn during an
activationd this PMAC.

We start by assuming that the pre-condition test of input predicates has
indicated that there are no instances of task aready present in the project data
modd*. Hence, subPMAC SP1 (organise WOrk definition into a task

t There can be more than one hierarchy ingtantiated in thetask ertity class, but each hierar-
chy has only oneroat tak, which can serve M reference the whole hierarchy.

¥ Notethat this pre-condition tet woul d be likely to produce a different result if the actual
planning PMAC had been previoudly activated, as in the case of re-planning.
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hierarchy) is activated first: the operations it performs on project data model
entities produce a task hierarchy as illustrated in figure 8.2. This means that a
set of task ingtances that congtitute the task hierarchy are created. For each of
these instances, its have as father and have us sons attributes are set to refer-
ence the task instances which are their destination entities, hence fixing the
location of the instance in the task hierarchy. The work description property
atribute of each of these task instances is assigned a description (set as its
"value') of the work to be done within the particular task, and its estimated
effort property is set to the preliminary value estimated at this time. The pro-
perty attributes location in system development life cycle, criticality from a
functional point of view, standards for carrying out work described, needed
human resources and needed human experience may also be .

Instances of the product entity class will be created (if they do not
already exist), each with its product description attribute set to describe a pro-
duct which may be produced or needed by a particular task or tasks. In order to
indicate the precise relations between the various task and product instances,
the produce and need reationship attributes of the task instancesare st to
reference the relevant product instances and, reciprocaly at the same time, the
be produced by and be needed by rdationship attributes of the product
instancesare set to reference the relevant task ingtances.

Next, subPMAC SP2 (coordinate products between rasks) is Sarted. This
takes as its input the task hierarchy that was instantiated through activating
subPMAC SP1, and producesa network structure between the task instancesin
the hierarchy, as illustrated in figure 8.3. This is done by linking each task
instance which produces a particular product instance with any task which
needs that product instance. This is done for all the leaf tasksin the hierarchy
and the resulting inter-task 1ii ge is displayed for perusa by the project
manager who may wish to estimate some task durations at this point, particu-
larly for those task instances which currently appear to have high criticality
from a functional point d view and criticality in terms of tine (the latter
being another property which may be assessed and set a this point). This
resultsin the setting of required start date and required end date attributesfor
particular task instances.

Also, at this time, additional be produced by relations may be set for pro-
duct instances which are needed by one or more tasks but which are not, as
yet, produced by any task ingtance. It may be that the relevant task instance
dready exigts, in which case the additiond relations with it can be ingtantiated
immediately. However, it may the case tha, in building the task hierarchy
through the previous activation of subPMAC SP1, the project manager was
unaware of the need to include the relevant task If thisisso, it nay be neces
say to suspend the activation of subPMAC SP2 and re-activate SP1 to amend
thetask hierarchy appropriately.

On successful completion of the activation of subPMAC SP2, the next
step is to employ subPMAC SP3 (control allocation of standard resources)to
estimate the resources required for each task to get the work done. This means
that thetine and resource perspective is taken on the project data modd as
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shown in figure 84, and that al required resources and estimated properties
of instances of the task entity in the task hierarchy are now set. Some previ-
ously set estimates, particularly of effort, may be revised in the case that these
are not independent of task duration and the nature of the standard resources
provisionally allocated.

Note that required resources is defined as a property, rather than a rela-
tionship, attribute as it refers to hypothetical "standard resources which would
be needed to achieve the work described for the task, and not to actual resource
entities which may be available to the project. Subsequently, during the activa
tion of the actual planning PMAC, subPMAC AP2 (control allocation o
defined individual resources across time) will need to be employed to instan-
tiate the use relationship between each individua task instance and the
resource instances actually assigned (at that time) to that taski. During stan-
dard planning, however, the requirements for this instantiation of use and the
reciprocal be allocated to relationships are established, but not the instantiation
itself.

On successful completion of the activation of subPMAC SP3, subPMAC
SP4 (rest adequacy of standard planning), as shown in figure 8.5, may be
activated to check whether al various properties of the instantiated task and
product entities that are relevant from the activated perspectives are set
appropriately in the manner we described in section 81 In making tests, task
and product instances are retrieved and the current values of their relation and
property values are examined. However, subPMAC SP4 focuses on making
tests, rather than remedying test failures (the latter is achieved through directing
the re-activation of other subPMACs). Hence, it does not create new instances
or reset existing attribute values of instances in these entity classes.

If the tests made in SUbPMAC SP4 are passed successfully, the ensuing
post-condition test of goal achievement concerns whether this initial plan, from
a high level functional point of view, isviable at al. If the test is positive,
output predicates will be produced which may alow other PMACs which use
them as pre-conditionsto be activated. For example, such a PMAC might be
the actual planning PMAC, which will do the planning given the available
resources (after these have been negotiated through activating the negotiate
resources PMAC). As is indicated in the description of the actual planning
PMAC, this will lead to a time and resource perspective being taken on the
project data model and result in the instantiation of the be allocated to relation
between task instances and the resour ce instances.

1t SubPMAC AP2 v&s described in section 8.3, and its location within the intemal structure
of theactual planning PMAC was illustrated in figure 8.8.



Chapter 11

Supporting the project management process

The discussion in chapters 2 through 5 addressed what is involved in the pro-
ject management process as it is carried out by a project manager without any
reference to tools and techniques which managers use in their work. Chapters 6
through 10 discussed what is involved in modelling this process and described
how this may be achieved and they presented the results of the modelling we
have attempted. As we have argued in section 6.1, project management model-
ling is a goal-constrained activity, the orientation of which is determined by the
intention of the modeller concerning what to use the results of this activity for.
Our explicitly stated intention was to provide both a better understanding of the
management process through this modelling enterprise and a starting basis for
the design of project management support systems (PMSSs).

However, before one even starts to think about designing such a PMSS on
the basis of the models we presented so far, one has to consider what is
entailed in supporting a project manager in carrying out his responsibilities,
and how this may be achieved in practice through the operation of a system
which can work hand in hand with him. Thisis the foca point of this chapter.
In discussing relevant issues, we draw upon our exposition so far in the previ-
ous chapters and we utilise information we have collected through interviews
with experienced project managers.

11.1. Providing computer-based support to project management

Providing support in a process or an activity is open to different interpretations
by different persons involved in developing systems purporting to providing
such support. At one extreme, expert systems may view support as providing to
their users some knowledge encapsulated within the system. At the other
extreme, techniques and tools may provide, to the user, simply a structure for
entering his data and some algorithms to carry out any necessary calculations
automatically. Somewhere in between these two extremes, interactive tech-
niques may provide support through helping the user structure his particular
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problem by providing guidance about how to go about it, and any necessary
knowledge he may need on the way.

In all cases, support is offered to the user, but it refers to different types
of support. The question that always needs to be answered is whether the type
of support that is offered is the one called for by the nature of the particular
activity and actualy required by the particular type of user. Often, systems built
on the basis of the designer's notion of what support i s needed which does not
correspond to the user's notion of required support tend to be under-used (if
used at al) negating the reason for their existence (Paprika & Kiss 1985). A
common design error here is to assume that the user (in this case, the project
manager) may be aided, rather than replaced, merdy through capturing
rdlevant knowledge, formalising it in a "project management support system"
which then attempts to apply this knowledge in a smilar way to how the
unaided project manager would (Humphreys 1989a).

Essentially, discovering the answer to the question of what kind of support
isrequired in the particular case and by the particular type of user should begin
with an investigation of the project manager's view of the process that the sys-
tem is amed to support, and of his rolesin that process. Chapters 2 through 5
in this book addressed issues of precisdly this type. However, this is only a
garting point in developing user requirements, a means to an end. The next
stage involves modelling this process in such a way that indications about the
globa design of the system can mirror the way the user views the project
management process, and how he would like the activities he performsin this
process to be supported. Only then can we concentrate on discovering what
information the user needs from the support system at each stage, how he may
be provided with it, and S0 on. This was the brief that chapters 6 through 10
atempted to mest.

Building models of a process and implementing them in a system design
faces a host of potential problems if unjustified assumptions are made, or if
relevant issues are left untouched during the knowledge dicitation and model-
ling stages in the development process. that is, when the designer assumes he
knows how to proceed, from the point he stopped enquiring about the process
onwards. Computer-based systems incorporating simplified or unredligtic
assumptions can imprison managers in a congtant conflict of their own percep-
tions and needs with those demanded by the system (Argyris 1977).

For example, consider the case of a modeller who wishes to dicit
knowledge about the process of creating a workbregkdown (i.e., organising
tasks into a task hierarchy) for a software development project. He may stop -
interviewing the manager who has the requisite knowledge once he discovers
that the process involves (in the moddler's understanding of it) decomposing
tasks into smaler tasks where the father tasks are phases in the software
development process {(e.g., specifications, design, coding, testing). Then, the
modeller may assume that a tool that can help the manager should provide him
with a pre-structured task hierarchy with the development phases as fixed top
entriesin the hierarchy. The result may be the provision of a structure which,
from the usar's point of view, is too inflexible and does not correspond to his
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usud prectice. Thus, jumping to conclusions about what kind of support is
needed rather than discovering what the user would actualy find useful, often
resultsin unsatisfactory support tods.

By the same token, one could argue that the project managers who are the
potential users may themselves not know what kind of support techniques they
could profit from or what are their actual needs and problemsin their work that
can be met by a support technique (Mumford 1983b). Naturdly, project
managers assertions about the kind of support they would appreciate in their
work are likely to be heavily influenced by whet they already know to be avail-
able in the market and their evaluation of any such support tools they have
experienced.

In our investigation of characteritics of tools that project managers
clamed they would welcome for use in their practice, we discovered the fol-
lowing typicd requirements:
= thetool should be able to carry out smulations,
= it should keep higtorical data,

- it should respond fast,

= it should be controlled by the project manager (rather than have a mind of
its own),

© it should show likely problems,

it should deal with task interdependencies,

= it should be not expensive.

- it should carry out critical path analysis,

® it should be a planning aid,

it should be flexible,

it should not use to0 much time to enter data,

= it should have possibilitiesfor different kinds of reports.

Ascan be seen from these desired characteristics of project management tools,

desired elements of them range from concrete characteristics (such as expense

and speed) to abstract characteristics (such as planning ad, show likdly prob-

lems). The former types of characterigtics are bardy related to support while

the latter are amost entirely support-related.

Still, thislist of desired support could be extended by taking into account
not only these elements these managers have discussed, but a0 extrapolating
such elementsfromour previous discussions on the process of project manage-
ment and the problems that one encounters while carrying it out. Focusing on
the process, as wel as its problems, can lead the designer to think about the
ways in which his proposed PMSS can provide support.

As the earlier chapters of this book have amply documented, project
management is a complex process where most of the problemsencountered are
often ill-structured. In such Stuations, built on waditienal rule-based lines,

expert systemsare of little use. They can provide support for some aspects of
this process where, for example, rules and knowledge can be relatively easily
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determined (e.g., resource alocation, problem diagnosis, scheduling; Blanning
1984). However, they have the drawback that they provide their user with little
(if any) flexibility as they "clone" knowledge (Ford 1985). Flexibility, though,
is often voiced by project managers as a key requirement for computer-based
support {e.g., Wynne 1983).

On the other hand, decision support systems {(DSSs) seem to fit well with
the demands of unstructured situations (Vari & Vecsenyi 1984). Their underly-
ing adaptive design methodology (Keen & Gambino 1983) stresses the need to
find out, quickly, what is important to the user in such situations. This allows
the user to confront his problems, direct and control the system to a great
extent (Ford 1985).

However, in practice, the majority of DSSs seem to be employed in essen-
tially structured situations (Landry, Pascot & Briolat 1985). This arises from a
tendency found in some such developments to look at the problems they
attempt to support as objective realities. That is, it is assumed that there are
facts that can be discovered concerning the particular problem to be handled
rather than that the problem is perceived by its owner in a special way (i.e., it
is a mental construction). As a result, support systems tend to be designed
according to the designer's perception of the problem rather than the problem
owner's perception of it. Thus, they are, by definition, used in structured situa-
tions where the possibility of an acceptable match between the designer's view
of the problem and the problem owner's view of the problem is relatively high
(e.g., concerning routine problems such as report writing).

Stabell (1983) discusses that the introduction of DSSs in management was
preceded by an implicit assumption that automation was the long-term goal.
DSSs introduced, instead, the need for systems that support rather than replace
the manager. Still, Stabell argues, "decision support systems' is often a misno-
mer:

"If a computer-based system is interactive, user-controlled, and easy to
use, and if the manager is assumed to use judgement in arriving at a deci-
sion, then we have decision support. There is little explicit specification of
the kind of use necessary for support of decision making. It is as if any
useis decision support.." {Stabell 1983, p. 223).

In project management, a large number of computer-based tools exist under the
rubric of project management systemst. They tend to combine, in varying pro-
portions, characteristics of expert systems, DSSs, and information systems. In
their latter function, they provide information to the manager, although suggest-
ing or prescribing what information is relevant to use, out of the abundance of
information available, or how to useit, is not always supported (Ackoff 1967).

However, in most such project management systems, an underlying model
of the whole project management process is found lacking. As a result, each
comprises merely a cluster of tools mirroring particular activities the manager

t We discuss some of thesein chapter 13.
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has to do (e.g., workbreakdown, scheduling) together with facilities by which
he may implement them. The lack of an underlying management process model
also has the effect that the user's perception of the project management system
is fragmented aso. Often, such systems are used solely to perform certain
management functions (such as initial plan preparation) and, for the rest, the
manager retreats to his habitual pen-and-paper method of managing as this still
involves less effort and time than struggling with tools within the system the
use of which, in practice, involves more trouble than they are worth. An under-
lying, integrated, process model offers the possibility of avoiding this kind of
trouble, and can be the basis of an integrated PMSS which has a good chance
of being viewed as an indispensable mate by the manager. However, for the
promise of such an integrated PMSS to be realised, a great deal of considera-
tion needs to be given to how it can fit in with the everyday redlity of project
management and how it can help in the whole range of activities that are
involved in it.

Last, but not least, issues relating to how work can be divided between the
system and the project manager need to be carefully considered. Otherwise, a
PMSS which does not clearly demarcate the boundary of its responsibilities and
the manager's responsibilities, or a PMSS which takes al the manager's
responsibility to be its own, will not find a satisfied user.

11.2. Division of labour between the manager and the support system

Moving from considering a single human being managing the project to consid-
ering how a project is managed by a hybrid being, comprising a project
manager and a project management support system (PMSS), involves an appre-
ciation of their relative capabilities and shortcomings as well as their relative
capabilities for acting on what they have jointly decided. They, of course, both
share responsibility for arriving at a "mutually satisfying" solution (Bennett
1983).

In relation to data that needs to be collected for interpretation or usage, the
PMSS is likely to have a more reliable memory than the project manager: it
should rarely "forget". On the other hand, the project manager has a wider
appreciation of what is relevant to be remembered than the system does. Col-
lecting data from the project work system and the project environment and
working out whether to store it in his own memory, or that of the PMSS, is pri-
marily the responsibility of the project manager?. Moreover, this hybrid being
needs to act directly on the project in implementing decisions related to it; here
again, it is the project manager who, usually, has the sole responsibility for this
as, he, not the PMSS, will be held responsible for the results of his project

T 1t may not be entirely his responsibility in the case where the PMSS is able to collect data
directly from other stakeholders such as the client, or members of the project team, but the
project manager will still be responsible for monitoring the quality of this information and the
timelinessof itsarrival.
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management activities, regardless of how they were initiated.

However, dthough the project manager appears to be the provider of
information to his counterpart within the hybrid being and the implementer of
any decisions taken, the PMSS is not a simple repository of "knowledge'" about
the project The notion of a hybrid being implies a fully interactive mode of
operation of the PMSS, a direct dialogue between the project manager and the
PMSS so that they can jointly perform project management activities. Since the
project manager is the point of contact of the hybrid being with the real world,
it is essentid that he knows what are the types of information about the project
work system and the project environment which are stored within the PMSS so
that the responghilities for what has to be remembered about the project can
aso be divided efficiently between the manager and the PMSS. For this he
needs to have, in mind, a model of the project management support system so
that he can be aware of its capabilities and be able to exploit the facilitiesit
offersto him in an efficient and effective way.

In this respect, an intelligent PMSS can help through maintaining a model
of the needs of the project manager. It can then provide him with useful
information about the scope of what it "knows' about project planning and exe-
cution, and about how it may be able to work with the project manager in
organising relevant information from the current instantiation of the project data
modd (as held in its memory and in the memory of the project manager) in
constructing reports for various purposes. The PMSS may also be able to
prompt the project manager at appropriate pointsin the dialogue to think about
what he probably knows concerning some aspect of project management which
is beyond the scope of the PMSS itsdf (Berkeley, Fernstrom & Humphreys
1987).

Figure 11.1 illustrates the Stuation where a project management support
sysem (PMSS) works in interaction with a project manager in the manner we
have outlined above. This may be considered in contrast with the situation
shown in figure 6.1, which assumed that the project manager was performing
his management activities on his own, without support. The roles of the project
manager in relation to the project work system, the project environment and the
project management system, and their ingtantiationsin the project management
and project data moddls, are ill the same as that shown in figure 61 How-
ever, there are additiond modes and conceptua schemata to be considered and
maintained.

As we indicated aove, in order for the didogue between the project
manager and the PMSS to be effective in enabling the best use to be made of
the PMSS’s facilities, the manager needs to develop and maintain a model of
the PM5S and, conversdly, the PMSS needs to develop and maintain a model
o the needs of the project manager. Also, the PMSS is shown as maintaining
a project management conceptual schema (PMCS) and a project data concep-
tual schema (PDCS).
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Figure 111: Division of labour bet ween project manager and PMSS
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The PDCS operationaises, within the PMSS, part of the full project data
modd (i.e., the one employed by the project manager and the PMSS, working
in interaction). Although developed via the concepts of the project data modd,
it is specified to have a bounded and coherent structure, matching the require-
ments of the operations which may be made on it by the PMSS’s techniques.
Therefore, the PDCS consists of an enumeration of the classes of entities that
the PMSS deals with, the relationships among these entities and the constraints
on their instantiation (Tsichritzis & Klug 1978, Brodie 1984, Durchholz 1984,
Ullman 1985). We W give adetailed example of a PDCS enumerated in this
way in section 12.5.
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Anaogoudy, the PMCS operationalises, within the PMSS, part of the full
project management modd. It consists of an enumeration of the techniques
within the PM'SS which, collectively, congtitute its capabilities for management
support In chapter 12, we will discuss a range of these techniques, located at
the levels in the PMCS which support project management mode generation
and tailoring, management methodology interpretation, PMAC execution, and
provision of structured views in perspective on the PDCS. The reationship
between the project management mode, the project data mode and their
respective conceptud schematais outlinedin figure 11.2.

Figure 11.2: Modelsand conceptual schemata

\ A (in support systam’s mamory) . ]
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While the PMSS can take the responsibility for remembering information
supplied to it about entities in the PDCS, the project manager should under-
stand that it is his responsibility for remembering information about entities
represented in the project data model but not in the PDCS. For instance, infor-
mation about problems experienced with personnd in his team may exist in the
instantiation of the project data model which the project manager carries in his
head, but may never find its way into the PDCS, &s this is material which the
project manager wishes to keep confidential to himselft. Consequently, the pro-
ject manager should not expect the PMSS to be able to support him by pointing
out, for example, pre-existing team problems during interactive resource alloca-
tions.

Similarly, rules of thumb that a project manager uses himself when assess-
ing a project plan, like those which we described in section 4.2.2.3, should be
considered to be part of the project management model but may or may not be
instantiated in the PMCS. Whether they are instantiated will depend on the
precise way plan reviewers and plan critics (discussed in section 12.2) operate
as a technique within the standard planning support environment which we
will describe in section 12.3.

This is one example of why information about the differences between
the contents of the PMCS and the project manager's own version of the project
management mode forms an important part of his model of the PMSS. If the
manager knows that a particular rule of thumb is included within the PMCS, he
may expect the PMSS to employ it appropriately, and report on the results if
necessary. If he knows it is not instantiated within the PMCS, he should aso
redlise that it his responsibility to decide when and how to use the rule and
evaluate the significance of the results. Danger arises when the manager thinks
that the PMSS will use a rule which is not actually in the PMCS. In the
absence of any report from the PMSS on the issue addressed by the rule, the
manager may think that all is well, when the rule, if employed, would actually
have suggested otherwise.

For successful division of labour between manager and support system, it
is important that their respective interpretations of entities in the project
management and project data models, while not identical, be consistent and
include the same notions in order to alow a productive dialogue. Moreover, in
this dialogue, the PMSS should be responsive to the manager's needs for sup-
port in different situations: it must make the correct interpretation of what the
manager wants to obtain, on the basis of the model of the needs of the project
manager that it employs. It should also provide feedback to the manager which
will enable him to establish whether his model of the PMSS itself is correct
(i.e., the project manager should be able to confirm that the PMSS is "with
him").

T We discuss further the issue of project data mode entities which are not defined in a

PDCS in section 12.5.4.

1 We will describethekind of support which can be offered by the PMSS during resource
allocation when we discussthe actuat pl anni ng support environment in section 12.3.
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In summary, successful division of manageria responsibilities between the
project manager and the PM SS requires that, in practice,

(1) the manager and the PM SS trace the same project data modd entities over
the full range of their interactions;

(2) the responsibilities for developing, storing and retrieving information are
properly divided between the project manager and the PM SS; and,

(3) in building and using the project data modd for management purposes, the
dialogue is appropriately balanced between the project manager and the
PMSS.

Considering divison of labour within the project management process in this

way lays the foundation for establishing which project management activities

are best carried out by the project manager acting on his own, and which can
profitably be shared between him and the PM SS. We conclude this chapter by
discussing how to establish just how profitable a proposed division of labour
might be for any particular management activity, through examining the associ-
ated cogts and benefits to the project manager. Then, in chapter 12, we discuss
ways in which project management activities may be shared between the

PMSS and the project manager in both his management expers role and his

project management role.

11.3 Decidingon thescope d aPMSS

In planning the global design of a PMSS it is necessary to consider the scope
of the system that will be implemented, that is, the actual content of such a sys-
tem (e.g., which techniquesto implement, at what level of detail, what kind of
learning support for the user to include).

For a start, the scope of any particular PMSS will be congtrained by the
effort available for the devdlopment and implementation of the system in any
practical application (that is, the effort needed on the part of the developer to
dlicit user requirements, design, implement and test the developed system). The
amount of the required effort, however, may not be easy to establish a priori.
There is always the danger that the amount of required effort for implementing
a particular support technique or the system as a whole may be exaggerated by
the person who actudly hastocarry out the implementation if heis not directly
responsible for the marketing of the developed PM SS. Furthermore, implemen-
tation effort may be wasted if the implementer does not fully understand the
practical significance of required support technique; in such a case, a PMSS
may be developed which performslimited sets of segmented support techniques
without, for example, a model of the overal process within which these tech-
niques are embedded. In any case, it is important that the available implemen-
tation effort is not misspent; the degree of user satisfaction resulting from a
given implementationeffort should be as great as possble.

A successful support system is a system that is, and continues to be, used
once it has been delivered to the client. Ensuring thet it doesis not an easy task
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as it entails that the system both satisfies its user requirements and helps the
manager carry out his work while, a the same time, does not necessitate that
the user invests a great deal of his time entering necessary data into the system
for a perceived little return. In other words, it is important that the system be
dtractive to its users in terms of the perceived benefits they obtain by using it
(rather than using another system or no system at dl). For success, these
benefits must be perceived by the user as outweighing the costs incurred in
using the system.

In a PMSS where, when in use, the system's modd of the needs of the
user and the user's model of the system are well in tune with each other, the
costs incurred by the user due to the frustration of finding that he cannot work
with the system in the way he anticipated can be neglected, as such situations
will rarely arise. Another source of cost to the user is the financia wsts of
buying the system. Prices of such systemsvary widdy just as their capabilities
do.

Qr primary concern, however, is with the cost to the user which is pri-
reily relaed to the time it takes him to enter the necessary data into the sys-
tem for it to paform sone required support function. This may be considered
proportiona to the amount of key strokes, mouse clicks, etc., weighed by the
inconvenience of making each type of operation as perceived by the user.

The data entry effort for each PMSS support techniqueof interest may be
considered to be a function of the amount of data the project manager is
required to enter into the PDCS when using the technique where neither can the
system provide support without this data, nor has the manager unlimited time to
respond to excessive demand for data entry by the sysem. Kely (1988)
describes the high leved of dataentry effort as a mai n worry about existing pro-
ject management sof t war e which, in general, can take up so much time that "its
use could easily become a substitute for the actual management of a project”
(p- 88).

However, whileit is fairly straightforward to assess data entry effort for a
PMSS as a wholg, it is more difficult to gpportion that effort amongst indivi-
dua support techniques of the PMSS. This is particularly true for any
integrated PM SS which employs a single uni fi ed PDCS and comprisesa PMCS
which dismbutes its support functions across a wide range of techniques sup-
porting project management activities. In chapter 12, we describe how, within
this kind of PMSS, it is possible to identify individua support techniques as
modular components of the PMCS which can be dynamically clustered into
support environmentsa PMAC levd, as required. This raises the possibility of
examining the expected data entry effort associated with any support technique
proposed for inclusion in the PM SS as an input to the decision about whether it
should be implementedin practice.

Nevertheless, it is important to note, in assessing this type of cost to the
user for any particular technique, that whenever it is activated within a support
environment, much of the data on which it operateswill not have to be entered
by the user during its activation. Thisdatawl aready be available within the
current ingtantiation of the PDCS. It will have got there through some previous
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operation canied out through an earlier activation of another support technique.
This raises the difficult problem of working out how the assessed data entry
effort isto be apportioned between the support technique which originaly aided
the project manager in getting the relevant data into the PDCS and all the other
techniques which may subseguently make use of it

The benefits to the user for each technique in the PMSS which the
manager may use can, in theory, be defined in terms of its gross functionality,
that is, the perceived usefulness of the technique in al its various applications
(i.e., in the context of the whole set of support environments into which it may
be clustered) in supporting the work of the project manager.

The gross functionality of the outputs of a technique can be ascertained by
interviewing potential users and asking them how useful they would consider
the results which can be gained through its use. However, individual project
managers may have their own particular ideas about which of the techniques on
offer in a support environment they will be willing to use more than others,
depending on their own knowledge, abilities and experience gained through
previous use of other PMSSs and project management tools. Furthermore,
especialy in cases of radically new suggestions, the potential user may not be
able to speculate on the power of these suggestions or on their usefulness in
practice as he will be bound by what he aready knows or what he can
envisage. Thus, such evauations are better made on the basis of a prototype
which can function as a test bed for the introduction of the techniques to be
evaluated.

However, it would be a mistake to attempt to decide on the scope of a
PMSS simply by measuring separately each of the techniques which might be
potentialy included against the types of costs and benefits discussed above,
and, then, selecting those techniques which score best on the cost-benefit bal-
ance sheet. Adding or removing a particular technique can affect the interac-
tion between user costs and benefits within the overall PMSS, when viewed in
its entirety. For example, adding a technique may increase the demand for
entering data while, at the same time, providing some data to the system which
will be required by another technique. Furthermore, adding a technique can
only be measured against the already existing PMSS techniques and the support
functions they collectively provide.

In general, estimating the values of these costs and benefits to the users is
not an easy or contention-free task. For example, user satisfaction with the sys-
tem can not be properly ascertained until the system or, at least, a prototype of
the system has already been developed, leaving it to developers to speculate on
user satisfaction may lead to the development of a system which isided, in the
developers' view, on the criteria they themselves would weigh heavily in antici-
pating user satisfaction, but which leaves much to be desired on the criteria
which are eventually important to the actual end-users. Divorcing the user's
view of the PMSS from the developers requirements analysis in this way has
been shown to be a major cause of users rejection of support systems in prac-
tice (McCosh 1984, Paprika & Kiss 1985).



Chapter 12

Support system design issues

The previous chapter addressed some of the issues one needs to consider before
embarking on the design of an integrated project management support system
(PMSS), examined the division of labour between the manager and the PMSS
and discussed the basis for deciding on the support techniques to incorporate.
The present chapter focuses on interpreting what has been discussed o far in
this book from the point of view of developing functional specifications for an
integrated PMSS.

In our description of project management activities in earlier chapters,
their diversity and their differing scope and complexity were commented upon
in some detail. We described how they can be modelled, and linked, in a
unified way, and how this can inform good management practice. We also
identified two separate project management rolesin this practice:

(& the management expert role, primarily concerned with management model
development and management methodology interpretation, taking into

account the needs and context of the project to be managed, and,

(b) the project manager role, where activities aimed at achieving project
management goals may benefit from management process guidance
developed in the execution of the management expert role.

In the following, section 12.1 discusses what is involved in supporting a
manager in the management expert role and how he can be helped in generat-
ing and/or tailoring a project management conceptual schema for his own use.
The rest of the chapter concentrates on PMSS design issues in regard to provi-
sion of support for the project manager role. Section 12.2 describes how divi-
sion of labour within a PMAC can be carried out, and section 12.3 shows how
this division of labour provides the basis for the definition of a support environ-
ment and the techniques within it that can help a project manager carry out a
particular PMAC. Section 124 describes how the local process conceptua
schema for a particular support technique can be determined using the estima-
tion technigque a an example. Section 12.5 addresses the issues involved in
designing the project data conceptual schema by the use of an example from
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the PIMS project which has implemented such a schemain designing a project
management support system Finally, in section 12.6, we di scuss how watch-
dogs can be set to watch entities within a project data conceptual schemain a
way that will safeguard the achievement of project management godls.

12.1. Sapport for the management expert role

In chapters 6 through 9, we have discussed a umified set of techniques, besed
on predicate-transition net modelling which, in theory, can provide the basis for
generation, tailoring, refining, precising and simulating a project management
modd. and we illustrated how this can enhance the understanding and execu-
tion of aful range of project management activities. Yet, in practice, project
managers rarely seek out computer-based management modelling support in
order to generate and explore the siructure of the project management modet,
despite the fact that it describes the systern which comprises their own activi-
ties.

Ingtead, as we indicated in section 6.3.4, they tend to rely on intuition
(seat-of -the-pants expertise), constrained by management methodologies. The
latter are usualy trested as imposad externa requirements, setting constraints
on the manager's intuitive view on which management activity should be car-
ried when, how, on what, and in what manner. Set in handbooks, these metho-
dologies are mainly pre-structured, focusing, rather inflexibly, on just those
aspects of the manager's activities where the constraints which result from such
inflexibility are likely to promote good rather than poor management practice.
As such, they should not be taken as offering comprehensive support for pro-
ject management model development, or selection, and utilisation, &s that is not
their real purpose.

This does not imply that project managers congtitute some sort of species,
possessing an inherent didike of any sort & mode development and simulation
except when conducted entirely intuitively and without support. Indeed, most
project managers are familiar with techniques for modelling partial aspects of
the project work system (e.g., techniques for task decomposition, for defining
task-product relations) and seek support for their use within their project plan-
ning activitest. Rather, we consder that the problem, up until now, haslain
with the lack of appropriate modelling support available through computer-
based modelling packages (at least, those which are widdy commercidly avail-
able).

In chapter 6, we described how the process of modd development and, by
implication, support for this process, is quite different in the case of modelling
the project management system, compared with modelling the project work sys-
tem. We indicated, in section 6.3, how an interactive celoured Petri net modd

t V& will discuss the prevision of such techniques within project planning support environ-
mentsin ssctions 122 and 12.3.
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development and simulation sysem like Design/CPN (Albrecht, Jensen &
Shapiro 1989) has the necessary capabiilities to support the gpproach to project
management model generation we have described in this book However, this
sysem, while commercidly available, is ill new and unfamiliar to project
managers. It is also likely to remain unfamiliar to them as it is targetted at
process modelling experts in generd, and, therefore, does not take account of
the operational language and organising concepts devel oped within the context
o project management.

Our own solution to this problem was to re-develop the open architecture
underlying Design/CPN to provide a system which offers the required modd -
ling capabilities but provides support in a form that is anchored in substantive
concepts, and views on what is being developed, which are familiar to the pro-
ject manager. The support capabilities are bolstered by context-sensitive help
which is senditive to both the context of the modd, as currentty under develop-
ment, and to the context of the gopplication being modelledt.

Within a fully comprehensive management modelling support system, sup-
ot can be offered for the following three facets of the management expert
role:

(D) generating and exploring the project management model;

(2) taloring the project management modd for use in a particular project;
and,

(3) interpreting a management methodology in terms of constraints to be set &
various levels within the project management modd, as tailored.

In sections 12.1.1 through 12.1.3, we outliie some possibilities for the provi-
son of support for each of these three facets. In our discussion, we will not be
concerned with whether the actual execution of a PMAC will be carried out by
the project manager (acting within the project manager role) on his own or in
interaction with support techniques offered by the PMSS. Thisis because the
generd issues and principlesin provision of support for management process
guidance at the level of generating, tailoring, selecting and launching PMACs
ae the same in each case. The differences occur when we consider the provi-
sion of support for the project manager within PMACs, and the latter will be
the focus of sections 12.2 and 12.3.

f Only a small part of these capabilities were built into the PMSS developed within the
P Mb pget, which was not able 1o support nany o the management model development ac-
tivitieswe descri be in thisbook. A system with the full range of support capabilities is current-
ly being devel oped by Berkeley and Humphreys at the London School of Economicswithin the
context d the EGOFOR (Interactive Generative Organisational Frame of Reference) proj ect
which is part of the UK joint research cauncils cognitive sciexce/HCT initiative (1990-1992).
Versions of this menega At modelling system will be incorporated in the PMSSs which are
SUooESSar's to PIMS.
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1211 Support for project management modd generation and exploration

Support for this facet of the management expert role focuseson variable preci-
sion management moddling, helping the project manager to initiate moddlling
by precising the distinction between the active and passive e ements contained
in the informal scripts which describe the relevant management activities, in the
manner we described in section 6.3. This permits mode development at the
levd of approximate net moddling. PMACs may be defined and linked, and
their interna structure refined in the way we discussed in chapter 8. Facilities
should be offered such that the passive and active dementsin the nets (places
and transitions) may initially be described by legendsin the natural |anguage of
the project manager and, subsequently, be precised into inscriptions, as and
when required. Similarly, PMAC pre~conditions and post-conditions may ini-
tidly be described in natura language which, later, may be precised, with the
ad of the moddling system, into expressions.

Sometimes, as we described in section 6.3.3 (and gave examples in
chapter 9 in the case of inferencing about observed or anticipated problemsin
the running of the project), it is desirable to increase the precison of modelling
o the relevant aspects of the project data modd within a local process model,
0 that the dynamic as well as the static aspects of the object system can be
coherently modelled. This increase in precision can be facilitated if support is
provided for

(@ precising the rules of change which denote the precise nature of the
transformations made on the links (in terms of tokens consumed and pro-

duced); and,

(b) precising the logica content of the inscriptionsinto predicates which can
be ddivered as tokens and thus be tested, generated and revised during
trangitions through the local process modd.

A successful achievement of the above offers the possibility for the project
manager to come to understand the properties of the locd process modd
through asking what-if questions. the system then provides support by examin-
ing how the loca process mode smulates the dynamic implications of such
questions. In this way, management strategy decision support can be provided
through exploration, alowing aternative scenarios to be tested, side-effects to
be investigated, and contingency planning to be validated.

1212 Support for project management modd tailoring

Thefull set of possibilities offered by the management expert role in regard to
project management mode generation from scratch is usudly not exploited by
a project manager when playing this role. Instead, he will expect, and be
expected to, inherit much o the project management modd which he will
instantiate and use to inform and guide his management activities on his pro-
ject. The inheritance will come in the form o prestructured model
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components, established a priori within the contractor organisation (or else-
where) as forming a potential basisfor good management practice. The project
manager, acting within the management expert role, will then wish only to
refing, tailor and link the inherited componentsto meet his interpretation of the
management requirements for the project and, in the case of management
activities left to his discretion, to conform to his own management style and
preferences.

There is a recursive flavour to dl this it implies that one of the first
management activities a project manager should carry out on taking over a pro-
ject is to tailor the management process which will then prescribe and guide his
own (subsequent) activities. This is why tailor management process was
modelled pre-formaly as a PMAC itsdf in chapter 7. Support for the activation
of this PMAC is fecilitated by providing, within the management modelling
support system, a library of pre-structured management modd components,
built up through previous use of the management model generation facilitieswe
described in section 12.1.1. These components can be formed a a number of
levels of refinement according to whether they congtitute templates for linking
complete PMACs, subPMACs or loca process models.

The use of such alibrary in project management modd tailoring is greatly
facilitated by the devdopment of a moddling system which can handle
hierarchical coloured Petri nets in the manner we described in section 631
Each pre-gtructured model component is then catalogued as a subpage & the
appropriate level in the subpage refinement hierarchy. Storage and retrieval of
the appropriate pre-structured component for use in any particular modelling
context can then be supported very effectively through recording each com-
ponent as an entity within an object-oriented modelling component catal ogue.
The property information about each entity (component-object) can then
describe not only its level within the refinement hierarchy, but also its origin,
function, application domain, level of precision, input and output predicates,
and so on. In other words, the full set of information about what the com-
ponent is, and where and how it can be usaed in modd development and tailor-
ing can now be made available to the project manager, as and when required.

The modd tailoring process now involves sdecting and linking of pre-
structured components from the library, coupled vith editing and refining of
their content when required, together with the generation of just those parts of
the project management model where the manager wishes to take an origind,
nove or idiosyncratic gpproach to the management of his project. The facili-
ties required to support this process are much the same as those we described
for supporting the process of management model generation and exploration in
the previous section, and so a single management modelling support system
may offer support for model generation and/or tailoring, as required.
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12.13. Sapport for methodology interpretation and management process
guidance

The project management modelling facilities described above can also provide
support for project management methodology interpretation, viewed as a specid
form of method tailoring. In section 6.3.4, we described how a management
methodology, externally prescribed for a project, may be viewed &s a set of
partial constraints 10 be imposed, a various levels, on the project management
modd instantiation which may be made through activating the tailor manage-
ment process PMAC. These congtraints then serve to regulate the conditions
under which particular PMACs, or subPMACs, may be executed {according to
the instantiation), thus shaping the project management process, where and as
necessary, to conform to the prescribed methodology. Similarly, in loca pro-
cess moded instantiation, the methodology can prescribe the strategy to beinter-
preted by the process control component in the way we described in section
9.2, where we gave the example of a prescribed reasoning strategy guiding
the control of a reasoning procedure for making inferences about the progress
of the project

Once the tailoring and methodology interpretation process is complete, in
the eyes of the project manager, the resulting ingtantiation of the project
management model may be checked for coherence and consistency by the sup-
port system, thus identifying any necessary revisonsor extensons. The PMSS
can then employ this ingtantiation to provide guidance to the project manager
on PMAC sdection and activation (conducting their pre-condition tests), cou-
pled with monitoring the success of activated PMACs (conducting their post-
condition tests).

12.2. Divison of labour within a PMAC

While sone of the project management activities (PMACs) identified in chapter
7 may be carried out by the project manager with no support from a PMSS, the
converseis unlikely to be true: no PMAC can be carried out solely by a project
management support system without any of the operations involved being car-
ried out by the project manager. Thus, we need to examine how | abour may be
divided between manager and PMSS within a PMAC in order to address which
part of it is carried out solely by the project manager and which part of it can
be carried out by the PMSS. This examination can be made at any desired
degree of refinement within the project management modd by partitioning the
subPMACs represented as elements within the interna structure of a PMAC at
that degree of refinement. Figure 12.1 gives an example of partitioning the
standard planning (SP) PMAC, which was shown infigure 8.1, in this way.

In figure 12.1, the extent of the shaded portion of each subPMAC gives a
rough indication of the proportion of the operations within that subPMAC
which are carried out by the PMSS rather than the project manager when they
manage the project in interaction. In order to indicate exactly which these
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operations are, it would be necessary to make a full refinement of the contents
of each sabPMAC down to the level where the individua operations are shown
as discrete elementsin alocal processmodel}. For the sake of brevity, we wll
not attempt this degree of refinement here. Instead, we will smply indicate, in
figure 122, the conventional names for the support techniques which could
offer the kind of support desirable from a PMSS to the project manager in car-
rying out operations involved in the activation of each subPMAC of the szan-
dard planning PMAC.

Figure 121 Divison of labour within the gandard planning PMAC

Kay : OUTFUT PREDICATES

T Local process models were discussed in chapter 9.
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In the case of sUbPMAC SP1 (organise work definition into a task
hierarchy),support can be provided by the PMSS through techniques which aid
the process of creating a coherent workbreakdown structure and providing a
view on the task hierarchy being instantiated (as indicated in figure 8.1). Assis-
tance in estimating the effort required by each instantiated task, and in compos-
ing these estimates into an overall estimate for the project would also be desir-
able.

In the case of subPMAC SP2 (coordinateproducts between tasks), assis-
tance can be offered in terms of interactive task scheduling, building and
displaying critical path and PERT diagrams, and providing interactive facilities
for making duration estimates and defining precedence relations between tasks,
resolving "bottlenecks" involving tasks on the critical path, and so on.

In the case of subPMAC SP3 (control allocation d standard resources),
assistance can be offered in semi-automatic allocation of "standard" resources
within a common time frame (aided by the use of some automated standard
rules) enabling the manager to explore more easily the possibilities of resource
levelling in terms of effort and balance of skills required at any particular time.
This, in turn, facilitates team building as the demands made on the human
resources in the team become more consistent with what can be offered without
frequent changes in team membership and commitment to the project. Once
resource allocations have been made, cost estimation support can be provided,
taking into account estimated effort, characteristics of "standard" resources sup-
plying this effort and other costs estimated to be incurred by tasks.

Finally, support can be provided in subPMAC SP4 (test adequacy of stan-
dard planning) in assessing the quality of the manager's standard plan. As we
discussed in section 4.2.2.3, errors in creating a project plan may be due to
oversight or foresight on the part of the manager. Plan critics can be used to
determine errors of oversight concerning, for example, overallocation of a
resource, or needed products by a task not being produced by another task. On
the other hand, plan reviewers can review the plan to determine any errors in
foresight such as the existence of too many dependencies between tasks, if
tasks of long duration have intermediate products, and so ont. Plan critics and
reviewers can take advantage of the fact that all techniques operate on, and
build, a single, comprehensive, instantiation within the project data conceptual
schema (PDCS), and, so, review the results of the activation of the other sub-
PMACs, taken as a whole, rather than within the perspectives used in activating
any particular subPMAC, or on the basis of the results of using a particular
technique, considered in isolation.

It would be dangerous to expect, however, that plan critics and reviewers
could be specified in terms of a set of automated rules, operating on a PDCS
instantiation. The PDCS contains only that part of the results of the manager's
standard planning activities which it is the responsibility of the PMSS to hold
in its memory. Much more of what the project manager will now know or can

+ Some rutes which can be used to that effect have been discussed in section 4.2.23.
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imagine about the standard plan for the project will be held in his memory
rather than the PMSS’s memory. Hence, a technique implementing plan critics
and reviewers should aim to make suggestions to the project manager about
how he should think about and review his planning (in al its aspects) as well
as making ex —nations of what can be accessed within the PDCS.

12.3. Building the support environment for activation of a PMAC

In the previous section, we discussed provision of support techniques in the
activation of individual subPMACs, but much of the power of an integrated
approach to PMSS design would be lost if we considered only the serial activa-
tion of individual support techniques and their associated displays (in perspec-
tive) of aspects of the current instantiation of the project data model. For
instance, in section 8.1, we described how it would be a good idea to maintain
the workbreakdown view on the task structure while developing a PERT or
CPM diagram. If the workbreakdown view is tied solely to the workbreakdown
technique, and this technique is tied to subPMAC S§P1, then, any changes in
instantiations made in sUbPMAC SP2 will not be reflected in the (now de-
activated) workbreakdown representation, even if it is left on display for the
benefit of the project manager. Conversely, support for estimation activities is
required (in various forms) during the activation of the subPMACs; so why not
have central estimation support facilities available throughout?

Considerations like these suggest that, rather than defining specific support
techniques to be activated at sUbPMAC level, a better strategy is to define a
support environment at PMAC level. In this approach to PMSS global design,
the techniques which support the activation of any of the subPMACs ae
clustered into the PMAC support environment and define it. Any of the
clustered techniques is available for use at any time, at the discretion of the
project manager during PMAC activation. Even more important, the views on
the PDCS offered through the activation of any of these techniques can, at the
discretion of the project manager, remain on display, and be dynamically
updated as the PDCS entities it hasin view change through creation or deletion
of instances or (re)setting of their attributes, even though these changes may be
effected through the use of a different support technique than that which was
activated when the view or display was originally generated.

Figure 12.2 shows how such a support environment may be derived for
the standard planning PMAC. In this figure, techniques for workbreakdown
and effort estimation are shown supporting the activation of subPMAC SP1
(organisework definition into a task hierarchy);techniquesfor scheduling and
duration estimation are shown supporting subPMAC SP2 (coordinate products
between tasks); techniques for resource alocation and effort estimation are
shown supporting subPMAC SP3 (control allocation of standard resources),
and techniques for plan critics and plan reviewers are shown supporting sub-
PMAC SP4 (testadequacy of standard planning).
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These support techniques can, collectively, be activated and clustered to
form the standard planning support environment. This clustering brings
together three variants of the estimation technique, where the main difference
concerns the aspect that is being estimated (i.e., effort, cost, or duration). This
offers the possihility of providing unified support for the process of estimation
and offering this support directed a the particular nature of the aspect being
esimated a any time. In section 124, we will examine in detail the user
requirementsfor estimation support and, then, we will show how the local pro-
cess conceptua schema for an estimation support technique of this kind can be
derived from them.

Figure 12.2: Specification of support techniquesin the standard planning
environment through abstraction from the PMAC’s internal structure
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Figure 12.3 shows how a support environment may similarly be derived
for the actual planning PMAC (as moddled in section 8.3) based on an inter-
nd structure comprising the three subPMACs shown in figure 88. It indicates
that certain of the techniques which provided support within the standard plan-
ning environment may aso be employed to provide support in the actual plan-
ning environment. These are the techniques for scheduling, resource allocation,
estimation and plan critics and reviewers.

Figure 123: Specification of support techniques in the actual planning
environment through abstraction from the PMAC’s internal structure
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Figure 123 aso indicates that additional techniques ae required in sup-
porting actual rather than standard planning. These are:

(1) a calendar definition technique, which alows one to coordinate the
schedule with the company calendar, and to define calendars for the indi-
vidual resources assigned to the project, showing their planned task assign-
ment, personnel holidays, etc.

(2) a resource definition technique, which is required now that actual rather
than "standard" resources are to be alocated to tasks.

When used in support of actual planning, the resource allocation technique
will also have to take into account the additional constraints which may be
imposed through the unavailability of actual resources during periods when they
are assigned to other tasks or other projects, when they are on holiday, or oth-
erwise indisposed. Resource substitution may be necessary, and additional tasks
may need to be added to the task hierarchy?. Effort and duration estimates
may have to be revised for tasks according to the problems of actual resources
assigned to them. Cost estimates may be refined, now that the time spent on
tasks can be converted to cost for estimates at the rates charged in redity for
actua resources rather than those assumed for hypothetical standard resources.

One technique used to support standard planning, i.e., workbreakdown, is
not shown in figure 12.3. This is because, during actual planning, the manager
is assumed to be primarily interested in the scheduling and resourcing of |eaf
tasks in the task hierarchy rather than re-organising the task hierarchy itself. In
fact, as we described in section 8.3, if the difficultiesencountered in scheduling
and resourcing during actual planning are sufficiently severe to indicate the
need for redoing the workbreakdown, the preferred course of action should be
to suspend the actual planning PMAC (and its support environment) and re-
activate the standard planning PMAC and, perhaps, re-activate the negotiate
changesPMAC as well.

However, the absence of the need for a workbreakdown support technique
within the actual planning environment does not mean that there will never be
a need during actual planning for the project manager to take a workbreakdown
view on the task hierarchy during actual planning. Such a view may be very
useful in revising effort, duration, and cost estimates as it allows the project
manager to see how the changes in estimates on individua leaf tasks are pro-
pagated up the hierarchy in bottom-up estimation, and how, at the top, they
affect the estimate for the total project. Where the resulted estimates exceed
time or financial constraints at any point in the hierarchy, it is also useful to
employ this view in revising estimates top-down, to establish how and where
the necessary savings can be made to bring the project, as planned, back within
its budget.

¥ For example a usful Srategy is to ald a training task to rain @ resource Who does nat
initidly have the expatise to megt the resource requirements of a task to which he will subse
cpertl?/ be assigned, but who should be able to devdap the necsssary kills and exparienceas
arealt d thetraining heis now schedued to recaive
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From the above discussion, we can draw three major conclusions about the
relationship between support techniques and support environments. These are:

(1) Techniques may be dynamically offered to the project manager to be
added into a support environment at the time they are needed in support of
the activation of a particular PMAC. Environments do not own techniques,
a particular technique may be allocatable to a number of environments.
Conversely, support techniques used in more than one PMAC do not need
to be duplicated, they can be dynamically clustered into the relevant
environment at the time that they are required which may then be immedi-
ately offered to the project manager in supporting his current project
management goal.

(2) The particular techniques nominated to be clustered within a particular
environment will depend upon the way the internal structure of the PMAC
is generated in building or tailoring the project management model.

(3) It is desirable to define the views required on the PDCS at environment
level rather than at technique level. The views available within an environ-
ment must be sufficient for the project manager to use the support tech-
nique successfully and efficiently, but views the creation of which was not
the responsibility of the currently activated technique may, on occasion, be
profitably employed by the project manager (providing they are kept up to
date). In this way, the project manager is provided with useful contextual
information, or aternative views, facilitating the checking of consistency,
or the safeguarding of his goals as he works.

The above points summarise the basis for establishing PMSS functional design
at the PMAC support environment level. In the next section, we will look in
detail at the basis for establishing functional design at the technique level. We
will take as our example a specific technique, which we have illustrated as hav-
ing a central role within both the standard planning and the actual planning
environments, that is, the estimation technique.

124. Determining the local process model for a support technique

The discussion in section 12.3 indicated how support techniques may be
identified and grouped into support environments, but did not go into details
about how the functional design of any particular technique could be derived.
This involves addressing two separate but interrelated aspects:

(@) what kind of process support is offered to the manager by the technique;

(b) what types of information need to be stored, utilised and retrieved by the
technique.

In the following, we take as an example the estimation technique which we

showed, in section 12.3, to be of centra importance within both the standard

planning and the actual planning support environments. We start, in section

12.4.1, by examining the estimation process from the viewpoint of the project

manager, and from this, in section 12.4.2, we derive the support requirements
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for estimation. Then, in section 12.4.3, we review the lecal process conceptual
schema (LPCS) for particular implementationof an estimation technique, show-
ing how it interprets these requirementsin the process of making estimatesin
interaction with the project manager. We also identify the entity classes within
the PDCS which are operated upon by the estimation technique in storing,
utilising and retrieving the relevant information in the formation of estimates.

12.4.1. The estimation process

Estimating cost, duration or the effort needed for the whole project or any of its
congtituent tasks is undoubtedly a difficult task as it involves envisaging the
future on the basis of what one knows about the past. Rightfully, DeMarco’s
(1979) parting words on egtimation are:

"Edtimates deal with the unknown, and the unknown has a perverse way
of subjecting poor developers to al kinds of rude shocks. | how of only
one thing that keeps these rude shocks to a minimum, and | shall take this
opportunity to passit on to you: Good Luck!" (p. 339)

Estimation is an iterative process where repested attempts are made to improve
aready existing estimates as more information becomes available. Within this
iteration, we may distinguish three phases with different user requirements for
support. Theseare

(1) estimation within the pre-project establishment phase;
(2) estimation within initial planning once the project is established, and,
(3) estimation within re-planning during the running of the project when infor-

mation becomes available which indicates that current estimates need to be
revised.

Qr discussion in chapter 3 has aready addressed many of the issues involved
in estimating during the pre-project establishment stage (i.e., for the purposes of
bidding for the contract) under the topic of project risk. Optimistic estimates of
cost, duration or effort at the time, we have argued, can endanger the success
of the project as they provide an unredigtic brief to the project and its manager.
The egtimation methods selected for use in this phase typicaly reflect organisa
tional policies and practices axd may not correspond to the actua project
manager's preferred mode of estimating, once the project has subsequently been
established. Typicdly, cost esimation modds like COCOMO (Boehm 1981) or
SLIM (Putnam 1978) are used whereby certain globa criterion variables (such
as personnd productivity, product complexity, size, c.) need to be assessed
for the particular project and, through some agorithmic rales, the cost of the
project or the effort needed to carry out the project is calculated.

The problem with such modelsis that some of the critical vaues on which
they depend are not yet known but are themselves rather unreliable best
guesses. For example, personnd productivity, if measured in terms of function
points, can not be reliably estimated until much o the design work is complete
(Albrecht & Gaffney 1983) or, if measured by lines of code per time unit, can
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not be reliably estimated until after coding and product testing is complete.

Another method of estimating during the early bidding stage is through the
use of a number of different estimators, themselves experienced project
managers, who can use their collective rich experience to reach some redigtic
estimatesfor the project They typicaly start from an agreed-upon coarse work-
breskdown structure for the project to which nodes they attach estimates
according to their individual experience either working top-down through the
task hierarchy or bonom-up, that is, starting from estimates of the lower level
tasks. Differences and similarities between different managers estimates are
then discussed and an agreement is sought as to which o the diverging esti-
mates (if any) can be adopted as the operative one. An averaging techniqueis
prone to be biased by extreme estimates while a group discussion until agreed-
upon estimates can be reached can be subject to group dynamics whereby dom-
inant individuals estimates may be finaly adopted (Fairley 1985). The use of
DELPHI methods sometimes succeedsin counteracting these problems {(Helmer
1966, Boehm 1981).

Whether through the use of parametric modds or through the collective
experience of different estimators, the estimation process involves comparing
the particular project to other, analogous, projects of the past which congtitute
part of the experience of the estimator (Cowdemy & Jenkins 1988). Thus, the
ability to estimate accurately is as good as on€e's ahility to extrapolate from past
experienceelements relevant to the current project. Moreover, defining a project
as andlogous to the one under consideration necessitates defining the precise
similarities and differences between the two projects.

In estimation during the project planning phase, the project manager inher-
its the initid estimates made during the pre-project establishment phase, some
o which will now operate as constraints on his planning, particularly where
they have been usad to define requirements for the project (budgets, delivery
dates, committed resources, €c.). The project manager will, however, wish to
check and reline these original estimates. They will need to be made to relate
to the individud tasks in the task hierarchy produced through his workbreak-
down creation activities, and may then form part of the brief that the project
manager will passon to his team members.

However, estimating effort and duration for individud tasks or groups of
task may be just as difficult as making the globa estimates in the pre-project
establishment phase. Many of the issues and problems we discussed above
concerning the process of making estimates materialise here as well, dthough
now at the level of making estimates for tasks. This necessitates the need for
information from past experience at this level that is, forming analogies with
other similar tasks, either from thisor other projects. It involves having to cope
with many more entities to estimate dthough under the advantage of more
information being available about the project itself.

In this phase, accuracy in estimation is even more critical than in the pre-
project establishment phase, particularly as the outer bounds for the quantities
being estimated will now have been set within the terms of the contract and
requirementsfor the project, and may be very difficult to re-negotiate.
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It is a common practice in this phase (and often put forward as a method
of promoting staff motivation and commitment to a task) to ask the personnel
who will carry out a specific task to produce their own estimates for the partic-
ular piece of work. These estimates are then checked by the project manager
against his plan and his own experience, and used (or not) in deciding on the
operative estimates for his project

Once the project starts running, more information is gained both on the
nature of the work being undertaken and on how far the assumptions made dur-
ing the earlier estimation processes have been correct (concerning, for example,
productivity rate, complexity of project, and so on). If the work to be done had
not been properly understood during the earlier estimation phases, this will usu-
ally become apparent around the time of system design and may result in re-
estimating as a basis for re-planning. Re-estimating and consequent re-planning
may also become a necessity when, during monitoring, actual effort and time
used up by tasks are found to be more than their corresponding estimated ones.
This, for example, could be due to incorrect information having been used in
the forecasts, or the productivity rate not being as expected, or a higher level of
unexpected problems having occurred than was originally anticipated. Alterna-
tively, there might have been an inaccurate record of progress and the
discrepancies may not be as significant as they appear.

In the case that it is obvious that the fault lies with over-optimistic esti-
mates which did not stand up well to their reality-testing during the running of
the project, a strategy which can be used (provided that data is available) is to
analyse trends in estimates and to identify the persons who were responsible for
these estimates. By doing this, the project manager may discover that particular
persons consistently over-estimate or under-estimate. Then, by taking these
trends into account, he may be able to develop more accurate estimates for the
remaining stages of the project.

12.4.2. Support requirementsfor estimation

Supporting a manager in the estimation activity involves providing him with the
opportunity to use an estimation technique in any preferred way of estimation
he might have. Here, we are interested in providing support for the project
planning and re-planning phases, while inheriting estimates made in the pre-
project establishment phase. The making of these initial estimates occurs prior
to the establishment of the project manager's role, and thus lie outside his
responsibility. Therefore, in the following, we will not be concerned with how
to support their production.

From the discussion of the estimation process in section 12.4.1, we can
infer that the support technique should enable the project manager to estimate
the cost, efferr or duration aspect of any task at any level within the task
hierarchy currently instantiated for the project. Moreover, it should enable him
to do so in any of the following ways:
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- by providing a direct, best guess, estimate;
- by entering an external estimate, i.., one which has been made by some-

one else (e.g., an estimate provided in the contract or provided by a team
member);

- by entering a negotiated estimate, i.¢., one which has been created as a
result of a negotiation process (e.g., with the client);

- through the use of an estimation model which is applicable in forming
estimates a a detailed, task, level;

- by a top-down method, where estimates made on a father task can be
divided between its sons;

- by a related-task method where the project manager identifies another
(related) task within the hierarchy as being analogous to the one for which
estimates are to be made by maintaining a relationship factor (defined by
the project manager according to the analogy) with the current estimate on
therelated task;

- through the use of a conversion formula which enables the transformation
of an estimate of one aspect into an estimate of another one (e.g.,
transforming an effort estimate into a cost estimate).

The support technique should also be able to propagate automatically, on
request, estimates made on leaf tasks bottom-up, that is, add up estimates made
on son tasks to gain an estimate for the father task and, ultimately, for the pro-
ject asawhole.

Effort, cost and duration estimates can be made for any task by any of the
above methods, and, thus, multiple estimates may exist for a task. Each of
these estimates should be marked with the point within the task hierarchy
where it applies, the estimation method used to make it, and the name of the
estimator. The last is an important piece of information since it can provide
the manager with valuable information when estimates are found to be inaccu-
rate when tested in readlity. In the case where a particular individual is found
consistently to provide under-estimatesor over-estimates, then the manager can
take corrective action by adjusting subsequent estimates received from that per-
son.

In order to avoid confusion, only one of the multiple estimates made for
each task should be marked as operative at any time, and only operative esti-
mates should be employed in bottom-up and top-down estimation. This enables
the support technique to check for, and maintain, consistency in top-down and
bottom-up estimating throughout the task hierarchy. There is little point, how-
ever, in trying to maintain such consistency between non-operative multiple
estimates.
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12.43. A local processconceptual schemafor an estimation technique

The locd process conceptual schema (LPCS) for an estimation support tech-
nique can be developed and represented in an analogousway to that which we
described for local process models for subPMACs in chapter 9. There are, how-
ever, some differences of emphasis and gpplication. The LPCS for the estima-
tion technique shown in figwe 124 is a complete and consistent place-
trangition net as the technique must operate without the risk of crashing and
having to be reset by the project managert.

Figure 124: Local processconceptual schema for an estimation technique
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t This LPCS is basad on the development  the PIMS estimation support technique ad-
vanced by the ESPRIT worki ng group PM2 (Humphreys 1985b).
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Neverthdess, the LPCS for the estimation technique shown in figure 124
exhibits a high degree of indeterminacy in regard to the process of method
sdlection. Thisis because the technique vas designed to be supportive of, and
interactive with, the project manager, rather than be prescriptive through aways
making estimates of its own accord. The am is to offer, a each place of
indeterminacy shown in the place-bansition net for the LPCS, the appropriate
choice of support functions to the project manager who is using the technique.
It is the respongibility of the project manager to choose exactly what kind of
support function he requires from what is on offer. Thus, no additiona process
control component (as described in chapter 9 for loca process modelling) is
designed or implemented in the support technique, dthough advice should be
offered by the technique to the project manager concerning what can be
achieved through each of the available estimation functions.

The process of estimation, with the support of this technique, proceedsin
the following way. The technique is activated withii the standard planning or
the actual planning support environment. A view needs to be provided (at
environment level) on the currently instantiated task hierarchy within either the
activity perspective, or the time and resource perspective, as described in sec-
tions 8.2, 84 and 12.3%.

First, the project manager salects, within the presented view, the particular
task for which estimates are to be made and/or reviewed and the specific aspect
(effort, cost, duration) that he desires to estimate. If heis planning to use an
estimation modd to form his estimates, he can, at this point, select the required
model from among those instantiated in the estimation modd class in the
PDCS (thisclassisdescribed in section 12.5)%.

The project maneger may next select the method he wishes to use to meke
an egimate. If he sdlects the direct, external or negotiated method, the estima-
tion technique does not provide assistancein forming the estimate, but supports
the project manager through recording it as an instance of the estimate entity
classin the PDCS, with property attributes method, date, estimator, estimation
(value) and aspect (effort, cost or duration) set gppropriately. Also, the esti-
mates relationship atribute of the selected task instanceis updated to reference
this etimate instance.

If estimate by model is sdlected, the technique provides support by operat-
ing the (previously sdected) modd, diciting from the manager the required

T Note, however, that a view provided in the time and resource per spective may show only
leaf tasksand, thus, be inadequate for top-down estimation.

1 Most of the published estimation models of the kind we reviewed in section 124.1 are
inappropriate for use at the task level. However, a class of models which are generally useful
at thislevel are thme described by Boehm (1984) as dart-multiplier submodels. In fact, the
PIMS effort etimation support technique made use of the set of four submodels of this type
which together constitute "intermediate COCOMO™. In practice, each submodel in this set nay
be usedto adjust an initial "sandard" estimate made for the selected task according to how the
product, computer, personnel or project-related fegtures of the specific task vary from the
"nomina" (in Boehm's terminology), i.e., gandard. cae
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input assessments and employing them to form the model-based estimate. In
this case, the model used relationship attribute is set (in addition to those
described above) for the estimateinstance.

If the estimate by top down method is selected, the technique provides
support by helping the project manager to apportion the estimation value for the
selected (father) task instance amongst its sons and by checking that the total
of the sons' estimates has the same value as that for the father.

If estimate by related rask is selected, the related task relationship attri-
bute and the relation factor property attribute are set as indicated by the pro-
ject manager. The technique then provides support by automatically setting the
estimation property value according to the value of the operative estimate for
the related task, and automatically updating it whenever that estimate changes.

The project manager can decide at any time which of the multiple esti-
mates made, by whatever method, for any task, may be made operative. The
technique provides support in this case by maintaining consistency: it ensures
that only one estimate may be operative for any aspect of any task at any time,
and when this estimate changes, it automatically re-computes the bottom-up
estimates which involveit.

The net representation of the estimation technique's LPCS in figure 12.4
indicates that the project manager has complete discretion and control in mak-
ing, reviewing and revising multiple estimates by any of the methods outlined
above. He can also move, at will, from one task instance to another and decide
which aspect to estimate at any moment.

All operative estimates, and the results of automatic bottom-up estimation
are displayed in the view of the task hierarchy provided in the support environ-
ment, regardiess of whether the estimation technique is active at the time. The
advantage of employing a single, integrated, PDCS is that this view is aways
kept up to date as it shows the relevant part of the current instantiation of the
whole, integrated PDCS, rather than displaying isolated results produced by
the activation of some particular technique. In the next section, we will exam-
ine the full set of entity classes that constitute a typical PDCS, and the relations
between them which ensure its integration.

12.5. Example of a project data conceptual schema

In the following, we describe a project data conceptual schema (PDCS) which
was developed from the generic core of the project data model described in
chapter 10 for use within the PMSS developed on the ESPRIT | PIMS project
(described in the preface to this book). The function of the PDCS is to hold all
the information relating to the project work system and to the project environ-
ment, which is utilised by the PIMS PMSS’s techniques. As such, this PDCS
can be viewed as a subset of the generic core of the project data model, in the
way we described in chapter 11. For instance, the project data model entity
class team is omitted from the PDCS because the instantiation of its contentsis
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likely to be a responsibility which the project manager would wish to keep for
himself, without direct support from any PMSS technique?.

However, the PDCS can also be viewed as an extension and customisation
of the generic core of the project data model, specifically tailored to the data
needs of the support techniques incorporated in the PMSS. Here, we will not
give a complete account of al the extensions made in generating this PDCS.
We will merely illustrate some of the major ones to give an idea of the types of
functional customisation that may be achieved when using the generic core of
the project data moddl as reference base in the design and development of an
integrated PM SS.

We will also take the opportunity to adopt a different approach to the
description of the PDCS from that which we followed in our description of the
generic core of the project data model in chapter 10. There, we organised our
description around the properties of the individual entity classes and provided
only a subsidiary discussion of the relations between the various entity classes.
Here, instead, we organise our description around the relations between the
entity classes in the PDCS, showing how they may be viewed within the four
project management perspectives we described in chapter 5. Each of these two
approaches is applicable in describing either a project data model or a PDCS
and, in effect, they complement each other. So, idedlly, both approaches should
be employed in order to provide the reader with a comprehensive account. This
has actually been done in the case of the PIMS PDCS by Leclerc (1989). In
the following, though, while we draw extensively on her description of perspec-
tives on this PDCS, we do not have the space to reproduce the full lists of pro-
perties for each entity*.

The requirementsfor overal stability, coherence and consistency are much
stronger for a PDCS than for a project data model, as it has to pre-empt the
possibility of any confusion or ambiguity in the instantiations built by the
PM SS techniques which operate on it. Otherwise, use of the PDCS might result
in the inability of the PMSS to operate reliably on the basis of the instantiated
data Thus, the entities, and the relations between them that we view in the next
four sections within each perspective on the PDCS congtitute overlapping, but
fully consistent and compatible, viewson a single, unified, PDCS.

T Under the U. K. deta protection act, it is very difficult © hold, legally, within any data
base, the kind of "soft" information about team membership described for this entity in the pro-
ject dta model, particularly as the project manager islikely to want to treat this information as
confidential. Hence, an entity like this is best ingantiated only in the memory of the project
manager.

f Leclerc (1989) needed over 60 pages to present the full account of the Pl M5 PDCS. The
propertiesof the entitiesgiven there arc generaly a superset of those in the generic core of the
project data model, with approximately 50% more attributes added, mainly to disambiguate
property information and increase the precision of the information held within the PDCS.
Leclerc also provides a more detailed description of each property than we attempted in
chapter 10 for the project dta model.
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12.5.1. Project function per spectiveon the PIMS PDCS

Within this perspective, the project is viewed as a unitary whole, located within
an environment where requirementsare set and to which deliverables are des-
tined. The client organisation is of course, a very important part of this
environment but the project manager is not normdly concerned with the inter-
na sructure of this organisation: information about addresses, telephone
numbers and contacts within the client organisation usudly suffice. The partia
view on the PDCS provided by taking the project function perspectiveis shown
in figure 125. At the centre, is the entity class project, which was not
represented as a unitary entity in the generic core of the project data modd.
This entity serves as the root nodein any instantiation of the PDCS.. linking dl
that is known about, and planned for, the project through the operations of the
PMSS

Figure 125: PDCS entitiessalient in the project function per spective
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The project data mode entities contract and standards are subsumed
under the PDCS entity class requirement which now groups all externa
requirementsfor the project, regardiess of their source and nature. On the other
hand, the dlient is now an entity in its own right, rather than a property of con-
tract (as was described in chapter 10). This alows information about a client
to be recorded independently of any particular project, and linked to a project,
as and when required, smply by instantiating the client relation. The reason
for the change is to facilitate the use of the PMSS in managing a number of
projects (in interaction with their individual project managers) within an organi-
sation which maintainslinks with particular clients extending over several pro-
jects.

As we described in section 8.2, taking a view on the project work system
and the project environment within the project function perspective is essentia
in order for the project manager to be able to anticipate risks to the project
through the use of a risk assessment modelt. Whike such modds can be very
useful in understanding the risks which a project runs, the appropriate modd to
be employed in any particular context is likely to be specific to the contractor
organisation and the particular application area This is why the PDCS ri sk
modd entity is sdient in the project function perspective, enabling the project
manager to select the appropriate risk modd instance for use within the PMSS
support environment for the analyse risks PMAC.

12.52. Activity perspective on the PIMS PDCS

This perspective focuses on the interpretation of the requirements concerning
the work that needs to be carried out in terms of tasks which produce products.
Some of these products will be composed into the ddiverables that are adso
viewed as sdient, along with the requirements, within the project function per-
spective. The partial view on the PDCS provided by taking the activity per-
spective is shown in figure 12.6.

Especialy sdient in this perspective is the linkage between the project
and task entities. This records how the work defined for the project is broken
down into a task hierarchy through the operations carried out within the stan-
dard planning PMAC which we discussed in sections 8.1 and 10.4%.

At the same time, the global estimatesinherited with the project brief may
be refined and revised at task leve in the manner we described in section 124.
Hence, the PDCS entity classes estimation and estimation modd are saient in

this perspective.

1 Risk assessment models vere reviewed in section 3.2.

1 The PIviS PMSS providessupport for thisactivity through the inclusion of a werkbreak-
down technique within the staadard planning suppert environment in the mamna we
described in section 12.2,
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Often, the project manager will wsh to develop and keep (at least, tem-
porarily) more than one provisionaly planned workbreakdown for his project.
In this case, the root node of an instantiated task hierarchy is not sufficient to
identify the project (as assumed in the project data model) as it only identifies
the planning under a particular (and, maybe, hypothetical) workbreakdown.
Thus, in the PIMS PDCS, the linkage between project and task entitiesis
defined as being through the workbreakdown entity (with cardinality more
than one). Each workbreakdown ingtance references a particular task hierar-
chy ingtantiation which the manager may wish, with the aid of the PMSS, to
review, edit, develop or archive in the future. However, a single instancein
the workbreakdown entity class in the PDCS identifies (via the main WBD
relationship) the task hierarchy ingtantiated to form the bass for the actua
planning and monitoring of the project a any particular time during its lifetime.

Figure 12.6: PDCS entitiessalient in the activity perspective
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Product instances may, in the PDCS, be related to each other through
fathers and sons relationships, with cardinality many to many. This does not
mean that product instances need to be ordered into a strict hierarchy in the
way that task instances are (where the father to son cardinality is one to
many). Instead, while a product may be decomposed into several (sub)products,
it may also have several fathers. Also, at any level in the task decomposition, a
PDCS instantiation may indicate that a task needs or produces a product or
group of products. These facilities allow the project manager to organise and
decompose his products in whatever way he wishes and to link groups of pro-
ducts to compose deliverables as required.

12.5.3. Time and resource perspective on the PIMS PDCS

This perspective focuses on the resource aspects of the project in terms of time
(in calendar and task schedule terms) and resources (human and non-human)
which may be assigned to tasks according to needed skills or characteristics.
The partial view on the PIMS PDCS provided by taking the time and resource
perspective is shown in figure 12.7.

Déliverables remain in view in this perspective, as it is important to know
when they will be delivered (as potentia resources) by the project to its
environment. Products also remain in view as they may be considered as
resources produced by and needed by tasks. Estimates are made about
resources consumed by tasks (in terms of effort, cost and duration) and so the
entity classes estimate and estimation model are salient in this perspective as
well.

Two additional entity classes were created in the PIMS PDCS in order to
provide the possibility of instantiating the skills possessed by particular human
resources, and the characteristics possessed by particular non-human
resources, which are needed for carrying out particular tasks. As entities in
their own right, each instance of characteristic and skill can now be described
by setting the values of its properties (e.g., type of skill, level of skill), and
then be related both to the task instance which needs it and to the resource
instance which possesses it.

Several new entity classes had to be defined within the PIMS PDCS to
increase the precision of PDCS instantiations to the level where the results of
the manager's planning could be expressed in a sufficiently precise way to pro-
vide an unambiguous basis for running and monitoring the project. For
instance, in the generic core of the project data model, the results of resource
allocation during the actual planning activity are expressed in terms of instan-
tiating the task uses resource relation between particular instances in these two
entity classes. But this does not tell us when a particular task can expect to be
able to use a particular resource, if that resource is not available to it all the
time.
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Figure12.2 PDCS entities salient in the time and resource perspective
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In the PIMS PDCS, the entity class availability was created to resolvethis
temporal uncertainty. Any resource instance may have a number of availabili-
ties. These are relations to availability instances which actudly define periods
of unavailability, or partial availability. This is done by setting the properties
percentage or quantity available during an interval. The latter is a relation-
ship, rather than a property attribute, referencing an instance of the time inter-
val entity dass.

Thereason for defining time interval as an entity classin itsown right in
the PDCS (rather than just as an attribute) is that, during plan development, the
boundaries of this interval which define when it occurs may not be fixed ini-
tidly in time, but rather be expressed in terms of start condraints and finish
congraints established within the current task schedule. Only later may it be
finned up into actual start and end dates. As we described in section 8.1, the
fundamental operation in task scheduling is to establish the precedence and
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containment relations between task instances, such that it is possible to coordi-
nate their needs and produces attributes through product instances. Within the
PIMS PMSS, the scheduling technique, employed in both the standard plan-
ning and the actual planning support environments, operates on the basis of
temporal knowledge through maintaining a network of time intervals connected
through tempora constraints, and, so, the boundariesof the instances of time
interval in the PDCS are defined in terms of start and finish date constraints,
rather than just numerica datest.

12.5.4. Personnel perspectiveon the PIMS PDCS

This perspective focuses on the concerns of the various human resources as
they carry out the various roles dlocated to them in the project work system.
The partial view provided on the PDCS through taking the persennel perspec-
tiveis shown in figure 128. As can be seen, it is a fairly impoverished view.
This does not mean that the PMSS expects the manager to take a resmcted
view within the personnd perspective. Rather, the responsibility for storing
most of the knowledge salient in this perspectivelies with the project manager
rather than with the PMSS.

Central within this perspective is the allocation entity, which was created
in the PDCS to darify the meaning of the resource is used by task relationin
the generic core o the project data modd, from the point of view of a humen
resource considered as a person. This requires the provison of a clear and
direct way of understandingthe actua pattern of work (in terms of periods and
tasks) assigned to personnel on the project. In fact, allocation expresses more
than just the reciprocal linkage of availability (the PDCS entity created to clar-
ify the reciprocal task uses resource relation). Instances in the alocation
class refer to the alocation of a particular human resource for a particular
period of time. The use lirk between tasks and human resourcesis now indi-
cated by the two-step linkage: rask allocation (indicating the task to which the
particular dlocation relates) and resource allocation (indicating the particular
human resource dlocated to it).

T Allen (1983) describes a complete, orthogonal, set of relations bet ween time intervals as
having the following 13 members: "before’. "after”, "meets'. "met by", "overlaps', " overlapped
by". "during', "contains', "starts", “started by", "finishes', "finished by", "equal". This sysem
of tempord relations, as extended by Vilain (1982) to indude absolute dating and relations
between time intervals and time condraints provides the theoretical base for the PIMS
scheduling technique (Hasle 1988). Absolute dating implies taking into account the company
caendar and, for this purposs the project data modd entity calendar vas refined into the
PDCS entities calendar library and special day. These entities are not shown in figue 12.7
as they are employed by the Pl M5 PMSS calendar definifion technique (discussed in section
12.3) but do nat havedirect reations, a theleve of the PDCS, with the entities shown there
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Figure 128 PDCS entitiessalient in the personnel perspective
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Interpolating an allocation ingtance in this way between the relevant task
and resource instances alows the setting of three atmbutes of the relevant alo-
cation instance to record the answer to the question usudly asked about to task
alocations when taking the viewpoint o the personnd perspective: when and
with what? These attributes are:

(1) allocated effort, a property attribute defining the amount of effort to be
expected from the resource during the period of dlocation;

(2) means, a relationship atmbute indicating the specific non-human resources
that will be used by the human resource during the alocation period; and,

(3 allocation period, a relationship atmbute which identifies the instance of
the time interval class describing when the resource is planned to be allo-
cated.

Defining the relationships of allocation in this manner provides a basis for the
underganding of the roles played by the personne in the project team, but the
actud interpretaiion of those roles lies beyond the scope of the PMSS and so
does not materialise in any view taken on the PDCS.
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12.6. Safeguar ding goals through setting watchdogsin a PDCS

In our initial discussion in section 5.2 of the achievement of project manage-
ment goals through project management activities, we stressed that activating a
PMAC in support of a particular goal may have side-effects on the achievement
of other goals. Some of these side-effects may be negative, unintentionally sub-
verting the achievement of a particular goal. Table 5.1 identified, for each of
the typical PMACs listed, those goals whose achievement may need to be safe-
guarded against potentially damaging side-effects resulting from the execution
of the PMAC.

This, of course, begs the question: how can we support the project
manager in safeguarding his goals? In our discussion of PMACs in chapters 5
through 8, we proposed that, for any PMAC, goal safeguarding should be an
issue addressed in the post-condition test of goal achievement incorporated in
that PMAC. This proposal was made in recognition of the fact that project
managers exhibit the general tendency of human beings to concentrate their,
necessarily limited, cognitive information processing capacity on the achieve-
ment of a particular goal in the execution of any management activity (Junger-
mann, von Ulardt & Hausmann 1983). However, this very concentration risks
the subversion of other management goals (Janis & Mann 1977). Hence, there
islittle point in exhorting the project manager to take care to safeguard goals at
the time he is working within the PMAC at the level we described in terms of
local process models for the subPMACs which constitute its body. Only when
the local process operations are completed is it reasonable to expect the project
manager to direct his information processing capacity, within the post-condition
test, to examine the effects of the results of his operations on the achievement
of every relevant management goal.

Division of labour between the project manager and the PMSS within
PMACs raises the possibility that the PMSS could take over some of the
responsibility for safeguarding goals. Better still, as the PMSS does not have to
focus contemporaneously on exactly the same goals as does the project
manager perhaps a mechanism could be devised which would watch, semi-
autonomously within the PMSS, for the possible subversion of goals which
need to be safeguarded as a result of the operations currently being carried out
by the project manager.

This would offer a considerable increase in the efficiency of PMAC exe-
cution, as the project manager would not nearly so often have to re-activate
subPMACs consequent on the failure of a post-condition test. Moreover, it
would offer a considerable reduction in the amount of frustration experienced
by a project manager on finding that he has to revise his work within the body
of aPMAC, just at the time he is anticipating its successful conclusion.

We end this chapter by outlining the local process conceptual schema for
such a mechanism within an integrated PMSS. We call it a watchdog mechan-
ism by analogy with the role of a (real, live) watchdog when set to guard valu-
able property. The watchdog is semi-autonomousin that it receives its instruc-
tions on what to watch, and what to watch for, from its master who, in this
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case, is the project manager. However, once instructed, the watchdog will keep
watch of his own accord and, on detection of a suspicious action, will aert his
master (the watchdog barks) or will act unilaterally to prevent a violation of
the current status of the watched property (the watchdog bites).

It is important to locate a watchdog mechanism correctly within the func-
tional architecture of the PMSS. It is not much use locating it at technique
level, as this would be equivalent, in our analogy, to having the watchdog fol-
low the project manager around during his activities. The watchdog would then
focus on much the same things as does the project manager and would have no
useful independent function. Rather, we propose that watchdogs should be sited
0 that they watch directly the entities in the PDCS which may be the reci-
pients of potentially goal-subverting operationst. How thisis achieved is indi-
cated in figure 12.9, which sets in context the general form of a local process
conceptual schema for a watchdog mechanism. It shows how the watchdog
mechanism spans and integrates aspects of the project management conceptual
schema (PMCS), the project data conceptual schema (PDCS), and the PMSS’s
model of the needs of the project manager.

Instructing watchdogs is defined in the local process conceptual schemain
terms of a warchdeg sctup procedure located within the PMCS. This procedure
should facilitate a smooth transition from the project manager's desire to safe-
guard the achievement of a particular goal to the selection and parameterisation
of one or more specific watchdogs which will provide the means to this end.
While, idedly, it would be nice for the project manager to be able to generate
watchdogs from scratch, it is more redlistic to consider watchdog setting to be
an activity within the tailor management process PMAC, where the aim of
deciding which of the (pre-structured) watchdogs which are potentially avail-
able within the PMSS should be left adeep (i.e., turned off), and which should
be set awake (ie., activated). The awake watchdogs can themselves be
tailored through parameterising them by setting warning and violation levels
for the values which their property attributes may be assigned. For example, a
spent budget property may be set a warning level corresponding to 90% of the
cash limit on that budget, and a violation level corresponding to 101%#.

Each watchdog is implemented as an after-medify procedure attached to
the entity to be watched within the PDCS. At this level within the watchdog
local process conceptual schema, the activation sequence is fully determined
within the predicate-transition net shown in figure 12.9. That is, there are no
indeterminate places of the type we discussed when considering the LPCS for

t These operations, emanating from PMSS techniques, may inadvertently he instigated by
the project manager himself, Alternatively,they may result from the processing of reports from
team members in the way we described in our discussion of TP2 subPMAC in section 9.4.

1 The opportunities for setting parameters depend upon the agpect of the PDCS entity which
is being watched. Cats-Baril et al (1988) distinguish five types of watchdogsin thisrespect as
unconditional, self-valueconditional, other-valuetonditional, frequency-conditional and
structure-conditional. Examples are given there of various types of watchdogs and ther
parameterisation.
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an estimation support technique in section 12.3. Once again, there is no need
for an additional process control component of the type we discussed in sec-
tions 9.3.2and 9.4.2. The reason why it is not needed is, however, exactly the
opposite of why it was not needed for the estimation technique. The watchdog,
once ingructed (i.e., s&t awake and parameterised), is autonomous: it has to
control its own activities without further direction from the project manager,
whois likely to be preoccupied esewhere.

Figure 12.9: Local processconceptual schema for a watchdog mechanism
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Whenever any attempt is made to modify any instance of the entity
watched by the watchdog, the after-modify will check the new modification
made to the ataibute to which it is attached against the parameters currently
defined for the watchdog. If the results of this check indicate that the warning
level defined for the value of any watched property has been exceeded through
the modification, then the relevant warning is issued to the project manager.
The content of the warning message, and the manner of its presentation, will
depend on the PMSS’s model of the needs of the project manager. This will
aso inform the helpful advice which is displayed, if the project manager
requests it, about what might be done to overcome the detected threat to the
goa which the watchdog is safeguarding. When the project manager ack-
nowledges the warning, control is returned to the after-modify housekeeping
procedure and thence to the PMSS technique which made the modification to
the PDCS entity in the first place.

If the results of this check indicate that the violation level has been
exceeded, then a violation rather than a warning message is issued to the pro-
ject manager. Help may be offered, on request on how to overcome or remove
the source of the violation. When the project manager acknowledges the mes-
sage, control is passed to the after-modify housekeeping procedure, but this
procedure now reinstates the value of the watched property which existed prior
to the attempted modification. Control is then returned to the PMSS technique
which attempted the modification of the watched PDCS entity, together with
the message that its attempt was unsuccessful.

The project manager, aerted by the watchdog to the fact that his current
management activity in support of the achievement of a particular goal had the
effect of subverting another one, is now able (and, if required, helped) to do
something about this immediately. This is much better than having to wait to
discover, in a post-condition test of goal achievement, that much of his recent
well-intended work is going to have to be undone, and then done again in a
different way, if heis still to achieve his project management goals.



Chapter 13

| mplications

The fina chapter of a book typically draws together what has been described in
earlier chapters and summarises in some way the major points made throughout
the book. In this book, providing a concludiig summary of this kind would
probably have been a misguided venture as it risks negating the book's didactic
potential. We believe that this potential stems from 1aking the reader, step by
step, through a discursive account of the project management process and its
difficulties, to the development of a model for this process and to the implica-
tions of this enterprise for designing computer-based project management sup-
port systems (PMSSs) which can provide integrated support for this process to
the project manager. A reader who has travelled this route with us would prob-
ably find a concluding summary to be unnecessary and irrelevant; one who has
not, would probably find it meaningless.

Still, there is another level at which the contents of a book may have
implications. This is the level at which the book as a whole is taken as the
point of reference rather than some specific aspects of its content. There are
many books available on project management and numerous software packages
which offer support to the project manager in his work. What distinguishes the
present book is that it has brought these two aspects together: that is, it has
provided a theoretical, and practical, framework for understanding the process
of project management and has developed this same framework to inform the
functional design of project management support systems.

This approach has two direct implications. The first one is that a project
manager can draw upon it in an attempt to formalise whichever aspects of his
practice are susceptible to such formalisation. It can aso, at the same time, pro-
vide to the manager a point of reference for reviewing software packages which
are made available to him and evaluating their relative merits and shortcom-
ings. The other direct implication of this approach is that it provides to a
developer of a project management support system a consistent frame of refer-
ence for understanding the process he purports to support through the system he
is developing. In that this book has focused explicitly on the complexity of the
project management process, it may encourage PMSS developers to appreciate
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this complexity and develop support systems which respect it, as and when
appropriate.

In the following, we take the gpproach to modelling and supporting the
process of project management developed in this book as our reference frame-
work in reviewing currently available software packages which purport to sup-
port project management in various ways. We organise this review, in section
13.1, according to the support which is provided for each of the PMACs we
described in chapter 7, asitisa PMAC leve that we derived support environ-
ments in chapter 12. Findly, in section 13.2, we discuss the forms of support
that are needed to be provided in generd. within a PMSS, (i.e., across dl the
techniques it offers the users in its various PMAC support environments) in
order for it to deserve thetitle o an integrated PMSS.

13.1. Support capabilitiesof commercial software packages

Since the mid 1980s, an increasing number of software packages have appeared
on the market for supporting project management. Currently, there are more
than 100 such systems. These vary widdly in their prices and capabilities. The
most striking aspect of the mgority o these systems is that they function
irrespective of the specific domain or application area for which they are used.
Almog all packages are applicable to a project, independent of its nature (that
is, the software can be used to manage a project that builds houses, software or
dykes, or designs and implements organisational restructuring).

This wide applicability of these systems has the advantage that having
access to a system that can provide support for any conceivable project maxim-
ises the utility of the specific software package bought as there is no need to
buy another package when the application area changes. However, this general-
ity has the disadvantage that it deprives the user of the opportunity to benefit
from the domain-specific knowledge which could be provided to him through
the package, and facilitate his activities in his particular area In other words,
the potential buyer, in his decision to buy a package, faces a choice between
general applicability packages which lack domain-specific knowledge and pack-
ages which include knowledge talored to the application area but fall short of
usability in other fields of gpplication.

Mogt of the available commercial project management software packages
have evolved through a series of versions by which improvement is sought in
satisfying the potential user. However, in most cases, improvement is usualy
atempted through

- providing more facilities than the previous version;

- having the ability to handle more activities or resources;
- developing a better user interface;

" achieving better response times; and so on.
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In genera, most design improvements tend to be directed at the technica
aspects of the system (increasing performance and capability) rather than recon-
sidering conceptual aspects which could widen its scope and deepen the kind of
support it can provide to the project manager. Thus, dthough more powerful
commercid PMSSs are being developed, they till primarily provide support of
the kind that is offered by a package of todls (e.g., for scheduling, reporting),
and fail to reach the promise of an integrated system to support the project
manager throughout his various activities.

Management expert systems are also being developed mainly focusing on
particular techniques needed in project planning and tracking (Emst 1988).
Naturally, these address well-defined areas such as scheduling or diagnosis
(Blanning 1984). However, as we pointed out in chapter 11, management prob-
lems, in generd, are less well-structured and well-defined than those addressed
by the techniques found in such expert systems, and require support systems
characterised fundamentaly by flexibility and adaptability (Vari & Vecsenyi
1984, Ford 1985, Humphreys 1989a).

Moreover, commercia project management software packages generdly
ignore the fact that companies tend to have preferred project management prac-
tices for the projects they take on. Often, this leads a company (if it hes the
resources and necessary capabilities) to develop its own software for project
management in-house, shaped once and for al to reflect the project manege-
ment practices of the particular company. This strategy may solve the particular
company's problems of imposing project management methodologies and qual-
ity assurance standards on the work of their employees. These software systems
are unlikdly to be applicable under other companies procedures, and are likely
to be difficult to customise to meet different clients requirements on what
methodology to adopt. As a result, little attempt is made to market them com-
mercialy, as they would be unlikdly to gain meny satisfied customers.

In the following, we indicate some mgor trends in, and requirementsfor,
project management software which have importance for the future. We will
refrain from previding a comprehensivereview o packages that currently exist
in the market as it is unavoidable that such a review, given the ever-growing
market, will be outdated as soon as the book is made available?.

Instead, in table 13.1, we provide a globa indication of whether each of
the PMACs we described in chapter 7 is supported by existing commercid
software packages, and an indication of which PMACs are better supported
than others, without making particular reference to specific, named, software

packages.

 Such reviews are most appropriately carried out by leading magazinesin the field, on an
occasional basis, allowing them to keep abreast with any new developments. See, for example,
Byte, issue of November 1988, Practical Computing, issues of December 1988 and January
1989.
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Table 131: PMAC support available in current commercial software pack-
ages

expensive packages which include estimation
models based on COCOMO a Function Point

available packages However, there are some |

one or more tasks are going over ther deadlinesor |

kages provide facilities |
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| | domain-dependert, not much support is available 1
neral. Most packages only offer the opportunit
_ enter tasksand create a workbreakdown tree in
| | more or less sophigticated way and pmv'
fferent "views' of the tree later on. Obvious
is is an area where domain-dependent support
| | desirable if the package is to function as more than |

The main conclusion drawn by Wood (1988), in his review of project
management software packages, is that many of the software packages have
one or two attractive features, but none of them has them all. He defined the
optimal package as one which would involve a graphical point-and-shoot inter-
face, automatic resource levelling and manual editing capability using the
graphics interface. Given the range of project management activities which
deserve support, this seems a rather modest and resmcted set of requirements,
which makes Wood's conclusion all the more damning.

Three important kinds of support which should be provided in any
comprehensive, integrated, PMSS seem to be amost entirely lacking in current
commercially available software. These are:

(1) The provision of support for the tailor management process PMAC of the
kind we discussed in section 12.1. Support for this PMAC was an issue of
central concern in the global design of the PIMS PMSS (Leclerc, Paris &
Ribot 1990, Paris & Leclerc 1990), but is otherwise neglected in,current
commercia project management software packages.
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(2) Integration of project management and software development methodol ogy
and standards. In most situations, the project manager is not free to do as
he likes. Instead, he is bound by standards and procedures prescribed by
the organisation he worksfor. These standards and procedures address two
areas of concern to the manager: (i) how to manage the project, and, (ii)
how to develop the product. (The latter area of concern liesin the realm
of system development methods and techniques) None of the currently
available software products permits the user to bring these two aspects of
software development project management together. In our opinion, this
should be a priority in future PMSS developments, as it would greetly
extend the scope of the support that could be offered in the standard
planning environment that we discussed in sections 12.2 and 12.3.

(3) Multi-user support environments are desirable (especidly in large pro-
jects), particularly where the support offered is tailored to the role within
the project of each of the users. This could, for example, (i) enhance the
support provided within the actual planning environment (discussed in
section 12.3) by offering each team member, on demand, a customised
view of the current state of his task alocations, etc., within the personnel
perspective on the PDCS (described in section 12.5.4); (ii) enhance the
support provided for the idenrify/predict discrepancies and exceptions
PMAC (described in section 8.5) by enabling team members to enter
reports (of the kind we discussed in section 9.4) directly into the system,
thus saving the manager the effort and dday involved in having to enter
dl the reported data himself; (iii) enhance the support provided for the
analyse risks PMAC (described in section 82) by enabling senior
managersin the contractor organisation, as well as the project manager, to
determine and review the risks being run by the project in its environment;
and so on.

(4) Watchdog mechanisms (discussed in section 12.6) should be defined
within the PMSS so that they can be set as required to safeguard project
management goals that might otherwise get subverted through the project
manager's own interactions with the PMSS.

All this said, we are till left with the genera question: when and why does a
manager need computer-based support?. This question cannot be answered in
a smple, straightforward, way; it very much depends on the manager and his
project( Wbod 1988). This highlightsthe need for flexibility and adaptability in
afully customisable PMSS. We have laid the basis for providing for customi-
sation through our discussionsin chapter 12 of how techniques may bedynami-
cally incorporated into support environments for PMACs which themselvesare
customised according to how the management model is generated and tailored,
and according to how management methodology is interpreted. (All these sup-
port facilities may be provided, in our framework, to the manager in his
management expert role.)

One thing, however, is cartain: no PMSS, customised or otherwise, is
likely to find success and acceptancein practice if the benefits which accrue to
the project manager through using the system do not exceed the data entry
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effort costs he thereby incurst. Otherwise, as we discussed in section 11.3,
there is no motivation for the project manager to invest any of his precious
timein usng that PMSS, rather than no system &t all.

In the long run, increased pay-off for the project manager can only come
from greatly enhanced functiondity on the part of the PMSS he usss  In this
repect, the software packages which are currently commercialy available till
have a long way to go and, dong the route, they will need to benefit from a
magjor re-think of the ways they can enhance the support they ddiver.

13.2. Provison of integrated support

The supporting function of an integrated project management support system
goes beyond just serving as a repository of data providing structured access to
project-related information upon explicit request from the project manager. Pro-
viding integrated support implies providing support with what is needed, when
it is needed, in the form tha is needed (or, a least, offering the possibility to
the manager of defining the desired form). OF course, the question arises how
could an intdligent, integrated, PMSS know how to do this?

To get the full picture of the support which may be offered by an
integrated PMSS, we need to go beyond a consideration of support which may
be offered by an aggregation of individual techniques. For instance, an
integrated PMSS affords its user the possibility of carrying with him (and with
the PMSS) information collected and lessons learned through his previous
management activities on the project, to the benefit o his current management
activities as the pmject progresses. In this way, an integrated PMSS can, for
example, provide intelligent support for risk management throughout the life-
time of the project. We illustrated this capability in section 86, where figure
812 shows how risk advice, generated within the analyse risks suppon
environment, can subsequently be employed to inform and guide risk manage-
ment within the support environments for actual planning, set ¥p monitoring
procedures, and identi' predict discrepancies and exceptions PMACs, when-
ever these management activities arecarried out.

Support to the manager in his activities is actually ddlivered through the
dialogue between the manager and the PMSS, taken as a whole It is important
to consider the balance of the initiative in this didogue (Jensen 1983). At one
extreme, the project manager has the completeinitiative, in which case the sup-
port system, in principle, serves as a repository of data providing structured
access to project-rdated information upon explicit request from the project
manager. In a mixed dialogue, the support system also offers procedural assis
tance: requestsfrom the user trigger more complex operationsin which the sup-
port system temporarily takes over the initiative. A completely balanced system

T These bendfitswill probably be greater for large projects (100 tasks a more), but this will
also require mor e effort spent entering data into the system.
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involves a division of the initiative between user and system, the system being
responsive to requests from the user and, at the same time, offering spontane-
ous guidance to him (for example, by providing him with reminders and early
warnings).

As we have illustrated throughout this book, the operations involved in
carrying out PMACSs vary, both within and across PMACs, from being quite
concrete and closed (e.g., in monitoring progress, alocating resources) to being
very abstract and open (e.g., in negotiating changes). As the level of concrete-
ness (or abstraction) of the operations varies, so does the way in which the ini-
tiative in the dialogue should be balanced between the project manager and the
PMSS. In chapter 7, we distinguished between boundary-spanning PMACs and
internal PMACs. By definition, the degree of concreteness of the support that
can be provided within the PMSS is different in the case of each of these two
types of PMACs. For boundary-spanning PMACs, the support that can be pro-
vided by a PMSS technique is rather abstract (advising on possibilities and
implications), whereas for internal PMACS the support that can profitably be
provided by a PMSS centres on more concrete issues (tracking, reporting, sensi-
tivity analysis), although appropriate advice is often welcome too.

Needless to say, it is inappropriate for a PMSS to operate in a concrete
and closed way in a dialogue with a manager carrying out operations within a
PMAC which requires abstract and open thinking, and vice versa. While the
distinction between boundary-spanning and internal PMACS is important here,
it is not, on its own, a sufficient guide to ensure that the dialogue between the
PMSS and the project manager is properly balanced. In fact, a comprehensive
dialogue must be balanced at no less than five levels of (increasing) abstraction,
typified by monitoring, simulation, coordination, re-organisation and negotiation
activities, respectively (Berkeley, Fernstrom & Humphreys 1987, Humphreys
1990).

For instance, in attaining the goal to maintain the relationship between
plan and reality, for effective monitoring, the project plan must be treated as
fixed since assessments of dippage, lateness of deliverables, etc., must be made
against the provisions of the plan currently in operation for the project. It is
inappropriate at this level to attempt to adjust the project plan in such a way
that slippage disappears. Here, it is important that the manager understands the
capabilities (and limitations) of the PMSS in providing or checking assessments
based on project monitoring (the part of the PMAC for which the system is
responsible). These will involve the PMSS having capabilities for acquiring,
storing and accessing the relevant data in its PDCS. The PMSS should be able
to report the appropriate set of data in response to a manager's command, for-
matted in a way that the manager can understand (e.g., reporting on slippage, or
closeness to the critical path rather than just providing task progress data). In
supporting the attainment of this project management goal, the PMSS needs to
provide information about what is, rather than about what could be, as the
focus is on the relation between afixed plan and the immediate reality.

Exploring what "could be" involves simulation, i.e., the ability to explore
"what-if" situations within the current project plan, the structure of which is
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treated as fixed. This temporary imposition of fixed structure is necessary for
the support system in order to be able to perform a sensitivity analysis, indicat-
ing the other points in the plan where changes occur or problems arise (and to
what extent they do s0) as a result of a specific change considered by the
manager. Successive changes of values by the project manager, with the sup-
port of feedback and guidance from the associated sensitivity analyses, can pro-
vide for effective exploration of possibilities under consideration.

Knowing which changes to consider in the simulation depends upon the
diagnosis o the problem to be investigated within it. The initiation of this diag-
nosis usudly lies with the project manager rather than the support system, asit
is the manager's responshility to take action to remedy the problems which
may arise. Conversdy, effective problem diagnosis means identifying (i) those
particular aspects of the project where monitoring has identified primary (rather
than secondary) symptoms, and, (i) those aspects of the project plan which
may be affected as the deviant process which led to the initid symptoms con-
tinues. Moreover, in the simulation, these aspects should be investigated both
within the current instantiation of the project data model (thus setting the effect
of no managerid intervention as a base line) and within the hypothetical struc-
ture of the project work system (as conditionaly instantiated within the PDCS)
that would result from the manager taking the action heis considering to alevi-
ate the problem.

Thus, manageriad action in the readl world here implies acting on the
structure of the project work system itself. This may involve a direct attempt
by the manager to improve the coordination of its parts, or to re-organiseit. Or
it may involve negotiating with third parties in the project environment who
will be affected by, or be involved in, or take over the manager's proposas to
handle the problem

Effective coordination of al the activities within the project boundary is a
magjor objectivefor the project manager in creating and maintaining the project
plan. Within a baanced diadogue, a support system, operating at this leve,
should be able to police the coherence of the structured the project plan asit
is being built. The system can then advise on gaps, and inconsistencies, and
wan when a proposed re-organisation of one part of the structure may require
much subsequent re-planning to restore overall coherence.

In re-planning, the manager focuses on re-organmisation of the project
work system. Alternative planning structures (as conditionally instantiated in
the PDCS) may be compared. The support system can help here by advising on
the implications of particular aternative plans (e.g., on potential bottlenecksin
a schedule, where dippage could produce wide-ranging problems, or on poten-
tia over-reliance on the capabilities of a specific resource within a particular
plan). This facilitates the comparative evaluation of plans, and also indicates
where the manager might best direct hiseffortsin trying &improve a particular
plan.

Where re-organisation has potentia repercussions across the project boun-
dary affecting other stakeholders in the project environment, the project
manager will predominantly be involved in negotiation activities. Effective
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support for these activities is likely to be active in mode rather than respon-
sve that is, advisng on possibilities. However, such advice should be offered
as provisiond in the dialogue with the manager, as the support system, like the
project manager, is likey only to have partially structured information avail-
able about the client organisation and the wider domain of the contractor organ-
isation.

At the end of the day, the precise type of support and style of support is
best developed as the PMSS is cusomised or finetuned to the wishes of a
potential user through actually interacting with that user. We have argued that
the pre-requisites for the development of a PMSS which can successfully
achieve this degree of integration with the needs of the project manager, as
well aswithin itsdlf, are

© aclear understanding of the project management process that is to be
supported;

= the generation of a project management model that provides the bass for
both (i) guiding and interpreting the activities carried out in this process
by the project manager and the PM SS working together, and (ii) deriving
the functional specifications of the support techniques to be provided, and
their integration within the PM SS in terms of both process and data;

- arductance to insist that the project manager, when using the PMSS,
should fit in with the ams o its developer; and,

= arespect of the user's freedom to define what he wants from the PM SS
which, in turn, should be customisable to meet this definition.

It iseasy, o course, to pay lip service to these idedls. In this book, though, we
have tried to go further through providing process modelling idess, concepts,
techniques, together with examples which can help to close the gap between
these ideals and practica redity, both in PMSS design and development, and in
project management itself.
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Glossary of key terms

The entries in this glossary comprise mainly terms which are specific to this
book rather than entries which relate to its substantive area (i.e., project
management). A range of definitions of the latter may be found in most text-
books and tutorials on project management (e.g., Thayer 1988). The informa
tion on each entry should not be taken as a complete and prescriptive definition
but should be read together with the corresponding entry in the subject index,
which will refer the reader to the contexts in which the term is defined and
used within this book.

activity perspective The perspective which relates to the work that needs to be
carried out within the project work system for the project to achieve its aim
(i.e., to produce specified products and deliverables within the constraints
identified within the project function perspective). See also perspective, project
function perspective and project work system.

approximate net modelling Modelling which indicates unambiguously the
types of the specific structura elements in the net and the linkage between
them. However, the inscriptions describing the elements may be imprecise,
expressed as legends (e.g., in natural language), and no strict rules of change
need be defined to regulate transitions between elements. See also exact net
moddling.

attribute Within entity-relationship modelling, as employed in constructing the
project data model and the project data conceptual schema, an entity class may
have any number of class atmbutes attached to it. Each attribute should charac-
tense, to varying degrees and with various values, al the instances of the entity
with the given class name. Attributes are divided into two types. property
atmbutes, which describe intrinsic characteristics of the entity class, and rela-
tionship attributes, which define the way in which instances in the entity class
may be related to particular instances of another entity class within the project
data model or the project data conceptual schema. See aso entity-relationship
modelling, project data conceptual schema and projecr data model.

blackbox approach to risk analysis An approach to risk analysis which does
not rely on a structured view of the inside workings of the project itself but,
instead, involves identifying risk drivers which could affect the success of the
project, and assessing the likelihood of the occurrence and the magnitude of
their individual or combined impact. See also risk analysis and whitebox
approach to risk analysis.
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boundary-spanning project management activity A project management
activity which involves transactions o the project manager with either the pro-
ject work system or the project environment. See also internal project manage
ment activity and project management activity.

conceptual schema See local process conceptual schema, project data concep-
tual schema and project management conceptual schema.

coloured Petri net A net constructed by means of an extension to the standard
predicate-transition modelling technique where, when moddling a PMAC,
predicates conditute expressions when they act as pre-conditions for the
PMAC, and congtitute functions when they are incorporated within the internal
structure of the PMAC itself. See dso pre-condition, predicate-wansition net
modelling and project management activity.

entity-relationship modelling In entity-relaionship moddling, the object sys-
tem, as represented in the modd, is split into three distinct types of dements:
entities, property attributes (sometimes described ssmply as properties or asi-
butes) and relationship attributes (sometimes described smply as relations).
Wha precisdy constitutes an entity or an attribute is rather arbitrary, and the
definitions vary considerably across different approaches to entity-relationship
modédlling. In the approach taken in this book in building a project data modd,
the entitiesin the modd describe states of objects that may be viewed in the
perspectives the manager can take on the project work system and the project
environment. An entity class is a pre-structured component of the modd,
describing a particular type of object (e.g., task or deliverable) about which
state information may be maintained. An entity class may have any number of
class atributes attached to it. Each attribute should characterise, to varying
degrees with various vaues, all the instances of the entity in the project data
modd (or project data conceptual schema) with the given class name. See dso
attribute, generic model, instantiation, object system, project data conceptual
schema, project data model, and project work system.

environment See project environment and support environment.

exact net modelling As for gpproximate net modelling except that (i) inscrip-
tions mug have precise denotation and predication, (ii) strict rules of change
must be specified, (iii) structurd elements in the mode must be coherently
linked, and, (iv) the full rule set (predicates, rules of change) must be coherent.
See dlso approximate net modelling and net modelling.

formal modelling Moddling through the use of forma means of representa-
tion. A formal modd may be either gpproximate or exact according to the
definitions given for these terms. See dso approximate net modelling and exact
net modelling.
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generative model A collection of well-defined concepts which help one con-
sider and express the static and dynamic properties and constraintsfor a range
of uses of the modd within the domain of the object system. Each use will
involve the generation of a particular ingtantiation of a representation of the
modd. While each representationis, of necessity, temporarily closed (so that it
can be represented), the union of the st of representations which could possi-
bly be generated through the use of the modeling concepts remains open. See
asomodd and instantiation.

generic core of project data modd This considts of entities (and their attri-
butes) which are considered generally necessry and to be specifiable in a
stable way across many application of the project data modd. It forms the basis
on which further customisation, refinement and extension of the project data
model can be carried out in specific applications. See also generic model, pro-
ject data model and refinement.

generic model In a generic modd, the core of the representation of the object
sysgem is pre-gtructured. This is usuadly achieved through grouping mode ele-
ments that may be instantiated into classes defined in terms of pre-structured
entity types. Then, each instance that is made of the modelled entity described
by the class will necessarily share the same generic specification of its aturi-
butes, relationships and congtraints. A particular ingtantiation of the modd can
thus be made by assembling instances drawn from the classes describing the
entitiesto be represented withii the ingtantiation. As the relationships between
the various entities are pre-specified (as part of their class definitions), there is
no need to employ modeling concepts to generate the modd structure each
time the structure is automatically given as the ingtantiation is made. See also
entity-relationship modelling, generic core o the project data modd, instantia-
tion and model.

goal See project management goals.

inference structure A structure comprising reasoning activities, reasoning enti-
ties and their linkages within a predicate-transition net. See also predicate rea-
soning entity, reasoning activity, reasoning process control component and vir-
tual reasoning entity.

instantiation A structured set of instancesof elementsof a mode (or a concep-
tual schema) which provides a specific representation of part of that modd.
Thus, an ingtantiation of the project data modd will describe states of the pro-
ject work system and the project environment in a particular context. Similarly,
an ingantigtion of the project management modd will describe specific
management activities which may be carried out in a particular context. See
also entity-relationship modelling, project data model, project management
activiry and project management model.
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internal project management activity A project management activity the suc-
cess o which is not dependent on successful transactions of the project
manager with other systems such as the project work system or the project
environment. See a so boundary-spanning project management activity and pro-
ject management activity.

local process conceptua schema( LPCS) A conceptual schema which pro-
vides a detailed description of a process localised and implemented within a
PMSS support technique. See also project management conceptual schema and
project management support system.

local process model A mode which provides a detailed description of a pro-
cess localised within a subPMAC. See also project management model and
SubPMAC.

LPCS See local process model conceptual schema.

model In generd, the term modd is used to refer to some abstraction of certain
elementsin the redity of the system the modd is meant to represent (the object
system of modelling) and a representation of the relationships between them.
The differencesin the nature of different types of modes are usualy located at
the degree of detail they use to address the object system, the modd representa-
tion formaism they employ, and the method through which the modd is
arived a. Modds, as pure abgtractions, are without intrinsic meaning. Mean-
ing is achieved through interpreting the model and, thus, restricting the general -
ity of the elements and relationshipsin the modd through making references to
objects, or classes of objects, which are familiar (or, at least, identifiable) in the
domain of application of the modd. These objects, and their relationships are
thus considered to congtitute the object system being modelled. See aso pro-
ject data model and project management model.

modelling Use of concepts and techniques to develop a mode of an object sys-
tem. See also model, entity-relationship modelling and net modelling.

modelling language A formal language which is used for the construction and
description of amodd. See alsomodd and precision.

net modelling According to the fundamenta rule of n& moddlling (Petri 1982),
a net is generated by connecting two types of eements: placesand links. In the
applications of net modelling described in this book, places are interpreted as
states of the project management mode being generated, and links are inter-
preted as the project management activities which effect transitions between
these states. See also placetransition net, predicatetransition net modeling
and coloured Petri net.
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object system The system to be modelled. See also model, project management
system, project work system and system.

personnel perspective The perspective which addresses the concerns of the
human resources in carrying out the roles allocated to t hemwithin the project
work system. See also perspective.

perspective As employed in this book, the concept of perspective capitalises
on the analogy from visual perception: the project manager, viewing his project,
is likely, at any point in time, to take only a partia view on the full workings
o the project work system and the environment within which it is Stuated.
However, what is viewed is seen in perspective. The notion of perspectiveis
used here (a) to identify the contents of partiad views on the project work sys
tem and project environment which form the substantive basis when construct-
ing a project data modd, and, (b) as a means of providing a structured view
into a project data model, or project data conceptual schema, which prioritises,
in the foreground, those entities of specia interest and their relations with the
background context of the wider model. See also activity perspective, personnel
perspective, project function perspective, time and resource perspective and
viewpoint.

PDCS See project data conceptual schema.
Petri net See colowed Petri net and net modelling.

place-transition net A net which is composed of two basic kinds of elements:
places and transitions. The place in the net are linked through active elements
which effect the transitions between them. In the applications of net modelling
in this book, these active e ements comprise PMACs and subPMACs. A place
may carry pieces called tokens, which are individua objects with properties.
The tokens on a place are caled its markings. The smplest tokens, used in
state-transition nets are merely distinguished by their presence or absence. More
complex tokens, carrying information expressed in the form of predicates, are
usad in predicate-transition nets. See dso colowed Perri net, net modelling,
predicatetransition net modelling, project management activity and subPMAC.

PMAC See project management activity.
PMCS See project management conceptual schema.
PMSS See project management support system.

post-condition In predicate-transtion net moedelling (as employed here in
modelling PMACs), predicates may be employed to determine which tokens,
with what pmpemes, may mark which of the places linked outwards from the
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PMAC, hence defining its post-conditions. See also predicatetranstion net
modelling, project management activity, and project management goals.

precision A low precision moddling formdism is usualy employed in modd-
ling which tries to capture the form in which the dementsin the model were
"intuitively thought up". This may be contrasted with high precision modelling
where the resulting mode will have been worked over and precised to the stage
where its degree of coherence and consistency permits a formal, mathematica
trestment of the relationships between the elements of the modd. Increasing the
degree of formdity of the language used to express a modd may offer the pos-
shility for building future instantiations exhibiting greater precision than that
possible with the current moddling language. However, trandating a current
ingtantiation of a moded into a more formal language does not automatically
increase its degree of precison. See aso modd, fermal moddling and ingtantia-
tion.

PRE Sce predicate reasoning entity.

pre-condition A condition which must be verified, through evaluation of the
rdlevant input predicates, before a PMAC can be activated. See also
predicate-transition net moddling and project management activity.

predicate reasoning entity (PRE} An operand in a reasoning process
(represented by predicates in the project management model) which references
the requirements for, and results of, reasoning within a loca process modd.
See also local process model, predicatetransition net moddling and virtual
reasoning entity.

predicate-transition net modelling In predicatetransition net modelling, as
employed in this book, pre-conditions (activation conditions) for PMACs are
tested as predicates on the properties of the tokens which appear on the places
which are linked inwards to the PMAC. Activating the object may, in some net
structures, |lead to more than one (dternative) result. Here, predicates may be
employed to determine which tokens, with what properties, may mark which of
the places linked outwards from the PMAC, hence defining its post-conditions.
Mre complex tokens may carry denotative information describing their endur-
ing properties, or may carry information which reflects the history of the transi-
tionsin which the token has been involved in the net. See aso coloured Petri
net, ng modelling, placetransition net, pre-condition and project management
activity.

pre-formal modelling The process of developing pre-forma modes through
the collection of propositions concerning phenomena relevant to the object sys-
tem of interest and their organisation (in a globa way) in terms of the common
features they possess. See dso modd and object system.
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process control component See reasoning process control component.

project data conceptual schema (PDCS) Within a PMSS, the PDCS is used
to represent and store information about the states of the project work system
and the project environment. The PDCS operationdises, within the PMSS, part
of the full project data modd (i.e., the one employed by the project manager
and the PMSS, working in interaction). Although developed via the concepts of
the project data modd, it is specified to have a bounded and coherent structure,
matching to the requirementsof the operations which may be made on it by the
PMSS’s techniques. Therefore, the PDCS consists of an enumeration of the
classes of entitiesthat the PMSS deals with, the relationships among these enti-
ties and the congraints on their ingtantiation. See also entiry-relationship
modelling, instantiation, project data model and project management support

system.

project data modd A modd o states of the project work system and the pro-
ject environment reflecting only managerid concerns. It is defined in terms of
an ingantiation of an entity-relationship modd. See also entity-relationship
modelling, generic model, instantiation and project data conceptual schema.

project environment The organisational systems with which the project work
system and the project manager wansact. Important here are the client organisa-
tiona system, the wider contractor organisational system and systems operated
by third party stakeholders (e.g., regulatory agencies). See aso projecr data
model and system.

project function perspective This perspective relates to the function of the
project as a whole, including the product which is the end result of the project,
issues related to client satisfaction with the product, the reputation of the con-
tractor organisation concerning quality of the product, the contract and the
binding conditions it reflects concerning the functiona specifications for the
product, ddlivery time, quality standards expected, available budget, etc. See
al so perspective.

project management activity (PMAC) A management activity carried out
either by the project manager or by the project manager working in interaction
with a PMSS. Collectivdly, management activities congtitute the project
management sysem. They operate on the project work system, controlling,
coordinating and re-organising its elements, and are represented in the project
management modd. Pre-formal or forma descriptions of Project Management
ACrvities within the project management mode are defined as PMACs. The
basic structure of a PMAC comprises three active entities: (i) a pre-condition
test of input predicates, (ii) a functiona body consisting of a structure of sub-
PMACs effecting operations on entities instantiated in the project data modd,
and, (i) a post-condition test of god achievement. See aso predicate-
transition net modelling, project managemens goals, project management
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model, project management system, project management support system, project
work sysrem and subPMAC.

project management conceptual schema (PMCS) Within a PMSS, the PMCS
operationalises part of the full project management model which guides and
congtrains the project manager. It consstsdf an enumeration of the techniques
within the PMSS which, collectively, congtitute its capabilities for management
support and it structures the information required for the operation of these
techniques. This information concerns congraints due to management metho-
dologies, modds for effort estimation and risk anadysis, process control infor-
mation, etc. See also local process conceptual schema, project management
methodology, project management model and project management support sys
tem.

project management goals These are the pmject manager's goas within the
context of the role he playsin the project. They are not necessarily coincident
with his individual, persona, gods. Three globa goals to be achieved are to
manage the project well, to transact with the project environment well, and to
advance expertise. These may be further subdivided into more specific goals
which constrain and shape the execution of project management activities
amed a advancing these gods These specific gods adso inform the post-
condition test of goad achievement in PMAC moddling. See also project
management activity, post-condition and watchdog mechanism.

project management methodology A structured set of advisory and mandeatory
prescriptionsinforming the process of pmject management. It may be viewed in
termsof a set of partia congtraints on project management modd instantiation,
serving to regulate the conditions under which particular management activities
may be executed. This results in shaping the project management process so
that it conforms to the specific current requirementsfor good management prac-
tice See aso instantiation, project management model, pre-condition and pro-
ject management activity.

project management model A mode of the project management system
defined in terms of a structure of PMACs linked through input and output
predicates. The structure of the project management modd may be constrained
according to a particular project management methodology. See also genera-
rive model, predicate-transition net modelling, project management activity,
project management methodology and project management system.

project management support system (PMSS) An integrated computer-based
system which is designed to provide interactive support to the project manager
in the project management process. See also project management conceptual
schema, project data conceptual schema, support environment and support
technique.
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project management system The system which includes al management
activities which operate on the project work systlem and the project environment
in order to fulfil project management gods. See aso project work system, pro-
ject management model, and project management goals.

project work system The human and technica system which represents the
means by which the project will be carried out and produce the required results.
It is operated on by the project management system. See dso project data
modd and project management system.

property See entity-relationship modelling and atm'bute.
RAC See reasoning activity.

reasoning activity (RAC) A moddled activity which describes operatorsin a
reasoning process about the project RACs are modelled as functions which
effect trangitions within subPMACs in the project management modd. See aso
inference Structure, project management activity, project management mode
and local process model.

reasoning entity See predicate reasoning entity and virrual reasoning entity.

reasoning process control component The component of a local process
modd for reasoning knowledge which describes in what sequence or under
what conditions the reasoning activities in the inference structure should be
activated to reach a specific god. See aso local process modd and inference
structure.

refinement Refinement involves decomposing a unitary eement of the
modelled representation of an object system to show its interna structure. Thus,
refining a modd refers to the process of developing a more fine-grained struc-
ture in some part of the modd in order to capture more detail in subsequent
instantiations o it. The process of refinement, on its own, does not increase
the degree of precison of a modd: it only reveds greater detail. See aso
model and precision.

relation See entity-relationship modelling.
relationship attribute See attribute.

risk analysis The procedure by which project risk is assessed. Conventionally,
it consigts of four pheses: (i) identification of reliable risk factors, (ii) measure-
ment on those factors of the risk present in the project (i.e., development of a
risk profile), (iii) evaluation of the risk profile to identify areas of managerid
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concern, and (iv) risk management. See aso blackbox approach to risk
analysis, risk factor, risk management, risk profile and whitebox approach to
risk analysis.

risk driver An observable phenomenon which is likely to drive up the possibil-
ity of some risked consequence whose future occurrence depends, in part at
least, on the occurrenceof this phenomenon.

risk factor An observable criterion which is scaed in a way that indicates the
degree of project risk. Scores on risk factors may be combined using an dgo-
rithm to indicate project risk expressed as a profile of the project's potentid
disbenefits in a particular domain of the organisation's functions. See also risk
profileand risk driver.

risk management The process of taking managerid action to restructure the
project work system and/or its transactionswith the project environment in such
away that the project's risk profile isimproved. See also risk analysis.

risk profile The vector of scoresfor a particular project on a set of risk factors.
See d <0 risk factor.

subPMAC The functional body of a PMAC may be refined into a structure of
subPMACs linked within a predicate-transition net SubPMACs comprise
operations which perform transformationson instances of entity classes defined
in the project data modd (i.e., creating, modifying, deleting them). Thus, these
operations are identified as activities transforming project data modd ingtantia-
tions. Each operation may be defined in terms of a local process modd. See
also ingtantiation, lecal process model, predicate-transition net modelling, pro-
ject data model, project management activity and refinement.

support environment Within a PMSS, the techniques which support the
activation of any o the subPMACs congtituting a PMAC for which the PMSS
aims to provide support are clustered into the support environment for that
PMAC and define it. Any of the clustered techniques should be available for
ue a ay time, at the discretion of the project manager during PMAC activa
tion. See also project management activity, project management support system
and subPMAC.

support technique A technique offered by a PMSS to the project manager to
provide support for a management activity. See also project management sup-
port system and support environment.

system A complex object seen in terms of the elements that comprise it and
their interconnections. See also object system, project management system, pro-
ject work system and project management support system.
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time and resource perspective The perspective which relates to resource
aspects of the project in terms of time (in calendar terms and effort terms), and
in terms of physica resources such as finance, personnel, machines and
machine time, space, etc., which are instrumenta to achieving what has been
identified within the project function perspective. See also perspective and
project function per spective.

viewpoint A point from which a phenomenon is viewed either in the physica
world or, as in its use in this book, in a conceptua world (i.e., a world esta
blished to scope ways of thinking about the phenomenon). See also perspec-
tive.

virtual reasoning entity (VRE) An operand in a reasoning process the struc-
ture of which is created out of selected (relevant) attributes of one or more pro-
ject data modd entities and which is instantiated with the values of these attri-
butes, as and when required. A ¥RE does not exist as an entity in the project
data modd itself. See also entity-relatiomhip modelling, inference structure,
instantiation, predicate reasoning entity and project data model.

VRE See virtual reasoning entity.

watchdog mechanism A mechanism that can be implemented within a PMSS
to safeguard project management goas while the project manager/user is
employing the PMS$’s support techniques in working towardsthe attainment of
other management gods. See dso project management goals, project manage:
ment support system and support technique.

whitebox approach to risk analysis An approach to risk andysis which
involves building a workbreskdown structurefor the project, explicitly identify-
ing outcomes which would indicate that a task has gone wrong, and assessing
their estimated probabilities and costs, and then, calculating bottom-up the total
expected cost distribution. See adso blackbox approach to risk analysis and risk
analysis.
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