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Preface

Abstract

Investigation of the genome of several metazoan species revealed that the DNA
sequences in all cells of a given individual are essentially the same, implying that
genetic information, by itself, cannot fully account for the differential gene expression
during cell differentiation and development. Parallel studies in the past decade also
have unveiled the importance of an array of intricate epigenetic mechanisms that
regulate transcription by affecting chromatin conformation –including DNA cytosine
methylation, covalent modifications of histones, and certain aspects of RNA interfer-
ence. Histones, for example, comprise a large number of residues that can be modified
through several mechanisms, i.e. methylation, acetylation, phosphorylation, and
ubiquitination. Such multiple, combinatorial modifications can give rise to highly
complex patterns that can directly alter chromatin structure. Other modifications
potentially serve as binding platforms to recruit additional effectors. The description of
such a diversity of epigenetic factors led to several definitions of epigenetics. Recently,
Adrian Bird proposed a revised definition that embodies contemporary usage of
epigenetics: �the structural adaptation of chromosomal regions so as to register, signal
or perpetuate altered activity states�.

Epigenomic studies performed largely as a result of the availability of powerful high-
throughput tools, i.e., high-density whole-genome microarrays, indicate that from the
morphology of flowers to the eye color of insects, a variety of biological properties can
be shaped by epigenetic influences. Investigation in different species also revealed that
eukaryotic organisms can respond to environmental exposure by producing different
phenotypes from the same DNA genome, implying that environmental stimuli could
alter the state of the epigenome and affect gene expression by modifying DNA
methylation and histone acetylation patterns. A striking example of this phenotypic
plasticity has been reported in social insects byRyszardMaleszka and co-workers. Thus,
Apis mellifera, or honeybees, differentially feed genetically identical female larvae to
create mainly workers and, when required, a limited number of queens. Despite their
clonal identity at the DNA level, workers and queens differ markedly in morphological
and physiological features, and exhibit contrasting reproductive capabilities, diverse
life spans, and different behavioral repertoires. Remarkably, the honeybee has a full
complement of all three functional DNA cytosine-5-methyltransferases with in vivo
properties similar to those of the CpG methylation system in vertebrates. Its genome
also encodes conserved methyl-binding proteins that include components of the
nucleosome remodeling and histone deacetylase complex. This elaborate epigenetic



network that maintains the production of distinct adult morphologies, varied
reproductive and behavioral systems, social organization and division of labor was
demonstrated to be controlled by DNA methylation, a key epigenetic mark.

In rodents, such as the agouti mouse, a number of contrasting phenotypes, such as
yellow and obese or brown and slim, can be controlled by varying the mother0s diet
before, during, and after pregnancy. Not only can gouti gene expression be silenced by
DNA methylation, but its magnitude is variable in genetically identical individuals
because of epigenetic modifications established during early development. In the rat, it
appears thatmaternal reproductive tactics can alter the function of the neuroendocrine
system associated with female sexual behavior and maternal behavior. Such maternal
effects are mediated by epigenetic modifications at the promoter of estrogen receptor
alpha and subsequent effects on gene expression, potentially underlying the coordi-
nated variation in multiple forms of reproductive function and distinct reproductive
strategies. Differential maternal behavior in the female rat also was found to alter the
methylation status of the promoter of the glucocorticoid receptor of her pups. Even in
psychopathology, there is evidence that interactions between genes and the environ-
ment can influence behavior. For example, experimental studies have shown that early
life rearing experiences in rodents can alter gene expression, and that this epigenetic
�reprogramming” involves specific genes aswell as specific environments linked to later
behavior.

In humans, it is remarkable that monozygotic twins do not always show the same
disease susceptibility, suggesting that epigenetic differences can give rise to disease
predisposition. The recognition of epigenetics as an important factor in health and
disease has led to a surge in research aimed at uncovering epigenetic factors underlying
pathogenesis. Epidemiological observations revealed that, in children, cardiovascular
and diabetes mortality can be influenced by the nutritional status of their parents and
grandparents. It has even been proposed that psychotropic drugs can rewrite the
epigenetic code of the brain by switching on, or off, a number of genes through
epigenetic modifications. The large amount of "epigenomic" data generated also is
providing new insight into the mechanisms and functions of several regulatory
pathways, and is broadening our understanding of aging and a variety of disorders,
such as cancer development.

Until recently, epigenetic regulation of the immune system was considered of little
importance. However, recent studies demonstrated that highly developed epigenetic
mechanisms take part in several aspects of the development of immune cells and in the
generation of innate and adaptive immune responses. Importantly, epigenetic changes
represent suitable targets for the prevention and treatment of disease, implying that,
potentially, they can be reversed by potent drugs. A detailed understanding of such
mechanisms therefore can lead tonovel therapeutic strategies based onmanipulation of
this previously unexploited facet of immune regulation.

Human autoimmune diseases represent a group of complex disorders that affect
5–10 % of the world population. They can target virtually any organ and become life
threatening. Their origin remains under scrutiny and the available treatments lack
specificity and are associated with undesirable effects. Drawing on the research of
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leading experts, The Epigenetics of Autoimmune Disease provides insights into a new
area of autoimmunity. Firstly, it shows how highly developed epigenetic mechanisms
take part in several aspects of normal immune regulation and in maintaining immune
tolerance to self-determinants. Secondly, a number of chapters delve into specific
epigenetic aspects of human autoimmune diseases –including multiple sclerosis,
systemic lupus erythematosus, rheumatoid arthritis, systemic sclerosis, autoimmune
diabetes, thyroid autoimmunity, inflammatory bowel disease, and autoimmune
hepatitis. In some of them, it is striking that the environment can prompt epigenetic
changes that might influence autoimmunity development. Finally, this volume illus-
trates how understanding epigenetic mechanisms can lead to therapeutic strategies
based on manipulation of this novel facet of immune regulation. Because epigenetic
markers are easier to modify than the underlying sequences, they can be targeted for
treatment. Discussed in this volume are therefore novel approaches that are being
investigated to prevent or treat autoimmune diseases.

By providing a comprehensive review of epigenetic regulation of immune tolerance
to self-antigens and its deregulation, I hope that this work will reveal new directions for
future research in autoimmunity research. I alsowould like to thank the contributors to
this volume for their patience and collegiality.

Moncef Zouali
Paris, September 2008
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1
Transcriptional regulation
of T cell tolerance

Brian T. Abe, Ayana Jordan, Vanessa M. Hubbard
and Fernando Macian
Albert Einstein College of Medicine, Department of Pathology, Bronx, New York, NY, USA

1.1 Introduction

The immune system has a difficult task, it must recognize a diverse array of pathogens
to protect the individual, and at the same time limit its recognition of self-tissues.
Lymphocytes are capable of these functions by somatically rearranging their antigen
receptor genes. This process of generating antigen-specific lymphocytes has its limita-
tions. It can produce self-reactive cells, which, if left unchecked, can lead to the
development of autoimmune diseases. Controlling this process occurs at two different
levels: central tolerance and peripheral tolerance. Both self-reactive B and
T lymphocytes can be eliminated or rendered tolerant, but this chapter will focus
only on T cells.

T cell precursors migrate from the bone marrow to the thymus where they develop
and are selected based on antigen recognition. Putative self-reactive thymocytes bearing
antigen receptors that bind strongly to self-antigens presented by thymic epithelial
and dendritic cells are negatively selected and induced to undergo apoptosis [1].
Nevertheless, negative selection of self-reactive thymocytes is not completely effective
and mature T cells that carry self-reactive T cell receptors (TCRs) may escape to the
periphery. There, both cell intrinsic and extrinsic mechanisms exist to limit T cell
activationagainst self-antigens [2–5].Wewill discuss twomajormechanisms thatmain-
tain peripheral T cell tolerance: anergy (intrinsic) and regulatory T cells (extrinsic); and
analyse how different levels of transcriptional regulation underlie the mechanisms
responsible for the inactivation or suppression of self-reactive T cells.
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1.2 T cell anergy

T cell anergy refers to a cell-intrinsic mechanism that renders a T cell functionally
inactive. The term clonal T cell anergy was introduced by Schwartz and colleagues in
1987, who observed that previous stimulationwith chemically fixed antigen-presenting
cells generated hypo-responsive CD4þ T cell clones that failed to produce interleukin
(IL)-2 and proliferate upon re-stimulation [6]. It was later found that this treatment
prevented B7 from interactingwithCD28,which suggested that proper T cell activation
required signalling provided by co-stimulation in addition to TCR and peptide-bound
major histocompatibility complex (MHC) signalling. These results were supported by
other studies showing that the absence of the co-stimulatory signals induced a state
of anergy [7–9] and led to the model that T cells are rendered anergic by activation of
the TCR alone (signal 1) in the absence of co-stimulation (signal 2). Anergy can also be
established in vitro by occupancy of the TCR by partial agonist peptides or by
stimulating T cells with low concentrations of agonist peptides even in the presence
of co-stimulation [10,11]. In all models, clonal anergy is induced as a consequence of
partial or suboptimal activation of T cells.

Several in vivo models of anergy have also been described, including systemic
administration of T cell superantigens and oral tolerance, which induces T cell anergy
when antigen is administered at high doses. In addition, tolerance can also be induced
in vivo by the injection of soluble antigen into mice that had been adoptively injected
with TCR-transgenic T cells specific for that antigen, by the transfer of T cells bearing
TCRs that recognize a given antigen into mice with endogenous expression of this
antigen, or in double transgenic mouse models that express a unique TCR and its
cognate antigen [12]. The common feature of the various models of T cell tolerance,
including the in vivo models that defined what has been termed adaptive tolerance,
is that they lead to the induction of a hypo-responsive state in T cells, characterized by
defective IL-2 production and hypo-proliferation upon activation. Pre-activation of
T cells seems to always be necessary before the hypo-responsive state can be established.
However, detailed analysis of these tolerance-inducing conditions has revealed intrin-
sic differences that may represent specific states of T cell unresponsiveness [12]. For
instance, clonal anergy (in vitro anergy) represents a general growth-arrest state in
previously activated T cells accompanied by profound defects in the production of IL-2
and other cytokines. This state of unresponsiveness to antigen is long-lasting and can be
rescued by addition of exogenous IL-2. On the other hand, adaptively tolerized T cells
are also hypo-responsive and show an almost complete inability to secrete cytokines
upon antigen re-encounter. However, tomaintain this status, which cannot be reversed
by IL-2 receptor signalling, persistent exposure to antigen is required [13]. Evidence
also indicates that cytotoxic T lymphocyte antigen 4 (CTLA-4) signalling could play an
important role in the induction of adaptive tolerance: blocking CTLA-4 prevents
anergy induction in T cells [14] and CTLA-4�/� T cells are resistant to tolerance
induction [15]. These results suggest a critical role of CTLA-4 in controlling T cell
tolerance in vivo; however, CTLA-4 does not seem to be necessary for the induction of
clonal T cell anergy. Recent evidence has also identified an important role for adenosine
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in the control of peripheral tolerance. In response to an anergizing stimulus, T cells
upregulate the expression of the adenosine receptor A2A. Engagement of this receptor
by free adenosine leads to the blockage of the Ras/mitogen-activated protein kinases
(MAPKs) pathway and the establishment of anergy in T cells [16].

We will discuss recent evidence that elucidates the mechanisms of transcriptional
regulation that control the induction and maintenance of T cell anergy. Although
most of these studies have been carried out to explain the induction and maintenance
of T cell clonal anergy, some of these findings have also been shown to apply to other
models of in vivo T cell tolerance.

1.3 Ca2+/calcineurin/NFAT signalling in T cell anergy

T cell activation is a dynamic process. The cell-adhesion molecules lymphocyte
function-associated antigen-1 (LFA-1) and intercellular cell-adhesion molecule
1 (ICAM-1) form a stable bridge between the T cell and the antigen-presenting cell,
which will display a peptide-bound MHC to the TCR (signal 1). In addition, proper
T cell activation also requires engagement of co-stimulatory signals (signal 2).
A number of co-stimulatory receptor–ligand pairs have been described; however, the
CD28–B7.1/B7.2 pair is the best characterized [17]. Interactions through these
receptors activate signalling pathways that polarize the T cell and develop an organi-
zed immunological synapse with a dense area of TCR–MHC and co-stimulatory
receptor–ligand interactions [18]. Propagation of these signals leads to downstream
intracellular events that allow proper T cell activation characterized by the ability to
proliferate, produce cytokines and gain effector functions (Figure 1.1).

Stimulation of the TCR leads to a number of signalling events that activate
the membrane-bound phospholipase Cg (PLC-g) that cleaves phosphatidylinositol
4,5-bisphosphate to inositol 3-phosphate and diacylglycerol (DAG), which signal
independently through different pathways. Inositol 3-phosphate increases cytoplasmic
levels of calcium by releasing intracellular stores from the endoplasmic reticulum.
The elevated calcium levels trigger calcium-release-activated channels in the plasma
membrane to open, which allows extracellular calcium to enter the cell, presumably
to sustain high levels of calcium [19]. The calcium-dependent protein calmodulin
binds calcium and activates the phosphatase calcineurin. Calcineurin in turn depho-
sphorylates members of the nuclear factor of activated T cells (NFAT) family of
transcription factors, which translocate to the nucleus and cooperate with other
transcription factors to promote the expression of an activation-induced trans-
criptional programme that includes many cytokine genes [20]. NFAT is a family of
transcription factors ubiquitously expressed in numerous tissues [21,22]. NFAT
family members include NFAT1 (NFATc2, NFATp), NFAT2 (NFATc1, NFATc),
NFAT3 (NFATc4), NFAT4 (NFATc3, NFATx) and the distantly related NFAT5
(TonEBP) [20,23,24]. NFAT1–4 are regulated by calcineurin through intracellular
calcium fluxes as described above; NFAT5 is regulated by osmotic stress. Upon
dephosphorylation, a nuclear localization signal is exposed in the calcineurin-regulated
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NFAT proteins and translocates into the nucleus [20,23]. Nuclear NFAT interacts with
other transcription factors, including the well-characterized interaction with activator
protein 1 (AP-1) complexes (Fos and Jun heterodimers), to induce the expression of
many cytokines in activated T cells [25,26]. Clonal anergy is induced when stimulation
of the TCR occurs in the absence of co-stimulatory signals (Figure 1.1). In this scenario,
NFAT proteins localize to the nucleus, but AP-1 complexes are not properly formed,
as full activation of the Ras/MAPK pathways, which control the activation of Fos and
Jun proteins, requires co-stimulation. In the absence of AP-1 cooperation, NFAT1 has
been shown to induce the expression of specific genes encoding known or presumed
negative regulators of T cell activation [27]. These anergy-associated genes are involved
in a variety of mechanisms to maintain the anergic state, which include, among others,
epigeneticmodificationsof the IL-2promoter that lead to the silencingof the expression
of this gene [28–30].

1.4 Transcriptional programme of T cell anergy

Early insights into clonal T cell anergy indicated the requirement for new protein
synthesis to maintain the anergic state, as treatment with cycloheximide blocked the
induction of anergy [7]. Genome-wide studies both in vitro [27] and in vivo [31] have
demonstrated that T cell anergy is an active process that results from a distinct
transcriptional profile that results in the expression of a set of anergy-inducing genes
(Figure 1.2). As discussed above, one of the transcription factors responsible for the
expression of many anergy-associated genes are NFAT proteins. Blocking calcineurin-
mediated activation of NFAT proteins with cyclosporin A prevents the induction of
T cell anergy, whereas T helper (Th) 1 cells derived from NFAT1�/� mice are less
susceptible to anergizing stimuli and fail to upregulate the expression of many anergy-
associated genes. Furthermore, expression of a constitutively active form of NFAT1
induces the expression of several anergy-associated genes, suggesting that, at least for
those genes, complexes containing only NFAT proteins are responsible for their
transcription [27,32,33]. Recent evidence from our laboratory indicates that, in
response to anergizing stimuli, NFAT1 homodimers may form and induce the
transcription of genes involved in maintaining a hypo-responsive state.

NFAT proteins are not the only transcription factors that regulate the expression of
anergy-inducing genes. The members of the early growth response (Egr) family of
transcription factors Egr2 and Egr3 are also associated with the induction of T cell
anergy. Both genes have been shown to be preferentially expressed in anergic T cells and
evidence indicates that their expression is required to downregulate TCR signalling in
anergic cells. In fact, Egr3-deficient T cells are resistant to anergy induction in vivo and
the ectopic expression of Egr2 or Egr3 results in inhibition of IL-2 expression [34].
Egr2 and Egr3 are probably targets of NFAT, as their expression is blocked by
cyclosporin A. The observation that Egr3�/� T cells fail to upregulate the expression
of Cbl-b (see below) in response to calcium signals suggests that Egr proteins are also
involved in controlling the transcription of anergy-inducing genes [34]. Expression of
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Figure 1.2 Epigenetic modifications contribute to the inhibition of the activation-induced IL-2
expression in anergic T cells. In response to anergizing stimuli, Ca2þ -/calmodulin (Cm)-/calcineurin
(Cn)-mediated activation of NFAT proteins results in the induction of an anergy-associated
programme of gene expression. Among these genes, the members of the early growth response (Egr)
family of transcription factors Egr2 and Egr3 in turn contribute, in cooperation with NFAT or in an
independent manner, to activate the expression of more anergy-inducing genes. The proteins
encoded by those genes include several E3-ubiquitin ligases, such as Itch, Gene Related to Anergy
In Lymphocytes (GRAIL) and Cbl-b, caspase 3 and diacylglycerol kinase-a (DGK-a), causing
dampening of TCR signalling by interfering with TCR signalling at different levels. Itch has been
shown to ubiquitinate PLC-g1 and the protein kinase C q targeting them for degradation. Cbl-b
ubiquitinates the p85 subunit of the phosphoinositide-3-kinase (PI3K) preventing its association
with CD28. GRAIL ubiquitinates and stabilizes RhoGDI which sequesters Rho family GTPases away from
the membrane, preventing their effects on the reorganization of the cytoskeleton. Caspase 3 directly
targets and inactivates Vav1, whereas DGK- a depletes available DAG by converting it into
phosphatidic acid. The transcription factor Ikaros is also expressed in anergic T cells where it binds
to the Il2 promoter, recruiting histone histone deacetylases (HDACs) that remove acetyl (Ac) groups
from histones 3 and 4 in this locus, leading to the establishment of epigenetic changes that result
in stable silencing of the Il2 gene expression.
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Egr2 and Egr3 may therefore result from NFAT activation in response to anergizing
stimuli. These transcription factors would then activate the expression of other anergy-
inducing genes, such as Cbl-b. Whether Egr2 and Egr3 can induce the expression of
Cbl-b as independent complexes or in cooperation with NFAT remains to be
determined.

Anergic T cells upregulate, thus, the expression of genes that account for the block
in the TCR signalling cascade through the activation of several mechanisms that
include degradation or inactivation of key signalling molecules [35,36]. The gene
related to anergy in lymphocytes (GRAIL) is a transmembrane RING finger protein
that was identified in T cell clones stimulated with MHC–peptide in the absence of
co-stimulation [37]. GRAIL mRNA and protein are highly upregulated in response to
tolerizing stimuli in a calcium-/calcineurin-dependent manner. Functionally, GRAIL
has been described to function as an E3 ubiquitin ligase in vitro [37] and, when over-
expressed in T cells, GRAIL is sufficient to abrogate IL-2 production and inhibit
proliferation in vitro [38]. Although a GRAIL-deficient mouse has not been reported
yet, experiments performed inmice using bonemarrow chimaeras with cells expressing
an enzymatically inactive dominant negative form of GRAIL indicate that this E3
ligase is required for the generation of peripheral T cell tolerance in vivo [39]. Similarly,
over-expression of Otubain1, which induces the degradation of GRAIL, promotes
resistance to the induction of T cell anergy [38]. Recent studies have identified the
Rho guanine dissociation inhibitor, RhoGDI, as a target substrate for ubiquitination by
GRAIL. Ubiquitination stabilizes this inhibitor, which sequesters Rho-family GTPases
away from the membrane, preventing their effects on the reorganization of the
cytoskeleton [40].

A member of the Casitas B lymphoma (Cbl) family of proteins, Cbl-b, has also been
shown to be expressed in anergic T cells and to participate in the maintenance of the
anergic state [41]. Cbl-b is a RING finger-containing E3 ubiquitin ligase expressed in
hematopoietic cells and is involved in negative regulation of the TCR and other
signalling pathways [42,43]. As discussed above, Egr proteins have been shown to
control Cbl-b expression in anergic T cells [34]. Previous studies have indicated that
Cbl-b ubiquitinates the p85 subunit of phosphoinositide-3-kinase (PI3K). This
modification affects p85 subcellular localization, reducing its recruitment to the
immunological synapse and, therefore, preventing the interaction of PI3K with CD28
and the TCR z chain [44]. Cbl-b can also regulate Vav1 activity, determining the
phosphorylation state of this adaptor molecule and its recruitment to the immuno-
logical synapse [45]. Studies on Cbl-b-deficient mice indicate that this protein plays
a key role in peripheral tolerance, as T cells from these mice, which develop autoim-
munity, are resistant to anergy induction in vivo and in vitro and show reduced
inactivation of PLC-g1 in response to anergizing stimuli [41,46].

Itch is an 863-amino acid cytosolic protein containing a HECT homology domain
that confers E3 ubiquitin ligase activity. Similar to Cbl-b and GRAIL, Itch expression is
also upregulated during anergy induction in a calcium-/calcineurin-/NFAT-dependent
manner [46]. In response to anergizing stimuli, Itch is rapidly upregulated at the
mRNA and protein levels. When anergic T cells are re-stimulated, Itch localizes in
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detergent-insoluble membrane microdomains where it mono-ubiquitinates PLC-g
and protein kinase C q, promoting lysosomal degradation of these two enzymes.
Degradation of PLC-g and protein kinase C q leads to a blockade of calcium flux and
disrupts key signalling pathways that are responsible for the formation of the
immunological synapse [46]. In addition, it has been also shown that Jun is a substrate
of Itch, suggesting another level of regulation of the expression of IL-2 [47]. Supporting
the role of Itch in the induction of peripheral tolerance, Itch-deficient mice develop
a severe systemic lymphoproliferative disease, characterized by large secondary lymph
node organs, chronic inflammation and itchy skin [48].

The expression of the diacylglycerol kinase-a (DGK-a) is also upregulated at
the mRNA and protein levels during T cell anergy induction [27,46,49]. DGK-a
phosphorylates DAG, which is converted to phosphatidic acid. Depletion of available
DAG prevents the recruitment of the guanine nucleotide exchange factor RasGRP1
and results in the uncoupling of Ras activation from TCR engagement [49,50]. The
role of DGK-a in the maintenance of T cell anergy is supported by the fact that
inhibiting DGK-a using a pharmacological inhibitor can restore IL-2 production in
anergic T cells [49]. Furthermore, mice deficient in DGK-a show hyper-responsive
T cells in vitro and are significantly resistant to anergy induction both in vitro and
in vivo [50].

Caspase 3 expression is also upregulated both at the mRNA and protein levels
during T cell anergy [27]. Recent data from our laboratory show that increased
expression of this protease is followed by its activation in non-apoptotic anergic
T cells. Once activated, Caspase 3 associates with the plasma membrane and is
responsible for cleaving and inactivating GADS and Vav1 following reactivation of
the TCR.

1.5 Transcriptional repression in T cell anergy:
epigenetic modification of the Il2 promoter

Initial molecular characterizations of anergic T cells identified a defect in the activation
of the Ras/MAPK signalling pathway that could account for the lack of activation of
AP-1 complexes, which would cause decreased IL-2 production in these cells [51,52].
As discussed above, different mechanisms involving a number of proteins expressed
in anergic T cells have been proposed to account for dampening TCR signalling; this
ultimately leads to defective IL-2 production and hypo-responsiveness. However,
evidence suggests that there are also active mechanisms of transcriptional repression
that directly inhibit cytokine transcription. Early studies identified regions in the
Il2 promoter that seemed to be required for downregulating the activity of plasmids
containing this promoter when transfected into anergic T cell clones [53,54]. Binding
of cAMP-response-element-binding protein (CREB)–CREM (a splice variant which
lacks the transactivation domain) complexes to that region was described, suggesting
that isoforms of CREM, such as ICER, could form repressor complexes and inactivate
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the Il2 promoter [55,56]. In addition, other repressor complexes consisting of BCL-3
and nuclear factor kB 1 (NF-kB1) homodimers have also been shown to bind to the
Il2 promoter in a model of superantigen-induced T cell anergy [57].

Suppression of Il2 transcription by Smad3 has also been suggested to be involved in
the inhibition of the expression of this cytokine in tolerant T cells. Smad3 had
previously been shown to mediate transforming growth factor b (TGF-b)-induced
inhibition of IL-2 expression in T cells [58]. Experiments performed using an in vivo
model of T cell tolerance induced by the blockade of CD40L and B7 proteins showed
recently that the inability of tolerant T cells to downregulate the levels of p27kip

in response to TCR engagement prevented proper activation of cyclin-dependent
kinases needed to efficiently inactivate Smad3, causing inhibition of Il2 transcription
in those T cells. Supporting this mechanism, it was also reported that knocking-down
Smad3 expression made T cells resistant to tolerizing stimuli [59].

In T cells the expression of the Il2 gene is controlled by active chromatin
remodelling of its locus. In na€ıve T cells, the distal Il2 promoter shows a partially
open conformation that allows low-level expression of this cytokine [60]. Following
T cell activation, the Il2 promoter is further remodelled, resulting in increased
susceptibility to nucleases and increased levels of histone acetylation. This increase in
histone acetylation at the Il2 promoter, which requires signalling induced by CD28
engagement, allows for higher levels of expression of this cytokine in effector
T cells [61]. We and others have recently shown that active mechanisms of
transcriptional repression of the Il2 gene occur in anergic T cells as a consequence
of epigenetic modifications on the Il2 promoter [28, 29]. Tolerizing stimuli induce
these modifications that cause stable inhibition of Il2 transcription. In response to
partial stimulation, Ikaros expression is upregulated during induction of T cell
anergy [28]. Ikaros is a member of a family of transcription factors critical for
lymphoid development. This protein is also expressed in peripheral T cells, where it
may play a role in the regulation of T cell activation-induced epigenetic modifica-
tions, helping to maintain the requirement of co-stimulatory signals to induce Il2
expression [29]. Ikaros mediates transcriptional repression in anergic T cells by
directly binding to the Il2 promoter and recruiting histone deacetylases (HDACs).
The subsequent deacetylation of histones 3 (H3) and 4 (H4) maintains the Il2
promoter locus in a closed state and prevents transcription of this cytokine [28].
Activation of Il2 transcription has also been associated with changes in the levels of
DNA methylation of the Il2 promoter, as TCR engagement leads to active demethy-
lation of the Il2 promoter/enhancer region [62]. Recently, an in vivo model of
superantigen-induced T cell anergy demonstrated that decreased production of IL-2
and interferon-g in anergic T cells correlated with increased levels of DNA methy-
lation in these genes when compared with effector T cells [30].

Together the available data suggest that stimuli that induce T cell anergy would lead
to the engagement of an active programme of epigenetic modifications that would
result in the generation of a populationof T cells inwhich a specific cytokine-expression
pattern is epigenetically imprinted.
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1.6 Regulatory T cells

Suppression by regulatory T cells (Tregs) is a mechanism of peripheral tolerance that
exists to prevent self-reactive lymphocytes from initiating a harmful autoimmune
response. Treg functions, however, are not limited to suppressing self-reactive T cells, as
they are also implicated in regulating normal immune responses against pathogens,
allografts and cancer cells [4,63–65]. Tregs were first described in the early 1970s and
were thought to be a specific subset of T cells that could suppress T cell activation
through secreted-antigen factors [66]. The identification of CD25 (IL-2 receptor
a-chain) as a marker of suppressive CD4þ T cells made it possible for the first time
to monitor these cells [67]. With the utilization of CD25 as a marker, successive
experiments revealed that transferring CD25þ cells from adult mice was effective in
preventing autoimmune disease. Several subtypes of Tregs have been characterized and
the underlying suppressive mechanisms of each subtype are subjects of both intense
research and controversy in the field.Whereas naturally occurring CD4þCD25þ Tregs
develop in the thymus and constitute approximately 2–10% of the total CD4þ T cells,
other populations of T cells with regulatory activity can also be generated in the
periphery [68,69]. The discovery of Treg subtypes has provided insight into the critical
roles these cells play in the proper maintenance of immune homeostasis. However,
many questions about the biochemical and molecular basis of Treg function have yet
to be answered. A clear understanding of howTregs, both natural and adaptive, develop
and confer suppression is critical in the development of novel therapies against
autoimmune diseases.

1.7 Transcriptional control of Treg development
and function

The transcription factor Foxp3, encoded on the X chromosome, is selectively expressed
in Tregs and is required for their development in the thymus and for maintaining
their regulatory function in the periphery [70–72]. The signals that regulate the
expression of this transcription factor in Tregs are not yet defined clearly. Recent
evidence has uncovered that the expression of Foxp3 is established in Tregs by stable
epigenetic modifications on the Foxp3 promoter region. In Tregs, this region shows
CpG demethylation and histone modifications associated with active transcription,
including H3 acetylation and H3 trimethylation at lysine 4 [73]. These changes are
imprinted during Treg development in the thymus. Experiments performed in EL4
cells have also revealed that the Foxp3 promoter contains a conserved enhancer element
which shows a high level ofH4 acetylation inTregs and is synergistically activated by the
transcription factors Smad3 andNFAT [74]. It has been suggested that Smad7, which is
normally induced by TGF-b and negatively regulates TGF-b signalling, is down-
regulated by Foxp3. The downregulation of Smad7 by Foxp3 should allow CD25�

T cells to become highly sensitive to the ability of TGF-b to induce Treg development
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via Smad3 and Smad4 [75]. Elements containingCREB-/activating transcription factor
(ATF)- and NFAT-binding sites in enhancer or promoter regions of the Foxp3 locus
may also play a role in the regulation of Foxp3 expression in response to signals initiated
by the engagement of the TCR [76,77].

Foxp3 is almost exclusively expressed in regulatory T cells and ectopic expression
of Foxp3 in non-regulatory CD4þ T cells induces the acquisition of suppressor
activity [70,78]. Studies carried out in the last few years have provided data that
clearly support the crucial role of Foxp3 as a Treg cell-specification factor. Mice
deficient in Foxp3 do not develop CD4þCD25þ Treg populations [70]. Furthermore,
deletion of Foxp3 inmature peripheral T cells leads to a loss in the suppressor activity of
Tregs, indicating that this transcription factor is not only needed for Treg development,
but its constant expression is required to maintain a Treg identity [71]. Two recent
studies have begun to elucidate the programme of gene expression activated by Foxp3
in Tregs by comparing the gene-expression profiles of non-regulatory and regulatory
T cells or fromTcell hybridomas that either express or lack expression of Foxp3 [79,80].
Results from these studies have identified that, among the genes whose expression
is regulated by Foxp3, two major groups are prominent: those coding for proteins
involved in the regulation of T cell activation and TCR signalling, and genes encoding
proteins that regulate transcription, including several transcription factors and
proteins involved in chromatin modification. Although in many of these target genes
Foxp3 acts as a transcriptional repressor, these analyses have also established that Foxp3
is able to directly or indirectly activate the expression of several genes. Chromatin
immunoprecipitation experiments using anti-Foxp3 antibodies have also revealed that,
although Foxp3 can bind to the promoters of some of those genes, the regulation
of many Foxp3-targeted genes is not mediated directly by this transcription factor.
The ability of Foxp3 to regulate the expression of several transcription factors may
underlie Foxp-3-mediated regulation of a Treg cell-specific programme of gene
expression.

The Foxp3-induced programme of gene expression that controls Treg differenti-
ation and function is established in thymocytes and maintained in peripheral Tregs
by epigenetic changes in Foxp3 target genes (Figure 1.3). Early reports have already
identified that Tregs fail to remodel the chromatin at the Il2 promoter, retaining it
in a closed state in accordance with their anergic phenotype [81]. This effect has
been recently reported to be a consequence of the recruitment of chromatin-
modifying enzymes, linking promoter occupation by Foxp3 to histone deacetylation
and suppression of transcription [80,82,83]. Ectopic expression of Foxp3 induces H3
deacetylation and suppression of the Il2 and Ifng genes, whereas increased H3
acetylation and activation can be detected in the Gitr, Il2ra and Ctla4 promoters.
Foxp3 forms part of a complex that includes the histone deacetylases HDAC7 and 9
and the histone acetyl transferase TIP60, which are required for activating or
suppressing the transcription of genes regulated by Foxp3 [82,84]. Foxp3 itself
may also be regulated by acetylation, as TIP60-mediated acetylation of several lysine
residues located in the fork domain activates Foxp3 and enhances binding to the
Il2 promoter [84].
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The nature of the different transcriptional complexes that Foxp3 may form remains
to be fully elucidated. It has been recently shown that Foxp3may control Treg function
through cooperation with NFAT to induce the upregulation of Il2ra, Ctla4 and Gitr,
and repress the expression of Il2 [85]. Foxp3-mediated repression of NFAT-dependent
transcription of Il2 occurs after Foxp3 binds to a consensus sequence that overlaps with
the AP-1 site, thereby suggesting that Foxp3may compete withNFAT–AP-1 complexes
on Il2 regulatory elements. This claim has been corroborated by studies that resolved
the crystal structure of a complex formed by the DNA binding domain of NFAT1 and
the fork domain of Foxp2, which indicate cooperative binding of NFAT and Foxp3 to

Figure 1.3 Foxp3 regulates transcription by direct occupancy of promoter regions and induction of
epigenetic changes in its target genes. Foxp3 expression regulates Treg differentiation and is required
to maintain a suppressor phenotype in peripheral Tregs. In the thymus, expression of Foxp3 is
regulated by TCR engagement, and other receptors (R) such as CD28 have also been shown to play a
role in inducing Foxp3 expression. TCR signalling is also required to express Foxp3 in peripheral T cells,
with the likely contribution resulting from engagement of the TGF-b receptor. Foxp3 has been shown
to bind in activation-dependent and -independentmanners to specific target genes, where it has been
shown to cooperate and form complexes with NFAT1. Foxp3 forms on the promoters of these target
genes higher-order complexes by recruitment of chromatin-remodelling complexes that contain
histone acetyl transferases (HATs) (Tip60) and HDACs class I and II. Activation of the expression of
Foxp3-dependent genes, such as Il2ra, Gitr or Ctla4, is associated with increased histone acetylation,
whereas suppression of the expression of genes, such as Il2, correlates with histone deacetylation.
Foxp3 is also a substrate for those enzymes, and its activity is regulated by acetylation (Ac) of several
residues in the fork domain.
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DNA [85]. NFAT1 and Foxp3 can occupy the Il2, Ctla4, and Il2ra promoters, both in
Tregs and in T cells transduced with a retrovirus directing the expression of Foxp3.
Furthermore, expression of a Foxp3 form that contains a mutation that prevents
interaction with NFAT fails to induce a suppressive phenotype, supporting a crucial
role of these complexes in the differentiation of Treg cells. Therefore, NFAT proteins
reveal themselves as key regulators of T cell fate by integrating signalling initiated at
the TCR with signals resulting from engagement of other receptors such as CD28 or the
TGF-b receptor. The availability of different transcriptional partners resulting from the
activation of specific signalling pathways would determine whether T cells become
activated (if NFAT cooperates with AP-1), differentiate into Tregs (when NFAT
cooperateswith Foxp3) or turn anergic (in the absence of other transcriptional partners).

Transcriptional mechanisms may not only regulate Treg differentiation but may
also underlie the suppression of T cell activation by Tregs. Studies have demonstrated
that T cells deficient in two members of the NFAT family of transcription factors,
NFAT1 and NFAT4, cannot be suppressed by competent Tregs. This combined NFAT
deficiency allows Tregs to develop normally but is still be able to cause an autoimmune
phenotype [86,87]. Thus, it is likely that the presence of NFATmay be required in cells
targeted for suppression byTregs, where it could direct the expression of a specific set of
genes that might be able to suppress T cell activation.
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Abstract

Self-reactive T cells that escape negative selection in the thymus must be kept under
control in the periphery. Intrinsic functional inactivation and mechanisms of domi-
nant tolerance mediated by regulatory T cells exist to keep self-reactive T cells in check.
Both systems are regulated by the activation of specific programmes of gene expression.
Suboptimal stimulation of T cells results in the activation of a calcium-/nuclear factor
of activated T cells (NFAT)-dependent cell-intrinsic programme of inactivation that,
among other consequences, induces epigenetic changes in the interleukin (IL)-2
promoter that silence IL-2 expression and make T cells hypo-responsive to subsequent
stimulation. Foxp3 directs the expression of set of genes that specify regulatory T cell
development. In regulatory T cells, Foxp3 mediates activation and suppression of
transcription of target genes by recruiting amulti-subunit complex involved in histone
modification and chromatin remodelling.

Key words: anergy; regulatory T cell; NFAT; Ikaros; Foxp3; interleukin 2; histone
deacetylase; histone acetyl transferase
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2.1 Introduction

The immune system is highly effective in protecting us from microbial infections and
tumour formation. However, it must be strictly controlled to prevent collateral tissue
damage in exuberant immune reactions as well as accidental aggression against healthy
tissue of the body by self-reactive immune cells. For this, the immune system must be
able to discriminate between harmful non-self-antigens and harmless self-antigens,
and ensure self-tolerance while maintaining protective immunity against invading
pathogens. To this end, variousmechanisms of self-tolerance have evolvedwhich either
eliminate lymphocytes that happen to express autoreactive antigen receptors during
development and maturation – referred to as central tolerance – or inactivate and/or
delete in the periphery those mature self-reactive cells that have managed to escape
central tolerance mechanisms: so-called peripheral tolerance. Besides peripheral
tolerance mechanisms such as induction of T cell anergy, clonal deletion and immu-
nological ignorance, a dominant suppression mechanism mediated by some kind of
‘suppressor T cell’ has long been postulated [1,2]. However, since initial studies on this
topic were difficult to reproduce, mainly due to technical hurdles, the suppressor-cell
concept soon lost credibility [3]. In 1995 the idea was revived, when Sakaguchi et al.
described a subpopulation of CD4þ T cells that was able to prevent autoimmune
disease driven by adoptive transfer of T cells into nude mice [4]. With this first
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characterization of a ‘suppressor’ T cell population, which was renamed regulatory
T cells, the hypothesis of a suppression mechanism, which is dominant and can be
transferred from one individual to another, was proven. Three years later, Thornton
and Shevach established an in vitro suppression assay system by which the suppressive
capacity of regulatory T cells could be easily tested [5].With these tools at hand, the field
of regulatory T cell research was opened and has led to the identification of multiple
populations that share the characteristic suppressive activity but differ in their pheno-
types, mode of action, route of generation and anatomical location [6]. By far the best-
characterized suppressor cells are the naturally occurring Foxp3þCD25þCD4þ

regulatory T cells (Tregs), which are mainly generated in the thymus as a separate
lineage (Figure 2.1).

2.2 Naturally occurring CD25+ CD4+ Tregs

Role(s) in the immune system

Tregs have been shown to possess a protective function in multiple autoimmune
settings such as type 1 diabetes, multiple sclerosis, rheumatoid arthritis and inflam-
matory bowel disease (reviewed in [7]). Tregs harbour a large therapeutic potential
since they can be activated in an antigen-specific manner andmight therefore suppress

Natural
Tregs

Induced
Tregs

Effector
T cells

PeripheryThymus

Foxp3+

Foxp3–
Naive
T cell

Th1
Th2

Th17

T cell
precursor

Foxp3+

Foxp3+

Figure 2.1 Development of Foxp3þCD4þ Tregs. The majority of Foxp3þCD4þ Tregs are generated
in the thymus as a separate lineage (natural Tregs). However, Foxp3 expression can also be induced
in the periphery from na€ıve Foxp3�CD4þ T cells upon activation under tolerogenic conditions
(induced Tregs). Their percentage in the peripheral Treg pool is currently unclear, as is their stability.

22 2 EPIGENETIC REGULATION OF Foxp3



autoimmune reactions while leaving protective immunity directed against pathogen-
derived antigens unaffected. This feature makes them a promising target for cellular
therapy strategies in clinical autoimmunity settings, which are currently treated by
rather unspecific immunosuppressive drugs, with drastic side effects on the whole
immune system. Although Tregs might be best known for their role in peripheral self-
tolerance and thereby in the prevention of autoimmunity, this is definitely not their
only function. Actually, it seems rather that Tregs are involved in many different types
of immune reaction and therefore might also be exploited in other therapeutical
approaches. For example, several studies have analysed the ability of Tregs to facilitate
the acceptance of allo-grafts in solid-organ transplantation experiments by suppressing
allo-reactive immune reactions in an antigen-specific manner (reviewed in [8]). Tregs
have also been shown to dampen allergic responses and protocols for the in vivo
induction of allergen-specific Tregs are currently being developed [9]. Even during
protective immunity against pathogens Tregs play an important role [10], since they
have been shown to keep pro-inflammatory immune responses in check to prevent
collateral tissue damage and also to resolve the reaction once the pathogen has been
successfully defeated. They even seem to contribute to the formation of an immuno-
logical memory as they slow down or even inhibit the complete clearance of the
pathogen, thereby providing a prolonged antigen supply. In contrast, in certain
infectionmodels Tregs have also been attributed to be responsible for the development
of chronicity, in which case the deletion or reduction of Tregs might be a useful
therapeutic approach. This also seems to be the method of choice with regard to
tumour immunity as tumour-associated antigens often are self-antigens and tumour-
rejecting reactions are therefore suppressed by Tregs [11]. Overall, as implicated by
their name, Tregs seem to regulate various (if not all) types of immune responses and
therefore controlled modulation of their number, functionality or activation state
could enhance or inhibit immune reactions as needed and bring the immune system
back into balance.

Mode of action: suppression mechanisms

Tregsmay interact and suppress various types of leucocytes. For non-regulatory T cells,
suppression can be monitored by reduced proliferation of activated T cells in co-
cultures with Tregs when compared with cultures without the suppressors. Moreover,
suppressed T cells also fail to produce interleukin (IL)-2 [5]. Intense research has aimed
at identifying themechanism by which Tregs exert their suppressive function. It seems,
however, that rather than one, there are multiple mechanisms used by Tregs to inhibit
activation and/or effector functions of non-regulatory T cells, and probably also other
leucocyte subsets (reviewed in [12]). This diversity of action mechanisms makes sense
if one considers the variety of immune responses that Tregs are able to control. In this
way, Tregs are well prepared to react to different situations and can ‘choose’ the mode
of suppression that fits best according to the nature of the immune response, the
anatomical site of action and the initiating antigen.
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There are four general modes of suppression that have been identified so far. First,
due to their activated phenotype, Tregs can better compete for survival factors and
deprive their environment of certain cytokines which are essential for the activation
of na€ıve T cells (e.g. IL-2), which then in turn cannot fully get activated and fail to
proliferate or even die by apoptosis [13]. This mechanism requires close proximity
of Tregs and their target cell. Indeed, when separated by a transwell in suppression
assays in vitro, Tregs lose their ability to suppress [14]. Second, somemechanisms seem
to require direct T cell–T cell interactions. For example, Tregs have high levels of cAMP,
a second messenger known to inhibit activation and IL-2 production in T cells. As a
mode of suppression it has been shown that Tregs are able to deliver cAMP via gap
junctions to their target cell [15]. Third, Tregs can also modulate the expression of co-
stimulatory molecules on antigen-presenting cells, which then are less potent in
activating non-regulatory T cells [16]. In accordance with this theory, the inhibitory
receptor cytotoxic T lymphocyte antigen 4 (CTLA-4), which is constitutively expressed
on Tregs and can interact with B7 molecules on antigen-presenting cells, has been
discussed as a crucial player for the suppressive activity of Tregs [17]. Finally, while
dispensable in vitro, in vivo data suggests a role for inhibitory cytokines such as IL-10,
transforming growth factor b (TGF-b) or IL-35 for Treg-mediated suppression under
certain conditions [12]. Moreover, other Treg-derived soluble factors such as perforin
or granzyme B might also contribute to Treg activity by direct killing of the responder
cells [18,19]. Taken together, our current knowledge indicates that the mode of action
of Tregs ismanifold and that it will be difficult to delineate the suppressionmechanisms
crucial for Treg activity in a given situation.

Phenotype: Treg markers

In a healthy mouse 10 to 15% of the CD4þ T cell pool constitutively expresses the
a-chain of the IL-2 receptor (CD25) on the surface, a molecule that is usually only
upregulated in response to activation through the T cell receptor (TCR). It was this
constitutive expression of CD25 that Sakaguchi and coworkers identified as the first
surfacemaker for the Treg population [4]. Although in the steady state CD25 is a useful
marker for Tregs, it is difficult to distinguish them from recently activated non-
regulatory T cells that might occur in large numbers during infection or under
inflammatory conditions. This is especially problematic in humans, who are perma-
nently exposed to infectious agents and therefore harbour a lot of CD25-expressing cells
in the peripheral blood. Other activation markers, such as CTLA-4 [17], glucocorti-
coid-induced tumour necrosis factor receptor (GITR) [20] and OX-40 [21], have also
been found to be constitutively expressed on Tregs, but they encounter the same
limitations for the unambiguous identification of Tregs.

To date, still the most reliable marker for Treg identification is the forkhead box
transcription factor Foxp3 (or scurfin; in the human system it is FOXP3), which will be
discussed in detail in the next section. Although Foxp3 expression seems to be highly
specific for the Treg subclass [22–24], its intracellular expression poses a profound

24 2 EPIGENETIC REGULATION OF Foxp3



drawback for its use to isolate vital Tregs from heterogeneous populations. While this
hurdle has been circumvented for research purposes in the murine system by the
generation of Foxp3–reporter mouse strains [22,25–27], it remains unsolved for the
human system. It was even exacerbated by the finding that transient FOXP3 expression
is not exclusive for the Treg population [28] and does also occur in recently activated
human non-regulatory T cells [29–32]. The lack of a Treg-specific surface marker
pinpoints one major pothole on the way to the therapeutical applicability of human
Tregs in clinical settings.

2.3 The transcription factor FOXP3: determining Treg
function and identity

The Foxp3 gene was identified when Brunkow et al. were seeking for the cause of the
aggressive autoimmune disease that can be observed in the natural mouse mutant
scurfy [33]. Male scurfy mice develop uncontrolled exuberant immune responses
and succumb to a multi-organ lymphoproliferative disease early in life. They show a
frame-shift mutation in exon 8 of the Foxp3 gene (insertion of two additional
adenosines), which causes a premature stop and truncation of the forkhead box region
of the protein, resulting in a highly unstable and non-detectable Foxp3 protein. Since
Foxp3 is located on the X chromosome, only hemizygous male mice are affected.
The same phenotype was observed when Foxp3-knockout mice were generated by
targeted gene disruption, confirming that lack of Foxp3 was indeed the cause for
disease [22,23]. Mutations in the Foxp3 gene and absence of functional FOXP3 protein
has also been found to be responsible for immunodysregulation polyendocrinopathy
enteropathyX-linked (IPEX) syndrome, a rare but fatal autoimmune disorder in young
male patients (reviewed in [34]). Symptoms include enteropathy, eczema, anemia,
thrombocytopenia, type 1 diabetes and thyroiditis mediated by hyper-reactive T cells
and therefore resemble the scurfy phenotype in mice. These findings suggest that
mutations in or deletion of the Foxp3 gene lead to the absence of functional Tregs
and thereby to the breakdown of peripheral tolerance, manifesting in the onset
of autoimmunity. Indeed, suppressive CD25þCD4þ Tregs were absent in scurfy-/
Foxp3-knockout mice and these animals could be rescued by transfer of Foxp3-
competent CD25þCD4þ T cells [22]. In two recent studies, it could be further
confirmed that ‘removal’ of Foxp3þ Tregs is indeed sufficient to induce a scurfy-like
phenotype in formerly completely healthy animals [25,35].

The absence of suppressive Tregs in scurfy-/Foxp3-knockout mice led to the
hypothesis that Foxp3 is a lineage-determination factor and a master switch for the
generation of Tregs. However, more recent studies presented convincing data that
some Treg characteristics develop even in the absence of functional Foxp3 [36,37],
suggesting that other factors beside Foxp3 might switch on the Treg developmental
programme. Nevertheless, when Foxp3 expression was shut off in fully mature
peripheral Tregs, these cells lost most of their Treg characteristics [38]. Viewed as a
whole, Foxp3 seems to act as a lineage-stabilization factor, maintaining the Treg
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identity, which has been initially instructed by other, so far unidentified, signals.
But Foxp3 is not only involved in Tregmaintenance, it also imparts Treg function. This
was shown by retrovirus-mediated over-expression of Foxp3, which conferred sup-
pressive properties to non-regulatory CD25�CD4þ T cells [22–24]. Vice versa,
peripheral Tregs, which were fully functional, lost their suppressive capacities when
Foxp3 expression was experimentally shut off [36,38]. Moreover, when Foxp3 expres-
sion was induced transiently inmurine T cells by stimulation in the presence of TGF-b,
cells only displayed suppressive activity as long as Foxp3 expression was main-
tained [39]. Taken together these data identify Foxp3 as the key regulator for the
suppressive function of Tregs.

On themolecular level, Foxp3 displays features of a bona fide transcription factor as it
binds to DNA via its forkhead box DNA-binding domain [40] and regulates the level of
transcription of its target genes [41–44]. Of note, binding to DNA is strictly dependent
onTCR signalling [44]. Although lacking a characterized transactivation domain, Foxp3
not only acts as a transcriptional repressor, but on certain genes also as a transcriptional
activator [41,42]. It has been shown to physically interact with other important T cell
transcription factors such as the nuclear factor of activated T cells (NFAT) and the
nuclear factor kB (NF-kB) and interferes with their ability to transactivate their target
genes [43,45]. This mechanism is best understood for the Il-2 gene, the expression of
which in normal T cells is activated by cooperative binding of NFAT and activator
protein-1 (AP-1) after TCR-mediated signalling. However, when Foxp3 is present it
outcompetes AP-1 and binds together with NFAT to an overlapping site in the Il-2
promoter, which results in the suppression of Il-2 transcription [43]; this accounts for
the failure of Tregs to produce IL-2 after activation. A rather large pool of Foxp3 target
genes has already beenmapped [41,42]. However, in what way these genes contribute to
Treg physiology and function remains to be investigated.

2.4 Molecular regulation of FOXP3

The molecular regulation of Foxp3 expression has also been a field of intense research.
So far, the human FOXP3 promoter has been mapped to a region 6.5 kb upstream
of the translational start site ([46]; for an overview of the Foxp3 locus see Figure 2.2).
Its activity is dependent onNFAT and AP-1, two transcription factors usually activated
in response to TCR-mediated signalling. Binding of the T helper (Th) 2-lineage-
specification factor GATA3 to the promoter has been reported to inhibit Foxp3
transcription [47]. Along this line, the signal transducer and activator of transcrip-
tion-1 (STAT1) seems to suppress Foxp3 induction in the presence of Th1-polarizing
cytokines [48]. On the contrary, IL-2-mediated binding of STAT5 seems to promote
Foxp3 expression [49,50]. In addition to the promoter, two other transcriptionally
active enhancer elements have been found in the first intron of the Foxp3 gene.Whereas
one of them is bound by Smad3 and NFAT and thereby functions as a TGF-b-sensitive
enhancer [51], the other seems to be involved in Foxp3 regulation on the epigenetic
level, as will be discussed in the next section.
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2.5 Tregs as a stable lineage: indications
of epigenetic imprinting

Purified ex vivo Foxp3þ Tregs, which were expanded in vitro or were adoptively
transferred into lymphopenic or fully immunocompetent recipient mice, displayed
stable Foxp3 expression even after several rounds of cell division [39,52]. Considering
that Foxp3 has been identified as the Treg lineage stabilization factor it is reasonable
to suggest that expression of this transcription factor might be epigenetically imprinted
to ensure a stable Treg pool in the periphery. Fixation of a certain differentiation state by
epigenetic mechanisms has been shown to occur in other T cell subpopulations, such as
Th1 and Th2 cells, where the expression of the characteristic cytokines interferon-g and
IL-4 get reciprocally imprinted at both gene loci [53]. Indeed, by in silico analysiswewere
able to identify an evolutionary conserved region in the first intron of the Foxp3 gene,
which was rich in CpG motifs, indicating an epigenetically active element.

On average, CpG motifs are under-represented in the DNA sequence of mammals
because the cytosine of the CpG dinucleotide can get methylated by intracellular
methylases and then is prone to inducing point mutations by accidental deamination,
which turns a methylated (but not an unmethylated) cytosine into a thymidine.
Therefore CpG motifs have only been preserved by evolution in regions where they
have an important function. This is often the case in regions that participate in the
regulation of gene expression. For this, CpG motifs have a special feature as they can
occur in two states:methylated or demethylated.Whenmethylated, they form amarker
for methyl-DNA-binding proteins, which recruit transcriptional co-repressors to
silence gene transcription at the surrounding locus and initiate condensation of the
chromatinwith lowDNAaccessibility. This ‘closed’ chromatin state that does not allow
active transcription is usually associated with certain (‘repressive’) histone modifica-
tions. Vice versa, demethylated CpG motifs are indicative of an open and accessible
chromatin state with ‘permissive’ histone modification and active transcription.
Apart from this mechanism, methylation at CpG motifs can also interfere with the
DNA-binding ability of certain transcription factors with recognition sequences that
span such motifs. Most interestingly, DNA methylation patterns are copied and
maintained during cell division, making methylation-regulated gene-expression pat-
terns heritable from a cell to its daughter cells. Still, the system is flexible and can be
modulated if needed asmethylationmarks can be added or removed upon appropriate
signalling. CpGmethylation patterns therefore represent a level of gene regulation that
can bemodulated but which is heritable at a given state and is independent of the DNA
sequence. In addition, the methylation state of CpG-rich regions provides information
about the activation state of the neighbouring gene loci.

Whenwe analysed themethylation pattern of the conservedCpG-rich element in the
Foxp3 locus comparing murine ex vivo isolated Foxp3þCD25þCD4þ Tregs with
Foxp3�CD25�CD4þ T cells, Tregs showed complete demethylation on all CpGmotifs,
whereas – on the contrary – Foxp3� T cells were fully methylated [39]. Such a
differential methylation pattern could not be found at a CpG-rich control region in
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intron 7 of the Foxp3 gene, which was strongly methylated in both cell types, indicating
that the selective demethylated state of Tregs in the evolutionarily conserved intron-1
element did not occur by chance (Figure 2.3). We therefore termed this element Treg-
specific demethylated region (TSDR). As a further indication that TSDR is indeed
involved in the epigenetic regulation of Foxp3 expression, we observed permissive
histone modifications (acetylated histone 3 and 4; trimethylated lysine 4 at histone 3)
in this region in Foxp3þ Tregs but not in Foxp3� control cells. To test whether
imprinting at TSDR occurs already during thymic development, we analysed
CD25þCD4SP thymocytes, which expressed Foxp3 to a high degree. However, the
average demethylation of TSDR in these cells was only around 50%. Since methylation
as a DNA modification occurs in a binary fashion with regard to a single CpG motif,
this result shows that Foxp3þ thymocytes are still heterogeneous with respect to TSDR
demethylation and only a subfraction displays an already remodelled Foxp3 locus.
Moreover, it indicates that mere Foxp3 expression can also occur when TSDR is in
amethylated state, a finding that we confirmedwith TGF-b-induced Tregs (see below).

Figure 2.3 Foxp3þCD25þCD4þ Tregs show a selectively demethylated state of the Treg-specific
demethylated region (TSDR). (a) Schematic representation of the Foxp3 locus and the regions analysed
for their methylation status. (b) Phenotype of purified Foxp3�CD25�CD4þ and Foxp3þCD4þCD25þ T
cells, which were isolated by FACS from lymphoid organs of BALB/c mice and used for methylation
analysis. (c) Methylation status of the TSDR and a control region in intron 7 in Foxp3�CD25�CD4þ and
Foxp3þCD4þCD25þ T cells. Each box represents an individual CpGmotif. The degree of methylation is
coded according to the shades of grey shown on the scale. Modified from [39].
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Using luciferase assays we could verify that TSDR indeed can act as a transcriptional
enhancer for the Foxp3 promoter and also for an unrelated SV40 minimal promoter
(J.K. Polansky et al., unpublished work and [39]). However, transcriptional activity
was dependent on the methylation status as an in vitro-methylated TSDR could not
enhance promoter-driven luciferase activity [54]. These data are in accordance with
the findings of a similar study by Kim and Leonard [55], who additionally identified
that the transcription factor cAMP-response-element-binding protein/activating tran-
scription factor (CREB/ATF) binds in a demethylation-restricted manner to a con-
served element within the TSDR.

Besides TSDR, other regions in the Foxp3 locus could also contribute to the
epigenetic control of Foxp3 expression (Figure 2.2). For example, several CpG motifs
are also present in the promoter region. However, while Foxp3þ Tregs display
complete demethylation on all motifs at that site, Foxp3�CD25�CD4þ T cells also
show a high degree of demethylation [55], indicating that the promoter region is
already in a more open chromatin state even in Foxp3� T cells, and initiation of
transcription might rather be regulated by the availability or activity of the required
transcription factors than by the accessibility of the promoter region. However, since
the molecular mechanisms controlling Foxp3 expression are far from being under-
stood, we still have to be aware of possible contributions to epigenetic regulation by as-
yet unidentified elements, especially as epigenetic modifications at the histone level
have been looked at only scarcely.

On average, the Foxp3 locus displays a high degree of conservation between mice
and humans. Thus, we tested whether we could confirm the differential methylation
pattern in the human system. When we analysed CD25highCD45RA�CD4þ Tregs
and CD25�CD45RAþCD4þ conventional na€ıve T cells we indeed approved the
selectively demethylated state of the TSDR homologue in Tregs [56]. Notably, human
activated na€ıve T cells, which transiently express FOXP3 [29–32], did not display any
demethylation, allowing the discrimination between FOXP3þ Tregs and recently
activated effector T cells transiently expressing FOXP3 and suggesting determination
of the methylation status at the TSDR as amarker to unequivocally identify ‘true’ Treg.
As with the murine homologue, the human FOXP3 promoter region contains
several CpG motifs, which, on average, are only weakly methylated and therefore
differ only slightly from the fully demethylated FOXP3þ Tregs [57]. Taken together,
the finding that evolutionarily conserved sequences within the Foxp3 locus are
completely and selectively demethylated upon differentiation into persistent Tregs
suggests an important role for epigenetic fixation of this phenotype.

2.6 Induced Tregs: stable suppressors or transient
immuno-modulators?

Although the vast majority of Tregs are probably generated in the thymus, conversion
of mature CD25�CD4þ non-regulatory T cells to Foxp3þ Tregs in the periphery has
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also been shown to occur under various tolerogenic conditions [58]. Supposedly, the
best-known phenomenon here is peripheral Treg induction after oral feeding of a
foreign antigen [59–62], amechanismwhichmost likely contributes to immunological
tolerance towards food-borne antigens. In addition, certain pathogens seem to elicit
induction or expansion of suppressive T cell populations to evade protective immunity
[10]. From a clinical point of view, these peripheral conversion mechanisms present a
promising target for new therapeutical approaches in autoimmune settings, where
more (antigen-specific) Tregs are desirable to suppress undesirable immune reactions.
However, so far only little is known about the required signals for Foxp3 induction as
well as on the stability and activity of these in vivo-induced Treg populations.

A less complex and therefore more-controllable conversion system is available
in vitro when murine Foxp3�CD25�CD4þ T cells are activated via their TCR in the
presence of TGF-b (iTregs [63,64]). Cells from these cultures switch on Foxp3
expression and acquire a suppressive capacity after only a few days. This finding
raised hope that the TGF-b-driven in vitro conversion system could be used to generate
large numbers of Tregs from ex vivo-isolated peripheral na€ıve T cells from patients,
and could be transferred back as Tregs to dampenunwanted immunity.However, as we
have described recently, TGF-b-induced Foxp3 expression is unstable and strictly
dependent on the inducing cytokine as most of the iTregs lost Foxp3 expression as well
as suppressive activity after re-stimulation in TGF-b-free medium [39]. When we
analysed the methylation status of TSDR, indeed, those instable iTregs were almost
completely methylated. These data confirmed two former findings, namely that
initiation of Foxp3 expression can also occur when TSDR is methylated, and that a
demethylated state is required for stability of Foxp3 expression. This became even
more clear in follow-up experiments, where we could stabilize TGF-b-induced Foxp3
expression by treatment with azacytidine, a nucleoside analogue, which interferes
with the function of DNA methyltransferase 1 and thereby leads to rapid passive
DNA demethylation [54]. Moreover, treatment of Foxp3�CD25�CD4þ T cells with
azacytidine alone was sufficient to induce Foxp3 expression, which was accompanied
by efficient TSDR demethylation. Azacytidine-treated cells, which did not upregulate
Foxp3 expression, also did not display changes in the methylation pattern of TSDR.
This somewhat surprising result, which was also reported by others [55], suggests
that an open TSDR might feed back to the promoter and thereby initiate Foxp3
transcription, as TSDR alone does not show promoter activity in luciferase assays
(J.K. Polansky et al., unpublished work). Effects on other regulating elements, such as
the TGF-b sensor [51], could also be imagined. Anyway, although azacytidine nicely
promotes stability of Foxp3 expression, its use for therapeutical applications is
hazardous since it acts globally on the whole genome in a stochastic fashion and the
expression of other genes are likely to get changed unnoticed. For these reasons it is of
great interest to define the signals and factors capable of inducing demethylation
specifically at TSDR, leading to a stable suppressive phenotype without changing the
overall pattern of gene expression. These signals obviously seem to be present in the
thymus, but under the right conditions can also be generated in the periphery.
We obtained evidence for the latter possibility by analysing in vivo-converted Tregs,
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which have been induced by targeting the relevant antigen to DEC205þ dendritic cells,
a mode of induction previously established by Kretschmer et al. [65,66]. The converted
cells displayed a high degree of TSDR demethylation [54] and were stable after
re-stimulation in vitro and in vivo [54,65]. Whether other in vivo-induced Treg
populations (e.g. after oral feeding) also render a stable phenotype remains to be
determined. It is even conceivable that in certain settings only transient suppressors are
desirable, for example to resolve an ongoing immune response after a pathogen has
been cleared, but no permanent tolerance to the eliciting antigen should be established.
The nature of the determining signal(s) (e.g. cytokine environment, ligand–receptor
binding, duration of dendritic cell–T cell interaction) is so far completely unclear,
as are the intracellular players, which induce or inhibit the remodelling of the Foxp3
locus and subsequently the epigenetic imprinting by demethylation of TSDR. The
DEC205-conversion systemdescribed above and recent reports that CD103þ dendritic
cells are capable of inducing Tregs in the periphery [67,68] indicate that certain
dendritic cell subpopulationsmight by specially equipped for the induction andmaybe
even stabilization of Foxp3 expression in na€ıve T cells. In the thymus, this property
might by exerted by medullary thymic epithelial cells (mTECs), which are believed to
mediate Treg generation or selection [69]. One soluble factor that has recently gained
attention in the Treg field is the vitamin A metabolite all-trans-retinoic acid, which is
able to enhance TGF-b-mediated Foxp3 induction in vitro [67,68,70–72]. The influ-
ence of retinoic acid on the methylation status of TSDR has not been analysed yet;
however, treatment with retinoic acid of human CD25�CD4þ na€ıve T cells derived
from umbilical-cord blood induced histone acetylation at the FOXP3 promoter [70].
This finding is in line with a report claiming enhanced Foxp3 stability of in vitro-
induced retinoic acid-treated Tregs after adoptive transfer and in vivo re-stimula-
tion [71]. These data strengthen the importance of histone modifications for the
epigenetic control of Foxp3 expression, an idea that has been promoted by a recent
publication [73]. The authors reported that in vivo administration of histone deace-
tylase-inhibitors (leading to the accumulation of acetylated histones, which usually
correlate with an open chromatin structure) increased the numbers and suppressive
activity of Foxp3þ Tregs. In line with these data, binding of NFAT and Smad3 to the
TGF-b-sensitive enhancer region in intron 1 led to the accumulation of acetylated
histone 4 at the Foxp3 promoter region [51]. Thus, although themechanisms leading to
remodelling of the Foxp3 locus are still ill-defined, it seems that without epigenetic
imprinting, manifested by the demethylated state of the evolutionarily conserved
element TSDR, Foxp3 expression and thereby the suppressive capacity of Tregs remains
transient.

2.7 Conclusions

Tregs are capable of suppressing immune responses of various kinds. Thismakes thema
very promising target population for cell-therapeutic approaches mainly in autoim-
mune diseases and solid-organ transplantation. However, since Tregs can only be
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isolated from peripheral blood in limited numbers, in vivo or in vitro conversion of
na€ıve CD25�CD4þ T cells into Tregs seems an auspicious aim. For this conversion,
the transcription factor Foxp3 plays a crucial role since it has been shown to be
sufficient to confer suppressive capacity to non-regulatory T cells. Controlling Foxp3
expression therefore equals control of suppressive activity, which led to an explosive
interest in the mechanisms regulating Foxp3 expression. Meanwhile, several in vivo
and in vitro conversion protocols have been established, some of which yield high rates
of Foxp3 induction. However, what has also been noted is that without chromatin
remodelling on the Foxp3 locus expression does not get epigenetically fixed and might
be lost when induced Foxp3þ cells encounter an adverse environment. This is of special
importance when in vitro-induced Tregs are to be exploited in therapeutic settings
and might revert to their former Foxp3� phenotype upon transfer into patients.
Hence there is a potential epigenetic control mechanism for the Foxp3 locus. Indeed,
to date, although the molecular regulation of Foxp3 expression is still enigmatic, there
are various lines of evidence highlighting a contribution of DNA (de)methylation
and histone modifications to the regulation of Foxp3 expression. In particular, the
selective demethylated state of an evolutionarily conserved element in the Foxp3 locus
in Tregs, that we have termed TSDR, correlates with the stability of Foxp3 expression.
This site has also been found to be associated with modified histones, indicative of an
open chromatin structure. Similarmodifications could also be induced at the promoter
region, which at the level of DNA methylation displays only marginal differences
between Tregs and Foxp3� cells. The interplay and cross-dependency between histone
modifications and DNA methylation are still poorly understood and might differ
depending on the gene locus. For the Foxp3 gene, the more dynamic mechanisms of
histone modifications might rather be involved in the initiation of Foxp3 transcription
by providing accessibility of the Foxp3 promoter for transcription factors, whereas
DNA (de)methylation at TSDR might finalize the terminal differentiation into stable
Foxp3-expressing Tregs. The finding that epigenetic modifications of the Foxp3 locus
critically contribute to the generation of permanently fixed Foxp3þ Tregs might not
only be exploited for the unequivocal identification of ‘true’ Tregs via determination of
the TSDRmethylation status, butmight also lead to the development of novel protocols
for generation de novo of Tregs for clinical applications in patients with autoimmune
disease or allo-graft recipients.
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Abstract

Regulatory T cells (Tregs) harbour great therapeutic potential for the treatment of
autoimmunediseases due to their potent immunosuppressive capacity. Themajority of
these cells express the transcription factor Foxp3, which is critical for both lineage
identity and function of Tregs. We here discuss our current understanding of the
molecular regulation of Foxp3 expression and the contribution of epigenetic mechan-
isms to the maintenance of stable Treg populations. Knowledge of these processes is of
significant importance if Tregs are devised for clinical applications.

Key words: Foxp3; regulatory T cells; epigenetic gene regulation; DNA
methylation; lineage stability; lineage differentiation
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3.1 Introduction

Nuclear factor kB (NF-kB) is a family of structurally related transcription factors.
In mammals, the NF-kB family consists of five members: NF-kB1 (p105/50), NF-kB2
(p100/52), RelA (p65), RelB and c-Rel. They all have a structurally conserved
N-terminal 300-amino-acid Rel homology domain (RHD), which contains sequences
responsible for dimerization, nuclear translocation andDNA binding. Only RelA, RelB
and c-Rel have a transactivation domain, which is non-homologous and located at the
C-termini of the proteins. The other two NF-kB proteins, NF-kB1 and NF-kB2, lack
a transactivation domain but instead contain seven ankyrin repeats, a 33-amino-acid
characteristic motif of inhibitor of NF-kB (IkB) that mediates protein–protein
interactions. Although RelA, RelB and c-Rel are expressed as their mature forms,
NF-kB1 and NF-kB2 are generated as precursor proteins, p105 and p100 respectively.
The ankyrin repeats containing NF-kB1 (p105) and NF-kB2 (p100) can function as
IkB-like proteins to retain NF-kB in the cytoplasm. The ankyrin domain is proteolyti-
cally cleaved and degraded for generation of the mature forms of NF-kB1 (p50) and
NF-kB 2 (p52). The five NF-kB proteins can form 15 transcription factors through
homo- or heterodimerization [1]. However, not all of them have transactivation
activity. Homodimers of p50 and p52 can bind to DNA, but function as transcription
repressors since they lack a transactivation domain. However, they can stimulate
transcription when binding to Bcl-3, an IkB-like protein. The main activated forms
ofNF-kB includeRelA:p50 andRelB:p52.NF-kB familymembers play critical roles in a
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wide variety of biological processes, including immune and inflammatory responses,
development, cell growth and apoptosis.

3.2 Canonical and alternative NF-kB pathways

Two NF-kB pathways

In resting cells, NF-kB dimers are retained as inactive forms in the cytoplasm by IkB
proteins, which are specific inhibitors that bind RHD through the ankyrin domain and
mask the nuclear localization signal function of NF-kB. NF-kB dimers can be activated
by either degradation of IkB in the canonical pathway or processing of p100 in the
alternative pathway. RelA:p50 and c-Rel:p50 are the major NF-kB dimers activated by
the canonical pathway. Since RelB : p50 is typically sequestrated by p100 its activation
requires processing of p100, a protein that can heteromerize and sequester RelB, RelA
and c-Rel [2]. Processing of p100 to p52 produces and activates the RelB:p52
heterodimer. Although RelA:p52 and c-Rel:p52 heterodimers are also produced,
they are still under the control of multiple IkB inhibitors (mainly IkBa and IkBb),
whose degradation requires activation of IkB kinase (IKK) as in canonical pathway.
Thus, these NF-kB dimers are at the crossroad of the canonical and alternative NF-kB
pathways, which has been referred to as a hybrid pathway [3].

Activation and regulation of the canonical NF-kB pathway

The canonical pathway can be rapidly and transiently activated by a variety of stimuli.
Pro-inflammatory stimuli, such as pathogen-derived lipopolysaccharide and cytokines
like tumour necrosis factor a (TNF-a) and interleukin (IL)-1, are strong inducers of
the canonical NF-kB pathway. Upon stimulation, IKK is activated and phosphorylates
specific serines in the IkB proteins, leading to their ubiquitination and degradation,
thus allowing the liberation and nuclear translocation of NF-kB dimers to induce gene
expression. The primary NF-kB dimer activated by this pathway is RelA:p50, which
leads to coordinate expression of multiple inflammatory and innate immune genes.

Degradation of IkBs is the characteristic feature of activation of the canonical NF-kB
pathway. IkBs are a familyof structurally relatedproteins, eachofwhich containsmultiple
ankyrin repeats that interact with the nuclear-localizing signals of RHDs to prevent
nuclear translocation of Rel subunits. Seven IkBs have been identified to date in
mammals, including IkBa, IkBb, IkBe, p105 (IkBg), p100 (IkBd), IkBz and Bcl-3.
Different IkBsdisplaydifferentpreferenceof interactionwithNF-kBdimers.Forexample,
IkBa associates with a complex containing RelA or c-Rel, but not with dimers contain-
ing RelB or with homodimers of p50 or p52 [4]. In contrast, Bcl-3 preferentially binds to
p50:p50 and p52:p52 homodimers [5,6]. IkBz, the most recently identified IkB, prefer-
entially binds the p50 subunit [7]. The formation of different complexes between IkBs
and NF-kB dimers could in part generate the transcriptional specificity of target genes.
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Degradation of IkBs is a ubiquitin–proteasome-dependent process. IKK is critical in
IkB phosphorylation, which then triggers the ubiquitin–proteasome degradation
pathway. The IKK complex contains two kinase subunits, IKKa and IKKb, and one
structural subunit, IKKg (NEMO). Of the two kinase subunits, IKKb is the most
important for activation of the canonical NF-kB pathway [8], while lack of IKKa does
not seem to affect the canonical NF-kB activity [9]. IKKg is also required for canonical
activation of the NF-kB pathway [10].

Activation of the canonical NF-kB pathway must be regulated and rapidly curtailed
following stimulation, because an uncontrolled activation could result in deleterious or
even fatal conditions, such as acute inflammation, septic shock, cell hyperplasia
and cancer. The best-known mechanism is synthesis of IkBs, which enter the nucleus,
bind and transport NF-kB dimers back to the cytoplasm and thereby prevent the
transcription of inflammatory genes [11]. To ensure the efficiency of this feedback
inhibition, two additional mechanisms are also employed: inactivation of IKK activity,
which protects newly synthesized IkBs from degradation, and deacetylation of Rel
proteins, which facilitates IkB binding [11,12].

Ubiquitination also plays an important role in activation of NF-kB pathways, and
thus serves as another target for control of NF-kB activity. Different ubiquitination
configurations might have different functions. The most frequently reported role of
Lys-48-linked polyubiquitination is to render proteins susceptible to proteasomal
degradation. By contrast, regulation of protein kinase activity and protein trafficking,
such as endocytosis and lysosomal targeting, are mainly regulated by Lys-63-linked
polyubiquitin chains or mono-ubiquitination [13]. To date, two de-ubiquitinating
enzymes have been identified to have important roles in regulating the NF-kB pathway
through modification of ubiquitination profile: A20 and CYLD. Whereas CYLD
inhibits NF-kB activation by cleaving Lys-63-linked polyubiquitin chains from differ-
ent proteins such as TNF-receptor-associated factor (TRAF)2, TRAF6 andNEMO[14],
A20 has dual roles. It can inhibit RIP or TRAF6 activation by disassembling Lys-63-
linked polyubiquitin chains, and assemble Lys-48-linked polyubiquitin chains on RIP
for proteosomal degradation [15].

Other inhibitory molecules, such as Twist and PIAS1, can also inhibit RelA
transactivation activity by physical interaction [16,17]. Interestingly, although Twist
expression is inducible by NF-kB activity, PIAS1 is not. However, PIAS1 phosphory-
lation, which is required for its repression function, depends on pro-inflammatory
stimuli activated by IKKa [18].

Activation and regulation of the alternative NF-kB pathway

The non-canonical (or alternative) pathway is usually triggered by non-inflammatory
stimuli, such as lymphotoxin b (LTb) signalling, CD40L, receptor activator of NF-kB
ligand (RANKL) and B cell-activating factor belonging to the TNF family (BAFF). The
alternative NF-kB pathway has been shown to play a central role in the expression of
genes involved in development, maintenance and function of primary and secondary
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lymphoid organs [19]. Activation of the alternative NF-kB pathway is strictly dependent
onNF-kB-inducingkinase (NIK)and IKKa, and independentof IKKb andIKKg [20,21].
This could be explained by the fact NF-kB2 is phosphorylated most efficiently by IKKa.
On the other hand, IkBa is phosphorylatedmuchmore efficiently by IKKb thanby IKKa
andnot at all byNIK[21].NIKnot only activates IKKa but also recruits IKKa to the p100
complex which results in the phosphorylation of N- and C-terminal serines of p100, and
triggers p100 ubiquitination and subsequent processing [22]. Therefore, the protein
kinase NIK also functions as an adapter molecule [11]. It is also important to note that
NIK-mediated phosphorylation of p100 at serines 866 and 870 functions to alleviate the
intrinsic inhibition mediated by the processing-inhibitory domain (PID domain) [3].
Since the RHD of p100 is most commonly associated with RelB, activation of this
alternative pathway results in nuclear translocation of p52–RelB heterodimer.

Regulation of the alternative NF-kB pathway is focussed on p100 processing.
First, p100 itself might bear a three-dimensional domain, which could sequestrate
the C-terminal sequences of p100 required for recruitment of IKKa [11]. Second, NIK
activity can be negatively regulated by both cis-acting sequences and trans-acting
regulatory molecules [23,24]. Furthermore, NIK activity can be also controlled at the
protein level. Several studies have suggested that TRAF3 can inhibit p100 processing
by inducing NIK degradation via the proteasome [25,26]. In agreement with this,
Traf3�/� cells shows constitutive p100 processing to p52 [27]. A recent study has also
shown that NIK stability is maintained by heat-shock protein 90 (HSP90), and that
functional inhibition of HSP90 efficiently disrupts its interaction with NIK, resulting
in NIK degradation and subsequent blockade of p100 processing [28]. Finally, the
multifunctional cytokine Tweak has been shown to induce p100 processing by an
unknown mechanism, that is dependent on NIK, IKKa and TRAF2 [29].

Cross-regulation between canonical and alternative NF-kB signalling

The canonical and alternative NF-kB pathways do not exist in isolation and the close
cross-talk contributes to fine-tuning of signalling processes. Activation of the canonical
NF-kB pathway not only induces negative feedback by upregulating classical IkBs but
also increases p100 and RelB expression. Like classical IkBs, p100 can also inhibit RelA-
containing dimer nuclear translocation as a negative-feedback mechanism [30].
Likewise, it has also been shown that in T cells p100 limits RelA-mediated NF-kB
activity following activation [31]. Increased RelB expression might also serve as a
negative-feedback mechanism as discussed below. Inversely, lack of constitutive
activity of IKKb or RelA decreases the homeostasis level of p100 and RelB transcrip-
tion [32]. As a functional consequence, diminished alternative NF-kB activation upon
LTb receptor (LTbR) stimulation is found in Ikkb�/�murine embryo fibroblasts [32].
Excess p50 resulting from the lack of RelA could also competewith p52 forRelB binding
and contribute to the abrogated alternative NF-kB pathway activity.

RelA activity has also been shown to inhibit RelB function. Upon TNF-a stimula-
tion, RelA can associate with RelB to dampen its trans-activation activity. This
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RelA–RelB association is dependent on the phosphorylation of Ser-276 of RelA, in the
absence of which TNF-a stimulation leads to a strong increase in the expression
of endogenous NF-kB-responsive genes [33]. This complex might also serve as a
negative feedback mechanism to dampen RelA activity. In fact, overexpression of RelB
impairs TNF-a-induced RelA activity in murine embryo fibroblasts [34], and lack
of RelB resulted in significantly increased and prolonged RelA activity and responsive
gene expression [35]. However, the underlying mechanisms of RelB-mediated sup-
pression could be more than just RelA–RelB complex formation, since IkBa stability
is also reduced in the absence of RelB [35].

Competition for dimerization partners is another level of cross-regulation, given
the large pool of dimers formed from NF-kB family members. For example, absence
of NF-kB1/p50 leads to elevated levels of RelA:p52 and constitutive processing
of p100 [32]. The elevated constitutive p100 processing, however, depletes the cellular
pool of p100 complex available for alternative pathway stimulation, thereby attenuat-
ing the activation of p52-containing dimers upon LTbR stimulation [32]. Similarly,
increased p50 levels are found in Nfkb2�/� murine embryo fibroblasts, leading to
formation of RelB:p50 dimers. Since RelB:p50 is not subject to inhibition by classical
IkBs, constitutive DNA-binding activity is found in the nucleus [32].

3.3 Thymic stroma and central tolerance

Central tolerance plays a critical role in shaping the repertoire of lymphocytes in early
life to prevent autoimmunity. This occurs in the bone marrow for developing B cells
and in the thymus for developing thymocytes. In spite of the complexity of how the
immune system steers clear of harmful self-reactivity, there is a consensus that T cells,
especially the CD4 subsets, play a central role in this process. In this chapter we will
focus on the role of NF-kB in T cell central tolerance.

The thymic stroma fosters the growth, differentiation and positive and negative
selection of the T cell receptor (TCR) repertoire. A proper thymic stroma microenvi-
ronment is necessary for the establishment of both central tolerance and immune
competency. The thymic stromal compartment is composed of several distinct popula-
tions of cells, which include epithelium, fibroblasts, endothelium, macrophages and
dendritic cells, each of which has a distinct role in T cell development. Among these
populations, medullary thymic epithelial cells (mTECs) have been the most extensively
investigatedand showntoplaya critical role incentral tolerance. Importantly,NF-kBhas
beenfoundtobecritically involvedin theregulationofmTECdevelopmentandfunction.

mTEC development, homeostasis and organization

The thymic medulla has gained consensus to be the main site for thymic central
tolerance. This is underscored by the autoimmune phenotype observed in various
mutant mouse strains that have impairedmedullary characteristics: Relb�/�mice [36],
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aly/alymice [37]; Ikka�/� embryonic thymi graftednudemice [38],Traf6�/�mice [39],
Nfkb2�/� mice [40,41], Ltbr�/� mice [42,43] and Nfkb2�/�Bcl3�/� mice [44]. Mice
with thesemutations have a disorganized thymicmedulla of different degrees identified
by lectin Ulex europaeus 1 (UEA1) staining: from barely detectable in Relb�/�, aly/aly
and Traf6�/� mice to a partial reduction and alternation of medulla in Ltbr�/�

and Nfkb2�/� mice. It is of note that all of these factors have multiple effects on both
non-hematopoietic and hematopoietic cells, which complicates the explanation of the
autoimmune phenotype found in these mice. Nevertheless, by using thymic stroma
transplantation and bone marrow chimaeras, investigators have largely established
the essential role of these factors in the thymic stromal compartment. Interestingly,
all of these molecules are involved in the NF-kB pathway, strongly supporting its
critical role in mTEC development, homeostasis and organization.

Development, homeostasis and organization of mTECs are complex and involve
generationof a commonTECprogenitor [45], differentiationof amedullary and cortical
lineageTECprogenitor, andproliferation, survival andmaturation ofTECs [46,47]. The
current data suggest that the alternative NF-kB pathway could play a more important
role than the canonical pathway in the regulationof this complexprogress [36,37]. This is
supported by the fact that mTECs defect often occurs in thymi with mutation of
molecules in the alternativeNF-kBpathway (e.g.RelB,NF-kB2, IKKa andNIK), but not
the canonical pathway (e.g. NF-kB1; M. Zhu et al., unpublished results).

How the NF-kB pathway regulates this progress remains largely unknown. NF-kB
may not act at the very early stage of commonTECprogenitor generation. Although the
mTEC developmental defect is a common phenomenon in various mutant mice
bearing mutation/deficiency of NF-kB-related molecules, cortical TEC development
seems much less affected, if not at all. Instead, it may play a role during the branching
from the common TEC progenitor to cortical TEC and mTEC progenitor cells, or at a
later stage of mTEC proliferation, survival and maturation. It has been suggested
that NF-kB activity is involved in TEC proliferation [48,49] and survival [48,50].

Recently, the tight-junction components claudin-3 and claudin-4 were found to be
�preferentially� expressed in autoimmune regulator (AIRE)þ mTECs [51]. This unique
mTEC population was crucial for the induction of T cell central tolerance towards
tissue-restricted antigens (TRAs). Furthermore, the authors have found that the
generation of this subset is unaffected in aly/aly or Traf6�/� mice at embryonic day
11.5. However, this population is profoundly diminished at embryonic day 16.5 in
those mice. Significant higher RelB expression is also found in mTECs positive for
claudin-3 and -4. These datamight suggest that the proliferation and/or survival of this
crucial mTEC lineage are dependent on RelB activation mediated by NIK and TRAF6.
WhethermTECproliferation and/or survival in the adult are also regulated by the same
signalling pathway is unknown.

NF-kB appears to also participate in the differentiation/maturation of mTECs,
a heterogeneous population expressing varying levels of major histocompatibility
complex (MHC) class II, CD80 and a binding site for lectin UEA1. It is presumed
that the increased level of these surface molecules indicates a progressive differenti-
ation/maturation of mTECs, which is correlated with the function of mTECs [52].
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An NF-kB-activating receptor, LTbR was suggested to participate in this process.
Although Ltbr�/� thymi severely lack fully differentiated/mature UEA1-positive
mTECs, the mTECs with immature appearance are largely retained [53]. Receptor
activator of NF-kB (RANK) signalling was also shown to be essential for promoting
the maturation of mTECs from CD80� to CD80þ [54]. Considering that both LTbR
and RANK signalling predominantly activate NF-kB, we hypothesize that NF-kB
regulates the differentiation/maturation of mTECs.

It must be noted that the alternative and canonical NF-kB pathways could
have a redundant role in mTEC development, homeostasis or organization. In agree-
ment with this, Nfkb1�/�Nfkb2�/� mice have a much more severe mTEC defect than
Nfkb2�/� mice [40,55], whereas Nfkb1�/� mice show a normal thymus (M. Zhu et al.,
unpublished results). However, this explanation could be complicated by the facts that
NF-kB also plays a role in thymocyte development autonomously (see below) and that
cross-talk between thymocytes and the stroma is critical for stromal compartment
development. Although Nfkb1�/�Nfkb2�/� bone marrow reconstitution in Rag1�/�

mice rescued some of the defects found in straight double knockout mice, it is not
known whether the mTEC defect is corrected [55]. Thus, it is still not clear whether the
canonical and alternative NF-kB pathways have a redundant role intrinsic to mTECs.

Modulation of Aire regulates the expression of tissue-restricted antigens

One important function of mTECs is to present TRAs to developing thymocytes to
induce negative selection of organ-specific autoreactive thymocytes [56]. The thymic
expression of TRAs is controlled by both AIRE-dependent and -independent path-
ways [43,52,57]. Reduced thymic expression of Aire/TRA is a common defect found in
all of the mutant mice mentioned above. This could be due to both cell-autonomous
and developmental effects (reduced mTEC population).

Current data indicate that the alternative NF-kB pathway could regulate Aire/TRA
expression through both cell-autonomous and cell-extrinsic mechanisms. Although
the mTEC population is partially reduced in Nfkb2�/� mice, Aire/TRA expression is
also reduced in Nfkb2�/� mTECs on a per-cell basis [40]. This could also result from
altered function of thymocytes due to NF-kB2 deficiency. However, LTbR agonistic
antibody treatment, which can activate the NF-kB2 signalling pathway, also upregu-
lates Aire/TRA expression, and this effect can be abolishedwhen theNF-kB2pathway is
ablated. Together, these data suggest that the NF-kB2 pathway can regulate Aire/TRA
in a cell-autonomous manner.

Recently, RANK signalling from so-called lymphoid tissue inducer cells (LTi cells)
has been found essential for autonomous Aire/TRA expression in mTECs [54].
Treatment of 2-deoxyguanosine-treated fetal thymus organ cultures with either
anti-RANK antibodies or RANKL induces the emergence of CD80þAireþ mTECs
from CD80�Aire�mTECs within 2 days. Given the short-term period and significant
population of CD80þAireþ mTECs, it is likely that RANK signalling promotes the
maturation of CD80� mTECs to CD80þ mTECs and turns on Aire/TRA gene
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expression. Since RANK can activate both canonical and alternative NF-kB pathways,
it would be interesting to know which pathway or both RANK signalling employs to
regulate Aire expression.

We have previously found that LTbR signalling is also sufficient to induce thymic
Aire/TRA expression, and this appears to be dependent on NF-kB2 signalling
[40,42,43]. What is the relationship between LTbR and RANK signalling pathways?
Are they redundant or synergistic or do they exert their roles under different situation?
These interesting questions remain to be investigated in future.

Although it has been clearly demonstrated that NF-kB activity is involved in cell-
autonomous regulation of Aire/TRA, it is unknown how it works. Since there is no
known NF-kB-binding site on the promoter region of the Aire gene, does this mean
thatNF-kBregulatesAire expression throughother transcriptional factors [58]or could
it be an epigenetic regulation? The underlying mechanisms remain to be elucidated.

mTECs and thymocyte migration

Despite some controversy, it is generally agreed that the thymic medulla is the major
site for negative selection, especially for peripheral organ-specific autoreactive T cells.
This is supported by the predominant expression of TRAs in the medulla and by the
presence of co-stimulatory molecules and dendritic cells, which are important con-
tributors to negative selection.

Trafficking of developing thymocytes in the thymus is a well-organized and ordered
process. Chemokines produced by the thymic stroma cross-talk between the thymo-
cytes and stromal cells play a pivotal role in this process. Thymocyte trafficking has been
comprehensively reviewed elsewhere [59]. Here we will only discuss medullary
migration. Positively selected double positive (DP) thymocytes are induced to differ-
entiate into single positive (SP) thymocytes and begin relocating from the cortex to the
medulla for negative selection and maturation. Chemotaxis directed by CCR7 and its
ligand CCR7L has been shown to be important for cortex-to-medulla thymocyte
migration [60,61]. Consistent with this, cortical DP thymocytes show increased CCR7
expression [61,62]; and CCR7 ligands (CCL21 and CCL19) are predominantly
expressed in the thymic medulla area, especially mTECs [61,63]. Defective cortex-
to-medullamigration has been found inmice deficient for CCR7 or CCR7 ligands [61],
whereas the forced expression of CCR7 on premature thymocytes results in the
relocation of DP thymocytes to the medulla [60]. Furthermore, impaired central
tolerance was found in CCR7- and CCR7L-deficient mice [64].

Although the regulation of CCR7 expression on positively selected DP thymocytes
remains largely unknown, our recent study indicates that the CCR7L expression on
mTECs is partially dependent on the LTbR signalling pathway [65]. Actually,
the LTbR–IKKa–alternative NF-kB signalling pathway has been well documented
for the regulation of CCL21, CCL19 and other chemokines in secondary lymphoid
organs and peripheral tissues [66–68]. We found that CCL21 and CCL19 are both
significantly reduced in the thymi of Ltbr�/� mice as compared to wild-type thymi.

46 3 THE ROLE OF NF-kB IN CENTRAL TOLERANCE



Re-analysis of their expression in isolatedmTECs further demonstrates an intrinsic role
of LTbR signalling in CCL21 and CCL19 thymic regulation. The reduction of CCL21
and CCL19 was further found to have functional consequences: more SP CD8þ

thymocytes accumulated in the cortex in the Ltbr�/� mice compared with wild-type
mice [65]. This impairedmedullarymigration could, at least partially, contribute to the
impaired negative selection of autoreactive thymocytes found in Ltbr�/� mice. It is
worthwhile to note that although we found significant impairment of thymic negative
selection in Ltbr�/� mice, Venanzi et al. [69] found only a slight or no impairment
of thymic negative selection. This could be due to differences in the experimental
models used. Whereas mice bearing a TCR transgene from ovalbumin-specific CD8þ

T cells (OT-I cells) were used in our study, mice carrying a transgene from ovalbumin-
specific CD4þ T cells (OT-II cells) were used by Venanzi et al.. It has been recently
known that medullary migration of CD8þ SP thymocytes relies more on CCR7 than
CD4þ SP thymocytes [70].

3.4 NF-kB and regulatory T cell development

CD4þFoxp3þ natural regulatory T cells (nTregs) arise in the thymus. Immuno-
fluoresence staining of thymic sections shows that Foxp3 is predominantly expressed
in the thymic medulla, suggesting a critical role of the medulla for CD4þFoxp3þ

Treg development [71]. Consistently, mice with severe defects of thymic medulla,
such as Relb�/�, aly/aly and Traf6�/� mice, have dramatically reduced numbers of
Foxp3þ nTreg cells in thymi ([37,39] andM.Zhu et al., unpublished results).However,
the role of the thymic medulla for Foxp3þ nTreg development and function is
still vastly unknown. TRAs could be one of the signals provided by the medulla for
nTreg development. A recent study from Aschenbrenner et al. has demonstrated that
TRA-specific Tregs can be selected by Aireþ mTECs, and that cross-presentation by
thymic dendritic cells is not required [72]. However, this study does not exclude the
possibility that thymic dendritic cells may also participate in nTreg development.
As has been reported [73], thymic stromal lymphopoietin secreted by Hassal’s
corpuscles, structures derived from medullary epithelial cells, can stimulate thymic
dendritic cells to promote the differentiation of thymocytes to Treg cells in vitro. Co-
stimulatory and adhesion molecules expressed on thymic stromal cells are other sets of
signals influencing nTreg development in the thymus. For example, deficiency in
CD28, CD40, B7 or LFA-1 results in a substantial reduction in Treg cell numbers in the
thymus [74].However, given that the Foxp3þ thymocytes becomedetectable in the late
DP stage, it is not clear where and how the thymic stroma delivers and transduces
signals for nTreg development. The underlyingmechanism for NIK or RelB to regulate
nTreg development also remains to be determined.

Although the thymic medulla could serve as a common niche for facilitation
of differentiated nTregs and further functional maturation, the site for induction
of nTreg differentiation could be dependent on the antigen specificity of Tregs:
TRA-specific Tregs and ubiquitous antigen-specific Tregs. Whereas the former rely
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more on thymic medulla for induction of differentiation, the latter could likely take
place in the cortex. Supporting this view, nTregs can develop in the thymus
with MHC class II expressed only in the thymic cortical epithelium [75]. Since
the Relb�/� thymus shows about 50% reduction of nTregs (M. Zhu et al., unpub-
lished results), we are currently investigating whether the remaining nTregs enrich
ubiquitous antigen-specific TCRs. If this is true, it would further support our
hypothesis that nTreg induction could take place in both the cortex and medulla,
depending on their antigen-specificity. This model would also allow us to study
whether nTreg further education in the medulla is required for fully functional Treg
maturation.

Whereas the alternative NF-kB pathway could influence nTreg development and
function indirectly through the thymic medulla, the classical NF-kB pathway has been
shown to affect nTreg development autonomously [76,77]. The study by Zheng
et al. [76] demonstrated reduced nTregs in peripheral CD4þ T cells in p50�/�

c-Rel�/� mice, which could be influenced by both central and peripheral defects,
whereas Schmidt-Supprian et al. [77] clearly demonstrated a central defect of
nTreg development in mice with IKKb deficiency only in CD4þ T cells. Interestingly,
the small number of remaining regulatory T cells in these mice contain many cells
that have escaped Cre-mediated deletion of the loxP-flanked IKKb alleles, which
underscores the importance of IKKb in the generation and/or maintenance of nTregs.
The underlyingmechanism remains unknown.However, it is not due to the inability of
CD25 expression on T cells or reduced IL-2 production, as tested in the study [76].
Since nTreg cells are thought to be positively selected by agonist self-antigens in the
thymus, which usually involves a strong activation of classical NF-kB (as discussed
in more detail below), IKKb could participate in TCR activation to regulate nTreg
differentiation and/or maintenance. However, it is not known whether IKKb is
required quantitatively or qualitatively.

3.5 NF-kB and thymocyte positive and negative
selection

Thymocytes at the DP stage undergo positive and negative selection where the affinity
of the TCR for self-peptide–MHC complex is the crucial parameter that determines the
fate of DP thymocytes. DP thymocytes with no or very low affinity to self will die by
neglect. Those with low affinity will survive and proliferate, a process called positive
selection. DP thymocytes with high affinity undergo negative selection or differentia-
tion into regulatory T cells. In some cases, thymocytes are able to rescue failed positive
selection by receptor editing (rearrangement of other TCR gene loci to produce a new
TCR). Although negative selection could take place at theDP stage in the thymic cortex,
as discussed above the thymic medulla is the most important selection site, where
thymocytes are at the SP stage. NF-kB may play a role in both positive and negative
selection.
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NF-kB is normally sequestered in the cytoplasm by binding to inhibitory proteins
(IkB), and TCR stimulation can lead to degradation of IkB and translocation of
NF-kB to the nucleus, where it exerts its transcriptional function. Overexpression of
a constitutively active super-inhibitory form of IkBa could abolish nuclear translo-
cation of RelA, RelB and c-Rel in response to both TCR engagement and treatment
with TNF-a [78]. Transgenic mice expressing a mutant form IkBa show disrupted
positive selection, but normal negative selection [78]. Interestingly, it seems that
only CD8þ SP positive selection is affected. Another study using transgenic mice
overexpressing a different mutant form of IkBa also confirmed this selective
requirement of NF-kB on CD8þ SP positive selection, and found that NF-kB
activity is higher in CD8þ SP thymocytes than in CD4þ SP thymocytes [79]. The
underlying mechanisms of NF-kB activity in thymocyte positive selection could
reside at several levels. First, it is possible that NF-kB rescues DP thymocytes from
apoptosis [80]. Second, NF-kB might help seting the TCR signalling strength
threshold, and loss of NF-kB decreases the positively selecting signal to the point
at which it might be insufficient for cell survival. Indeed, NF-kB inhibition by IkBa
super-repressor decreases phosphorylation of ZAP70, a crucial tyrosine kinase
essential for positive and negative selection of thymocytes [80]. Third, it is also
possible that NF-kB regulates the expression of genes required for the maturation
(differentiation) of DP thymocytes before or during positive selection [81]. Addi-
tional reports suggest a role for RelB and IKKa in the protection of DP and SP
thymocytes from TCR-induced apoptosis [82,83].

Although NF-kB seems to play an anti-apoptotic role in thymocyte positive
selection, it is suggested to be pro-apoptotic during negative selection. In H-Y-specific
TCR transgenic male mice, DP thymocytes are largely absent as a result of negative
selection. This is not due to impaired positive selection since this population is intact in
female H-Y TCR transgenic mice, in which no negative signalling to self-antigens
is present. However, if NF-kB is partially inhibited by an IkB super-repressor, the
DP thymocytes in themalemice are partially rescued [80]. This strongly supports a pro-
apoptotic role for NF-kB in negative selection.

However, another study indicated that NF-kB could have an opposite role, and
that an inhibition of NF-kB is required for negative selection [84]. The authors
found that a novel IkB-like NF-kB inhibitor, IkBNS, is upregulated by peptides that
trigger negative selection but not by those inducing positive selection (i.e. survival)
or non-selecting peptides. IkBNS blocks transcription from NF-kB reporters. Retro-
viral transduction of IkBNS in fetal thymic organ culture enhances TCR-triggered cell
death consistent with its function in selection. A more physiological model is required
to confirm the role of IkBNS in thymocyte negative selection. Even so, it has been
suggested that NF-kB could have both a pro- and an anti-apoptotic role in thymocyte
negative selection, which may depend on the timing and context [85].

It must be noted that most studies about NF-kB and thymocytes selection were
performed using the H-Y TCR or a superantigen-specific TCR as a model sytem.
Therefore, whether and how NF-kB pathways participate autonomously in the
establishment of central tolerance toward TRAs remain to be determined. TRA-specific
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transgenic TCRmodels will help to address the role for NF-kB in organ-specific central
tolerance.

3.6 Conclusions and perspectives

Versatility and redundancy of the role of NF-kB to a large degree complicate the study
and hamper the progress in this field of research. Not only could NF-kB have
multifaceted functions in one cell, but it could also participate in a wide variety of
biological processes. Some NF-kBmolecules are even critical for viability (e.g. embryo
or perinatal lethality of Rela�/�, Ikkb�/� and Ikka�/� mice, and increased mortality in
Relb�/� mice). Conditional targeting of specific NF-kB-related molecules at specific
times and in specific cell populations would help to resolve these problems.

Although much has been discovered about the role of NF-kB in T cell central
tolerance, how it actually works in detail remains largely unknown. For example, how is
Aire expression regulated by NF-kB? Do other factors regulate Aire expression
independently or together with NF-kB? Precisely how do NF-kB pathways control
mTEC development?

The NF-kB family contains 15 hetero- or homodimer combinations that serve both
redundant and specific functions. In addition, some IkB factors further expand the
active transcriptional complex as direct nuclear mediators of NF-kB activity [86].
Given such a complex system, it is difficult to use conventional experimental
approaches to address the functional differences and specificities among different
NF-kB complexes. Therefore, various branches of biology such as systems biology,
computational analysis, structural and molecular kinetics will be required to help
address these complex questions.
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Abstract

The nuclear factor kB (NF-kB) transcription factor family plays a critical role in
regulating the immune system. Aberrant NF-kB signalling is frequently associated
with inflammation and autoimmune diseases but the mechanisms are unclear. Two
NF-kB signalling pathways have been identified: the canonical pathway and the
alternative pathway. However, these two signalling pathways do not exist in isolation
and cross-regulation commonly occurs. Both pathways play important roles in
establishing central tolerance. The alternative pathway appears to be the key signalling
component in stromal cells, while the canonical pathway exerts its function more in
autonomous T cells. Increased signalling of the canonical pathway is often associated
with increased T cell activation, and inflammation and recent studies show that lack
of signalling of the alternative pathway could also lead to increased inflammation
by impairing central tolerance.

Key words: autoimmunity; thymus; T cell development; stromal cells; regulatory
T cells; chemokines; lymphotoxin; NF-kB; Aire
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The role of Act1 in the control of
autoimmunity
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4.1 Introduction

Autoimmune diseases can be divided into twomajor types: multi-organ (systemic) and
organ-specific. The first category includes, among others, systemic lupus erythema-
tosus (SLE), the prototypic systemic autoimmune disease, and Sj€ogren’s syndrome. In
both SLE and Sj€ogren’s syndrome several organs can be involved and the main
hallmarks of the diseases and B cell hyper-activation are the presence of antibodies
specific to widely expressed nuclear antigens such as DNA, RNA, histones, SSA/Ro and
SSB/La. Within the second category falls diseases such as multiple sclerosis, thyroiditis
and type 1 diabetes, which target the brain, thyroid gland and pancreas, respectively.
These diseases tend to rely on T cell-mediated damage as well as B cell-dependent
antibody production.

The aetiology of autoimmune diseases remains largely unexplained and environ-
mental factors, combined with both gender and individual genetics, have been implied
to play important roles in disease development. Single-gene polymorphisms
and deletions have been associated with autoimmunity in both humans and mouse
models of autoimmunity. Based on genetic studies, some genes have been identified
to have a uniform effect on both systemic and organ-specific autoimmunity,
although such examples are relatively rare. Even rarer are genes that differentially
affect systemic and organ-specific autoimmunity. One such gene is Act1, which is
capable of inhibiting systemic autoimmunity while promoting organ-specific
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autoimmunity in mouse models. This chapter will describe the knownmechanisms by
which Act1 controls the development of autoimmunity.

4.2 Autoimmunity and autoimmune mouse models

Systemic lupus erythematosus

Patients with SLE are commonly females between 15 and 45 years of age. Patients may
develop an array of symptoms including kidney, lung, brain and heart problems, all of
which are thought to be mediated through the deposition of antibody–antigen
complexes known as immune complexes. Other potential symptoms of SLE include
ultraviolet-light sensitivity, which may lead to the development of discoid lupus.
Human SLE development, like most of the other systemic autoimmune diseases,
depends on a combination of multiple genetic and environmental factors. Accumu-
lating evidence suggests that the environment has the potential to modulate individual
gene expression through epigenetic mechanisms, as well as the interactions among
genes, thus contributing to disease development.

The complex presentation of the disorder has resulted in the study of SLE being
equally complicated, and thus the identification and development of mouse models of
lupus-like disease has been of outmost importance for the understanding of the
complexity of the disease. Mouse lupus-like disease is typically associated with
hyperactive B cells anduncontrolled differentiation of plasma cells, resulting in elevated
levels of circulating antibodies directed against self-antigens; that is, autoantibodies.
Among the most studied models of SLE is the New Zealand hybrid mouse model
(NewZealand black�NewZealand white) F1 and its derivatives (reviewed in [1]). The
disease in thismodel is characterized by spontaneous B cell activation, elevated levels of
autoantibodies towards nuclear antigens and the development of immune complex-
mediated kidney disease. Genetic studies aiming at defining the gene responsible for
the disease quickly demonstrated that the disease is dependent on a combination of
several disease-susceptibility genes, including genes located within the major histo-
compatibility complex (MHC) locus on chromosome 17 and on distal chromosome 1
(the Sle1/Nba2 locus) [2–5]. Both of these loci are highly conserved in humans and
much research has been performed to decipher the exact genetic component(s) located
within these loci.

In the 1970s and 1980s another mouse model of lupus-like disease became
available. This time, disease developed in a strain carrying a null mutation in the
Tnfrsf6 gene encoding Fas antigen [6,7]. The mutation was called lpr (lymphopro-
liferative) and mice homozygous (lpr/lpr) for the mutation spontaneously developed
elevated levels of anti-nuclear antibodies and multi-organ infiltrations of immune
cells. The mice succumbed to the disease due to immune complex-mediated kidney
failure just like the New Zealand hybrid mice.
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Sj€ogren’s syndrome

Sj€ogren’s syndrome is a relatively frequent (�1.2% of the population) systemic
autoimmune disease in which the salivary and lacrimal glands become infiltrated by
mononuclear cells leading to the development of xerostomia and xerophthalmia
(dry mouth and dry eye) [8]. The diagnosis of Sj€ogren’s syndrome is dependent on
the presence of elevated levels of specific autoantibodies against SSA/Ro and SSB/La.
Although multiple factors, including environmental stress, viral infections and genetic
background, have been proposed, the aetiology of the disease is still largely unknown.

Sj€ogren’s syndrome is classified as primary or secondary depending on the absence
or presence of other systemic autoimmunediseases such as SLE, rheumatoid arthritis or
scleroderma. There is no good mouse model of primary Sj€ogren’s syndrome, although
many of the mouse models of SLE also develop a secondary Sj€ogren’s syndrome-like
infiltrate of the glands. This includes spontaneous models such as the New Zealand
hybrids, MRL-lpr/lpr and the non-obese diabetic (NOD) mouse model of type 1
diabetes as well as several genetically altered (gene-targeted) mice.

Multiple sclerosis and experimental autoimmune encephalomyelitis

Multiple sclerosis is a devastating organ-specific autoimmune disease in which the
blood–brain barrier is damaged, allowing for immune-cell infiltration into the brain, an
otherwise immune-quiescent organ. The infiltrating cells subsequently destroy myelin
sheaths of the nerve fibres, resulting in progressive paralysis [9]. There are fourmajor types
of multiple sclerosis: relapsing-remitting, where patients experience flares of disease
followed by periods of recovery; primary-progressive, where patients experience a steady
worseningof diseasewithno relapses or remissions; secondary-progressive,where patients
revert from relapsing-remitting to progressive; and progressive-relapsing, where patients
get steadily worse while still experiencing relapses and remissions. The most common
treatment of relapsing-remitting multiple sclerosis is subcutaneous injections with
interferon-b analogues, althoughonlyabout50%ofpatients respondwell to the treatment.
In responders, the interferon-b treatment leads to less frequent and less severe relapses and
reduces the amount of non-repairable damage; however, themechanism is still unknown.

Experimental autoimmune encephalomyelitis (EAE) is a broadly used model of
antigen-induced central nervous system-specific infiltration of immune cells [10].
The antigens most often used to induce EAE in mice are peptides from proteolipo-
protein (PLP139–151) and myelin oligodendrocyte glycoprotein (MOG35–55).
Although several mouse strains are responsive to the treatment and develop a
multiple sclerosis-like disease, some mice are resistant to disease induction [11],
suggesting that genetic predisposition may play a role. Responsive mouse models
develop many of the symptoms observed in multiple sclerosis patients, making them
good models in which to study the effect of individual genes by either gene-targeting
events (knockout or small interfering RNA (siRNA) treatment studies) or by
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transgenic studies (where particular genes are over-expressed either ubiquitously or
in a cell-type-specific manner).

4.3 Molecular mechanisms of autoimmunity

B cell signalling and systemic autoimmunity

Autoimmunity is initiated by the disruption of central or peripheral tolerance, resulting
in the escape of autoreactive T and B cells from normal selection. These autoreactive
T and B cells are activated and expanded when they encounter their cognate self-
antigens and result in humoral and cellular abnormalities. Consequently, abnormalities
in B cells (including increased cell survival and production of autoantibodies) often
lead to pathogenic immune responses and potentially to the development of systemic
autoimmune diseases. BAFF (B cell-activating factor belonging to the tumour necrosis
factor (TNF) family) and its receptor (BAFFR), and CD40 ligand (CD40L)/CD40,
members of TNF/TNF receptor (TNFR) superfamily, are required for B cellmaturation
and T cell-dependent B cell activation, respectively [12–15]. Dysregulation of BAFF/
BAFFRorCD40L/CD40pathways contributes to the escape of autoreactive B cells from
normal selection, leading to the development and pathogenesis of systemic autoim-
munity [16,17]. For example, BAFF transgenicmice displayedmature B cell hyperplasia
and symptoms of SLE and Sj€ogren’s syndrome, while CD40L transgenic mice
developed B cell hyperplasia and lupus nephritis. In that regard it is interesting to
note that patientswith SLE and Sj€ogren’s syndromehave been found to express elevated
levels of serum BAFF [18].

CD40 and BAFFR utilize the adaptor TNFR-associated factor (TRAF) molecules to
mediate the activation of the inhibitor of nuclear factor kB (IkB) kinase (IKK) complex
(IKKa and IKKb), resulting in activation of the nuclear factor kB (NF-kB) family of
transcription factors, which are critical for the regulation of B cell survival and
development [19–23]. IKKb is mainly responsible for IkB phosphorylation, which
leads to rapid ubiquitination and degradation of IkB and nuclear translocation of
NF-kB (p65/p50). Conditional deletion of Ikkb results in a rapid loss of B cells,
indicating that the canonicalNF-kB activation pathway mediated by IKKb is probably
required for the differentiation and homeostasis of B cells [24,25].

CD40 and BAFFR are also able to induce a non-canonicalNF-kB activation pathway;
that is, the phosphorylation and processing of p100 by IKKa. This pathway is thought
to depend on the activation of IKKa byNF-kB-inducing kinase (NIK), hereby resulting
in the formation of an active RelB/p52 heterodimer [26–31].Mature B cell numbers are
reduced in irradiated mice reconstituted with IKKa-deficient lymphocytes, indicating
the important role of this non-canonical NF-kB activation pathway in CD40- and
BAFFR-mediated B cell survival [27,32]. Taken together, it is conceivable that
dysregulation of CD40- and/or BAFFR-mediated canonical and/or non-canonical
NF-kB activation can lead to abnormalities in B cells, hereby resulting in B cell-
mediated systemic autoimmunity.
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CD4+ T cells and organ-specific autoimmunity

CD4þT helper (Th) lymphocytes play essential regulatory roles in immune
responses and autoimmune and inflammatory diseases. Upon activation by profes-
sional antigen-presenting cells, na€ıve CD4þ Th cells can differentiate into three subsets
depending on the local cytokine environment: Th1, characterized by production of
interferon-g which mediates cellular immunity, Th2 cells that synthesize interleukin
(IL)-4, IL-5 and IL-13 and perform effector functions in humoral immunity
and allergic responses, and Th17 cells that make IL-17 (Figure 4.1). IL-17 is a pro-
inflammatory cytokine that upregulates the expression of inflammatory genes in tissue-
resident cells (including fibroblasts, endothelial cells, macrophages, epithelial cells and
astrocytes). Interestingly, IL-17 levels are elevated in patients with autoimmune
diseases, including rheumatoid arthritis and inflammatory bowel disease [33,34].
The pathogenic role of IL-17 has been further demonstrated in experiments with
IL-17-deficient mice, in which various autoimmune inflammatory disorders were
suppressed [35,36].

Act1, a double-edged sword?

Although numerous genes have been shown to be important for EAE development in
mice, only a few of these overlap with the genes identified in systemic autoimmunity.
Genes with such an effect include Traf3ip2 (Act1), Tnfrsf6 (Fas), Tnfsf6 (FasL), Pdcd1

Figure 4.1 CD4þ T helper cell differentiation pathways. CD4 T helper (Th) lymphocytes play
essential regulatory roles in immune responses and autoimmune and inflammatory diseases. Upon
activation by professional antigen-presenting cells, na€ıve CD4 Th cells differentiate into three
lineages: Th1 (which produce interferon g (IFN-g), mediating cellular immunity); Th2 cells (synthe-
sizing IL-4, IL-5 and IL-13, which leads to humoral immunity and allergic responses) and Th17
(producing IL-17, which mediates inflammatory responses). TGF-b, transforming growth factor b.
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(PD-1) and Socs1, which when deleted lead to inhibited EAE as well as spontaneous
lupus-like disease development [37–45] (and see Table 4.1). It should be noted that
patients suffering from both multiple sclerosis and SLE are relatively rare, thus
supporting the involvement of genes with opposite effects.

The remainder of this chapter will focus on the role of the adaptermolecule Act1 in
regulation of autoimmunity through its impact on both T and B cell-mediated
immune responses. Based on a number of published studies it seems likely that Act1
controls mouse lupus and contributes to EAE development through different
mechanisms reflecting the B and T cell requirements for these diseases, respectively.
It was previously reported that Act1 is an important negative regulator for B cell-
mediated humoral immune responses through its impact on CD40L and BAFF
signalling [37]. In contrast, recent studies have shown that Act1 is a key component
for the IL-17 signalling pathway and essential for Th17-mediated autoimmune and
inflammatory responses [38]. The dual functions of Act1 are displayed by the Act1-
deficient mice that developed B cell-mediated autoimmune phenotypes (including a
dramatic increase in peripheral B cells, lymphadenopathy and splenomegaly,
hypergammaglobulinaemia and Sj€ogren’s syndrome in association with lupus
nephritis), but showed resistance to Th17-dependent EAE.

4.4 Act1: a modulator of autoimmunity

Identification and structure

Act1, also known as Traf3ip2 and Ciks, is a gene that has the capability to modulate
both systemic and organ-specific autoimmunity. Act1 was originally cloned as a com-
ponent of the IKK/NF-kB signalling cascade [46,47]. The human ACT1 (TRAF3IP2)
gene encodes two isoforms of ACT1: isoform 1 (574 amino acids) and isoform 2
(565 amono acids), which lacks an alternative in-frame exon at its N-terminus. The

Table 4.1 Gene manipulations that trigger lupus or EAE development in healthy mice.

Gene1 Genetic
manipulation

Expression
pattern2

Lupus
development3

EAE
phenotype4

Reference

Traf3ip2 (Act1) Knockout Leukocytes Yes Resistance [37,38]
Tnfrsf6 (Fas) Loss of function Leukocytes Yes Resistance [39,40]
Tnfsf6 (FasL) Loss of function T cell Yes Resistance [40,41]
Pdcd1 (PD-1) Knockout T cell Yes Resistance [42,43]
Socs1 Knockout T cell Yes Resistance [44,45]

1Official gene name (synonym).
2Based on published data and data from Novartis Symatlas database (http://symatlas.gnf.org/SymAtlas/).
3Spontaneous lupus-like disease development in healthy non-autoimmune strains.
4Myelin oligodendrocyte glycoprotein (MOG)-induced EAE.
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mouse gene homologue Act1 (Traf3ip2) encodes a 555-amino-acid protein product,
which shares less than 80%homology with the humanACT1 (isoform 1). Studies of the
Act1 structure have revealed that this protein contains several structural domains,
including a helix–loop–helix (HLH) domain located at the N-terminus and a coiled-
coil (CC) domain at the C-terminus (Figure 4.2) [46]. In addition, the Act1 molecule
possesses two TRAF interaction sequences: EEESE (residues 38–42) and EEERPA
(residues 324–329) [48]. More recently, Act1 was also classified as a member of the
SEFIR protein family, which comprises IL-17 receptors (IL-17Rs) and SEF pro-
teins [49]. SEFIR proteins are characterized by the presence of a conserved sequence
domain, the SEFIR domain, which shares similarity with the Toll/IL-1R (TIR) domain
and is thought to be involved in homotypic interactions with other SEFIR/TIR-
domain-containing proteins. Because of their close structural and functional similari-
ties, the SEFIR and TIR domain-containing proteins have recently been united into a
new STIR domain superfamily [49]. Act1 is normally expressed in most tissues
including the thymus, kidney, colon and placenta [46], but can be further induced
in various cell types in response to extracellular stimuli through the activation of
transcription factors including interferon regulatory factor-1 (IRF1) and CCAAT/
enhancer-binding protein (C/EBP) [50].

Act1 inhibits systemic autoimmunity

Based on the potential role of Act1 in NF-kB regulation, Act1-deficient BALB/c mice
were generated. Already at 3–4 weeks of age these mice showed signs of systemic
autoimmunity including hypergammaglobulinaemia (IgGs, IgG1, IgG2a, IgG2b),
hyper-IgE and inflammation around the eyes (Figure 4.3) [37,51]. Within a couple
ofmonths themice start to express high levels of anti-nuclear autoantibodies including
anti-double-stranded DNA and anti-total histones IgGs antibodies, as well as rheuma-
toid factor (Figure 4.4a). The production of autoantibodies in Act1-deficient mice is
associated with splenomegaly, lymphodenopathy and B cell hyperplasia [37]. Further
analysis revealed increased numbers of all mature B cell subsets (follicular, germinal
centre, marginal zone and transitional B cells) but unaffected numbers of pre-pro, pro
and immature B cells residing in the bone marrow. There was also no increase in the
numbers of peripheral T cells. An increase in mature B cells has previously been

Figure 4.2 Structural domains of ACT1. Shown are the location of a helix–loop–helix (HLH) domain
(amino acids 135–190), a coiled-coil (C-C) domain (amino acids 420–500), a SEFIR domain (amino
acids 394–574) and the two identified TRAF-binding sites (EEESE, amino acids 38–42; EEERPA, amino
acids 324–329).
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reported in BAFF transgenic mice [52] and is generally associated with increased
germinal centre formation and accumulation of antibody-secreting plasma cells.
In correlation, Act1-deficient mice had higher numbers of germinal centres in lymph
nodes as well as significantly more plasma cells [37]. Seven-to-twelve-month-oldAct1-
deficient mice developed lymphocyte infiltration of the kidney and IgGs–immune
complex deposition in the glomeruli (although not proteinuria) (Figure 4.4b).
Increased kidney infiltrations and immune complex deposition, without the develop-
ment of kidney disease, has previously been reported in several mouse models of
lupus [53–55].

The early symptoms of eye irritation are followed by severe eye inflammation and
oral dryness, strikingly resembling the symptoms of xerophthalmia and xerostomia
seen in patients with Sj€ogren’s syndrome [56]. As themain characteristics of the disease
are the production of anti-SSA/Ro and anti-SSB/La antibodies as well as reduced
salivary gland function, Act1-deficient mice were tested and found positive for these
features (Figure 4.5). Taken together, Act1-deficient mice were positive for the
Sj€ogren’s syndrome-associated phenotypes.

Figure 4.3 Early signs of autoimmunity in Act1-deficient mice. (a) Sera from 7-week-old Act1-
deficient mice (Act1�/�; KO) and wild-type littermates (WT) were tested for IgM, IgG1, IgG2a and
IgG2b by ELISA. While levels of serum IgM were unchanged between the groups, Act1-deficient mice
developed severe hypergammaglobulinaemia (IgG1, IgG2a, IgG2b). (b) The development of dry eyes
(xerophthalmia) and skin lesions around the eyes started at 2 months of age. Act1-deficient mice
show signs of infiltrations starting around 2 months of age. Shown are pictures of a 4–6-month-old
wild-type mouse (top left panel) and of an age-matched Act1-deficient mouse (top right panel).
Bottom panels: splenomegaly and lymphadenopathy was observed in Act1-deficient mice, but not in
wild-type littermates [37].
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In summary, Act1 deficiency leads to the development of systemic autoimmune
disease as measured by peripheral B cell hyperplasia, hypergammaglobulinaemia,
lymphocyte infiltration of the exocrine glands and the kidney, and elevated levels of
serum anti-nuclear autoantibodies. As mentioned above, molecules known to affect B

Figure 4.4 Autoantibody production and lupus-like disease in Act1-deficient mice. (a) Seven-
month-old Act1-deficient (�/�) and wild-type mice (þ /þ ) were bled and serum analysed for levels
of anti-nuclear autoantibodies and rheumatoid factor (RF) by ELISA. (b) The presence of anti-nuclear
autoantibodies was followed by lymphocytic kidney infiltrates and IgGs–immune complex deposition
in the kidney glomeruli. Kidneys from 8-month-old Act1-deficient or wild-type littermates were
stained with haematoxylin/eosin (H&E; top panel) or by fluorescence-conjugated anti-mouse IgGs
(lower panel); 100� magnification [51]. dsDNA, double-stranded DNA.
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cell differentiation and activation include BAFFR and CD40, both of which utilize
TRAF proteins for downstream signalling [57–59]. The details on these pathways will
be discussed in the following section.

Act1 inhibits excessive CD40 and BAFFR signalling

WhileAct1-deficientmice develop systemic autoimmunity associated with hyperactive
B cells, similar pathologies were displayed by the B cell-specific Act1-deficient mice,
implying a negative regulatory role of Act1 in B cell function [37]. It has been reported
that endogenous Act1 is recruited to the BAFFR and CD40 in B cells upon stimulation

Figure 4.5 Act1-deficient mice develop Sj€ogren’s-like disease. (a) Haematoxylin and eosin (H&E)
staining of lacrimal and submaxillary (salivary) glands. Paraffin sections show massive lymphocyte
infiltration in the glands of Act1�/�, but not Act1þ /þ littermate control mice. All images are shown
at a magnification of�100. (b) Reduced saliva secretion in 8–10-month-old Act1-deficient mice. The
secretion of saliva was determined after pilocarpine stimulation and the values were normalized by
body weight. (c) Sera from 7-month-old Act1-deficient and wild-type mice were analysed for the
presence of anti-SSA/Ro and anti-SSB/La antibodies by ELISA [51].
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with BAFF and CD40L, respectively [37]. Once there, Act1 has been shown to interact
strongly with TRAF3 (and weakly with TRAF2), suggesting that Act1 is involved in the
CD40 and BAFFR signalling pathways. Importantly, CD40L- and BAFF-mediated
survival is significantly increased in Act1-deficient B cells, with stronger IkBa
phosphorylation, processing of NF-kB2 (p100) and activation of the c-Jun N-terminal
kinase (JNK), extracellular-signal-regulated kinase (ERK) and p38 pathways, indicat-
ing that Act1 negatively regulates CD40L- and BAFF-mediated signalling events [37].
These findings demonstrate that Act1 plays an important role in the homeostasis of B
cells by attenuating CD40 and BAFFR signalling.

The obvious next question is whether prolonged and increased CD40 and BAFFR
signalling results in autoimmunity. To this extent, BAFF transgenic mice have been
shown to develop elevated levels of anti-nuclear autoantibodies resembling lupus-like
disease [60], whereas transgenic mice over-expressing CD40L in keratinocytes develop
autoimmune dermatitis, lymphadenopathy, anti-double-stranded DNA antibodies
and nephritis, which leads to renal failure [61]. If the negative regulatory effect of
Act1 is absolutely dependent on either CD40 or BAFFR signalling, disease should be
ameliorated in double-deficient mice (Act1�/�CD40�/� or Act1�/�BAFF�/�). Inter-
estingly, both Act1�/�CD40�/� and Act1�/�BAFF�/� strains retained some disease,
including lymphocytic infiltration of the exocrine glands [37]. In contrast, B cell
hyperplasia was only detectable in Act1�/�CD40�/� mice, while anti-nuclear auto-
antibodies were only present in Act1�/�BAFF�/�mice. These results indicate that Act1
modulates the survival of autoreactive B cells mainly through its negative regulatory
role in BAFF-mediated cell survival, while the effect of Act1 on autoantibody produc-
tion is probably throughmodulation of theCD40-mediatedT cell-dependent antibody
response. The impact of Act1 on both BAFF and CD40 pathways establishes Act1-
deficient mice as a unique model to study distinct steps of autoimmunity and
regulation of self-tolerance.

Model of Act1-controlled CD40 and BAFFR signalling

The exact mechanism by which Act1 exerts its inhibitory function on CD40 and
BAFFR pathways is yet to be defined. However, the fact that Act1 gene expression is
induced following B cell stimulation with BAFF, CD40L or lipopolysaccharide may
explain the important biological function of Act1 as a negative regulator. Thus, Act1
may provide a mechanism to control and dampen signalling involved in B cell
survival and activation, and hence regulate B cell homeostasis. Likewise, TRAF2
andTRAF3 have been shown to function in a cooperative and non-redundantmanner
to suppress non-canonical NF-kB activation, gene expression and survival in mature
B cells [62–65]. Since Act1 might be recruited to CD40 and BAFFR through its
interaction with TRAFs, it is possible that TRAF2 and TRAF3 mediate signals to
suppress CD40- and BAFFR-dependent signalling and cell survival through Act1.
Importantly the result of Act1 dysregulation is increased NF-kB activation, which
in turn affects the expression of a wide range of survival and activation factors.
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Excessive expression of CD40- and BAFF-mediated genes results in the development
of autoimmunity. To visualize the potential role of Act1 in B cell function, a working
model has been proposed for CD40- and BAFFR-induced Act1-modulated signalling
pathways (Figure 4.6).

Act1 is required for IL-17R signalling

The presence of a SEFIR domain in the C-terminal of Act1 (Figure 4.2) prompted the
question of whether Act1 was involved in protein–protein interactions with SEFIR/
TIR-domain-containing receptors, such as the IL-1R and IL-17R. To that end,
co-immunoprecipitation assays clearly established that Act1 will indeed bind to the
IL-17 receptor A (IL-17RA) in a transientmanner after receptor ligation [38,66]. Using
Act1-deficient mice, it was subsequently found that the IL-17-dependent expression of
pro-inflammatory proteins such as IL-6, CXCL1 (KC), CXCL2 (MIP-2) and certain
matrixmetalloproteases (MMP3 andMMP9) absolutely required functional Act1 [38],
proving that Act1 is a positive regulator of IL-17 signalling.

IL-17R ligation leads to activation of NF-kB [38]. If all IL-17R downstream
signalling was dependent on NF-kB, stimulation of IKKa/b-deficient cells (unable
to activate NF-kB) with IL-17 would result in a complete lack of target gene expression.
This, however, is not the case as IL-17-induced intracellular signalling is only partially
abolished in such cells [38]. Thus it is likely that Act1 is involved in other signalling
pathways (in addition to NF-kB activation), including the activation of the transcrip-
tion factors C/EBPb and C/EBPd. It is also interesting to note that many of the genes
induced by IL-17 are regulated synergistically with other cytokines, such as TNF-a.
However, the underlining molecular mechanisms of such synergy are still poorly
understood.

Several reports have demonstrated that IL-17 induces pro-inflammatory gene
expression not only at a transcriptional level but also at the post-transcriptional level
by stabilizing cytokine and chemokine mRNAs. For example, it was demonstrated that
Act1 is required for IL-17-induced mRNA stabilization of CXCL1 (KC) [67], suggest-
ing a critical role of Act1 in post-transcriptional gene regulation.

Act1 mediates organ-specific autoimmunity

Anti-IL-17 antibody or neutralization by IL-17R–Fc attenuates the induction of
chemokines, delays the onset of EAE and reverses the progression of EAE in the
MOG-induced C57BL/6 (B6) model [68,69]. These previous studies suggested that
IL-17 derived from infiltrating Th17 cells mediates the inflammatory responses in the
central nervous system through the induction of chemokines, cytokines and MMPs.
Given the positive effect of Act1 on IL-17R signalling, Act1-deficient mice
were backcrossed to the B6 background and injected with MOG35–55 peptide to
induce EAE. Act1-deficient mice developed significantly less severe and delayed-onset
neurological disease (Figure 4.7a) [38]. As Act1 was found to be required for IL-17
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Figure 4.6 Act1 negatively regulates CD40 and BAFFR signalling. Ligation of BAFFR and CD40 leads
to the recruitment of TRAF molecules and formation of an active signalling complex, resulting in
activation of the mitogen-activated protein kinase (MAPK) pathway and activation of the IKK
complex. The activation of IKK complex mediates the activation of the canonical NF-kB and
non-canonical NF-kB pathways. These signalling events lead to upregulation of genes involved in
B cell survival and activation. Act1 is recruited to BAFFR and CD40 through its interaction with TRAF3
and provides a negative signal that modulates downstream signalling. Upregulation of Act1 upon
BAFF and CD40L stimulation may serve as a control mechanism to regulate the signalling (negative
feedback). Act1 deficiency results in increased downstream signalling and excessive BAFF- and
CD40-mediated B cell survival and activation. MEK, MAPK/ERK kinase.
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signalling in vitro and ex vivo, the lesser EAE pathogenesis observed in Act1-deficient
mice was probably due to the lack of IL-17 signalling. In this regard, it is worth
mentioning that the effect of inhibited IL-17R signalling was clearly not an effect of
altered Th17 cell function as Th17 cells isolated fromMOG-treated Act1-deficient mice
could passively transfer disease into wild-typemice (Figure 4.7b). More likely, the effect
was due to the lack of IL-17 responsiveness by astrocytes expressed in the central nervous
system [70], as astrocytes previously have been found to express the IL-17R [38].

Model of Act1-controlled IL-17R signalling

Upon IL-17 stimulation, Act1 is recruited to the IL-17R (see the model in Figure 4.8).
While Act1 interacts well with the full-length IL-17R, much less Act1 is associated with
the truncated IL-17R (DSEFIR) [38], indicating that the recruitment of Act1 to
the IL-17R is dependent on SEFIR–SEFIR domain interactions. TRAF6 and TRAF3
are also recruited to the IL-17 receptor, but in a SEFIR-domain-independent
manner [38,71,72]. Whereas TRAF6 has been clearly shown to play a critical role in
IL-17-mediated NF-kB activation, the function of TRAF3 in IL-17 signalling remains
unclear [71,72]. The fact that endogenous transforming growth factor b (TGF-b)-
activated kinase l (TAK1) interacts with Act1 in response to IL-17 stimulation may
suggest that TAK1 is involved in IL-17 signalling [38]. In support of this, IL-17-induced

Figure 4.7 Act1-deficient mice develop significantly reduced EAE. (a) EAE was induced in wild-type
(WT) and Act1-deficient (knockout, KO) mice by immunization with MOG35–55 peptide. Mean clinical
scores were calculated daily for both groups of mice; P< 0.0001. (b) Histological analysis of spinal
cords from wild-type mice that received Th1 or Th17 cells from Act1-deficient mice. Twenty days later,
recipients were killed and sections were stained with haematoxylin/eosin. Th17 cells from
Act1-deficient mice were fully functional in passive transfer of disease to wild-type recipients [38].
Arrows denote areas of mononuclear cell infiltration.
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CXCL1 (KC) production is partially reduced in TAK1-deficient mouse embryonic
fibroblasts. Since TAK1 has been shown to function as an intermediate signalling
component in TIR-induced NF-kB and JNK activation, it is likely that TAK1 plays a
similar role in mediating IL-17-induced Act1-dependent NF-kB and JNK activation.
Finally, Act1 is also required for IL-17-induced expression of the transcription factor
C/EBP and IL-17-mediated mRNA stabilization [38,66]; however, the components

Figure 4.8 IL-17R signalling requires Act1. The IL-17R is a heteromeric receptor, composed of
IL-17RA and IL-17RC subunits. Binding of IL-17 leads to the recruitment of Act1 to the IL-17R, which
is mediated by a direct SEFIR–SEFIR interaction. The binding of Act1 to the IL17R leads to further
recruitment of TRAF6, TRAF3 and TGF-b-activated kinase l (TAK1) into the signalling complex and
subsequent activation of the canonical NF-kB pathway, activator protein 1 (AP-1) pathway and
activation of C/EBPb and C/EBPd transcription factors. The activation of these signalling pathways
leads to regulation of the expression of pro-inflammatory genes at both transcriptional and post-
transcriptional (mRNA stability) levels. IL-17-induced expression of pro-inflammatory genes is
abolished in the absence of Act1.
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downstream of Act1 for these signalling pathways remain to be identified. To
summarize these findings a model for IL-17-induced Act1-mediated pathways has
been proposed (Figure 4.8).

4.5 Conclusions

Few genes have been identified that may differentially control systemic and organ-
specific autoimmunity.Wepropose that dysregulation (gain or loss of function) ofAct1
may in fact lead to autoimmunity. Whereas Act1 could drive organ-specific autoim-
munity with gain-of-functionmutations, it also can cause systemic autoimmunity with
loss-of-function mutations. Dysregulation of Act1 could result in alteration of the
expression of multiple genes through either a direct or indirect effect on the activity of
different transcription factors as well as its impact on mRNA stability.

Autoimmunity in humans is heavily dependent on the genetic predisposition of
the individual as well as on the effect of environmental factors (Figure 4.9). Based on

Figure 4.9 Model of the regulatory function of Act1. Dysregulation of Act1 in genetically
susceptible individuals could be a contributing factor in the development of systemic as well as
organ-specific autoimmunity. MS, multiple sclerosis; SjS, Sj€ogren’s syndrome.
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the functions of Act1 on B cell activation and survival (CD40 and BAFFR signalling)
and on IL-17-mediated signalling, it is tempting to suggest that Act1 may have a
critical function in balancing B and T cell activation and survival. This view fits well
with the general dogma that dysregulation in the lymphocyte compartment is often
found in autoimmune patients and in genetically engineered mouse models of
autoimmune diseases.
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Abstract

Autoimmune diseases generally occur in genetically susceptible individuals. Although
most cases of disease seem to be a result of multiple genes, occasional single-gene
polymorphisms may cause disease development. Act1 is a modulator of both the
adaptive and innate immune responses, and tight regulation of Act1 is critical for the
control of autoimmunedevelopment inmice. Thus, whereasAct1 inhibits spontaneous
lupus-like disease, it promotes induced experimental autoimmune encephalomyelitis
in mouse models. In this chapter we describe the outcome of dysregulated Act1 and
some of the potential mechanisms by which this may lead to autoimmunity.

Key words: Act1; autoimmunity; B cell; BAFF; IL-17 receptor; SLE; Sj€ogren’s
syndrome; multiple sclerosis; NF-kB
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5
Regulation of T cell anergy and
escape from regulatory T cell
suppression by Cbl-b

Stefanie Loeser and Josef M. Penninger
IMBA, Institute of Molecular Biotechnology of the Austrian Academy of Sciences,
Vienna, Austria

5.1 Introduction

The key function of the immune system is the discrimination between self, altered self
and non-self to protect from invading pathogens or aberrant outgrowth of tumour cells
while, at the same time preventing autoaggressive attacks against healthy self tissue.
Therefore, T cell activation or induction of T cell anergy and tolerance have to be tightly
controlled processes. On themolecular levelmultiple pathways have been implicated in
the control of co-stimulation and the induction of T cell tolerance. Recent publications
reported the important role of functioning of the ubiquitin E3 ligase Cbl-b, a member
of the the family of the Cbl (Casitas B-lineage lymphoma) proteins, as an intrinsic
mediator of T cell anergy in vitro and in vivo, maintaining the balance between
tolerance, activation and autoimmunity [1,2].

5.2 Mechanisms of T cell tolerance induction

To prevent harmful self destruction, tolerance is achieved at several different levels
during T cell development and peripheral T cell activation. In the thymus the
majority of thymocytes that carry antigen receptors with high affinity and avidity for
self-antigens that would mature into autoreactive T cells are deleted by negative
selection [3–6]. However, central tolerance is incomplete and autoreactive T cells can
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escape from the thymic milieu [7], which explains the need for additional peripheral
tolerance mechanisms. Peripheral T cell tolerance includes dominant immunosup-
pressionmediated by regulatory T cells (Tregs), ignorance to antigens expressed at low
levels or at immune-privileged sites, cell-intrinsic functional inactivation (anergy) or
deletion of activated T cells through activation-induced cell death [8–10]. In addition,
the activation and differentiation status of antigen-presenting cells depending on the
tissue and the inflammatory environment as well as the strength of T cell receptor
(TCR)– major histocompatibility complex (MHC)-peptide interactions and the
developmental state of the T cells influence the outcome of the response [11].

Dominant suppression in the periphery is mediated by suppressor T cells or Tregs.
Various subtypes have been described in the recent years including the best-character-
ized, so-called natural Tregs originating from the thymus as well as peripherally
induced so-called adaptive Treg populations [12]. Natural Tregs are a specific
subset of CD4þ T cells expressing the Treg-specific transcription factor FoxP3 [13,14]
as well as the interleukin (IL)-2 receptor a chain CD25 [15], CD62L [16] and specific
CD45 isoforms [17]. They play an essential role in immune homeostasis since ablation
of Tregs in mice as well as mutations of FoxP3 in mice and in humans result in the
development of severe multi-organ autoimmune disease [18]. Other suppressor
cells include CD4þ IL-10-producing Tr1 cells [19] and transforming growth factor
b (TGF-b)-producing T helper type 3 cells [20], as well as CD8þ suppressor T cells [21]
and NKT cells and g : d T cell subtypes [22–24] of which some, but not all, express
FoxP3. Multiple in vitro as well as in vivo studies have proposed a variety of Treg
suppression mechanisms acting directly on T cells or on antigen-presenting cell
activation, differentiation and survival (summarized in [25]). This supposedly depends
on the nature of the immune response, the causing agent, the tissue environment
and the immune status of the individual. Once activated Tregs can suppress T cell
proliferation in an antigen-non-specific fashion called bystander suppression. In
particular, experimental systems in vivo have shown that Tregs can further create a
milieu which promotes the differentiation of new Treg populations from na€ıve effector
cells with distinct antigen specificity within the tissue context, a process termed
infectious tolerance (summarized in [25]).

In various in vitro as well as in vivo models T cell intrinsic unresponsiveness is
induced by specific stimulation protocols. In such systems, T cell clonal anergy is
defined as a state in which T cells are functionally inactive following an antigen
encounter, but remain viable for an extended period of time in this hypo-responsive
state [26]. Maintenance of T cells in the anergic state can be dependent on antigen
persistence and can be reversed by the addition of exogenous IL-2 depending on the
particular model [27–29].

The common paradigm of antigen-specific T cell activation proposes the require-
ment for at least two signals to induce effector responses: the antigen-specific signal
via the TCR recognizing its cognate peptide bound to anMHCmolecule (signal 1) and
a co-stimulatory signal (signal 2) primarily provided by activated professional antigen-
presenting cells. For the of priming of na€ıve T cells, CD28 co-stimulation by engage-
ment to B7 ligands on antigen-presenting cells has been identified as a key molecule
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involved in T cell co-stimulation [30,31]. This co-stimulatory signal enhances TCR
proximal signalling [32], survival by induction of pro-survival proteins such as
Bcl-xL [33,34], and cytokine production such as IL-2 [35] (Figure 5.1). Importantly,
CD28-mediated signalling leads to cytoskeleton rearrangements which are essential for
immune synapse formation and therefore proper activation [29,36–40]. Additionally,
CD8þ T cells may require cytokines (signal 3) to become fully activated and develop
effector functions. Signal 3 can be provided by IL-12 [41] or type I interferons [42].
The strength of signal 1, the peptide–MHC–TCR interaction, is further crucial
in determining the outcome of T cell activation. Whereas TCR stimulation in the
presence of co-stimulation requires a certain peptide/TCR affinity threshold to
produce proper T cell activation, TCR stimulation below this threshold with a

Figure 5.1 Schematic representation of TCR- and CD28-mediated signalling pathways. Productive
T cell stimulation by both the TCR and the co-stimulatory receptor CD28 leads to the activation of
proximal signalling pathways. Cbl-b functions as a negative regulator of T cell activation, interfering
with crucial mediators like PI3K, Vav1 and PKCu and which can be bypassed by CD28 co-stimulation.
Cbl-b itself is negatively regulated by CD28, whereas the inhibitory receptor CTLA-4 positively
regulates Cbl-b expression. The signalling cascades and interactions are simplified and do not contain
all molecules involved. For further details please see text. APC, antigen-presenting cell;
DAG, diacylglycerol; IP3, inositol 3-phosphate; LAT, linker for activation of T cell; MEKK, MAPK
kinase; SAPK, stress-activated protein kinase; WASP, Wiskott–Aldrich syndrome protein.
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low-ffinity ligand or strong TCR stimulation in the absence of co-stimulation has been
shown to result in anergy [43–45].

5.3 Molecular establishment of T cell anergy

Depending on the model of anergy induction multiple changes in TCR downstream
signalling have been reported, which can differ depending on the conditions [46].
Multiple alterations in TCR proximal signalling, such as defective p56Lck and Zap70
activation, preferential activation of p59fyn and Rap1 [47] and defects in Ras-mediated
extracellular-signal-regulated kinase (ERK) phosphorylation, result in the induction
of an unresponsive, anergic state [48–51]. The observation that anergic T cells display a
defect in IL-2 production led to the discovery that altered signalling in anergic T cells
results in reduced activator protein 1 (AP-1) binding. Consequently, reduced enzymic
activity of the AP-1-activating upstream mitogen-activated protein kinases (MAPKs)
c-Jun N-terminal kinase (JNK) and ERK, as well as defective activation of the GTPase
Ras in anergic T cells, have been reported [48–50]. Diacylglycerol kinases (DGKs) were
recently identified as an upstream negative regulator of Ras in T cell anergy [52,53].
dgk-a�/� as well as dgk-z�/�T cells show increasedRas activity and enhanced ERK and
JNK phosphorylation and dgk-a�/� mice display impaired angery induction in
response to superantigen in vivo [53,54]. Mechanistically, DGK-a inhibits membrane
translocation of the Ras guanine nucleotide-exchange factor RasGRP1 which results
in decreased Ras-GTP and reduced Ras activation [52]. Inhibition of AP-1 via negative
regulation of Ras might also be essential for maintenance of the anergic state, since
introduction of a constitutive active form of Ras into anergic T cells restores IL-2
production and antigen-induced proliferation [52]. On the other hand, there are
reports showing that anergy can be induced in T cells transfected with constitutively
active Ras [55,56].

IL-2 has been shown to be crucial for cell-cycle entry but also cell-cycle progression
from the G1 to the S phase has been determined as another checkpoint driving T cells
towards activation or anergy. Blockade of cell-cycle progression during anergy induc-
tion is achieved by downregulation of the cyclin-dependent kinase (CDK) inhibitor
p27kip1 leading to CDK-mediated phosphorylation of the transcription factors
Smad2, Smad3 and retinoblastoma (Rb) protein via the CD28 co-stimulatory pathway
and IL-2. It has been shown that p27kip1-deficient cells are resistant to tolerance
induction [57] and p27kip1 is upregulated in tolerant T cell clones [58]. Additionally
a recent in vivo study illustrates that T cells fail to downregulate the CDK inhibitor
p27kip1 under conditions of suboptimal activation such as in vivo blocking of CD28 and
CD40, resulting in a failure of Smad3 phosphorylation and induction of tolerance [59].

TCR-only stimulation in the absence of CD28–CD80/CD86 interactions triggers
calcium-activated signalling pathways via calmodulin/calcineurin but fails to fully
activate other pathways like theRas/MAPKpathway asmentioned above, or the protein
kinase C (PKC) and the inhibitor of nuclear factor kB (NF-kB) kinase (IKK) pathways.
Calcium-mediated signalling activation of nuclear factor of activated T cells (NFAT) in
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the absence of AP-1 proteins and possibly other transcriptional partners directs the
transactivation of a specific programme of genes encoding proteases, tyrosine phos-
phatases or transcriptional repressors to induce and maintain an anergic
state [1,10,60,61]. In this ionomycine-induced tolerance system, the E3 ligases Itch,
gene related to anergy in lymphocytes (GRAIL) and Cbl-b were identified as target
genes ofNFAT-regulated immunotolerance [1]. The E3 ligase Cbl-b has been described
as an important intracellular regulator setting the activation threshold of the antigen
receptor and as a negative regulator of CD28 co-stimulation [1,2,62–65].

5.4 Ubiquitin E3 ligases in T cell tolerance

Protein ubiquitylation is a conserved process in which the 76-amino-acid peptide
ubiquitin is transferred to target proteins thereby regulating protein stability, localiza-
tion and function. Ubiquitin modification of proteins is mediated by a protein cascade
consisting of three classes of enzyme, termedE1, E2 and E3. In the initial activating step,
the E1 enzyme forms a thiol ester bondwith the C-terminal glycine residue of ubiquitin
followed by ubiquitin transfer to the ubiquitin-conjugating (Ubc) E2 enzymes.
In a final step, the E3 ligase serves as a platform binding the E2–ubiquitin complex
as well as the substrate and catalyses the formation of an isopeptide bond between
ubiquitin and the e-amino group of a specific lysine residue on the substrate [66].
Depending on the context only one ubiquitin is transferred or a polyubiquitin chain is
attached to the target protein. Mono-ubiquitination or poly-ubiquitination via lysines
other then residue 48 have been shown to alter protein trafficking or function while
poly-ubiquitination via residue 48 tags substrate protein to the classical degradation
pathway via the 26S proteasome [67,68]. The specificity of the process is determined
by different E3 ligases interacting with their substrates. This explains why a high
number of E3 ligases in contrast to only one E1 enzyme and few ubiquitous E2 enzymes
have been found in the genome.

Two families of E3 ligase have been described according to their structure andmode
of action: theHECT (homologous to E6-associated protein carboxyl terminus) domain
containing E3 ligases and E3 ligases harbouring a RING (Really Interesting New Gene)
domainmotif [69]. A conserved active cysteine residue located in the C-terminus of the
HECT domain catalyses ubiquitin transfer to the substrate. For substrate binding
several members of the HECT-type E3 ligases contain an N-terminal Ca2þ -binding
PKC-related C2 domain followed by multiple WW domains. The RING finger
motif containing E3 ligases can be further subdivided into single protein E3 and
multi-subunit E3 ligases. The RING finger-type E3 ligases promote the transfer of
ubiquitin from E2 enzyme to the specific target protein, but do not bind ubiquitin
directly [69].

Members of both E3 ligases families, theHECT (Itch andNEDD4) andRING (Cbl-b
and GRAIL) types, have been implicated in peripheral T cell tolerance [1,2,62,63,70–
72]. TheHECT-type E3 ligase Itch is upregulated upon anergizing stimuli and localizes
predominantly to endocytic vesicles [1,73–75]. Initial genetic inactivation of Itch in
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mice resulted in the development of a characteristic severe autoimmune dermatitis-
type disorder accompanied by constant scratching of the skin [72,76]. Functional
analysis of itch�/� T cells revealed that they are biased toward T helper (Th2) type
differentiation and they display an activated phenotype and enhanced prolifera-
tion [72]. In addition, production of the Th2 cytokines IL-4 and IL-5 was augmented
in itch�/�T cells uponTCR stimulation alone [72]. Further evidence of Itch controlling
Th2 immune responses was established in an airway inflammation model, where
systemic injection of high dose of soluble antigen failed to induce tolerance in Itch-
deficient mice [77]. In this model Itch has recently been implicated in negatively
controlling NF-kB activation by interacting with the ubiquitin-editing enzyme A20.
Proper A20 activity requires IKK activation of A20 and a complex consisting of
TAXBP1/Itch and A20 [78]. The RING-type ubiquitin E3 ligase GRAIL is a type I
transmembrane protein which localizes to the endocytic pathway. In response to
antigen stimulation without co-stimulation GRAIL mRNA was reported to be upre-
gulated and TCR activation of GRAIL-transfected T cell hybridomas resulted in
decreased IL-2 production [71]. Retroviral transduction of hematopoietic stem cells
with a dominant negative form of GRAIL and subsequent reconstitution of syngenic
hosts with these cells revealed that anergy induction was blocked in na€ıve CD4þ T cells
in an in vivo tolerance model while over-expression of GRAIL using the same system
rendered na€ıve CD4þ T cells anergic [79]. Finally, evidence frommultiple laboratories
has implicated Cbl-b as a key gene involved in the induction of T cell anergy in vitro and
in vivo [1,2,62,80–82].

5.5 Molecular function and regulation of Cbl-b

Cbl-b is a member of the highly conserved family of Cbl proteins. The nomenclature
derives from the discovery of themurine Cas NS-1 retroviral oncoprotein v-Cbl, which
promotes B-lineage lymphoma development in mice; v-Cbl encodes a dominant
mutant antagonizing the function of its cellular homologue c-Cbl [83,84]. Structural
analysis revealed that Cbl-family proteins function as E3 ubiquitin ligases and
molecular adaptors (Figure 5.2). The mammalian family consists of three functional
cbl genes: c-cbl, cbl-b and cbl-3 (also called cbl-c) [83,85–87]. Expression profiling
revealed that c-Cbl and Cbl-b are expressed in a wide range of tissues while Cbl-3
expression appears to be restricted to epithelia [84–89].

In lymphocytes, both c-Cbl and Cbl-b can control antigen-receptor signalling by
ubiquitination of activated receptors, receptor-associated tyrosine kinases, as well as
downstream signalling molecules to fine tune antigen-receptor signalling and immune
responses [90]. c-Cbl and Cbl-b have a common domain structure and are reported to
have multiple overlapping targets; however, their display differences in the level and
positions of phosphorylated residues, which may explain their different functions.
Whereas c-Cbl is highly phosphorylated upon TCR stimulation, which is a functional
requirement for its interaction with Vav1 or CrkL, antigen-receptor-induced tyrosine
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phosphorylation of Cbl-b is negligible [91]. Differential phosphorylation of c-Cbl
and Cbl-b also directs interactions towards the same target; for instance, the
phosphoinositide-3-kinase (PI3K) subunit p85 [92–95]. Although multiple binding
partners have been reported for c-Cbl, the genetic data in vivo suggest that c-Cbl might
primarily function in TCR downmodulation and the regulation of Zap70 in thymo-
cytes [96]. Further, c-Cbl and Cbl-b display distinct expression patterns in T cell
subtypes. Whereas c-Cbl expression is high in thymocytes compared to Cbl-b, the
highest levels of Cbl-b expression can be found in peripheral T cells, suggesting a
prominent role of c-Cbl in thymocytes, while Cbl-bmay function as amain regulator in
peripheral lymphocytes [90]. However, this of course does not exclude a potential
cooperative or compensatory function of c-Cbl and Cbl-b in immune cells or other
tissues. For instance, both Cbl proteins in concert appear to control thymocyte
maturation at the pre-TCR stage. Therefore c-cbl and cbl-b double deficiency results
in establishment of a distinct and MHC-independent CD4þ and CD8þ T cell
repertoire [90,97].

A key target of Cbl-b is the p85 subunit of PI3K. Ubiquitylation of p85 by Cbl-b in
Jurkat cells does not result in p85 degradationbut influences the subcellular localization
and interferes with the association of p85 with the cytoplasmic regions of CD28 and
TCRz [93]. Another important target for Cbl-b in T cells that has also been studied
extensively in multiple genetic models is Vav1. Again, Cbl-b does not seem to target
Vav1 for degradation, but Cbl-b controls Vav1 phosphorylation downstream of TCR
signalling and CD28 co-stimulation [98]. Importantly, antigen-receptor engagement
alone is sufficient to activate Vav1 and subsequently immune-synapse formation in
cbl-b�/� T cells, whereas in wild-type T cells TCR plus CD28 co-stimulation are
required for Vav1 activation [98]. Cbl-b has further been shown to negatively regulate

Figure 5.2 The domain structure of the Cbl family proteins of ubiquitin E3 ligases. Domain
architecture of the three mammalian Cbl isoforms (c-Cbl, Cbl-b, Cbl-3) with amino acid numbers
of human Cbl proteins are shown. The N-terminal tyrosine-kinase-binding (TKB) region consists of a
four-helix bundle, an EF hand and an SH2 domain, and is required for target binding. This domain is
connected via a linker to the RING finger (except v-Cbl, which is missing the RING finger), which
confers E3 ligase activity by binding the E2 enzyme. In the C-terminal region proline-rich stretches
(PR), multiple serine (S) and tyrosine (Y) phosporylation sites for protein–protein interaction, and a
leucine zipper (LZ) are indicated. The LZ domain is also referred to as a ubiquitin-association domain
(UBA) required to form homo- or heterodimers.
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CrkL-/C3G-mediated clustering of adhesion receptors and cbl-b-deficient T cell lines
display enhanced formation of the CrkL–C3G complex as well as Rap1-induced LFA1
clustering [99]. Loss ofCbl-b in anergic T cells has been shown to alter ubiquitination of
phospholipase C (PLC) g1, resulting in changed calcium signalling [2], suggesting
that PLCg1 might represent another key target for Cbl-b in T cells. Further, Cbl-b
constitutively binds Grb2 and Zap70; however, the in vivo relevance of these inter-
actions are not yet known [99]. A recent study suggests a potential negative role ofCbl-b
in NF-kB activation upon Toll-like receptor (TLR)-4 stimulation. Cbl-b appears to
interact directly with TLR-4 and regulate its expression as well as association with the
important signalling adaptor Myd88 in response to lipopolysaccharide (LPS) stimula-
tion. Interestingly, this function requires a functional RING domain and does not lead
to proteasomal degradation of TLR-4 [100].

Since Cbl-b targets central mediators of TCR-mediated signalling and genetically is
a critical regulator of T cell activation and anergy induction, its expression and function
have to be tightly regulated. Cbl-b expression and degradation have been shown to be
regulated by the central co-stimulatory surface receptor CD28 and the inhibitory
receptor cytotoxic T lymphocyte antigen 4 (CTLA-4). Asmentioned above stimulation
via CD28 is essential for na€ıve T cell priming, inducing activation, proliferation,
survival and cytokine production and thereby preventing T cell anergy [30,101,102].
However, this second co-stimulatory trigger appears to be less relevant for the re-
activation of effector andmemoryT cells. CTLA-4 expression is transiently unregulated
upon activation of na€ıve T cells. In contrast Tregs and anergic T cells constitutively
express CTLA-4 on the cell surface [103–105]. CTLA-4 is believed to mediate its
inhibitory effect via binding to CD28 ligands, therefore out-competing binding of
CD28 and preventing or terminating CD28 co-stimulation. In addition, CTLA-4 has
been reported to exhibit additional, CD28-independent, inhibitory effects on IL-2
production and proliferation [106] and CTLA-4might be required for the induction of
a ‘deep’ anergic state, which cannot be reversed by exogenous IL-2 [107–113].

Interestingly both CD28 and CTLA-4 receptors differentially regulate Cbl-b. While
CD28 engagement to B7 ligands has been shown to induce Cbl-b ubiquitination and
Cbl-b degradation [114–116], CTLA-4 engagement leads to upregulation of Cbl-b
accompanied by suppression of T cell proliferation. A recent study underlines the
relevance of Cbl-b regulation by showing that in the absence of Cbl-b CD28 engage-
ment does not enhance T cell activation and nor does CTLA-4 engagement block
proliferation [116]. However, one has to keep in mind that Cbl-b deficiency cannot
fully rescue the lack of CD28 [62–64], suggesting that CD28must act in other pathways
independent of Cbl-b. Nonetheless, taking into account the importance of CD28 and
CTLA-4, regulation of Cbl-b expression appears to be one key pathway by which these
receptors control T cell activation.

In the ionomycin-induced tolerance model Ca2þ -mediated signalling results
in NFAT activation without concomitant AP-1 or NF-kB activation, which results
in cell-cycle arrest and initiates a suppressive transcriptional programme [10,60,61],
including upregulation of Cbl-b expression as well as other E3 ligases involved in
tolerance induction [1]. Under these tolerogenic conditions Cbl-b expression appears
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to be mediated by the zinc-finger transcription factors Egr-2 and Egr-3 (early growth
response) [82]. Recently it has been reported that the essential Treg transcription factor
FoxP3 regulates Cbl-b expression via Egrs to establish anergy or conversion of effector
T cells [80]. Another study observed the failure of Treg induction and failure of FoxP3
upregulation of cbl-b�/� T cells in response to TGF-b stimulation in vitro, suggesting
that Cbl-b as a negative regulator of Smad2 phosphorylation [81]. Therefore the exact
molecular interplay between FoxP3 and Cbl-b and mechanisms of TGF-b-mediated
Cbl-b regulation need to be further established and might depend on the experimental
system. Interestingly, Itch and GRAIL have also been shown to be upregulated by
FoxP3 [80].

Recently b-catenin has been linked to anergy induction and Cbl-b and other E3
ligases. Stable expression of a b-catenin construct in na€ıve CD4þCD25� cells resulted
in an anergic T cell phenotype accompanied by upregulation of Cbl-b as well as GRAIL
and Itch [117]. Besides transcriptional regulation, Cbl-b expression is also controlled
by post-translational modification like ubiquitination. Cbl-b has been reported to
undergo auto-ubiquitination-mediated degradation upon TCR and CD28 co-stimu-
lation [114]. Further, Cbl-b can interact and be a target of the HECT family E3
ubiquitin ligases Itch and NEDD4 [118].

5.6 Physiological relevance of Cbl-b

Genetic proof of the in vivo functionofCbl-b andof theotherCbl familymembers comes
from gene-targeting experiments in mice. Cbl-knockout mice are all viable and display
no overt defects in development [62,63,89,96,97]. However c-cbl�/� and cbl-b�/�

double deficiencies are embryonically lethal in mice before mid-gestation [90],
suggesting molecular cooperation of c-Cbl and Cbl-b proteins in development.
Whereas the in vivo function of Cbl-3 remains elusive [89] the important role of
c-cbl and cbl-b in the immune system was demonstrated in c-cbl- and cbl-b-deficient
mice [62,63,96,97].

Loss of c-cbl has been shown to affect thymocyte maturation primarily, resulting in
elevated thymocyte numbers, elevated expression levels of CD3, TCR, CD4, CD5 and
CD69, delayed activation-induced TCR downmodulation and Zap70 and MAPK
hyperactivation following antigen-receptor stimulation, whereas activation of PI3K
and PLCg1 activation were paradoxically reduced [119]. Positive selection for mature
CD4þ cells was enhanced, while positive selection of CD8þ lineage T cells was
unchanged and c-cbl�/� mice exhibited increased splenic weight as well as impaired
TCR stimulation in peripheral tissue [96,119].

Genetic experiments performed in our laboratory and others have demonstrated
that Cbl-b plays a major role as a negative regulator of peripheral lymphocyte
activation. Cbl-b�/� mice do not display apparent alterations in thymic selection as
compared with c-cbl-deficient mice as assessed by T cell development in a polyclonal
system as well as TCR transgenic models [62,63]. Instead, peripheral T cells lacking
Cbl-b are hyper-responsive to TCR stimulation and loss of Cbl-b results in increased
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T cell proliferation and IL-2 production even in the absence of CD28 co-stimulation.
This shows that Cbl-b can uncouple T cell activation from the requirement for CD28
co-stimulation [62,63]. Indeed, Cbl-b deficiency has been shown to rescue some of the
functional defects observed in cd28�/� T cells [64,120]; antigen receptor stimulation
alone appears to be sufficient to induce strong Vav1 activation and receptor clustering,
providing amolecular explanation of howCbl-b controls antigen-receptor stimulation
and autoimmunity. Further genetic deletion of cbl-b and vav1 confirmed that Cbl-b
regulates calcium flux and IL-2 production through Vav1 [65]. As a rational conse-
quence of T cell hyper-responsivness cbl-b�/� mice display enhanced sensitivity to
spontaneous and peptide-induced autoimmunity. Cbl-b has further been implicated in
the regulation of activation-induced cell death in CD4þ T cells: whereas wild-type Th1
cells undergo apoptosis in response to CD3 stimulation in the absence of CD28 co-
stimulation, cbl-b�/� Th1 cells appear to be resistant to activation-induced cell
death [121].

Recently, the functional consequence of a combined loss of c-Cbl and Cbl-b in
thymic development as well as in the periphery has been addressed using c-cbl
conditional floxed alleles together with a Cre deleter line specific for the lymphocyte
lineage crossed into a cbl-b mutant background [90,97]. In the thymus, double-
deficient mice displayed reduced numbers of double-positive thymocytes, possibly as
a result of enhanced negative selection of both CD4þ and CD8þ T cell lineage cells.
Surprisingly, simultaneous ablation of c-Cbl and Cbl-b in thymocytes led to the
development of mature CD4þ and CD8þ T cells even in the absence of MHC class I
or II expression. Pre-TCR failed to be downregulated in CD4þCD8þ thymocytes
of c-cbl�/�cbl-b�/� double-deficient mice and the resulting continuous pre-TCR
stimulation might explain enhanced NF-kB activation independent of MHC [97].
In the periphery, these c-cbl�/�cbl-b�/� double-deficient mice develop severe
autoimmune organ infiltration, splenomegaly and autoantibodies, and die between
12 and 16 weeks of age [90]. T cells display an effector-memory phenotype and
show even higher proliferation compared to cbl-b single-deficient cells in response to
anti-CD3 stimulation. However, further biochemical as well as in vivo experiments
are required to dissect the cross-talk of these two Cbl proteins with each other and
with other pathways operational in development, differentiation and activation of
T cells.

5.7 The role of Cbl-b in T cell tolerance

A key finding was that genetic ablation of cbl-b resulted in high susceptibility to
spontaneous and induced experimental autoimmune diseases [2,62,63,122]. cbl-b
deficiency in vivo results in the development of spontaneous autoimmune organ
infiltration starting between 3 and 6 months of age [62]. In an independently
derived cbl-b�/� mouse strain, immunization with myelin basic protein triggered
dramatically increased experimental autoimmune encephalomyelitis [63]. We could
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further establish that cbl-b�/� mice develop collagen-induced arthritis even in the
absence of microbacterial adjuvant stimulation [2]. The ultimate evidence for the
essential role of Cbl-b in peripheral T cell tolerance comes from in vivo antigen-specific
tolerance experiments. Intriguingly, whereas repeated exposure of P14 TCR transgenic
mice to the cognate p33 antigen resulted in the induction of T cell anergy, repeated
challenge of P14 TCR transgenic cbl-b�/� mice led to massive activation of CD8þ T
cells and in many cases death of the mice due to a T cell hyperactivation and cytokine
storm [2]. Moreover, tolerance induction was impaired in CD4þ cbl-b�/� T cells
expressing the ovalbumin-reactive TCR in a transfer model system. Finally, repeated
injections of the superantigen staphylococcal enterotoxin B (SEB) also did not result in
tolerance induction; instead, cbl-b�/� mice displayed elevated cytokine levels in the
plasma. Thus, the presence of Cbl-b can determine the fate of mice to survive or die in
response to repeated antigen exposure.

In a model for virally induced autoimmune diabetes, the transgenic P14/Rip-gp
model, an additional role of Cbl-b in establishing the activation threshold became
apparent. While lymphocytic choriomeningitis virus (LCMV) infection results in
development of diabetes in P14 transgenic mice the low agonistic peptide variant
LCMV-LF6 triggers diabetes only in less than 50% of the infected mice. However,
infection of P14 TCR transgenic cbl-b�/� mice with LCMV-LF6 led to diabetes
development in all mice with rapid disease progression, enhanced T cell proliferation
and increased cytotoxic T lymphocyte (CTL) effector function [122]. Thus, Cbl-b was
the first E3 ligase ever found that was directly linked to T cell activation and T cell
tolerance in vivo. In addition to impaired tolerance induction in vivo, cbl-b-deficient
T cells have shown resistance to anergy induction in response to ionomycin,
TCR stimulation in the absence of CD28 co-stimulation or exposure to TGF-
b [1,81]. Cbl-b has recently been described to enhance inflammation and morbidity
in an LPS-induced model of acute lung injury by increased sepsis-induced release of
cytokines. This effect appears to depend on Cbl-b regulating TLR-4-mediated NF-kB
activation [100].

In addition to intrinsic control of T cell anergy, Cbl-b appears to have a role in Treg-
mediated suppression. Natural CD25þCD4þ Tregs occur at comparable numbers in
cbl-b-deficient mice and do not show obvious impairment in their development or
function in vitro [81,123]. However, cbl-b�/� CD4þ [81] as well as cbl-b�/�

CD8þ [123] T cells show reduced sensitivity to Treg-mediated suppression in classical
in vitro suppression assays. However, when Tregs are co-cultured with CD4þ or
CD8þ cbl-b�/� effector cells at high Treg/T effector cell ratios, suppression can
be observed although it is reduced compared to wild-type effector cells [81,124].
Moreover, cbl-b-deficient T cells fail to upregulate FoxP3 in vitro in response to antigen
stimulation in the presence of TGF-b and are therefore resistant to Treg conver-
sion [124]. Furthermore, cbl-b-deficient effector CD4þ T cells have been shown to be
resistant to TGF-b-mediated suppression [81,124]. However cbl-b deficiency does
not phenocopy Treg-deficient or TGF-b-deficient mice and therefore Cbl-b
functions can certainly not be explained only by resistance to Treg suppression.
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Interestingly Itch-deficient T cells also display resistance to Treg suppression in vitro
and fail to upregulate FoxP3 in the TGF-b conversion model [77].

5.8 Deregulation of Cbl-b in disease

A role of Cbl-b has not only been described in mouse models, but Cbl-b has also been
found to be dysregulated in autoimmunity in other species. For instance, Cbl-b has
been found to be truncated and is therefore amajor susceptibility gene for spontaneous
type 1 diabetes development in the Komeda diabetes-prone (KDP) rat. Intriguingly,
complementation of the Cbl-b mutation in transgenic rescue experiments with
wild-type cbl-b suppressed the development of type 1 diabetes in a gene-dosage-
dependent manner, confirming that Cbl-b is a key type 1 diabetes susceptibility gene in
rodents [125,126].

Due to the high conservation among species, attempts have beenmade to also screen
for alterations in Cbl-b in human diabetes. A recent human study [127] linked type 1
diabetes with an exon-12 polymorphism encoding the proline-rich domain of Cbl-b.
A genetic interaction between this Cbl-b single nucleotide polymorphism (SNP),
the CTLA-4 SNP C60 and susceptibility to type 1 diabetes was further suggested.
Interestingly, the same study identified a splice variant of Cbl-b lacking exon 16 in
peripheral blood mononuclear cells which was specifically upregulated following
cytokine stimulation. However, expression of this Cbl-b isoform did not correlate
with susceptibility to diabetes [127].

Cbl-b has been further found to be upregulated during chronic infections in
humans. For instance, it has been reported that Cbl-b is upregulated in peripheral
bloodmononuclear cells fromHIVpatients [128].Whether Cbl-b directly accounts for
defective proximal signalling and impaired ERK activation leading to unresponsiveness
of HIV-infected CD4þ and CD8þ T cells needs to be determined. Cbl-b has also been
found to be upregulated in patients with chronic helminth infections or lymphatic
filariasis. Increased Cbl-b levels through CTLA-4 upregulation and TGF-b stimulation
could possibly explain T cell hyporesponsiveness in helminth infections [129] or filaria-
induced immune suppression [130]. A recent publication reported a novel role of Cbl-b
in pathogen elimination. Cbl-b appears to target the key virulence determinant
Exotoxin T (ExoT) of Pseudomonas aeroginosa for degradation, thereby protecting
against dissemination of this bacterium [131]. This opportunistic human pathogen
is a leading cause of nosocomial infections.

5.9 Therapeutic potential of Cbl-b in tumour immunity

Genetic inactivation of Cbl-b has a dramatic impact on T cell activation and results in
impaired T cell anergy. Therefore, reduction of Cbl-b expression or inhibition of its
function might allow us to interfere with a T cell-unresponsive state as seen in HIV or
cancer patients. Our group [123] and others [132] recently explored the role of Cbl-b in
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immune-mediated tumour rejection. Intriguingly, cbl-b-deficient mice displayed
spontaneous tumour rejection in various tumour models of solid as well as haema-
topoietic cancer [123,132]. Using the TC-1 cancer model, a model based on cancer
development by subcutaneous injection of the human papilloma virus (HPV)- and
cHras-transformed C57BL/6 lung fibroblast cell line TC-1, CD8þ T cells have been
identified as critical players in the rejection process, but notCD4þ T cells [123]. Chiang
and colleagues showed, with a different cbl-b-deficient mouse strain [132], that these
mice also reject highly immunogenic EG7 cells, an EL-4-derived cell line expressing
ovalbumin as an model antigen, or even EL-4 cells not expressing the antigen and
considered of low immunogenicity.

Importantly, these findings could also be recapitulated in a spontaneous tumour
model. cbl-b�/� mice developed dramatically reduced skin tumours in an ultraviolet
B-induced spontaneous skin cancer model compared to the wild-type cohort.
In addition, tumours developed in cbl-b�/� mice were reduced in their size after
initial progressive growth. However, depletion of CD8þ cells in ultraviolet B-treated
tumour-free cbl-b�/� mice results in rapid and progressive tumour outgrowth [123].
In a different spontaneous tumour model using ataxia telangiectasia mutated (ATM)-
deficientmice, which spontaneously develop T cell lymphomas, Cbl-b deficiency could
also reduce morbidity in those mice [132].

The relevance of CD8þ CTLs and their therapeutic potential was subsequently
tested in a therapeutic transfer system. Rag-2�/�mice, which lack T cells, were injected
with TC-1 tumour cells followed by a transfer of na€ıve CD8þ cells. Whereas transfer of
na€ıve cbl-b�/�CD8þ T cells was sufficient to dramatically reduce tumour growth,mice
injected with wild-type CD8þ T cells displayed progressive tumour growth [123].
Additionally, adoptive transfer of CD8þ T cells into mice bearing EG7-induced
tumours reduced tumour burden. Again, CD8þ T cells were identified by depletion,
genetic deletion and experimental transfer as the essential mediators of tumour
rejection in cbl-b�/� mice.

Mechanistically, deletion of cbl-b might affect anti-cancer immunity at several
levels. For efficient control of tumour growth it is important that the immune system
becomes alert to the growing tumour at early stages. We found that cbl-b-deficient
CD8þ T cells infiltrate the tumour earlier and are more abundant in the tumour
tissue. Further analysis of the tumour-draining lymph nodes revealed elevated
numbers of tumour-specific CD8 cells displaying effector functions as determined
by interferon-g production. While Treg function appears normal in cbl-b�/� mice,
CD8þ effector cells show partial resistance to Treg-mediated suppression. We could
also observe efficient tumour rejection upon rechallenge of cbl-b-deficientmice with a
100-times lethal dose of TC-1 cells 1 year after first challenge, suggesting efficient and
long-lasting tumour memory in cbl-b�/� mice [123]. However, the detailed mecha-
nism of tumour-specific activation and killing in cbl-b deficiency still has to be
determined experimentally. Nevertheless, this suggests that inactivation of a single
central negative regulator Cbl-b, is sufficient to convey spontaneous tumour rejection
and protection by CTLs in different tumour models. Therefore Cbl-b is a new, very
promising target for cancer immunotherapy.
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5.10 Implications for autoimmune disease

The proper balance of T cell activation with T cell tolerance is crucial for protective
immunity while preventing autoimmunity. A key molecule in this process is the E3
ligase Cbl-b. Cbl-b has been shown to control the threshold of TCR activation and
CD28 co-stimulation by interfering with a number of essential signalling molecules
upon antigen-specific stimulation. Genetic inactivation of this negative player has a
dramatic impact on T cell activation and proliferation capacities, and results in
increased autoimmunity and impaired T cell anergy. In addition, Cbl-b appears to
be involved in Treg conversion and Treg suppression of effector T cells. Genetic
ablation of cbl-b resulted in high susceptibility to spontaneous and induced experi-
mental autoimmune diseases [2,62,63,122]. Inmice, but also in rats, truncation in cbl-b
has been found to be a major susceptibility gene for spontaneous type 1 diabetes
development [125,126]. More recently a human study also linked an SNP in the cbl-b
gene to human diabetes susceptibility [127]; however, other earlier studies in human
diabetes [133] as well as Gave�s disease could not link polymorphisms in the cbl-b gene
with disease susceptibility [134]. Therefore the role of Cbl-b in susceptibility to
autoimmune disease requires further analysis. However, since high levels of Cbl-b
can prevent autoimmunity in diabetic rats, restoring or enhancing Cbl-b expression/
function might be a useful tool in preventing autoimmunity or in inducing specific
tolerance in organ transplantation. On the other hand, reduction or inhibition of Cbl-b
might allow us to interfere with a T cell-unresponsive state, as seen in HIV infection or
cancer. Indeed, initial studies now focus on Cbl-b as a promising new target for tumour
immunotherapy. In conclusion, Cbl-b modulation might be a fascinating novel
modality with which to control immunity in vaccination, cancer biology, chronic
infections or autoimmunity such as type 1 diabetes.
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Abstract

The E3 ubiquitin ligase Cbl-b, a member of the the family of the Cbl (Casitas B-lineage
lymphoma) proteins, has been established as an important negative regulator of
lymphocyte signalling. Genetic inactivation of Cbl-b revealed it to be a key autoim-
munity gene. Cbl-b functions as a gatekeeper in T cell activation that controls activation
thresholds and the requirement for co-stimulation. Importantly, Cbl-b deletion
uncouples T cell activation from the requirement of CD28 co-stimulation, impairs
anergy induction and reduces the sensitivity to regulatory T cell suppression.
In consequence, Cbl-b-deficient animals display enhanced T cell proliferation and
enhanced susceptibility to autoimmune diseases in various models in vitro and in vivo.

Keywords:Cbl-b; T cell; tolerance; autoimmunity; TCR signalling; co-stimulation
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6.1 Introduction

Indoleamine 2,3-dioxygenase (IDO) is a haem-containing enzyme that catalyses the
oxidative cleavage of the indole ring in L-tryptophan (L-Trp), regulating this amino acid
catabolism at the initial, rate-limiting level in a specific pathway. L-Trp, the least
abundant of the essential amino acids, is utilized for protein synthesis and as a
precursor of the neurotransmitter serotonin, yet the majority of the dietary intake
is degraded along the so-called kynurenine pathway (named after the first metabolite,
L-kynurenine), eventually leading to the biosynthesis of NADþ . However, the same
metabolic pathway, with initial formation of L-kynurenine, can be activated by two
distinct, poorly homologous (�12%) enzymes: IDO and tryptophan 2,3-dioxygenase
(TDO).

TDO is a constitutive enzyme restricted to the liver, whereas IDO is an inducible,
intracellular enzyme widely expressed in several organs, and in particular in the lung,
small and large intestine, spleen, kidney, stomach, brain and placenta. Remarkable
expression of IDO is found in myeloid lineage cells (dendritic cells (DCs), monocytes,
macrophages, eosinophils), epithelial cells, fibroblasts, vascular smooth muscle and
endothelial cells, and in certain tumours as well. The two enzymes differ in substrate
specificity. TDO is highly specific for the L-isomer of Trp, whereas IDO is capable of
oxidizing a broad range of substrates, including not only L-Trp, but also D-Trp,
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tryptamine and serotonin [1,2]. Very recently, a thirdmurine and human enzyme with
similar tryptophan-degrading potential has been found, indoleamine 2,3-dioxygenase-
like protein 1 (INDOL1). The highest expression of INDOL1 is in the kidney (with
prominent localization in tubular cells), followed by the epididymis, liver and
spermatozoa. Preliminary evidence suggests that INDOL1 has the same activity as
IDO, but it is still unclear whether the former possesses additional functions [3].

IDO is encoded by a gene located on chromosome 8, both in humans (INDO) and
mice (Indo) [4]; in the two species, 57% identity in the primary sequence is observed
for this gene [5]. Induced at the transcriptional level by inflammatory stimuli
(most notably interferon-g , IFN-g), the mature form of IDO is a monomeric
haem-containing protein of approximately 45 kDa, folded in two distinct a-helical
domains, with the haem prosthetic group positioned between those two domains [6].
IDO can be expressed in a cell with no functional activity, and several putative
mechanisms control its activation, including post-translational modifications, alter-
native splicing and the presence of co-factors (i.e. a haem group and reactive
oxygen species).

IDO functional activity is lost in the presence of competitive inhibitors, such as
1-methyl-tryptophan, which binds the active site of the enzyme with high affinity
and results in long-lasting impairment of enzyme activity. The catalytic function of
IDO requires a functional haem group. When purified in an inactive state in its ferric
form (Fe3þ ), IDO activation requires the reduction of the ferric to ferrous iron, which
enables binding of L-Trp andO2 to the enzyme active site and the subsequent oxidation
of the amino acid pyrrole ring to N-formyl-kynurenine (which, in turn, deformylates
to L-kynurenine). The intracellular co-factors required for IDO haem-iron reduction
are incompletely understood. Putative candidates include superoxide anion, dihydro-
flavinmononucleotide, tetrahydrobiopterin and cytochrome reductases [2,7]. Because
IDO consumes superoxide for the reduction of the inactive ferric to the active ferrous
form, the enzyme might work as an antioxidant [8]. In this regard, clearance of radical
species by IDO and impaired conversion of tryptophan to serotonin (with vasoactive
properties) could represent protective mechanisms in inflammatory states [9]. How-
ever, because in the intracellular environment the haem ferrous form is easily oxidized
to the ferric form again, thus releasing superoxide anion, the antioxidant activity
of IDO is still a matter of debate [2]. However, in the course of an inflammatory
response – when superoxide anion is liberated – superoxide does serve as an activating
agent, in that it controls the shift between the inactive and active forms of the
enzyme [10].

6.2 L-Trp degradation along the kynurenine pathway
and immune functions of IDO

IDO-mediated degradation of tryptophan initiates an enzymic pathway, resulting
in the production of various immunoregulatory and neuroactive metabolites [4,7,9].
The first step in this pathway (Figure 6.1) consists of the conversion of L-Trp to
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N-formyl-kynurenine, furtherdegradedtoL-kynureninebyformamidase. L-Kynurenine
subsequently serves as a substrate for a distinct set of enzymes. Kynureninase gives
rise to anthranilic acid, kynurenine monooxygenase yields 3-hydroxy-kynurenine
and kynurenine aminotransferases produce kynurenic acid by the irreversible trans-
amination of L-kynurenine. 3-Hydroxykynurenine is converted to 3-hydroxyan-
thranilic acid by kynureninase. 3-Hydroxyanthranilic acid oxygenase catalyses the

Figure 6.1 The enzymic pathway of tryptophan catabolism. IDO catalyses tryptophan transforma-
tion into L-kynurenine at the initial, rate-limiting step of an enzymic cascade, named the kynurenine
pathway after its first metabolite. Several downstream enzymes participate in the subsequent
production of tryptophan catabolites, which possess biological activity and are collectively called
kynurenines.
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conversion of 3-hydroxyanthranilic acid to 2-amino-3-carboxymuconic acid semi-
aldehyde, which either rearranges non-enzymically to form quinolinic acid or serves as
a substrate for 2-amino-3-carboxymuconic acid semialdehyde decarboxylase, leading
to the production of picolinic acid. Quinolinic acid phosphoribosyltransferase cataly-
ses the conversion of quinolinic acid to nicotinic acid mononucleotide, further
degraded to NADþ . The activation of this pathway, controlled by IDO at the initial
level, leads to L-Trp depletion in local tissue microenvironments and promotes
formation of bioactive metabolites (collectively called kynurenines). Both events,
which depend on IDO, play a crucial role in host innate immune defence and in the
control of adaptive immunity.

Host defence

The finding that IDO is expressed in the lung during either bacterial endotoxic shock or
influenza viral infection [11] suggested that IDO plays a role in the defence against
various types of microbial infection. IDO has been shown to inhibit the in vitro
replication of a wide range of intra- and extracellular organisms, from protozoa to
viruses (i.e. cytomegalovirus and herpes simplex virus), via L-Trp deprivation [12].
Although most microorganisms can synthesize their own tryptophan, some depend
on an exogenous source of the amino acid (auxotrophs), and are sensitive to the activity
of IDO. Chlamydia pneumoniae, Toxoplasma gondii, group B Streptococci and
Mycobacteria are examples of auxotrophic microorganisms amenable to IDO-
mediated tryptophan starvation, in which pathogen or viral replication is restored
by externally added tryptophan.

This confirms that specific IDO effects are related to its ability to deplete this
essential amino acid [13–17]. Additional evidence supporting the anti-microbial role of
IDO comes from an increased expression of the enzyme in vivo in response to infectious
agents. Nevertheless, the putative anti-microbial role of IDO has become increasingly
difficult to reconcile with – or separate from – its emerging role as a major negative
regulator of innate and adaptive immune responses.

Immune tolerance

A major feature of the immune system is the ability to discriminate between self and
non-self and to activate either tolerogenic or immunogenic programs,whosemolecular
mechanisms are complex and incompletely understood. Among cells of the immune
system, DCs are key regulators of immune outcomes, capable of promoting or
suppressing T cell responses depending on environmental factors [18]. As proven by
numerous pieces of evidence fromdifferent settings, onemajor suppressivemechanism
mediated by IDO is the expression of a tolerogenic potential in particular subsets of
DCs, either possessing the functionally active enzyme or amenable to IDO induction
by appropriate stimuli (as is the case for plasmacytoid DCs).
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A critical role for IDO in the maintenance of tolerance was originally demonstrated
by Munn et al. in 1998 [19]. Studying allogeneic fetus rejection in pregnant mice,
they proposed that IDO-dependent tryptophan depletion limits local availability of the
amino acid to proliferating T cells and thus prevents rejection of the fetus. This
study outlined the importance of IDO in fetal/maternal tolerance and suggested L-Trp
deprivation as the principal IDO-dependent mechanism of T cell inhibition [20–22].
However, growing evidence points to a multiplicity of IDO effects and to a synergistic
activity of local tryptophan depletion and the production of several immunomodula-
tory kynurenines. This accounts for an overall complex immunosuppressive effect,
with different major components in different settings, each component targeting
a specific T cell or non-T cell subset [4,23].

IDO and the downstream enzymes in the kynurenine pathway produce a pool of
tolerogenic tryptophan metabolites. Recent studies have shown that cell proliferation,
activation and/or survival can be directly suppressed by several kynurenines, such as
L-kynurenine, 3-hydroxykynurenine, 3-hydroxyanthranilic acid, and quinolinic and
picolinic acids [24–31]. In particular, these molecules appear to specifically inhibit the
proliferation of activated T cells, of both CD4þ and CD8þ subsets, rendering them
unresponsive to further stimulation. The same molecules are yet ineffective on resting
T cells [25–27,29].

Induction of cell death [25,28,30] and cell-cycle arrest [26,27] have been proposed to
contribute to overall T cell suppression. T helper (Th) 1-polarized cells appear to be
more susceptible than Th2 cells to kynurenine-mediated apoptosis in vitro, although
Th2 cells are specifically targeted by IDO for inhibition of self-expansion and activa-
tion [32,33]. The tolerogenic role of tryptophan metabolites as a whole is further
supported by evidence that even in the absence of functional IDO and with no
tryptophan depletion, the downstream enzymes in the kynurenine pathway mediate
induction of T cell death and tolerogenesis in the presence of externally added
kynurenine-type substrates [30].

Activation of the cell response to stress

Another mechanism contributing to the tolerogenic effect of tryptophan catabolism
is activation of the cell response to amino acid deficiency. In the microenvironment of
DCs expressing functional IDO, and as a result of its activity, a reduction in tryptophan
concentration occurs, which causes accumulation of uncharged tRNA in neighbouring
T cells. Such increased levels of tRNA represent the signal for activation of the amino
acid-sensitive so-called general control non-derepressible 2 (GCN2) stress-kinase
pathway [34,35]. GCN2 initiates a stress-response programme that triggers cell-cycle
arrest and anergy induction in responding T cells, but also differentiation, adaptation
or apoptosis depending on cell type [36]. GCN2 kinase is required by CD8þ T cells to
sense, and respond to, tryptophan depletion mediated by IDO. T cells lacking GCN2
proliferate normally in the presence of IDOþ DCs and are not susceptible to IDO-
induced anergy [34]. The GCN2 kinase pathway has also been shown to be involved
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in the early downregulation of the T cell receptor (TCR) z chain in CD8þ T cells, which
results in an impaired cytotoxic activity [35]. Remarkably, the cooperative effects
of tryptophan starvation and immunoactive kynurenines can induce autoimmune-
preventive CD4þ regulatory T cells (Tregs), capable of effectively controlling patho-
genic T cells in vivo [35].

Induction of Tregs

The expression of functionally active IDO differs in several subsets of DCs and depends
on environmental stimuli. IFN-g , a pro-inflammatory cytokine, could contribute to
T cell homeostasis by promoting activation-induced cell death and the generation of
Treg cells, both of these events being crucial to themaintenance of peripheral tolerance.
Recent evidence suggests a self-amplifying suppressive loop between IDOþ DCs,which
induce Treg function, and Treg cells, which act directly on tolerogenic DCs to promote
autocrine activation of the IDO mechanism [37]. As a matter of fact, Treg cells
constitutively express cytotoxic T lymphocyte antigen 4 (CTLA-4), which has a key role
in T cell-mediated immunological tolerance [38]. It is commonly believed that CTLA-4
functions through a combination of inhibitory T cell signalling and blockade of the
CD28/B7 co-stimulatory pathway, which is instrumental in T cell activation, expan-
sion, differentiation and prevention of anergy. It has been proposed that CTLA-4
expressed by Treg cells – upon binding its B7-1 receptor on the surface of DCs – triggers
a so-called reverse signalling event in DCs, which causes the release of IFN-g , in turn
capable of inducing IDO at the transcriptional level [37,39]. Thus, this self-amplifying
regulatory network involves interactions between IDO-competent DCs and Tregs.

Neuroactive kynurenines

In addition to their immunomodulatory function, selected tryptophan metabolites
have alsoneuroactive properties. Among these, the best characterized is quinolinic acid,
because of its neurotoxic effect when used in vivo by direct intracerebral injection [40]
or in vitro on cultured neural cells [41]. Quinolinic acid activates the subpopulation
of neural glutamate receptors sensitive to N-methyl-D-aspartate (NMDA), inducing
apoptosis and neuronal necrosis [42]. The tight correlation of quinolinic acid levels
in cerebrospinal fluid with the severity of the neurological deficits has suggested that
the molecule plays a direct role in the pathogenesis of neurodegenerative disorders,
such as poliovirus brain infection [43], cerebral malaria [44], ischaemic brain
disease [45] and the acquired immunodeficiency dementia complex caused by an
immunodeficiency virus type I infection [46]. The production of quinolinic acid closely
reflects the local induction of IDO during inflammatory conditions in the central
nervous system, and its accumulation, subsequently, results in neurodegeneration. It
has been suggested that, in the course of neuroinflammatory processes observed in
many neurodegenerative disorders (including Parkinson’s and Alzheimer’s diseases)
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IFN-g-mediated induction of IDO inmicroglia can initiate two counteracting effects: a
tolerogenic, protective negative-feedback loop which downmodulates neuroinflam-
mation, and a neurotoxic action depending on the overproduction of quinolinic acid,
with the latter effect prevailing on the former for the fatal evolution of the
pathology [47].

Alzheimer’s disease is the most common form of dementia around the world.
Although its precise aetiology is still unknown, it has been recently demonstrated
that the kynurenine pathway is upregulated in Alzheimer’s disease brains, thus
leading to increased neurotoxic quinolinic acid [48]. An immune activation,
including increased production of pro-inflammatory cytokines and activation of
IDO, has been described in major depression as well. In this pathology, an enhanced
consumption of serotonin and its precursor, tryptophan – owing to sustained IDO
activation – could well explain the reduced availability of serotoninergic neuro-
transmission [49]. Nevertheless, neuroactive kynurenines, besides their role in the
pathogenesis of some central nervous system diseases, likely have a physiological
function as well, with tryptophan metabolites acting as agonist or antagonist ligands
at neurotransmitter receptor sites and contributing to neural growth and
synaptogenesis.

6.3 IDO immunobiology and therapeutic intervention

IDO plays an important physiological role in the defence mechanisms against a variety
of infectious pathogens, as well as in regulating the immune response against self and
non-self antigens. These findings suggest that a dysfunctional IDO could represent a
key component in the generation of pathological conditions, both strictly immune and
non-immune in nature. Yet, IDO may represent a therapeutic target as well. For
example, aberrant IDO expression has the potential to block the host’s protective
response to tumour antigens [50,51], to inhibit the ability of activated T cells to kill
tumour cells [52] and to enhance the suppressive activity of Treg cells, both at the
tumour site and in lymph nodes. On the other hand, loss of tolerance to self, due to
defective IDO activity, leads to exaggerated activation of the inflammatory and
immune systems, causing tissue damage and often resulting in allergic, inflammatory
or autoimmune disorders [32,53–55]. Therefore, IDO could be considered an ideal
target for therapeutic strategies: inhibition of IDO in tumoursmay attenuate the ability
of tumours to evade the immune surveillance [20]; in contrast, drugs enhancing or
mimicking IDO activity may be beneficial during autoimmune or inflammatory
diseases [27,55].

6.4 Transcriptional regulation of the IDO-encoding gene

Whereas the enzymic activity of IDO has largely been characterized, the transcrip-
tional regulation of INDO is currently under intense investigation. Indo, encoding
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the IDO protein, is an inducible gene almost ubiquitously expressed at low levels.
Nevertheless, a two-step regulation, first transcriptional and then post-translational,
seems to be mandatory for the acquisition of full IDO competence by the cell [56].
Murine and human IDO genes are both located on chromosome 8 in a tandem
arrangement together with the recently described INDOL1 gene. Transcription of
INDO is restricted to a series of upstream regulatory elements located on its
promoter. Historically, induction of IDO was first ascribed to the activity of
IFN-g [57], which is still considered the most important inducer of INDO. The
IFN-g-dependent expression of this gene depends on the presence of an IFN-g-
activated site (GAS) and two IFN-stimulated response elements (ISREs). Signal
transducer and activator of transcription 1 (STAT1) acts directly through binding of
GAS and indirectly through induction of IFN-regulatory factor (IRF)-1, which binds
ISREs. Earlier studies [58] established that the GAS and ISRE sequences could
cooperate for the expression of Indo in response to IFN-g . Subsequently, both GAS
and ISRE have been found to be crucial for expression of Indo as mediated by
STAT3 [59] or IFN-regulatory factor-8 (IRF-8) [60]. Nuclear factor kB (NF-kB)
also contributes to this effect by binding a GAS/kB site, which combines a GAS
element with a non-consensus site for NF-kB. Non-canonical NF-kB was recently
indicated as being responsible for the induction of IDO expression in plasmacytoid
DCs (pDCs) in response to reverse signalling by a soluble form of glucocorticoid-
induced TNF receptor-related protein (GITR-Ig) [32]. Both the murine and human
promoters of INDO contain a putative partial binding site, recognized by the non-
canonical NF-kB dimer, p52-REL-B. In contrast, Bin1, a BAR-adapter-encoding
gene, plays a major role in the negative regulation of Indo, affecting its STAT1- and
NF-kB-dependent expression [61]. A further repressor of Indo transcription is
represented by the transmembrane immunoreceptor tyrosine-based activation motif
(ITAM) adapter DAP12. DCs from mice bearing non-functional DAP12 constitu-
tively express high levels of an active form of IDO [62]. Moreover, the protein
tyrosine kinase-binding protein (Tyrobp) gene, coding for DAP12, is negatively
modulated by IRF-8 [60], which contributes to IDO modulation by positively
regulating its expression and negatively regulating its ‘repressor’ DAP12. Signals
responsible for the induction of IDO expression employ the above-mentioned
regulatory elements contained in the INDO gene promoter. However, the transcrip-
tional regulation of IDO is complex; it is cell-type specific and it involves the
cooperation and integration of different transcription factors, which are activated in
the cell in response to extracellular stimuli.

It is possible to distinguish the huge number of regulatory molecules of INDO
transcription in soluble or membrane-anchored modulators. The former include
every soluble molecule with regulatory effects on INDO transcription, such as
cytokines, hormones, prostaglandins, and Toll-like receptor (TLR) ligands. The latter
(B7 co-receptors, CD200R, GITR ligand (GITRL) and CD40) involve cell-contact-
dependent stimuli able to induce IDO expression in one of the two interacting cells
(Figure 6.2).
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Modulators of INDO transcription

Type I/II IFNs represent themost important cytokines that induce INDO transcription.
Although IFN-g (type II IFN) is considered the mainmediator of IDO induction, IFN-
a and IFN-b (type I IFNs) can positively regulate its transcription as well by acting on
the two ISREs located on the Indo promoter. Depending on the cell type, IFN-a is up to
three orders of magnitude less potent at inducing IDO expression than IFN-g [12].
However, in pDCs, type I and type II IFNs are roughly equipotent and exert additive,

Figure 6.2 A multiplicity of mechanisms involve soluble or membrane-anchored modulators of
INDO transcription. (a) Soluble modulators include type I/II IFNs acting through their specific
receptor via STAT1 and/or IRF-1 activation. Hormones, such as oestrogens and chorionic gonadotro-
pin (CG), and lipidic molecules like prostaglandin E2 (PGE2), positively modulate INDO transcription
via their specific signalling which involves intracellular oestrogen receptors (ER) or activation of
adenylate cyclase (AC), respectively. TLR ligands through engagement of the specific TLRs can
directly, or via autocrine production of type I/II IFNs, modulate INDO transcription. (b) Membrane-
anchored modulators include the B7 coreceptors CTLA-4 and CD28, expressed on Treg cells and na€ıve
T cells, respectively. CTLA-4 positively modulates INDO transcription via autocrine IFN-g and CD28
can repress INDO transcription through autocrine IL-6 production and SOCS3 upregulation in the cell.
GITR, expressed on Treg cells, positively modulates INDO transcription by activating non-canonical
NF-kB through its specific co-receptor GITRL. Engagement of CD40 by CD40L-expressing T cells
results in either canonical or non-canonical NF-kB activation, which can diametrically modulate INDO
transcription. CD200-expressing cells induce INDO transcription via CD200R engagement and release
of IFN-a.
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perhaps synergistic, effects. A current paradigm of IDO induction in pDCsmay be that
it can be activated by ligands (e.g. CpG-rich oligodeoxynucleotides (CpG-ODNs),
CTLA-4-Ig, CD200-Ig and GITR-Ig) that induce pDC-derived production of either
cytokine. Interestingly, in a minor population of mouse splenic CD19þ DCs, IDOwas
recently identified as an essential triggering mechanism that positively regulates the
downstream production of IFN-a [63]. Through a positive-feedback loop, this
mechanism enables an immediate amplification of the initial Indo transcription.
Therefore, IDO could locally enhance its own production through IFN-a, which
represents both the initial inducer of Indo transcription and the downstream mecha-
nismof IDO.Thismutual regulation of IDOand IFN-a inCD19þ DCs contributes to a
balanced stimulation of both protective inflammatory and anti-inflammatory effects of
tryptophan catabolism.

Although Indo is strictly an IFN-g-inducible gene, tumour necrosis factor a (TNF-a)
can synergistically increase its transcription together with IFN-g . Nuclear concentra-
tions of STAT1 and IRF-1, which respectively bindGAS and ISRE regulatory sequences,
were found to increase after stimulation with IFN-g and TNF-a, relative to stimulation
with individual cytokines. Moreover, by limiting NF-kB nuclear translocation, the
synergistic increase of Indo transcriptionwas blocked, suggesting thatNF-kB activation
is required for the cooperative IDO induction in response to IFN-g and TNF-a [64].
Fujigaki et al. described a STAT1-/IRF-1-independent induction of IDO gene, which
involves p38 mitogen-activated protein kinase (MAPK) and the NF-kB pathway in
THP-1 cells stimulated with pro-inflammatory cytokines, such as TNF-a, interleukin-
1b (IL-1b) and IL-6 [65]. Earlier studies described the abrogation of IFN-g-stimulated
expression of IDO by transforming growth factor b (TGF-b) in human skin and
synovial fibroblasts. TGF-b did not interfere with STAT1- or IRF-1-binding activity
to the INDO promoter, but the stability of IDO mRNA was reduced in fibroblasts
treatedwith TGF-b [66]. Recently, impaired IFN-g-induced IDOexpressionwas found
to characterize primary biliary cirrhosis, an autoimmune chronic cholestatic liver
disease. Primary biliary cirrhosis was correlated with an increased frequency of a gain-
of-function single nucleotide polymorphism within the TGF-b promoter region, a
molecule known to suppress INDO transcription [67].

An emerging class of soluble inducers of IDO expression is represented by
hormones, produced at high levels during pregnancy, which induce a state of
immunological tolerance related to temporal remission of pre-existing autoimmune
disorders. A key pregnancy hormone is human chorionic gonadotropin, whose
administration to non-obese diabetic (NOD) mice inhibits the activation of diabeto-
genic T cells and the progression of type 1 diabetes, by upregulating the expression of
the IDO gene in DCs [68]. Furthermore, oestrogen-dependent induction of IDO was
reported in human DCs from patients with multiple sclerosis, supporting the hypoth-
esis that the reduction in number of multiple sclerosis relapses observed during
pregnancy may be related to an oestrogen/IDO axis [69].

Prostaglandins (PGs), a family of arachidonate-derived molecules released during
inflammation, display immunomodulatory properties in several models. Maturation
ofDCs in the presence of PGE2 results in IDOmRNA increase; however, a second signal
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via TNF-a or TLRs is required to express an active form of the enzyme. The effect of
PGE2 ismediated by activation of adenylate cyclase via the Gs protein-coupled receptor
E prostanoid-2 [56]. Importantly, different carcinomas associated with high levels of
PGE2 express increased amounts of IDO in peritoumoral DCs. Therefore PGE2, by
upregulating IDO expression, may be suggested to be a mediator of early events during
the onset of immune tolerance in cancer [70].

IDO gene expression increases in inflammatory conditions with the aim of limiting
this response. Therefore, a further class of pro-inflammatory modulators of Indo
expression is represented by TLR ligands. A series of recent studies has demonstrated
that the administration of CpG-ODNs, all TLR9 ligands,may induce Indo transcription
in several experimental settings [71]. TLR9 is expressed in different cell types and CpG-
ODN ligation leads to the induction of pro-inflammatory cytokines (type I IFN) and
membrane-anchored ligands (CD40, CD80, CD86), whichmay be, in turn, responsible
for IDO expression. Systemic administration of relatively high doses of CpG-ODN to
mice was found to induce IDO expression in aminority of splenic DCs through IFN-a-
dependent activation of STAT1 [72]. Studies with knockout mice demonstrated that
CpG-ODN-induced IDO expression was dependent on TLR9, but independent of type
I and II IFNs [73]. Moreover, through IRF-8, TLR9 signalling can activate NF-kB in
murine DCs and, interestingly, the Indo promoter also contains a critical NF-kB-
binding site [74]. Whatever mechanisms are involved in CpG-ODN-induced IDO
expression, these studies offer novel opportunities for the use of CpG-ODNs as
immunosuppressive agents.

A further TLR9 ligand is represented by thymosin a1, a naturally occurring thymic
peptide. Recently, thymosin a1 was found to induce IDO expression in human and
murine DCs via TLR9 and type I IFN receptor signalling [75]. Like TLR9 ligands, the
TLR4 ligand lipopolysaccharide (LPS) can induce IDO expression. A series of studies
aimed at clarifying whether LPS-induced IDO expression is mediated by IFN-g . Recent
observations indicate that LPS can induce IDO expression via an IFN-g-independent
mechanism, involving phosphoinositide-3-kinase and c-Jun N-terminal kinase acti-
vation [76]. Besides the more extensively studied TLR9 and TLR4 ligands, other TLR
ligands have been indicated as inducers of INDO transcription. The TLR3 ligand poly
(I:C) results in IDO expression in human astrocytes, in part via IFN-b, but not IFN-g ,
and bothNF-kB and IRF-3 are required [77].Moreover, specific ligands of TLR7/8 can
induce IDO expression in human monocytes, but not in monocyte-derived DCs. IDO
induction by TLR7/8 ligands seems to be lost when monocytes are programmed to
differentiate into DCs [78]. Although induction of IDO expression by different TLR
ligands has been studied extensively, which TLR signals are mainly required for IDO
induction is still unclear.

Membrane-anchored modulators of INDO transcription

Manymembrane-anchored modulators of INDO transcriptionmainly act by inducing
the production of cytokines such as type I/II IFNs, as illustrated above. However, it is
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of interest to further expand on this class of INDO transcription regulators by
highlighting their physiological properties. Interestingly, the inhibitory receptor
CTLA-4, constitutively expressed on activated T cells or Tregs, was reported to be
sufficient to induce IDO expression in human and murine DCs through reverse
signalling involving B7-1 (CD80) molecules [39]. Although this mechanism is IFN-g-
dependent, solubleCTLA-4was also observed to induce Indo transcription inDCs from
NOD female mice, which are characterized by an impaired IDO expression in response
to IFN-g . Soluble CTLA-4 can indeed bypass IFN-g unresponsiveness – hence defective
expression of Indo – through the concomitant activation of FOXO3a, a member of the
forkhead box O (FOXO) family of transcription factors, and the induction of
antioxidant effects [54]. Bidirectional signalling along the B7/CTLA-4 co-receptor
axis enables reciprocal conditioning of T cells andDCs.Moreover, ligation of B7 (CD80
and CD86) molecules by the stimulatory receptor CD28, constitutively expressed on
na€ıve T cells, was shown to exert an effect on Indo induction comparable to that of
CTLA-4 ligation, when suppressor of cytokine signalling 3 (SOCS3) was silenced by
small interfering RNA in murine DCs [79]. It has been suggested that in absence of
SOCS3 IFN-g signalling may be released from a critical inhibitory control exerted by
SOCS3, leading to induction of IDO expression. In addition, IL-6, produced by DCs
upon B7–CD28-Ig interaction [80],might contribute to IDO expression by virtue of its
ability to trigger IFN-g-like responses [81].

While IFN-g appears to be the major cytokine responsible for B7-mediated INDO
transcription, type I IFN mediates IDO gene induction in murine pDCs in response to
engagement of CD200R1 receptor by CD200-Ig, the soluble form of CD200 [82],
a broadly distributed cell-surface glycoprotein highly expressed onmyeloid and T cells.
Moreover, CD200-Ig provided protection in an autoimmunity model of collagen-
induced arthritis in mice [83], indicating that CD200 is a tolerance signalling molecule
the downstream cellular events of which could be represented by IDO expression.
Emerging data indicate IDO expression as being the most important mechanism
characterizing bidirectional conditioning of antigen-presenting cells and T cells.
Recently, further evidence of such IDO-mediated conditioning was observed in pDCs
in response to GITR-Ig [32]. The Treg-expressed receptor GITR activates
Indo transcription in pDCs through a mechanism of reverse signalling via its specific
ligand GITRL. GITRL-mediated induction of IDO requires the activation of the non-
canonical pathway of NF-kB and the production of IFN-a. In contrast to the pro-
inflammatory signals triggered by the canonical NF-kB pathway, emerging data
indicate this ‘alternative’ pathway as being responsible for opposite roles, leading to
resolution of inflammatory processes [84] and establishment of self-tolerance [85].
Therefore, the GITR/GITRL co-receptor system, by activating non-canonical NF-kB
pathway, which leads to IDO induction, may represent a homeostatic mechanism
limiting exacerbation of the inflammatory process in pDCs, potent activators of innate
immunity. Notably, CD40 signalling, which activates both canonical and non-canoni-
cal NF-kB [86], has been found to diametrically modulate IDO, depending on
environmental factors [87,88]. Indeed, ligation of CD40 on DCs induces an early
expression of inflammatory mediators requiring canonical NF-kB pathway, followed
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by later expression of anti-inflammatory IDO, which requires non-canonical NF-kB
signalling [89]. Moreover, treatment with CD40-Ig results in indefinite allograft
survival in a model of heart allograft in the rat [90]. Allospecific CD8þ Treg cells
purified from CD40-Ig-treated animals were responsible for maintaining allograft
survival by inducing IDO expression in graft endothelial cells via IFN-g . These data
suggest that IDO expression by components of non-canonical NF-kB signalling
participates in a balance with canonical NF-kB and in the control of inflammatory
processes. This may contribute to contrasting the onset of autoimmunity.

6.5 Impaired IDO activity and loss of tolerance
in autoimmune diseases

Immune-system homeostasis is guaranteed by a balance between tolerance against self
and activation of the immune responses. When such a balance fails with a prevalence
of the latter, autoimmune disorders arise, leading to cell and tissue destruction which
results in chronic and invaliding diseases. Autoimmune disorder origins reside both
in excessive T cell activation by autoantigens and in defective negative modulation
of immune responses, which involves the emerging immunoregulatory role of IDO.
These two distinct pathways involve the actions of different cell types, genes and
soluble mediators, all concurring to a common final effect; that is, deregulation of so-
called physiological immunity and the onset of an autoimmune state. Until a few years
ago the Th1 subset and associated cytokines were thought to be principally responsi-
ble for the development of autoimmune responses [91]. The recent discover of Th17
cells has allowed us to reconsider the specific roles of CD4þ T cell pro-inflammatory
subsets. Na€ıve Th0 cell differentiation towards a certain phenotype is critically
conditioned by a specific cytokine milieu: IFN-g-mediated STAT1 signalling leads
to Th1 cells through T-bet induction; both TGF-b and IL-6 synergistically induce the
expression of the orphan nuclear receptor RORgt (a transcription factor for Th17
lineage specification) and drive the generation of IL-17-producing T cells, whose
expansion and survival is sustained by IL-23; on the other hand, TGF-b alone is
responsible for the induction of forkhead box P3 (Foxp3) and the differentiation into
Treg cells. The tight correlation between the response to a certain cytokine and the
polarization to the corresponding Th phenotype has revealed – by means of IFN-g- or
IFN-g-receptor-deficient mice – that the loss of IFN-g signalling does not confer
resistance to autoimmunity, but renders such mice even more susceptible to
autoimmunity [92]. Therefore, the Th1 subset is unlikely to be the only responsible
for pathogenetic responses against self. As a matter of fact, ample evidence obtained
with p19-deficient (and therefore IL-23-deficient) mice rather suggests that IL-17-
producing T cells are capable of inducing organ-specific autoimmunity [93,94]. The
pathogenetic events driven by Th17 cell activation can be initially controlled by the
contribution of IDO activity. Tryptophan catabolites have recently been shown both
to suppress RORgt transcription factor and to induce Foxp3 expression, resulting in
inhibition of Th17 cells and in Treg generation, respectively [95,96]. Thus, in a fungal
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infectious model, where the Th17 cells play an inflammatory role previously attrib-
uted to uncontrolled Th1 cell responses, the capacity of Treg cells to inhibit antifungal
immunity, including functional Th17 antagonism, is an IDO-mediated effect result-
ing in protective tolerance to fungi.

In addition, the maintenance of peripheral tolerance operated by IDO is crucial for
contrasting and avoiding the onset of autoimmune disorders, as found in settings
where self-tolerance has already been disrupted, and pharmacological inhibition of
IDO causes disease worsening in experimental autoimmune encephalomyelitis [47],
allergic asthma [97] and inflammatory bowel disease [98].

Autoimmune diabetes

In type 1 diabetes the destruction of insulin-producing b cells in pancreatic islets of
Langerhans is a T cell-mediated autoimmuneprocess [99]. The pathogenic evolution of
this self-reactive disorder is related to impaired IDO function in DCs, which become
unresponsive to the tolerogenic effect of IFN-g , as documented in a study on NOD
mice, a widely used animal model for type 1 diabetes [53]. In particular, the
overproduction of peroxynitrite in prediabetic female NODmice resulted in blockade
of the STAT1 pathway, and therefore of IFN-g-dependent IDO induction. However,
the impaired tryptophan catabolism of thoseDCs could be restored by treating the cells
in vitro with a soluble form of CTLA-4 (CTLA-4-Ig), capable of preventing perox-
ynitrite formation via activation of FOXO3a transcription factor and subsequent
superoxide dismutase induction [54]. Furthermore, CTLA-4-Ig is effective in activat-
ing IDO in DCs when administrated in vivo in mice with chemically induced diabetes,
and it is responsible for a potent immunosuppressive action which enables long-term
engraftment of pancreatic islet allografts [39]. Similar tolerogenic, IDO-mediated
protective effects are also displayed by Treg membrane-anchored CTLA-4 in an
experimental setting of diabetes transfer. Those Tregs, generated in vitro by a low
concentration of tryptophan and a mixture of kynurenines, protect mice from
fulminant diabetes when co-transferred with diabetogenic NOD/BDC2.5 splenocytes
into NOD/SCID mice [35]. These and other results suggest that local modulation of
tryptophan catabolism may be instrumental in facilitating islet transplantation as a
therapy for type 1 diabetes. Thus immunotherapy targeting suppression of established
b-cell autoimmunity, involving antigen-based as well as non-antigen-specific (systemic)
treatments, or availing the combined expression of selected genes (IDO,Mn-superoxide
dismutase and insulin-regulated aminopeptidase) in transplanted islets (to more
efficiently protect their grafts from diabetogenic T cells [100]) might beneficially
modify immunity through the induction of Treg cells and successfully maintain or
re-establish tolerance in type 1 diabetes.

Experimental autoimmune encephalomyelitis

Experimental autoimmune encephalomyelitis (EAE), amodel of multiple sclerosis, is a
T cell-mediated demyelinating disease of the central nervous system, differently
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regulated by IDO, in the preclinical, acute and remission phases [101]. It has been
proposed that autoimmune inflammation during EAE and multiple sclerosis may be
self-limited at an early stage by the activation of a negative-feedback loop involving
IFN-g produced by encephalitogenic Th1 cells, local IDO expression and production of
T cell-apoptotic tryptophan metabolites [47]. However, this IDO-mediated control
can become insufficient, leading to worsening of the disease. The ensuing autoimmune
neuroinflammation can be contrasted by an orally active synthetic derivative of
anthranilic acid (a tryptophan metabolite) [27], or by the injection of IFN-g-
conditioned (and therefore IDO-competent) DCs [102], while it is exacerbated by
administration of 1-methyl-tryptophan [47]. Supported by the further observation
of an increased resistance of DAP12 loss-of-functionmutantmice to EAE (DAP12 is an
adapter molecule negatively regulating IDO activity) [62], these findings highlight the
crucial role of IDO in this autoimmune pathology and the therapeutic potential of
reinforcing IDO activity in EAE.

Rheumatoid arthritis, lupus erythematosus and primary Sj€ogren’s syndrome

As in EAE, also in rheumatoid arthritis [103], systemic lupus erythematosus [104,105]
and primary Sj€ogren’s syndrome [106] a decrease of tryptophan and an increase of
kynurenine have been observed in comparison with healthy controls. In these rheu-
matic autoimmune disorders, characterized by a chronic inflammatory state, the
apparently dissonant induction of tryptophan degradation has been associated with
the progression or additional symptoms of the disease, and might be explained as an
attempt to oppose initial autoreactivity. As a matter of fact, synovial T cells of patients
with rheumatoid arthritis have been found to be resistant to IDO-mediated deprivation
of tryptophan by virtue of an enhanced storage of the amino acid, mediated by
tryptophanyl-tRNA-synthetase activity [107]. Although the function of tryptophan
degradation in the pathophysiology of autoimmune diseases still remains unclear, the
therapeutic efficacy of treatments involving IDO is evident in experimental models
such as collagen type II-induced arthritis [108] and experimental autoimmune
uveoretinitis [90,109]. In fact, studies demonstrated that the crosslinking of agonistic
antibody to 4-1BB, a T cell-co-stimulatory receptor belonging to the TNF receptor
superfamily, results in massive antigen-dependent clonal expansion of new
CD11cþCD8þ T cells. IFN-g produced by these cells, in turn, acts on DCs inducing
IDO, whose activity suppresses antigen-specific CD4þ T cells and inhibits the
development of chronic inflammation.

6.6 IDO-based therapies for autoimmune disease

Based on the immunosuppressive properties of tryptophan degradation, the main
approaches for treatment of autoimmune diseases may include: (1) agents that induce
IDO-mediated degradation of tryptophan; (2) administration of genetically modified,
or in vitro-conditioned DCs, for enhanced tryptophan metabolism (IDO-competent
DCs); and (3) treatment with tryptophan catabolites or their synthetic derivatives.
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In this regard, the CTLA-4-Ig fusion protein Abatacept�, a potent inducer of IDO
expression inDCs, was recently approved by theUS Food andDrug Administration for
treatment of rheumatoid arthritis [110]. Nevertheless, while transfer of differently
modified DCs is still experimental [111], the administration of tryptophan catabolites
and their analogues, such as 3,4-dimethoxycinnamoyl anthranilic acid, appears to be a
more suitable strategy for treating autoimmune disorders in humans [27].

In conclusion, the crucial role of IDO in tolerance to self, including tryptophan
depletion, production of apoptotic catabolites and generation of Tregs (Figure 6.3),
represents a promising approach for the development of novel therapeutic strategies
to treat autoimmune disorders. An improved understanding of the immunobiology
of tryptophan catabolites (e.g. receptors, signalling pathways and cellular responses)
will most likely contribute to establishing novel therapeutic options in a wide range of
diseases [55].
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Figure 6.3 IDO-mediated control in the suppression of autoimmune responses and themaintenance
of tolerance against self. IDO enzymic activity results in tryptophan deprivation from the cell
microenvironment and in local accumulation of catabolites (kynurenines). Both events concur to the
de novo generation of natural Treg cells, which can directly suppress the development of Th1/Th17
autoimmune response. Moreover, they can trigger a signal in DCs through CTLA-4–B7 and GITR–GITRL
interactions capable of increasing IDO activity, further contributing to tryptophan depletion
and accumulation of kynurenines, responsible for T cell anergy, cell-cycle arrest and apoptosis.
Therefore, DCs expressing a functionally active form of IDO (IDOþ DCs) play a crucial role in
immunological homeostasis, namely the maintenance of a correct balance between tolerance and
autoimmunity.
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Abstract

In the complex control of tolerogenic responses, the enzyme indoleamine 2,3-dioxy-
genase (IDO) represents a crucial participant, with multiple functions occurring
through multiple mechanisms at multiple levels. Expressed by different subsets
of dendritic cells, IDO regulates the first- and rate-limiting step in L-tryptophan
catabolism, along a metabolic pathway eventually leading to L-tryptophan deprivation
and accumulation of tolerogenic catabolites. In one such local microenvironment
where IDO is expressed by regulatory dendritic cells, effector T cells are negatively
modulated and regulatory T cells (Tregs) use IDO as an effector mechanism. Modula-
tion of IDO-encoding gene transcription occurs through soluble (type I/II interferons,
hormones and Toll-like receptor ligands) and membrane-anchored molecules
(cytotoxic T lymphocyte antigen 4 (CTLA-4) and glucocorticoid-induced tumour
necrosis factor receptor ligand (GITRL)). An increase in IDO activity is also associated
with de novo generation of Tregs (whereby Tregs induce Tregs), and this will suppress
T helper (Th) 1/Th17 development and, subsequently, autoimmune responses.

Key words: IDO; tolerance; autoimmunity; Treg; tryptophan; kynurenines; DC;
INDO
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7.1 Introduction

Systemic lupus erythematosus (SLE) is a rheumatic autoimmune disease affecting over
1 million people in the USA, mostly women (the female/male ratio is 8 : 1 among
patients). SLE is a systemic inflammatory disease with skin, renal, joint, cardiovascular
and nervousmanifestations. The aetiology of the disease is still unknown, although it is
believed to be induced by a combination of genetic and environmental factors. The
disease is characterized by a broad autoimmune response and the production of
numerous autoantibodies (autoAbs) of diverse specificities. It is thought that the
resulting immune complexes activate the complement system and deposit and
accumulate in kidney glomeruli, joints and vessel walls, causing inflammation and
tissue damage in the form of a type III hypersensitivity reaction, which manifests as
glomerulonephritis, arthritis and general vasculitis, respectively. SLE is therefore
classified as an immune-complex-mediated disease.

Among the targets recognized by autoAbs is the nucleosome, a major autoantigen
(autoAg) in SLE.Although anti-double-stranded (ds)DNAautoAbs represent a disease
marker in SLE, anti-nucleosome autoAbs (also called nucleosome-restricted autoAbs
because they specifically recognize conformational nucleosomal epitopes) represent an
antibody population of increasing interest in SLE.
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7.2 Nucleosome and SLE

The genome of each eukaryotic cell is encoded in the DNA and is mainly located in the
nucleus. The DNA is condensed in association with basic proteins (histones) to form
chromatin. The smallest unit of chromatin is called the nucleosome. The nucleosome
core particle consists of a 146-base-pair (bp) DNA section which is wrapped in 1.65
turns around a protein core, the so-called histone octamer [1]. An extra linker histone
H1 is bound to the DNA outside the core particle to form a mono-nucleosome
containing 180 bp ofDNA. This facilitates the formation of the 30 nmfibre inwhich the
nucleosomes coil up in a helical structure to form the chromatin thread. An additional
20–60 bp of linker DNA connect neighbouring nucleosomes and give the ‘beads on a
string’ appearance of the chromatin (Figure 7.1).

The histone octamer is composed of four histones, namely H2A, H2B, H3 and H4,
which are highly conserved through evolution. One nucleosome core particle consists
of two H2A–H2B dimers and a H3–H4 tetramer, which form a globular structure
together. The N-terminal tails of the histone proteins stick out of this structure and are
subjected to a variety of post-translational modifications such as acetylation or
phosphorylation. Beyond their structural functions, histones are involved in the
regulation of genetic information. Different histone modifications participate in
transcription, DNA-repair or replication processes. The nucleosomal structure addi-
tionally allows or prevents DNA–protein interactions by exposing or hiding DNA
regions.

In healthy organisms, nucleosomes are usually not released into the circulation.
Nevertheless, circulating nucleosomes are detected in some pathological situations,
especially in SLE [2] where they are known as major autoAgs, able to elicit the
production of pathogenic autoAbs. Indeed, autoAbs against nucleosomal components
(i.e. dsDNA and histones) as well as nucleosome-specific autoAbs are detected in SLE

Figure 7.1 Schematic representation of the nucleosome. Chromatin is organized in nucleosomes,
the fundamental DNA packing units. Each nucleosome (on the right) is composed of 180 bp of DNA,
one histone H1 and two copies each of histones H2A, H2B, H3 and H4. Individual nucleosomes are
connected by linker DNA.
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patients. Interestingly, nucleosome-specific autoAbs show no or only a very low
reactivity against native DNA or individual histones [3]. These autoAbs emerge before
anti-DNA or anti-histone antibodies and appear long before the onset of clinical
symptoms. This suggests that nucleosomes give also rise to anti-histone and anti-
dsDNA antibodies, the so-called golden marker of SLE. The early anti-nucleosome
response is multiclonal as anti-nucleosome antibodies recognize diverse quaternary
epitopes on nucleosomes in lupus-prone mice [4]. During the progression of the
autoimmune response, antibodies reactive against the single nucleosomal components
(DNA and histones) evolve. The evolution includes an isotype switch of antibodies and
the dominance of IgGs subclasses as well as a rapid increase in autoAb titre, characteri-
zing a T-cell-dependent mechanism. In fact, nucleosome-specific T helper (Th) cells
were found in patients with SLE [5]. Pathogenic B lymphocytes are then able to produce
the above-described autoAbs with the help of these Th cells. Several Th-cell epitopes
have been described in the four core histones and additionally on histone H1.
Interestingly, some Th-cell epitopes overlap with epitopes targeted by autoAbs.

Nucleosome-specific autoAbs are only detected in a very restricted set of connective
tissue diseases like SLE, systemic sclerosis and mixed connective tissue disease (see [6]
for review; Table 7.1). They have been suggested to be a sensitive and specificmarker for
SLE. Amoura et al. showed that titres of nucleosome-specific antibodies of the IgG3
isotype correlate with the disease activity in SLE [7]. Indeed, anti-nucleosome autoAbs
are believed to be pathogenic in the form of immune complexes upon deposition in
tissues, leading to complement activation and inflammation. Anti-nucleosomal anti-
bodies, free nucleosomes and resulting immune complexes are suggested to play a
major role in lupus nephritis. It has been shown that nucleosome–anti-nucleosome
complexes bind to the glomerular basementmembrane in the kidney. Binding occurs to
some extent via the positively charged N-terminal histone tails to heparan sulphate.
Interestingly, monoclonal anti-histone antibodies are able to target the cationic histone
sequences, depending on the recognized epitopes, and thus prevent binding [8].

Nucleosome-containing immune complexes are additionally capable to activate B
lymphocytes as well as dendritic cells, at least to some extent via Toll-like receptor
(TLR) 9 (see [9] for review). Furthermore, free nucleosomes are able to activate

Table 7.1 IgGs anti-nucleosome antibody frequency.

Frequency (%)

Controls 0–5
SLE 31–100
MCTD 3–70
SCL 0–67
SS 0–10

SLE, systemic lupus erythematosus; MCTD, mixed
connective tissue disease; SCL, scleroderma (systemic
sclerosis); SS, Sj€ogren’s syndrome (see [6] for references).
Several ethnic origins are included.
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immune cells, such as dendritic cells and neutrophils, in the absence of specific
autoAbs [10,11]. The activation processes can result in an amplification loop through
the release of interleukin (IL) 8, a known chemoattractant for additional neutrophils.
As a consequence, granule contents and reactive oxygen species (ROS) are set free by
inflammatory cells in an uncontrolled manner which in turnmay lead to an increase in
tissue damage.

The inflammatory reactions described above represent a hallmark of SLE. Several
factors including genetic and environmental aspects may trigger the disease. Genetic
dependencies were analysed by comparing SLE in monozygotic and dizygotic
twins [12]: it was shown that 24% of the monozygotic twin pairs were concordant
for SLE compared to 2% of the dizygotic twins, suggesting an influence of genetic
factors in the disease. It is of note that some chromosomal regions carry SLE
susceptibility genes, such as major histocompatibility complex (MHC) class II, Fcg
receptor and cytokine genes (see [13] for review). Lupus has also been associated with
exposure to environmental agents like silica, aromatic amines and tobacco. Further-
more, virus infections have been linked to the development of SLE (for review see [14]).
The association between viral infections, especially by Epstein–Barr virus, and SLE
might contingent upon a cross-reactivity of virus-specific antibodies with SLE auto-
Ags [15]. A special and reversible form of lupus is triggered by several drugs such as
procainamide, hydralazine and others.

Circulating nucleosomes in the sera of lupus patients are thought to be a product of
apoptosis. An impaired clearance of apoptotic cells as well as an augmented apoptosis
rate might explain the presence of circulating nucleosomes in SLE patients. In fact,
several studies have been published describing defective phagocytosis. It was demon-
strated thatmonocyte-derivedmacrophages as well as tingible bodymacrophages from
SLE patients are affected in their phagocytic capacity. High amounts of non-ingested
apoptotic cells were observed in germinal centres and cell-culture experiments, and
additionally only few macrophages contained engulfed cell debris [16,17]. Different
in vitro studies showed that immune cells of SLE patients, like lymphocytes and
neutrophils, seem to bemore prone to apoptosis compared to those of healthy controls
or of patients with other chronic inflammatory diseases [18,19].

Nucleosomes are generated fromchromatinbynucleases during apoptosis. Together
with other nuclear components they cluster on the surface of apoptotic blebs [20]. If
apoptoticcellsarenotclearedproperly theyundergosecondarynecrosis andrelease their
modifiednoxiouscontents.Thereare several effectormolecules suggested tobe involved
in the clearance of apoptotic cells and degraded chromatin, once it is released into the
circulation. Among them are serum nucleases, such as deoxyribonuclease 1 (DNase I),
the activity of which is decreased during active stages of SLE [21]. Its ability to degrade
chromatin from necrotic cells is facilitated and increased in the presence of the
complement component C1q [22], which is known to promote the clearance of
apoptotic cells by binding to the surface blebs of apoptotic cells [23,24]. C1q circulating
levels are decreased in lupus patients with active disease, suggesting that a deficiency,
inherited or acquired, predisposes to the development of an SLE-like disease [25].
Indeed, 90% of individuals with a complete absence of this molecule develop SLE.
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Proteins of the acute phase response, the so-called pentraxins, serve additionally as
opsonins for apoptotic cells and are known to enhance their phagocytosis [26–28].
A low C-reactive protein response has been observed in SLE patients during the active
phase of the disease [29]. Additionally, C-reactive protein and its relative serum
amyloid P are also able to bind directly to nucleosomes [30,31]. Low serum levels of
these molecules might therefore favour the development of an anti-nucleosomal
immune reaction.

7.3 Epigenetics and SLE

The question remains as to why the nucleosome becomes immunogenic and why it
occurs only in a patient subpopulation. This raises the possibility that epigenetic factors
are involved in triggering anti-nucleosome autoimmunity. Epigenetics covers
chromatin (DNA and associated proteins) modifications that do not entail a change
in the DNA sequence, resulting in changes in gene expression. Epigenetic information
is heritable during cell division. The major chromatin modifications consist of
DNA methylation and post-translational modifications of histones, especially at the
N-terminal tails. DNA methylation is mediated by DNA methyltransferases and
commonly occurs at cytosines in CpG DNA motifs. In particular, DNA methylation
in CpG islands, which are often located in promoter regions, results in transcriptional
repression. Post-translational histone modifications control chromatin remodelling
and the access to the underlying DNA, thereby regulating gene expression. Numerous
histone modifications have been reported (e.g. acetylation, phosphorylation, methyl-
ation). They are controlled by specific enzymes and associated with diverse cellular
processes. For example, acetylation of lysines in histone tails is a reversible process
which causes the unwinding of chromatin structure and therefore allows transcription
factors to access promoter sites. Histone acetylation is regulated by acetyltransferases
(which promote acetylation) and deacetylases (which promote deacetylation). The
combination of all histone modifications forms the ‘histone code’, extending the
information potential of the genetic code [32]. Importantly, DNA methylation and
histone modifications are mechanistically linked, implying that changes in DNA
methylation are associated with histone modification changes. The chromatin state
is fundamental for gene expression, and chromatin remodelling factors canmodify the
balance between euchromatin (active chromatin with lightly packed DNA) and
heterochromatin (inactive chromatin with tightly packed DNA) by acting as main
regulators of gene expression. Besides a role in gene expression and chromatin
organization, epigenetics indirectly comprises the biochemical and structural nucleo-
some modifications that might control nucleosome immunogenicity. Studies on
monozygotic twins have highlighted the importance of epigenetic factors in SLE
development. The highest concordance rate for SLE in twins is about 60% [12,33],
supporting the involvement of non-germline factors in SLE pathogenesis. Thus, as
mentioned above, environmental factors (including infectious agents, chemicals,
medication, diet, lifestyle) contribute to lupus pathogenesis (see [34] for review).
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Such environmental factors influence the epigenetic profile of each individual [35],
which might partly explain how the environment modulates genetic predisposition to
SLE. Importantly, epigenetic alterations accumulate during an individual’s life-
time [36]. Thus, the analysis of a large cohort of monozygotic twins revealed that
twins are epigenetically indistinguishable during the early years of life, but exhibit
remarkable epigenetic differences with age. This result explains why genetically
identical individuals exposed to different environments do not have the same disease
susceptibility or why they do not show the disease at the same age.

7.4 Oxidative stress in SLE: definition and mechanisms

Oxygen metabolism is essential for life but is potentially threatening to cells due to the
formation of ROS and their conversion into reactive nitrogen species (RNS). Oxidative
stress is caused by an imbalance between the production of oxidants and the antioxi-
dant capacity. It is thus a critical condition with overproduction of oxidants and/or
decreased ability to detoxify those oxidants. Although some ROS/RNS are involved in
important processes such as cell signalling or immune responses, they can also damage
cell components, including lipids, proteins and DNA. For example, nuclear factor kB
(NF-kB) activation has been suggested to be regulated by the levels of oxidants inside
cells. Disturbance in the normal redox state leads to the production of toxic ROS, which
include free radicals and peroxides, and toxic RNS. Among them, the superoxide
anion (.O2

�) is rather unreactive but can be converted in more aggressive species,
whereas hydroxyl radical (.OH) is extremely reactive. Hydrogen peroxide (H2O2),
hypochlorous acid (HOCl), peroxynitrite (OONO�) and nitric oxide (NO.) are other
key players in the redox state. The enzymatic and non-enzymatic mechanisms leading
to ROS/RNS production and elimination are rather complex (see [37] for detailed
review). For example, the most important source of reactive oxygen in aerobic
organisms is the generation of side products of the oxidative energy metabolism
occurring in mitochondria during normal oxidative respiration. This process leads to
ATP production and is named oxidative phosphorylation. Besides the mitochondrial
electron-transport chain, a series of oxidases are also involved in the generation of the
superoxide anion. Superoxide dismutase converts the superoxide anion into hydrogen
peroxide which is then converted into water by catalase or glutathione peroxidase.
Nitric oxide is produced from arginine by the nitric oxide synthases and can then for
example be converted into peroxynitrite upon reaction with the superoxide anion. The
redox network is also composed of non-enzymic components such as transitionmetals,
which mediate similar reactions.

Oxidative stress has been suggested to be involved in the development of some
diseases, such as neurodegenerative diseases or cardiovascular diseases. Thus in
Alzheimer’s disease hydrogen peroxide mediates amyloid b protein toxicity [38]. In
atherosclerosis, oxidized low-density lipoproteins (involved in plaque formation)
activate monocytes and macrophages, leading to hydrogen peroxide generation [39].
Oxidative stress has also been implicated in autoimmune disease, such as rheumatoid
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arthritis and diabetes. It has also been analysed in the context of SLE. Increased
oxidative stress levels have been reported in SLE patients [40]. Interestingly, vascular
disease and atherosclerosis are common clinical manifestations in SLE. This observa-
tion, however, was not confirmed in a recent study involving SLE patients with less
severe disease [41]. Nevertheless, sera from SLE patients have been shown to contain
increased levels of protein oxidation and patients with aggressive disease and with high
anti-dsDNA levels exhibited the highest oxidation levels [42].Moreover,mice deficient
in a transcription factor responsible for controlling the expression of detoxification and
antioxidant genes develop a lupus-like disease [43].

Several mechanisms may explain oxidative stress induction and its involvement in
SLE. As mentioned above, SLE develops when a combination of genetic and environ-
mental factors are encountered. Particularly, bacterial infections may represent a
triggering factor for SLE. Upon bacterial infection, neutrophils and macrophages
produce and partly release ROSwhich are normally involved in the killing of bacteria, a
process named respiratory burst. The release of ROS, especially upon strong activation,
may cause damage to surrounding tissues. Similarly, strongROS generationmight alter
intracellular material and lead to epigenetic modifications. Such responses are also
associated with cytokine secretion, such as the chemoattractant IL-8 by neutrophils,
favouring the development of inflammation. We should keep in mind that SLE is an
inflammatory disease and that neutrophils are the first cells recruited at sites of
inflammation. High ROS release might particularly occur during frustrated phagocy-
tosis by neutrophils, which occurs when phagocytic cells bind to a surface that cannot
be phagocytosed. This mechanism would explain some tissue lesions observed in SLE
when neutrophils recognize immune complexes or autoAgs bound to fixed surfaces,
especially on the glomerular basementmembrane in the kidneys. Interestingly, we have
shown that circulating nucleosomes induce neutrophil activation without requiring
immune-complex formation [11], particularly leading to oxidative burst in neutrophils
(V. R€onnefarth and P. Decker, unpublished work). Nucleosomes are present in
glomerular deposits in human lupus nephritis [44], suggesting that circulating
nucleosomes deposit and are trapped on the glomerular basement membrane. It can
therefore be hypothesized that planted nucleosomes might also activate neutrophils
in situ, leading to ROS release, inflammation and kidney damage. Similarly, nucleo-
somes have been detected in the epidermal basement membrane of the skin of SLE
patients [45], suggesting that nucleosome-mediated neutrophil activation and ROS
release in situ may occur at sites other than the glomeruli.

As mentioned above, lupus patients have an increased risk of atherosclerosis, and
oxidative stress is believed to contribute to this manifestation. Recently, plasmas from
SLE patients have been shown to contain antibodies directed against high-density
lipoproteins that inhibit paraoxonase, an antioxidant enzyme present in high-density
lipoproteins [46]. Likewise, anticardiolipin antibodies seem to induce nitrite oxide and
superoxide production, resulting in increased plasma levels of peroxynitrite [47].

Lupus patients are known to be photosensitive and skin lesions are a common
manifestation in SLE patients. Thus, keratinocytes have been suggested to be involved
in the pathogenesis of lupus photosensitivity. Interestingly, human primary
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keratinocytes produce and accumulate ROS upon exposure to ultraviolet light [48],
which may result in damage of cellular autoAgs and may cause structure alterations,
revealing cryptic or neo-epitopes. Moreover, lupus keratinocytes undergo apoptosis
upon exposure to ultraviolet light which, in a pro-inflammatory environment, may
lead to immune responses against self-antigen exposed on apoptotic keratinocytes.
Particularly, ultraviolet B radiation induces autoAg relocalization and apoptosis in
human keratinocytes [48]. Intermediate and high doses of ultraviolet B radiation were
shown to induce pro-inflammatory apoptosis and necrosis, respectively, where the
production of inflammatory cytokines is accompanied by exposure or release of
autoAg [49]. Consistently, it was shown that nucleosomes are exposed at the surface
of apoptotic cells [50].

ROS are known to induce DNA damages, especially DNA breaks. In response to this
genotoxic injury, the enzyme poly(ADP-ribose) polymerase (PARP) 1 is activated and
synthesizes from b-NADþ a poly(ADP-ribose) homopolymer, a reaction with an
energetic cost because b-NADþ is necessary for ATP synthesis. This polymer is
covalently attached to diverse acceptor proteins, such as histones. This post-transla-
tional modification alters chromatin structure and contributes to the histone code
(see [51] for review). Thus, induction of ROS leads to this particular epigenetic
alteration. Due to the energy cost caused by PARP-1 activation, this enzyme has been
suspected to control the commutation of the cell-death pathway. Indeed, cell death can
switch from apoptosis to necrosis, which occurs when the ATP pool is depleted. Thus,
upon ROS generation PARP is hyper-activated, leading to ATP consumption and
consequently causing necrosis and potentially inflammation upon release of cell
content and potentially altered autoAg. Moreover, PARP-1 has been suggested to
modulate inflammation by regulating some genes, such as inducible nitric oxide
synthase (iNOS). PARP-1 is indeed required for NF-kB activation [52] and NF-kB is
involved in iNOS transcription, leading to nitric oxide and then peroxynitrite
production and DNA damage. Thus PARP is activated by ROS and generates oxidants.
Interestingly, a locus containing thePARP gene has been suggested to be associatedwith
SLE development, although this is still a matter of debate. Moreover, anti-PARP
autoAbs are detected in SLE patients [53,54], some of them being potentially patho-
genic [55,56]. It should be noted that DNA breaks are induced by several genotoxic
stresses (e.g. g-radiation, monofunctional alkylating agents) and not only by ROS,
leading to PARP activation and histone modification. This clearly shows that environ-
mental factors lead to epigenetic alteration with ROS being involved at different steps.
Moreover, DNA breaks themselves could be considered as an epigenetic alteration.

As mentioned above, inflammatory reactions in response to bacterial infections are
associatedwithROSproduction.Upon activation of neutrophils ormacrophages iNOS
is activated and releases nitric oxide in large quantities, which is in turn converted to
peroxynitrite and is responsible for DNA damage. PARP is then activated, leading to
depletion in NADþ and ATP pools, and necrosis of target cells in extreme cases. This
situation reflects how environmental factors may affect the oxidative status and the
consequences on epigenetic alterations of self proteins, inflammation and the potential
autoimmune response in SLE.
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Increased rates of apoptosis have been suggested to favour SLEdevelopmentwhereas
necrosis, which is accompanied by the release of cell content, might favour inflamma-
tion. Indeed, apoptosismight generatemore immunogenic autoAgs and lead indirectly
to increased circulating autoAgs, thus partly explaining how peripheral tolerance is
broken. Interestingly, the mode of cell death depends on the cellular energy state [57]
and the strength of oxidative stress may indirectly control the mode of cell death [58].
Then, ATP is required for apoptosis whereas depletion of ATP pools leads to necrosis.
Moreover, upon PARP activation oxidative stress might lead to ATP depletion and
necrosis. Thus, a fine balance or the combination of both modes of cell death might be
crucial in lupus development.

7.5 Oxidative stress, epigenetic alterations
and nucleosome immunogenicity

Several epigenetic alterations have been suggested to favour the development of anti-
chromatin autoAbs. Some of themmay be directly or indirectlymodulated by oxidative
stress. In this section, we will describe some modifications in the context of the broad
anti-nucleosome autoAb family (anti-dsDNA, anti-histone, nucleosome-restricted
autoAbs) as some studies were performed before the description of the nucleo-
some-restricted autoAbs [3] or did not compare the different antibody populations.
Thus, normal mice immunized with poly(ADP-ribose) develop antibodies cross-
reacting with DNA [59]. Similar autoAbs were also detected in non-immunized lupus
mice. Moreover, the level of 8-oxo-deoxyguanosine, a DNA lesion induced by ROS, is
significantly higher in the DNA from lupus lymphocytes as compared to normal
lymphocytes [60]. In addition, sera from lupus patients were shown to recognize this
DNA oxidative damage [61]. Although nitric oxide is not a strong oxidant, it might
contribute to SLE pathogenesis. Elevated levels of nitric oxide have been reported in
SLE patients [62] and lupus autoAbs have been shown to preferentially bind to nitric
oxide-modified DNA as compared to untreated DNA [63]. Moreover, although native
DNA is a weak immunogen, ROS-modifiedDNA is immunogenic and is recognized by
anti-dsDNA antibodies isolated from lupus patients [64]. Both antibodies induced by
ROS-modifiedDNA and anti-DNA autoAbs derived from SLE patients showed similar
antigenic binding characteristics [65]. Similarly, DNA modified with the potent
oxidant peroxynitrite is highly immunogenic and antibodies induced against the
modified DNA cross-react with native DNA [66]. Likewise, exposure of DNA to ROS
or ultraviolet light increases DNA immunogenicity and induces antibodies recognizing
both native and modified DNA in rabbits [67]. These results suggest that self DNA
damaged upon oxidative stress might favour the break of peripheral tolerance and the
development of anti-dsDNA autoAbs in lupus patients. As far as DNA is concerned,
another important epigenetic modification might be associated with an increased
immunogenicity. As mentioned above, DNA methylation is a major epigenetic mark.
Thus, T lymphocytes from patients with active lupus were shown to exhibit globally

7.5 EPIGENETIC ALTERATIONS 127



hypomethylated DNA [68]. Interestingly, moderate oxidative stress can induce
apoptosis and increased rates of apoptosis are observed in lupus patients. Moreover,
apoptotic DNA has been recently shown to exhibit lower methylation than normal or
necrotic DNA and to induce a lupus-like disease upon injection in normal mice,
including the development of anti-dsDNA autoAbs [69]. Those results suggest that
TLR9 (the receptor for unmethylated CpG DNA motifs) might be involved in the
recognition of apoptotic self DNA. Nevertheless, DNA is not circulating as a free
molecule in SLE patients but in the form of nucleosomes [2]. Thus, circulating
nucleosomes released from apoptotic cells upon oxidative stress might contain
hypomethylated DNA, rendering them more immunogenic, at least partly via a
TLR9-dependent pathway. Accordingly, we have shown that free nucleosomes activate
dendritic cells as well as neutrophils [10,11]. DNA methylation in CpG islands often
occurs in the promoter and first exon of genes and is associated with transcriptional
repression. Thus, these demethylation events might also be associated with some
phenotypic changes observed in SLE. Likewise, hypomethylation of regulatory
sequences may result in the increased expression of human endogenous retroviruses.
Since the components of such viruses exhibit a high similarity with nuclear
antigens, they might enhance the production of anti-nuclear antibodies; for example,
anti-dsDNA (see [70] for review).

Similar mechanisms might be involved in the induction of nucleosome-restricted
autoAbs. Thus, SLE autoAbs bindwith a high specificity to ROS-damaged chromatin as
compared to native chromatin [71]. Moreover, peroxidation of polyunsaturated fatty
acids occurs in lipoproteins and cell membrane phospholipids during oxidative stress.
Particularly, low-density lipoproteins are prone to oxidation and they are involved in
the development of atherosclerosis. Lipid peroxidation leads to the formation of
different products, such as aldehydes, reactive with proteins. Interestingly, mice
immunized with an aldehyde-modified self protein develop T cells specific for the
modified protein as well as antibodies against the non-modified self protein [72],
demonstrating that oxidized self proteins can induce a break of tolerance. Likewise,
lipid peroxidation leads to the generation of another reactive aldehyde (4-hydroxy-
2-nonenal) that can modify proteins which have been suggested to represent an
endogenous triggering antigen for anti-DNA autoAbs in SLE [73].

Several other epigenetic modifications might increase chromatin immunogenicity
and favour the production of anti-nucleosome autoAbs in SLE. Some of themmight be
induced during oxidative stress, especially those associated with apoptosis because
oxidative stress induces apoptosis in some conditions. Thus, histone acetylation and
phosphorylation have been observedduring apoptosis [74,75]. Importantly, apoptosis-
induced histone acetylation has been recently reported as being pathogenic in SLE [76].
The reactivity of antibodies from lupus patients and lupusmice was indeed higher with
hyperacetylated and apoptotic histones than with normal or nonacetylated histones.
Moreover, injection of an acetylated histone peptide to lupus-prone mice accelerated
the disease and hyperacetylated nucleosomes were able to induce dendritic cell
activation. On the contrary, it is unknown whether histone phosphorylation
triggers anti-nucleosome autoAbs. Nevertheless, ROS have been shown to induce the
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phosphorylation of histone H3 [77]. Apoptosis-induced histone transglutamination
has been reported but it has not been linked to the production of lupus autoAbs.
Surprisingly, deubiquitination of histone H2A also occurs during apoptosis whereas
autoAbs against ubiquitinated H2A are detected in lupus mice [78]. Finally, the
apoptotic DNA cleavage might be considered as an epigenetic modification but it is
unclear whether such cleavage renders the chromatin more immunogenic.

ROS have been shown to oxidize individual histones. Particularly, histone H1 was
oxidized in response to treatment with hydrogen peroxide, as estimated by the level of
protein-bound carbonyl groups [79,80]. Oxidized histones were also observed in
histone–DNA complexes. Oxidation of histones also occurs in cells upon oxidative
stress. Oxidatively damaged histones are then degraded by the nuclear proteasome, a
process depending on poly(ADP-ribosyl)ation of the proteasome. Those results show
that epigenetic modifications may be linked. Nevertheless, the effect of the latter
modifications on the production of anti-nucleosome autoAbs is not known.

Another consequence of oxidative stress which may lead to the break of peripheral
tolerance, anti-nucleosome production and SLE development is the activation of
immune cells. ROS have been shown to activate dendritic cells, which in turn can
further stimulate antigen-specific T lymphocytes [81]. Consistently, we have shown
that lupusdendritic cells spontaneously over-expressCD86, amarker of activation [82].
An epigenetic regulation of genes involved in dendritic cell activation may then favour
the break of the peripheral tolerance upon oxidative stress.

7.6 Conclusion

Oxidative stress may result in epigenetic alterations and some of themmight modulate
nucleosome immunogenicity. Since chromatin modifications are involved in the
control of gene expression, oxidative stress may not only render chromatin more
immunogenic but may also result in the deregulated expression of some genes. Thus,
the combination of both events might lead to the induction of anti-nucleosome
autoAbs in SLE. It is possible that deregulated genes belong to pro-apoptotic genes and
genes involved in immune responses or even to genes controlling chromatin post-
translational modifications. Some of those defects may in turn induce additional
epigenetic alterations or the production of aggressive oxidants.
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Abstract

Anti-nucleosome autoantibodies (autoAbs) are detected in patients suffering from
systemic lupus erythematosus (SLE), an inflammatory autoimmune disease. Never-
theless, the exact mechanisms leading to the production of those autoAbs are still not
completely understood. Although genetic factors play a pivotal role in SLE develop-
ment, additional triggers like environmental factors are also involved. Epigenetic
factors have been suggested to contribute to lupus pathogenicity. Interestingly,
oxidative stress participates in the generation of epigenetic alterations. This chapter
reviews the contribution of oxidative stress and epigenetic factors in the context of anti-
nucleosome autoAb induction during SLE and presents some mechanisms relevant to
this particular clinical situation.

Key words: SLE; nucleosome; autoantibody; autoantigen; epigenetics; oxidative
stress; immunogenicity; tolerance; pathogenicity; chromatin modification.
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8.1 Introduction

Thyroid autoimmunity manifests clinically as chronic lymphocytic thyroiditis, known
as Hashimoto thyroiditis and its variants (post-partum or sporadic thyroiditis), or as
Graves’ disease and atrophic thyroiditis. These autoimmune thyroid diseases (AITDs)
occur as a result of aberrant immune response directed against the thyroid gland, when
the immune system fails to recognize tolerance to self-antigens [1]. Evidence suggests
that the phenotypic expression of AITD towards Graves’ disease or Hashimoto
thyroiditis is largely dependent on the pattern of immune response that predominates
at a given time. This is likely determined by genetic factors or epigenetic effects, butmay
also be modified by environmental factors, among which stress appears to play an
important role [2,3].

Stress exerts a profound effect on the immune system through neuroendocrine
pathways. During a stress response, the hypothalamic-pituitary-adrenal axis and the
sympathetic nervous system are activated, resulting in systemic elevations in gluco-
corticoids and catecholamines, respectively. Both systems serve to counteract the effect
of stressors and mainstain homeostasis [4].

It has long been thought that the stress hormones, and in particular the gluco-
corticoids, exert in general an immune-suppressive effect. However, accumulating
evidence suggests that stress, through its effector neuroendocrine pathways, has a
differential effect on the immune response, suppressing cellular and potentiating
humoral immunity [5,6]. In this chapter, evidence is provided from experimental
and clinical research in support of the hypothesis that stress, by affecting the balance of
immune response, may influence the clinical expression of AITD.
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8.2 The Th1/Th2 balance in immune-response regulation

The type of immune response (cellular or humoral) is largely regulated by antigen-
presenting cells (APCs) such as dendritic cells, macrophages and natural killer (NK)
cells, which are components of innate immunity. Once a non-self-antigen is judged
dangerous, the APC springs into action, presenting the (auto)antigen in conjunction
with major histocompatibility complex (MHC) molecules and co-stimulatory signals
to CD4þT helper (Th) cells. Depending on the signals they receive from APCs, naive
CD4þ Th cells are further differentiated into Th1 or Th 2 cells that are components of
acquired immunity. In turn, Th1 cells secrete type 1 cytokines, including interferon-g
(IFN-g), interleukin-2 (IL-2) and tumour necrosis factor a (TNF-a), which are
pro-inflammatory and responsible for cell-mediated immunity. On the other hand,
Th2 cells produce anti-inflammatory type 2 cytokines, primarily IL-4, IL-5, IL-10 and
IL-13, and provide help to antigen-specific B lymphocytes to produce antibodies
involved in humoral immunity [7,8].

Precursor CD4þ Th cells are believed to be pluripotent and can follow a Th1 or
Th2differentiationpathway, dependingon the cytokine environment they experience or
the stimuli they encounter. Thus, if naive CD4þ T cells are activated in the presence of
IL-12 that is produced by APCs in response to antigenic stimulation, the transcription
factor STAT4 will be activated, triggering the transcription of the gene for IFN-g (Ifng).
The production of IFN-g leads to the transcriptional activation of target genes on T cells
and the induction of key Th1-specific transcription factors such as T-bet. T-bet binds to
regulatory elements at several loci, including Ifng, and transactivates Ifng, creating a
positive-feedback loop. In contrast, IL-4, which is secreted mainly by CD4þ T cells and
mast cells, promotes the differentiation of Th2 cells and the production of type 2
cytokines, through activation of signal transducer and activator of transcription 6
(STAT) and the subsequent activation of the transcription factor GATA-3 [9,10]
(Figure 8.1).

8.3 Stress hormones and the Th1/Th2 balance

The effect of glucocorticoids and catecholamines

Evidence suggests that glucocorticoids, at levels achieved during stress, suppress cell-
mediated and potentiate humoral immunity. Glucocorticoids, acting through their
cytoplasmic/nuclear receptors on APCs, suppress the production of IL-12, the main
cytokine inducer of Th1 responses, and downregulate the expression of IL-12 receptors
on T cells and natural killer cells, inhibiting IFN-g production. On the other hand,
glucocorticoids promote the production of IL-4 and IL-10 by Th2 cells. The latter
could be the result of diminishing the restraining effect of IL-12 and IFN-g on Th2
cells [11–14]. Additional evidence suggests that glucocorticoids may also block the
transcriptional activity of T-bet, the key transcription factor in Th1-mediated cellular
immunity [15].
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In a similar way, catecholamines, acting on APCs through b2-adrenergic receptors,
suppress the production of IL-12, thus inhibiting the differentiation of Th1 cells, while
enhancing Th2 cell differentiation [16]. Furthermore, catecholamines appear to inhibit
the production of TNF-a and potentiate the production of IL-10 by APCs [17,18].
Notably, b2-adrenergic receptors are expressed only on Th1 cells and not on Th2 cells,
and this may provide an additional explanation for the differential effect of catecho-
lamines on Th1/Th2 balance. Thus, b2-AR agonists inhibit IFN-g production by Th1
cells but do not affect IL-4 production by Th2 cells [19]. Furthermore, glucocorticoids
can enhance the sensitivity of peripheral mononuclear cells to the immunomodulatory
effects of catecholamines, indicating cooperative effects of the stress hormones on the
immune deviation of the type1/type2 cytokine balance in favour of type 2 expres-
sion [20]. In conclusion, both glucocorticoids and catecholamines, the main stress
hormones, appear to cause selective suppression of cellular immunity and boost
humoral immunity by downregulating type 1 and upregulating type 2 cytokine
expression.

The effect of the local CRH-mast cell-histamine axis

In addition to the central hypothalamic corticotrophin-releasing hormone (CRH) that
influences the type of immune response indirectly, through activation of the hypotha-
lamic-pituitary-adrenal axis, CRH is also secreted locally at peripheral sites (peripheral
or immune CRH) and may influence the immune system directly through local
modulatory effects [21]. In this regard, the targets of immune CRH are the mast cells,

CD4+ T
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IL-12

IL-4

T-bet

GATA-3

Cellular
Immunity
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Figure 8.1 IL-12 and IL-4 direct the differentiation of naive CD4þ T cells towards Th1 or Th2
subtypes, producing type 1 or type 2 cytokines respectively. Th2 cells express the transcription factor
GATA-3 that induces expression of Th2-specific cytokines and inhibits IFN-g production in developing
Th1 cells. T-bet, a Th1-specific T-box transcription factor, induces IFN-g and represses IL-4 and IL-5
production in Th2 cells.
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clusters of which are found in periarterial sympathetic plexuses and plexuses of nerve
fibres within lymphoid parenchyma. Peripheral CRH activates mast cells, via a CRH
type 1 receptor-dependent pathway, causing the release of histamine and other
contents of mast cell granules. In turn, histamine acting via the H1 receptor may
induce acute inflammation and allergic reactions, whereas acting through activation of
H2 receptors may induce suppression of Th1 and a shift towards Th2 immune
response [22,23]. Thus, the activation of the CRH-mast cell-histamine axis, through
stimulation of H2 receptors, might influence the Th1/Th2 balance towards a Th2
phenotype.

The role of oxidative stress in Th1/Th2 balance

Glutathione in its reduced form (GSH) is the single most important regulatory
antioxidant in cells. The intracellular ratio of GSH/oxidized glutathione (GSSG) is
a useful measure of the cell’s overall antioxidant status [24]. Studies in mice have
shown that in vivo and in vitro depletion of GSH from APCs results in lower Th1 and
higher Th2 activity, whereas GSH repletion may have the opposite effect [25]. In a
similar way, macrophages with most of their glutathione in the reduced form become
effectively type 1 cells capable of inducing Th1 differentiation, whereas macrophages
with mostly GSSG are effectively type 2 cells and may induce Th2 responses [26].
It appears, therefore, that the immune response can exhibit a biased Th1 or Th2
phenotype depending on the relative antioxidant status of the APC, orchestrating this
process.

Further studies have also demonstrated that high GSH inside the macrophage
supports gene expression that leads to secretion of IL-12, the major Th1-polarizing
cytokine. Furthermore, exposure of the macrophage to IFN-g tends to raise its GSH,
thereby reinforcing its orientation towards type 1 activity. Conversely, exposure of the
macrophage to IL-4 lowers its GSHand steers it towards type 2 activity [27]. From these
observations, it can be concluded that the antioxidant status at the level of APCs
and their microenvironment can influence the ultimate pattern of immune response.
Thus, conditions associated with increased oxidative stress at the cellular level
may deplete APCs of antioxidants and direct their phenotypic orientation towards
a Th2-type response.

8.4 The Th1/Th2 balance in thyroid autoimmunity

AITD, the most common-organ-specific autoimmune condition, may be clinically
expressed as Hashimoto thyroiditis and its variants (post-partum or sporadic thyroid-
itis), Graves’ disease and atrophic thyroiditis [28]. The main autoantigens in AITD are
thyroglobulin, thyroid peroxidase (TPO) and the thyroid-stimulating hormone (TSH)
receptor (TSHr). Hashimoto thyroiditis is characterized by lymphocytic infiltration
of the thyroid parenchyma causing a diffuse or micronodular goitre in association
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with positive anti-thyroid peroxidase and/or anti-thyroglobulin antibodies in serum
and varying degrees of thyroid dysfunction. The intrathyroidal immune cells are T and
B lymphocytes with the CD4þ Th1 subtype predominating, although Th2 cells are also
present [29]. Thyroid follicular cells in close proximity to the infiltrating lymphocytes
appear apoptotic, suggesting immune-mediated apoptotic destruction of these
cells [30]. On the other hand, in Graves’ disease there is follicular cell hypertrophy
and hyperplasia along with hyperfunction, manifesting as a diffuse goitre and hyper-
thyroidism. The lymphocytic infiltration of the thyroid is patchy and not as massive as
in Hashimoto thyroiditis and the majority of T lymphocytes are CD4þ Th2 cells,
although Th1 cells are also found. TSHr-stimulating antibodies are the hallmark, being
responsible for thyroid follicular growth andhyperfunction [29,31].On the other hand,
atrophic thyroiditis is rare and characterized by a small (atrophic) thyroid gland and
clinical hypothyroidism. TSHr-blocking antibodies are present in up to 50%of patients
with atrophic thyroiditis and these may be responsible for thyroid-gland atrophy and
hypofunction [32].

Studies in animal models suggest that thyroid autoimmunity is a three-stage
process [33]. In the first stage, there is an increased appearance of intrathyroidal
APCs, which take up and present thyroid autoantigens, together with MHC class II
antigens and co-stimulatory molecules, to CD4þ T cells. The second stage involves the
interaction of the Th lymphocytes with the presented autoantigen. If immune tolerance
and its regulation by co-stimulatory signals are lost, then inappropriate activation of
antigen-specific T lymphocytes takes place, leading to differentiation and clonal
expansion of autoreactive CD4þ Th cells and antibody-producing B lymphocytes.
In the final stage, the generated autoreactive T and B lymphocytes accumulate in large
numbers in the thyroid parenchyma. The latter then becomes �a battlefield� with
infiltrating lymphocytes and defending thyrocytes fighting for survival. The outcome
of this interaction determines the different clinical phenotype of AITD. This is largely
dependent on the Th1/Th2 balance and the pattern of cytokines released in the local
microenvironment [1,2].

Predominance of a Th1-type immune response, favouring cell-mediated immunity,
may create a pro-apoptotic milieu for the thyroid cells. Fas and/or TNF-related
apoptosis-inducing ligand (TRAIL)-dependent apoptotic pathways are activated by
type-1 pro-inflammatory cytokines such as TNF-a, IFN-g and IL-2, and the thyroid
cells undergo apoptosis, leading to Hashimoto thyroiditis or its variants [34,35]. A
predominant Th2 activity, which favours humoral immunity, may induce antigen-
specific B lymphocytes to produce anti-TSHr antibodies and create an anti-apoptotic
potential for the thyroid follicular cells. If the prevailing type of anti-TSHr antibodies is
stimulatory, thyroid cell hyperplasia and hyperfunction ensue, leading to Graves’
hyperthyroidism. If, on the other hand, TSHr-blocking antibodies predominate,
then thyroid cell atrophy and hypofunction occur, leading to atrophic thyroiditis
(Figure 8.2). Thus, the phenotypic expression of AITD towards Graves’ disease or
Hashimoto thyroiditis is dependent on the balance of Th1 and Th2 immune responses
regulated byAPCs and the type of cytokines predominating in the thyroid parenchyma.
The fact that both conditions may develop in the same individual at different times
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suggests that the Th1/Th2 balance is a dynamic process that may be influenced by
exogenous factors acting on APCs.

8.5 Association of stress with thyroid autoimmunity

The first clinical observation of an association between stressful life events and
hyperthyroidism was made by Parry in 1825 along with the description of the disease,
and subsequently by Graves, von Basedow and others [36]. Both physical stress,
such as trauma or major illness, and psychological stress, such as bereavement, have
been implicated. These early reports were followed by epidemiological observations

Figure 8.2 Hypothetic role of the Th1/Th2 balance in the clinical expression of autoimmune thyroid
diseases. Predominance of Th1 lymphocytes producing pro-inflammatory cytokines may induce
thyroid cell apoptosis leading to Hashimoto thyroiditis. Conversely, predominance of Th2 cells,
favouring humoral immunity, may lead to production of stimulating or blocking anti-TSHr antibodies
and result in the clinical expression of Graves’ disease or atrophic thyroiditis, respectively.
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of an increased incidence of hyperthyroidism during major wars, a condition
named kriegsbasedow [37]. Thus, the incidence of hyperthyroidism in the Danish
population increased significantly during the 1941–1945 German occupation. Also,
hospital admissions for thyrotoxicosis in occupied Scandinavian countries increased
5–6-fold during the 1939–1945 war, and returned to normal rates afterwards [37].
More recent evidence for such an association was the 5-fold increase in Graves’ disease
compared with toxic nodular goitre that was observed during the civil war in former
Yugoslavia [38]. Other studies failed to show an increase in anti-thyroid drug use
during the civil unrest in Northern Ireland [39] or an increase in stressful life events in
consecutive thyrotoxic patients attending an outpatient’s clinic [40]. However, the
latter reports can be criticized for failing to distinguish between Graves’ disease
and other causes of thyrotoxicosis. In an earlier study, Forteza found that most of
his 115 patients experienced stressful events just before the first signs of Graves’
disease [41]. Following these early clinical observations a number of formal case-
control studies and population-based surveys using self-rated questionnaires have
examined the effect of stress on the onset or the clinical course ofGraves’ thyrotoxicosis.

Stress and the onset of Graves’ disease

The first large population-based clinical study that established an association between
stressful life events and the onset of Graves’ disease was from Sweden. Using a self-rated
questionnaire, 208 patients with newly diagnosed Graves’ disease were found to have
more negative life events and higher negative life-event scores in the year preceding the
diagnosis, compared to 372 controls [42]. Subsequent case-control studies in different
ethnic populations confirmed the association of stressful life events with the onset of
Graves’ disease [43,45]. One study from Japan reported an association of stress with
Graves’ disease in women but not in men [46]. The above studies have been criticized
because of their retrospective nature, the influence of recall bias, and the fact that
thyrotoxicosis itself might alsomanifest with anxiety symptoms and negative emotional
events, raising the question of distinguishing between cause and effect [47,48]. This
problem was partially addressed by a more recent study that compared Graves’ disease
patients with patients having toxic nodular goitre and healthy controls, in order to
correct for the effect of thyrotoxicosis. A significant increase in the number of negative
life events was found in the Graves’ disease patients compared to those with toxic
nodular goitre and normal controls [49]. This finding supports the notion that stress
may precipitate autoimmune as opposed to non-autoimmune hyperthyroidism.

Stress and the clinical course of Graves’ disease

Few studies have examined the effect of stress on the clinical course of Graves’ disease.
In a retrospective study, treatment with a benzodiazepine, in addition to drug therapy,
reduced the relapse rate of thyrotoxicosis from 74% in untreated patients to 29%

8.5 STRESS AND THYROID AUTOIMMUNITY 141



in patients treated with benzodiazepine, suggesting that stress management was
effective in improving the prognosis of Graves’ disease [50]. Two prospective case-
control studies also suggest that stress may have a negative impact on the outcome of
Graves’ disease. The first study from Japan investigated the outcome of patients with
newly diagnosed Graves’ disease after 12 months of anti-thyroid drug therapy in
relation to stressful life events. The authors reported that �daily stresses� at 6 months
after starting therapy were associated with continued hyperthyroid state 12 months
later [51]. This effect was seen only in women, however, as the number of males in the
study was too small to reach a significant effect. In a more recent study, it was shown
that the relapse rate after anti-thyroid drug treatment for Graves’ disease was related
to daily stresses and some personality traits, and that stress scores correlated with the
level of anti-TSHr antibodies after cessation of anti-thyroid drugs [52]. The findings
from these studies, although limited in number, indicate that stress may also affect the
clinical course of Graves’ disease.

Apart from the epidemiological observations and clinical studies stated above, there
are also several case reports that support a relationship between stress and the onset or
outcome of Graves’ disease. Misaki et al. reported three cases of Graves’ hyperthyroid-
ism occurring after partial thyroidectomy for papillary carcinoma [53]. The authors
suggested that surgical stress might alter immune homeostasis, converting preclinical
into clinical Graves’ hyperthyroidism. A relationship between stress and the onset and
clinical course of Graves’ disease has also been reported in children. Morillo and
Gardner reported four children inwhoma �separation� event was related to the onset or
relapse of Graves’ disease [54]. We have reported five patients who developed mild
autoimmune hyperthyroidism following a major stressful life event such as bereave-
ment, job loss, stress at work and major surgery [55]. In all cases, the hyperthyroidism
followed a short course (up to 6 months) on small doses of anti-thyroid drugs and
went into remission as the stress situation resolved.

Stress and Hashimoto thyroiditis

In contrast to Graves’ disease, few studies have examined the association between stress
and Hashimoto thyroiditis. Two case-control studies evaluated the role of stressful
events in Hashimoto thyroiditis or post-partum thyroiditis. They concluded that stress
was not a trigger in either condition [56,57]. A recent population study also did not find
a relationship between stressful life events and the presence of anti-thyroid peroxidase
antibodies among euthyroid women [58]. The onset and clinical course of Hashimoto
thyroiditis are often insidious and the diagnosis may be delayed until the patients
develop overt hypothyroidism,making it difficult to assess the role of stress in the onset
and natural history of the disease. In summary, the weight of evidence from the
available epidemiological observations and clinical studies suggest an association
between stress and Graves’ disease but not with Hashimoto thyroiditis. The biological
mechanisms underlying the association of stress with Graves’ disease are not known,
but a possible explanation is given below.
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8.6 Stress in the clinical expression of thyroid
autoimmunity: a unifying hypothesis

Evidence from animal studies and clinical observations suggests that a hyperactive
or hypoactive stress response may be associated with decreased or increased
vulnerability to different types of autoimmune disease [59]. Thus, Fisher rats,
which have a hyperactive stress system, are resistant to experimentally induced
Th1-mediated autoimmune diseases, such as rheumatoid arthritis, uveitis and
experimental allergic encephalomyelitis. Conversely, Lewis rats, which have a hypo-
active hypothalamic-pituitary-adrenal axis, are prone to develop Th1-mediated
autoimmune conditions [59].

A natural condition with changes in the Th1/Th2 balance is pregnancy and the post-
partum period. Pregnancy results in suppression of Th1-mediated cellular immune
activity and preservation or enhancement of Th2-mediated humoral immunity. In the
third trimester, Th1-type cytokines such as IFN-g and IL-2 decline and Th2 cytokines,
in particular IL-4, increase. This shift may permit the histoincompatible fetal/placental
unit to avoid rejection by a cell-mediated immune attack from the mother [60,61].
These immune changes in pregnancy develop in parallel with a marked increase in
glucocorticoids along with increases in oestrogen and progesterone. Progesterone
appears to cause a shift in Th1/Th2 balance similar to that described for glucocorti-
coids [62]. Indeed, the changes in the hormonal milieu may explain why pregnant
women experience remission of Th1-mediated autoimmune diseases such as rheuma-
toid arthritis, multiple sclerosis, type 1 diabetes and autoimmune thyroiditis, and
aggravation of Th2-mediated autoimmune conditions such as systemic lupus erythe-
matosus [63–65].

In the post-partum period, the hormonal milieu changes abruptly, with gluco-
corticoids, oestrogens and progesterone decreasing to subnormal levels, allowing a
prompt recovery of cell-mediated immune function [64]. This Th2-to-Th1 �return
shift� might explain the increase in the incidence of post-partum thyroiditis and
other Th1-mediated autoimmune conditions. Analogous clinical situations associ-
ated with a decreased stress system activity are seen during the period that follows
cure from Cushing’s syndrome or discontinuation of glucocorticoid therapy [66,67].
These situations have been associated with increased susceptibility to Th1-mediated
immune disorders. A similar rebound reaction may occur in periods that follow
cessation of chronic stress. On the other hand, Graves’ disease and other Th2-
predominal conditions are frequently associated with allergic diseases [68]. Further
support for the importance of the Th2 pathway in Graves’ disease comes from
observations that recurrence after anti-thyroid drug therapy is more likely following
an attack of allergic rhinitis and elevated IgE levels, which is a marker of Th2
activity [69]. Interestingly, in this regard, humanized anti-CD52 monoclonal anti-
body therapy for multiple sclerosis, which causes change in the immune response
from Th1 to Th2 phenotype, was reported to trigger the development of Graves’
disease [70].
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On the basis of these observations and the information cited above, a unifying
hypothesis for the role of stress in the clinical expression of AITD can be formulated
(Figure 8.3). Environmental factors interacting with genetic factors may induce an
aberrant immune response against thyroid autoantigens and render an individual
susceptible to develop thyroid autoimmunity. The potential for precursor CD4þ T
lymphocytes to differentiate towards Th1 or Th2 type activity following interaction
with APCs is an important branch point for the development of cell-mediated or
humoral autoimmunity. If such an individual is under severe stress, the stress
hormones may steer the balance towards a Th2-type phenotype. Effector Th2 cells
and type 2 cytokines will then induce antigen-specific B lymphocytes to produce anti-
TSHr antibodies. The concomitant suppression of the Th1-effector pathway will
protect thyroid cells from a cell-mediated immune attack. Under these circumstances,
the clinical outcome will be Graves’ disease. Conversely, if a susceptible person is
recovering from a stress response or the immune-suppressive effect of pregnancy,
a rebound reaction may reactivate the Th1-mediated branch pathway, leading to
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thyroid autoimmunity

After
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Th1 Th1

CD4+ T
cell

CD4+ T
cell
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Th2 Th2

Cellular
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Figure 8.3 Hypothetic role of stress in the clinical expression of autoimmune thyroid diseases. In
individuals susceptible to thyroid autoimmunity, severe stress may influence the Th1/Th2 balance
towards a Th2-type response and humoral immunity, resulting in the expression of Graves’ disease.
After stress, a Th2-to-Th1 shift induces cell-mediated immunity against thyroid cells, leading to the
development of Hashimoto thyroiditis.
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cellular immune response and apoptotic destruction of thyroid follicular cells by the
pro-inflammatory cytokines. The likely outcome will then be autoimmune (sporadic)
or post-partum thyroiditis, respectively. Epigenetic mechanisms may be involved in
this process, as discussed in the following section.

8.7 Epigenetic regulation of T cell differentiation
and stress hormones

Epigenetic regulation of gene expression is an important mechanism that controls
transcriptional activation or repression of specific gene loci. Methylation of CpGs is
generally associated with transcriptional inactivity within a gene locus, whereas
removal of the methyl group from cytosine signals a shift from inert chromatin to
active or open loci [71]. A growing body of research has examined and implicatedDNA
methylation as a significant regulator of lineage commitment and specific cytokine
production during Th cell differentiation [72]. Studies of mice deficient in the
methyltransferase Dnmt 1 indicate an important and selective contribution of DNA
methylation to cell-lineage-specific gene expression in developing and mature T
cells [73].

The differentiation of naive CD4þ T lymphocytes along the Th1 or Th2 differenti-
ation pathway is thought to be regulated by epigenetic mechanisms leading to
activation or silencing of the loci encoding type-2 cytokines (IL-4, IL-13) or the locus
encoding IFN-g , respectively [74]. A general model proposes that naive T cells have the
potential to differentiate into either Th1 or Th2 cells. Following induction of the
differentiation programme, the transcriptional rates of IL-4 and IFN-g genes diverge.
The Th1 differentiation programme leads to an increase in the transcriptional activity
of the IFN-g gene and the silencing of the genes for IL-4, IL-5 and IL-13. The converse is
true for the Th2 differentiation programme, which leads to increased transcriptional
activity of IL-4, IL-5 and IL-13 genes, and silencing of the IFN-g gene. Key stimulators
of the Th1 differentiation programme include IL-12 and the transcription factor STA4
and the IFN-g/STAT1-trascription factor T-bet signalling pathways, whereas stimula-
tion of the Th2 differentiation programme includes the IL-4/STAT6 and the transcrip-
tion factor GATA-3 signalling pathway [75].

It therefore appears that specific epigenetic changes regulate the activation of the
IFN-g gene during the process of differentiation of CD4þ T cells into Th1 cells and also
the silencing of the same gene in differentiating Th2 cells [74]. Recent evidence suggests
that specific histone-methylation patterns of chromatin surrounding the IFN-g gene
could explain the permissive chromatin environment for IFN-g gene expression in
differentiated Th1 cells relative to the non-permissive chromatin environment for
IFN-g gene expression in Th2 cells [76]. The dynamic nature of the epigenetic changes
that drive the silencing of IFN-g gene is dependent on two transcriptional activators of
Th2 cell differentiation: GATA-3 and STAT6. In Th1 cells the establishment of histone-
acetylation marks across the IFN-g gene locus is dependent on STAT4 and T-bet [77].
Glucocorticoid hormones bind to glucocorticoid receptors, which act as transcription
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regulators of many genes. Among these genes of particular interest is DNA (cytokine-5)-
methytransferase 1, which is involved in preservation of DNA methylation patterns as
well as in de novo DNA methylation, and is important in epigenetic transcription
repression [78]. Recent reports suggest that glucocorticoids can modulate Dnmt 1
expression [79]. There is also experimental evidence suggesting that the activated
glucocorticoid receptor inhibits T-bet by direct protein–protein interaction and that
glucocorticoid treatment reduces T-bet and STAT1 expression in mononclear
cells [15,80]. It is likely, therefore, that stress hormones and in particular glucocorti-
coids may influence the phenotypic expression of thyroid autoimmunity towards
Graves’ disease through epigenetic modification of T cell differentiation. However, the
exact mechanism involved in this process awaits further elucidation.

8.8 Conclusions

Circumstantial evidence suggests that Hashimoto thyroiditis and Graves’ disease, the
two opposite clinical entities of AITD, manifest different immune phenotypes.
Hashimoto thyroiditis is predominately a Th1-mediated autoimmune disease,
whereas Graves’ disease has a predominant Th2 phenotype. There is convincing
evidence from epidemiological and clinical studies supporting the view that stress
may favour the development of Graves’ disease, but there is limited information on the
role of stress inHashimoto thyroiditis. However, whether stress plays a causative role in
the development of Graves’ disease is not yet clear. It is likely that, in susceptible
individuals, stress hormones may influence the clinical expression of thyroid autoim-
munity towards the development of Graves’ disease by suppressing cellular immunity
and potentiating humoral immunity. Epigenetic mechanisms may be involved in this
process. On the other hand, recovery from stress, through a rebound effect of cellular
immunity, may favour the development of autoimmune thyroiditis. This, however, is
only a working hypothesis based on circumstantial evidence and needs further
substantiation. Future studies also need to focus on identifying agents that can
restore the type 1/type 2 cytocine balance, in the presence of stress hormones, and
serve as a basis for interventions to prevent the stress-associated immune conditions
in humans.
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Abstract

Stress hormones may influence the differentiation of naive T helper (Th) cells away
from Th1 and towards a Th2 phenotype, resulting in suppression of cell-mediated
immunity and potentiation of humoral immune response. Thyroid autoimmunity
manifests clinically as Hashimoto thyroiditis or as Graves’ disease. This differential
phenotypic expression is largely dependent on the balance of Th1 and Th2 immune
responses. Predominance of Th1 cells producing pro-inflammatory cytokines may
cause destruction of thyroid cells, leading to Hashimoto thyroiditis. Conversely,
predominance of Th2 cells and type 2 cytokines may induce the production of
thyroid-stimulating hormone receptor-stimulating antibodies, causing Graves’ dis-
ease. Epidemiological studies support an association between stress and Graves’
disease. In susceptible individuals, stress may favour the development of Graves’
disease by shifting the Th1/Th2 balance towards Th2. After recovery from stress or the
immune-suppressive effect of pregnancy, a Th2-to-Th1 �return shift� may induce the
development of autoimmune or post-partum thyroiditis, respectively. Epigenetic
mechanisms are likely to be involved in this process.

Key words: stress; Th1; Th2; autoimmune thyroid disease; Hashimoto thyroiditis;
Graves’ disease; glucocorticoids; catecholamines; epigenetics
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Reactive intermediates,
inflammation and
epigenetics in lupus

Gary S. Gilkeson and Jim C. Oates
Medical University of South Carolina, Charleston, SC, USA

9.1 Introduction

The broad heterogeneous phenotype of systemic lupus erythematosus (SLE) is
characterized by autoantibody production, a function primarily of the acquired
immune response, leading to immune-complex deposition in target organs and
resultant organ damage due to the release of inflammatory mediators [1]. An
inappropriately active innate immune response, primarily via Toll-like receptor
signalling, is implicated in both the initiation and pathogenic consequences of
autoantibody production in SLE. An important arm of the innate immune response
is the production of reactive intermediates, including the reactive oxygen intermediate
(ROI) superoxide (SO; half-life (t1/2)� 10�9 s [2]) and the reactive nitrogen inter-
mediates (RNIs) nitric oxide (t1/2� 3–5 s [3]) peroxynitrite (ONOO�; t1/2� 1 s [4])
and hypochlorous acid (HOCl, t1/2� 30 s [5,6]).

9.2 Biology of reactive intermediates

Reactive intermediates are short-lived molecules formed by chemical reactions and
which are capable of rapidly modifying other molecules including nucleic acids, amino
acids and lipids. Through these modifications they act as signalling molecules for a
broad array of cellular functions. The pathogenic potential of NO is partly dependent
upon whether its production occurs in proximity to the formation of ROIs such as SO.
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Depending on concentrations and biological setting, RNIs and ROIs can either
neutralize each other or accentuate the activity of one another. Reactive intermediates
are detoxified by protective enzymes such as superoxide dismutase (which catalyses
the reaction of SO to H2O2). H2O2, not a free radical, is further catalysed in some
cell types to HOCl (bleach) by myeloperoxidase (MPO) with an antimicrobial effect.
H2O2 can also be converted to hydroxyl radicals (OH; t1/2� 10�9 s [7]) in the presence
of Fe(II) via the Fenton reaction.

Nitric oxide

NO is a membrane-permeable free radical molecule synthesized by nitric oxide
synthase (NOS) using arginine and oxygen as substrates [3]. Three isoforms of
NOS are transcribed from three separate genes. All isoforms dimerize in the presence
of co-factors to become active. Each monomer contains a reductase and oxygenase
domain. The reductase domain catalyses the transfer of two electrons to haem iron in
the oxygenase domain. Calmodulin, nicotinamide adenine dinucleotide phosphate
(NADPH), flavin adenine dinucleotide (FAD) and flavin mononucleotide (FMN) are
required co-factors for the reductase domain. Electrons from the reductase domain are
transferred to the oxygenase domain of the adjacent monomer, where haem and
tetrahydrobiopterin (BH4) act as co-factors.Here, a reaction betweenO2 and L-arginine
is catalysed, resulting in formation of NO and citrulline.

Two isoforms (the endothelial NOS or eNOS/NOS3 gene product and neuronal
NOS or nNOS/NOS1 gene product) are generally constitutively expressed and are
dependent on sufficient concentrations of calcium for activity. In the vascular system,
NO produced by eNOS is a potent vasodilator and regulator of vascular tone in
response to shear stress. Nitroglycerinmimics the activity of eNOS by acting as a donor
of NO [3]. Indigenous produced carriers of NO, including S-nitrosoglutathione,
are capable of releasing NO in low concentrations also impacting biological function
similar to direct eNOS NO release. The beneficial effect of NO produced by the
constitutively expressed NOS isoforms is blunted when NO is produced in an
environment high in ROI, as will be discussed later.

A third NOS gene (NOS2) produces an inducible isoform (iNOS) that is primarily
expressed in immune cells, most notably macrophages and macrophage-derived
cells. iNOS is expressed in response to specific inflammatory stimuli that are well
characterized inmurine cells, but the stimuli that induce NO in human cells are less well
characterized. Among these stimuli for murine cells are several cytokines and Toll-like
receptor ligands such as lipopolysaccharide, CpG DNA, interleukin-6 (IL-6), interferon-g
(IFN-g), IL1-b and tumour necrosis factor a (TNF-a). In human cells, complexmixtures
of cytokines are necessary for iNOS induction. In most cells, signalling pathways converge
on the Janus kinase/signal transducer and activator of transcription (JAK/STAT) and/or
the nuclear factorkB (NF-kB) pathways [8].Nuclear hormone receptors also play a role in
regulation of iNOS induction. There is evidence to support a role for oestrogen as an
enhancer [9] and peroxisome proliferator-activated receptor g (PPARg) ligands as
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inhibitors [10] of iNOS induction in response to IFN-g or IFNg- and lipopolysac-
charide stimulation in murine cells. iNOS is expressed during pathological states in
human endothelial cells, synovial fibroblasts, polymorphonuclear cells, lymphocytes
and natural killer cells [11]. In normal human tissue, expression is also present in
myocytes, skeletal muscle and Purkinje cells [12].

Overall, lupus can be described as a disease of heightened gene transcription,
suggesting that it may result from inappropriate, somewhat global, transcriptional
regulation. This altered transcriptional regulation may also contribute to overproduc-
tion of reactive intermediates. Work by Mishra et al. on histone deacetylase (HDAC)
inhibitors best illustrates this concept [13,14]. Overactive or inappropriate HDAC
activity leads to chromosomal conformational changes, allowing the transcriptional
machinery access to genes for activation. Inhibitors of HDAC are currently approved
for use in specific tumours, but are also very effective modulators of disease in murine
models of lupus [13,14]. Indeed,HDAC inhibitors given either prior to disease onset or
after disease onset have significant impacts on survival and renal disease development.
NOproduction is also decreasedwithHDAC inhibitor therapy in vivo, but whether this
is a primary or secondary effect remains to be determined. The HDAC inhibitor
trichostatin A, which attenuated renal disease in MRL-lpr/lpr mice, inhibited NO
production in cultured mesangial cells from the same murine model of lupus,
suggesting that HDAC inhibitors probably act via direct effects on NO production,
although other effects of HDAC inhibitors may also inhibit NO production indirect-
ly [15]. Nonetheless, these data indicate that the epigenetic effects of histone acetylation
can impact disease and production of reactive intermediates.

iNOS produces amounts of NO that are orders of magnitude higher than the
constitutively expressed isoforms. In a low-arginine environment, iNOS cannot
transfer nitrogen to molecular oxygen, and electrons from the reductase domain
combine with oxygen to produce SO [16]. NO, when combined with SO, forms
ONOO�, a more reactive and toxic molecule than NO. ONOO� produced by immune
cells is capable of killing intracellular pathogens and tumour cells. Glutathione
peroxidase, catalase, superoxide dismutase, haem oxygenase and antioxidants serve
to protect host cells during inflammatory states by reducing the total ROI burden that
can contribute toONOO� production [17,18]. Thus, reactive intermediate production
depends on catalytic enzyme activity and substrate availability as well as the amount
and activity of detoxifying enzymes (Figure 9.1).

The balance of production and elimination of reactive intermediates can be inferred
by studying themodifications of target molecules that form from reactive intermediate
production. Because their half-life is extremely short (albeit highly variable), reactive
intermediates cannot be measured directly. NO and NO-derived products, however,
can bemeasured by their ability tomodify othermolecules. There are three general ways
bywhich thesemodifications occur. First, they can bind tometal centres. An example of
this is guanylate cyclase, inwhichNObinds the ferrous state of the haem centre, induces
a conformational change and increases the activity of the enzyme. The second
modification involves S-nitrosylation. This often occurs at cysteine residues and has
varying effects depending upon the target protein. For instance, caspase-3 activity is
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reduced by S-nitrosylation, while the activity of the ryanodine receptor increases with
this modification, which is similar to the effect of other post-translational modifica-
tions on this protein, including phosphorylation, myristoylation and palmitoyla-
tion [19]. Another important product of nitrosylation is S-nitrosoglutathione,
which can act as an intermediate leading to the glutathionylation of protein cysteines.
This modification can also have functional significance [20]. The third modification
from NO-derived products is a nitration reaction. Nitration generally occurs with
higher oxides of nitrogen, typically ONOO�. An example of this process is the
formation of nitrotyrosine by ONOO� [4]. Nitration in vitro affects the activity of
enzymes such as catalase and prostacyclin synthase [21]. In addition, nitrotyrosine
modifications increase the antigenicity of proteins, thus acting as a potential mecha-
nism for immune responses to self antigens [19].

Nitrosylation is being increasingly recognized as a mechanism for impacting gene
regulation, similar to methylation and acetylation. Nitrosylation of NF-kB modulates
its function, altering resultant inflammatory gene transcription. Such nitrosylation
does not appear to impact the nuclear migration of NF-kB, but rather modulates its
transcriptional activity once inside the nucleus [22]. Such nitrosylation can be achieved
in vivo by administering S-nitrosoglutathione, providing another potential therapeutic
pathway via modulation of reactive intermediates.

Measures of nitric oxide production

NO can react with oxygen in the presence of water to form nitrite, which can be further
oxidized to nitrite and nitrate (NOx). Nitrate is a stable oxidative product ofNO and/or
ONOO� in an aqueous environment and can be measured easily in biological fluids.

Nitrosylation of thiols

NO +SO ONOO-

NTyrSOD
Fe(II)

Phe

OH Redox signallingH2O2

oTyr
mTyr Tyr

(NF-κB, PKC)
VCA,ICAM,MCP1

ClTyr

HOCI

MPO

Lipid peroxidation
Tyr

Figure 9.1 Simplified scheme illustrating the fate of NO and ROIs in biological systems. Note the
ability of many reactive intermediates to modify amino acids to form modified tyrosine. ICAM,
intercellular cell-adhesion molecule; MCP1, monocyte chemotactic protein-1; PKC, protein kinase C;
VCAM, vascular cell adhesion molecule.
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Modified tyrosine residues can serve as markers of HOCl (chlorotyrosine), ONOO�

(nitrotyrosine) and OH (ortho- and metatyrosine production). These protein mod-
ifications are generally stable for the half-life of the protein with a few exceptions [19].
Thus, any measure of nitrosative or oxidative stress one chooses must be used with
the knowledge that it reflects a balance between the production and removal of the
reactive intermediates measured. Of the measures of NO production, the nitrosylation
of tyrosine (producing 3-nitrotyrosine) appears the most reliable and reproducible.
Reasons for this are that (1) the modifications are stable and thus reflect exposure to
reactive intermediates for the life of the protein (allowing for a long-term indicator of
reactive intermediate production analogous to glycosylated haemoglobin as a marker
of glucose control), (2) these markers are not directly affected by diet and (3) the assay
simultaneously detects markers of ROIs, RNIs and hypochlorous acid.

9.3 RNIs in murine models of lupus

Observational studies

Whereas iNOS activity is beneficial by suppressing parasitaemia and tumour growth, its
overexpression in the setting of lupus leads to organ damage and an altered immune
response. Both MRL/MpJ-Faslpr/J (MRL/lpr) and New Zealand Black � New Zealand
White (NZB/W) F1 mice develop spontaneous proliferative lupus nephritis. MRL/lpr
mice had increasing levels of urine NOmetabolites (nitrate and nitrite) in parallel with
the onset of glomerulonephritis [23]. This increase in iNOS activity was associatedwith
formation of 3-nitrotyrosine, a product of ONOO� and tyrosine. One such docu-
mented protein modification reduced the activity of catalase in the MRL/lpr kidney.
As catalase removes superoxide, its inactivation exposes renal cells to increased
oxidative stress and accelerated tissue damage [21].

Immune-complex formation and tissue deposition in lupus are not dependent on
iNOS activity as iNOS inhibitor therapy, while improving renal histopathology, had no
effect on glomerular immune-complex deposition in MRL/lpr mice [23]. The expres-
sion of iNOS appears to be a result of downstream innate immune responses to
immune-complex deposition. A similar link between autoantibody deposition and
iNOS expression/3-nitrotyrosine formation was observed in passive transfer models of
anti-glomerular basement membrane and anti-MPO antibody-mediated glomerulo-
nephritis [24–26].

Manipulation of inducible NOS in murine lupus

Several studies utilizing competitive inhibitors of iNOS suggest that iNOS activity
is pathogenic in murine lupus. Inhibiting iNOS activity in MRL/lpr mice before
disease onset with the non-specific arginine analogue L-NG-monomethyl-L-arginine
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(L-NMMA) reduced 3-nitrotyrosine formation in the kidney, partially restored
renal catalase activity and inhibited cellular proliferation and necrosis within the
glomerulus [21,23,24]. The partially selective iNOS inhibitor L-N6-(1-iminoethyl)
lysine (L-NIL) had a similar effect when used to treat these mice prior to disease onset.
In this study, the L-NIL-treated mice exhibited significant improvement in glomerular
histopathology compared to controls and slight improvements compared to
L-NMMA-treated mice. L-NMMA therapy in NZB/Wmice that were already suffering
from nephritis had a similar but less profound effect on proteinuria and renal
histopathology than did preventative therapy. However, L-NMMA as monotherapy
for the treatment of active disease was less effective in the rapidly progressive MRL/lpr
model [27].

Some interventions that do not directly inhibit iNOS enzyme activity may derive
additional benefit by their ability to reduce expression of iNOS. For instance, chemical
induction of haem oxygenase-1 and oral administration of mycophenolate mofetil
were both effective therapies for treating glomerulonephritis in MRL/lpr mice, and
both reduced iNOS expression in the kidney [23–25].

In contrast to the effectiveness of pharmacological iNOS inhibition inmurine lupus
is the observation that iNOS-deficient MRL/lpr mice, while having reduced signs
of vasculitis, had similar glomerular pathology to their MRL/lpr wild-type litter-
mates [27]. These findings may have several explanations. First, when iNOS is
genetically absent, other compensatory mechanisms that are not activated in acute
blockade by pharmacological inhibitors can induce renal damage. Second, the phar-
macological inhibitors are not specific for iNOS, also blocking eNOS and/or nNOS,
which may also play a role in disease (see below). Third, complete lack of iNOS, as
present in the genetic knockouts, may not be as effective/desirable as partial inhibition
achieved with pharmacological agents due to beneficial physiological functions of
iNOS. We believe that all three explanations may be playing a role in the contrast
between disease modulation by genetic versus pharmacological block of iNOS.

Potential mechanisms for pathogenicity of RNIs suggested
by studies in murine models of lupus

The mechanisms through which iNOS activity may be pathogenic in SLE have been
studied in animal models and in vitro. As mentioned above, ONOO�, a byproduct
of iNOS activity, can nitrate amino acids and change the catalytic activity of enzymes.
One such enzyme, catalase, serves to protect host tissues from free-radical attack [21].
In vascular tissue, prostacyclin synthase [28] and eNOS [29] are inactivated by
ONOO�, leading to vasoconstriction. These observations suggest that one mechanism
through which iNOS activity is pathogenic is via deactivation of tissue-protective
enzymes.

Increasing attention is focusing on the manner in which immune tolerance is
broken by presentation of autoantigens in a novel manner. Two such processes are
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noteworthy: (1) presentation of nuclear antigens in the pro-inflammatory context of
late apoptotic blebs and (2) post-translational modification of self-antigens to form
novel epitopes or neoepitopes. Because nuclear antigens are present in late apoptotic
blebs [30], regulation of apoptosis and clearance of apoptotic cells is an important area
of investigation in the pathogenesis of lupus.Many alterations in apoptosis and debris-
clearance pathways can lead to lupus-like disease as demonstrated in specific knockout
mice (i.e. DNase and C4).

NO and ONOO� are both integral in regulating non-receptor-mediated apoptosis
in many cellular systems [31]. To investigate the role of iNOS activity in apoptosis,
MRL/lpr mice with active disease were treated with L-NMMA, an NOS inhibitor.
Compared to controls, treated mice exhibited reduced levels of splenocyte apoptosis.
Treatment of cultured splenocytes, isolated frommice with active disease, with an NO
donor resulted in increased levels of apoptosis [32]. NO, or other RNIs, increased non-
Fas receptor-mediated apoptosis despite the well-described defect in Fas receptor-
mediated apoptosis in this murine model of lupus [32].

Another mechanism for inducing autoreactivity is via formation of neoepitopes in
autoantigens. ONOO� can nitrate self-antigens in a manner that leads to a break in
immune tolerance. For instance, normalmice immunized with nitrated IgGs produced
anti-nitrotyrosine antibodies that cross-reacted with single-stranded DNA [33].
Human native DNA modified with ONOO� induced greater immunogenicity in
experimental animals than native DNA without modifications [34].

RNIs in human SLE

Over the past decade several investigators have made important contributions to our
understanding of the role ofNO in SLE. Belmont et al. [35],Gonzalez-Crespo et al. [36],
Wigand et al. [37], Rolla et al. [38] and our laboratory [39] have described increased
markers of systemic NO production in SLE in a manner that parallel disease activity.
However, it soon became clear [40] that those with lupus nephritis had the most
elevated markers of systemic NO production among SLE subjects. This observation
spawned the hypothesis that glomerular proliferative lesions were a source of increased
NO production, as well as a potential result of inappropriate NO production. Wong
et al. [41],Wang et al. [42] and our laboratory [40] supported this hypothesis with renal
biopsy studies showing increased iNOS expression in the glomeruli of lupus nephritis
subjects, particularly in mesangial cells, glomerular epithelial cells, and infiltrating
inflammatory cells [42]. When 3-nitrotyrosine was used as a surrogate for iNOS
activity, the association with disease activity was greater in African-Americans [40],
suggesting a possible difference between Caucasians and African-Americans in ROI
production comparedwithRNI production.While these studies focused on the kidney,
Clancy et al. [43] and Belmont et al. [35] described an activated endothelial cell
phenotype in lupus patients in which iNOS expression in endothelial cells was
associated with a marker of systemic NO production.
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Potential role of endothelial NOS in lupus

Nagy et al. [44] and Gergley et al. [45,46] published elegant studies demonstrating that
abnormal T cell signal transduction in SLE is NO-mediated and dependent on Ca2þ .
This calcium dependence suggested that a constitutive NOS isoform (cNOS) was
required for NO production in lupus T cells. Further studies indicated that the basis of
the abnormal T cell activation could be traced to mitochondrial hyperpolarization,
which is dependent on mitochondrial NO production. Western blotting of peripheral
blood lymphocyte lysates from SLE subjects revealed enhanced eNOS and nNOS
expression, but not iNOS, compared to normal controls [44]. As NO appears to
mediate mitochondrially mediated apoptosis and necrosis in SLE peripheral blood
lymphocytes,NOmay serve to increase the presentation of nuclear autoantigens in SLE.
Thus, reactive oxygen/nitrogen intermediates probably play roles in both autoantibody
production via the cNOS isoforms and tissue inflammation and endothelial cell
activation after immune-complex deposition and complement via iNOS (Figure 9.2).

Mitochondrial hyperpolarization and T cell activation in SLE

Lymphocyte activation, proliferation and programmed cell death are dependent on
controlled production of ROIs and ATP in mitochondria [47,48]. For the last few
years, Perl et al. have focused their efforts on the role of mitochondria in T cell
activation and death signal processing. They identified elevation of mitochondrial
transmembrane potential (Dym); that is, mitochondrial hyperpolarization (MHP)
and ATP depletion as an early and reversible step in normal T cell activation and
apoptosis [46,49]. In contrast, they found that T lymphocytes of SLE patients
exhibited persistent MHP, cytoplasmic alkalinization, increased ROI production
and diminished levels of intracellular ATP and glutathione (GSH) [46]. These data
clearly show that mitochondrial dysfunction leading to ATP depletion is ultimately
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Figure 9.2 Postulated multifactorial role of reactive intermediates in the pathogenesis of lupus.

158 9 REACTIVE INTERMEDIATES



responsible for decreased activation-induced apoptosis which thus sensitizes lupus
T cells for necrosis [46]. The resultant necrotic cell death would stimulate macro-
phages [50] and dendritic cells [51] leading to inflammation [46,48] and ultimate
development of murine SLE [52]. Nagy et al. discovered that T cell activation-induced
MHP was mediated through ROI-dependent expression of NOS isoforms eNOS and
nNOS, which in turn required elevated Ca2þ levels for enzymic activity and NO
production [44]. Persistent MHP was associated with increased mitochondrial mass,
increased mitochondrial and cytoplasmic [Ca2þ ] in T cells and enhanced NO produc-
tion by monocytes in lupus patients. NO-induced mitochondrial biogenesis in normal
T cells enhanced the rapid phase and reduced the plateau of Ca2þ influx upon CD3/
CD28 co-stimulation, thus mimicking the Ca2þ signalling profile of lupus T cells.

Since mitochondria are major Ca2þ stores, NO-dependent mitochondrial biogen-
esis may account for altered Ca2þ handling by lupus T cells. MHP [46] and increased
cytoplasmic [Ca2þ ] are detectable in CD4þ and CD8þ and naive (CD4þCD45RAþ )
andmemory (CD4þCD45ROþ ) T cell subsets [53,54], suggesting that mitochondrial
dysfunction is a fundamental defect ofmost T cells in SLE patients. Indeed,MHP is also
found in T cells of lupus-prone MRL/lpr, but not control MRLþ /þ mice. Therefore,
future determination of the molecular basis of MHP is critically important for
understanding the mechanism of abnormal T cell activation and death in human and
murine SLE.

9.4 Genetic associations of RNI/ROI and lupus

Polymorphisms in NOS in human SLE

Based on studies demonstrating high NO production in lupus patients, we and others
explored whether iNOS polymorphisms that enhance NO production are associated
with development of lupus. In humans, NO production appears essential for elimina-
tion of specific pathogens (e.g. malaria parasites) [55]. We hypothesized that NOS2
polymorphisms associated with increased systemic NO production, which are protec-
tive against cerebral malaria [56], may confer an enhanced risk for the development of
SLE. In African-American women with SLE, compared to race- and sex-matched
controls from the Carolina Lupus cohort (CLu), the relative risk of developing SLEwas
3.4 in those with the iNOS GC7343 polymorphism (P¼ 0.04) [57]. Analysis of this
NOS2 polymorphism by other groups have also reported an association between lupus
and this single nucleotide polymorphism, associated with high NO production.

Polymorphisms in NOS3 that are also associated with enhanced NO production
were found associated with lupus by some groups, but not all. Most of these studies are
small cohort studies and await confirmation by larger multi-ethnic cohort studies [58].
A recent study from Greece found an association between NOS3 polymorphisms and
lupus nephritis [59]. These genetic studies further support the view that the effects of
RNIs and ROIs on disease are significantly affected by the biological setting in which
they are produced and the overall production of RNIs compared with ROIs.
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ROI polymorphisms in lupus

To assess whether genes involved in ROI production are associated with lupus, our
group studied polymorphisms in the gene for MPO. Surprisingly, there was a
significant correlation between the low-expressing MPO 463A allele and the risk for
developing lupus nephritis in African-Americans in the Carolina Lupus cohort [60].
This association was subsequently confirmed in two other cohorts. This finding may
seem paradoxical until one considers that ROIs can sequester RNIs and that lowMPO
activity can lead to increased OH radical stress. To determine how this polymorphism
may affect reactive intermediate production, serumwas analysed formodified tyrosine,
comparing those with the low-expressing A allele to those with G alleles. Those with the
A/A genotype had significantly lower ratios of chlorotyrosine/orthotyrosine than those
with G/A and G/G genotypes (1.5� 1.6 compared with 6.4� 11.1, P¼ 0.04). This
finding is consistentwith higherMPOactivity in theG allele, for ifMPOactivity is high,
chlorotyrosine levels should increase, whereas ortho- and metatyrosine formation
should decrease. Thus, the A allele may have significant impact on the ROI/RNI
spectrum produced during inflammation and may also impact disease expression.

9.5 Conclusions

In summary, this large and complex area of biology/medicine indicates that NO is
overproduced in both human and murine lupus, as confirmed by a number of
laboratories. Manipulating NO production pharmacologically, but not genetically,
modulates disease expression in mice. Overproduction of NO can lead to disease
pathogenesis through a number of different pathways including the more recent
description of its impact on T cell function throughMHP.NO, however, is not the only
reactive intermediate overproduced in lupus. ROIs are also implicated in disease. cNOS
isoformsmay contribute to disease via effects on immune-cell activation and apoptosis.
Further studies may reveal specific targets for therapeutic intervention in autoimmune
diseases by modulating RNI or ROI production.
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Abstract

Reactive intermediates include reactive nitrogen intermediates and reactive oxygen
intermediates. They are primarily products of the innate immune systemwith cytotoxic
properties towardsmicrobial organisms andmalignant cells. Reactive intermediates are
also critical components of cell signalling pathways and induce a variety of physiologi-
cal functions including vasodilatation and modulation of cell function. Reactive
intermediates can interact with proteins, nucleic acids and lipids, altering their
structure and function, including altering gene transcription. The end result of reactive
intermediate production is highly dependent on the biological setting in which they are
produced with the samemolecule resulting in maintenance of important physiological
functions or induction/accentuation of autoimmune disease and organ damage.
Reactive intermediates are known to be overproduced in certain autoimmune diseases,
including lupus, and play an important role in the pathogenesis of this disease. This
review focuses on the role of reactive intermediates in organ damage andT cell function
in lupus and the associations with polymorphisms in genes involved in reactive
intermediate production.

Key words: reactive intermediates; nitric oxide; lupus; T cell function;
murine models; glomerulonephritis

164 9 REACTIVE INTERMEDIATES



10
Post-translational modification
of HMGB1 and its role
in immune activation

Anirudh J. Ullala and David S. Pisetskyb

aDivision of Rheumatology and Immunology, Department of Medicine, Duke University,
Durham, NC, USA
bMedical Research Service, Veterans Administration Medical Center, Durham, NC, USA

10.1 Introduction

High-mobility group box 1 (HMGB1) is a non-histone nuclear protein with dual
function. Inside the cellHMGB1 interacts withDNA tomodify its structure and regulate
transcription. Outside the cell HMGB1 serves as an alarmin to activate the innate
immune system and promote tissue repair. The translocation of HMGB1 from inside to
outside the cell is essential to the immunological activity of this protein and takes place
primarily during cell activation and cell death. In these settings, HMGB1 may undergo
post-translational modifications similar to those determining the epigenome. Whereas
usual epigenetic modifications influence gene expression, with HMGB1 these mod-
ifications influence the location of the protein in the cell as well as its immunological
activity.

As described elsewhere in this volume, epigeneticmodification of DNA and histones
is a ubiquitous process regulating gene expression for differentiated cell function. These
modifications represent a level of genetic information that extends beyond that
encoded in the DNA itself. Although this information is distinct from the genome,
it is nevertheless heritable [1,2]. Themost prominent epigeneticmodifications are CpG
methylation of DNA and covalent modification of histones. Indeed, over 100 different
post-translational protein modifications like methylation, phosphorylation, acetyla-
tion, ribosylation and ubiquitination characterize the epigenome [3,4].
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In addition to histones, other nuclear proteins may undergo post-translation
modifications that impact their function. Among these proteins, HMGB1 is an
abundant constituent of the nucleus, constituting an architectural element that can
regulate gene transcription and DNA repair [5,6]. Whereas the post-translational
modification of HMGB1 could have epigenetic effects by altering DNA interactions,
a change in location of this protein provides another, unexpected mechanism by
which protein modification can generate regulatory interactions important for
intracellular as well as intercellular gene expression. This review will focus on the
role of HMGB1 as an immunological mediator and its potential as a target of therapy
that involves not only its extracellular activity but also its intracellular modification
and translocation.

10.2 Molecular biology of HMGB1

The HMGB1 protein was initially discovered as a non-histone nuclear protein that
stabilizes chromatin structure [7]. Along with two other proteins, HMGB2 and
HMGB3, HMGB1 is a member of a family of proteins named on the basis of their
mobility in gel electrophoresis. These nuclear proteins have highly conserved struc-
tures, displaying three different domains. Two domains of up to 80 amino acids form
the homologous high-mobility group (HMG)boxes calledA andB; these boxes contain
three positively charged a-helices and bind to the minor groove of DNA. A highly
negatively charged stretch of predominantly aspartate and glutamate residues forms the
C-terminal domain, which is about 30 amino acids long [8,9]. The amphipathic nature
of HMGB1 led to its designation as amphoterin [10].

HMGB1 is a 215-residue protein typically expressed in nucleated cell types and is
only 10 times less abundant than the core histones. HMGB1 is evolutionarily conserved
and shows high homology among mammals, with only two of the 215 residues sub-
stituted in the rodent and human versions [11–14]. Liver and brain cells have higher
concentrations of HMGB1 in the cytoplasm than in the nucleus compared to other
tissues whereas lymphoid tissues and testes have the highest nuclear concentrations [15].

In the nucleus, HMGB1 functions as aDNA-binding protein that associates with the
DNA to modulate chromatin structure and promote the binding of transcription
factors and chromatin-remodelling complexes [16–19]. DNA binding is dependent on
both the A and B box, the former showing stronger affinity for distorted DNA
structures [17,20]. The binding to distorted DNA can enhance the formation and
sliding of nucleosome complexes by stabilizing these structures [21]. HMGB1 binds to
the minor groove of DNA to distort the double helix and to allow interactions with
transcription factors like nuclear factor kB (NF-kB), p53, steroid hormone receptors,
homeobox-containing proteins and RAG1 recombinase [22–25]. HMGB1 gene-
deficient mice die shortly after birth because of hypoglycaemia due to defective
glucocorticoid receptor gene activation [26]. Because of its low affinity for DNA,
HMGB1 appears to be very mobile within the nucleus and can translocate between the
nucleus and the cytosol through nuclear pores [16,27,28].
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10.3 HMGB1 as an immune mediator

Alarmin activity of HMGB1

The molecular properties of HMGB1 are consistent with its role in chromosomal
architecture and transcriptional activity. Its immunological properties, however, were
agreatsurprise, theirdiscoverycreatinganewparadigmforactivationofinnateimmunity
by endogenous macromolecules. This discovery resulted from efforts to define new
mediators of sepsis that could serve as more effective targets for therapy than cytokines
such as tumour necrosis factor a (TNF-a) and interleukin (IL)-1 [29]. Although such
cytokines play an important role in sepsis, their production is transient, with efforts at
using anti-cytokine agents in human trials unsuccessful despite impressive results in
animal models.

By characterizing proteins whose in vitro expression was induced by lipopolysac-
charide (LPS), Wang et al. demonstrated that HMGB1 is released extracellularly by
macrophages after stimulationwith endotoxin [29]. The kinetics of this release differed
from that of cytokines although a role of HMGB1 in sepsis in animals could be
established by the effects of anti-HMGB1 antibodies as well as other blocking strategies.
Importantly, in sepsis,HMGB1 showedmore sustained production and functioned as a
latemediator of septic shock inmice. In shock situations in humans, HMGB1 levels are
elevated in the blood, suggesting that, in human disease as well as animal models,
HMGB1 can promote pathogenesis. This conclusion is supported by observations that
HMGB1 can induce inflammation when administered via intraperitoneal, intratra-
cheal, intra-articular or intracerebroventricular routes [30].

As shown in experiments using cloned or purified preparations, HMGB1 displays a
wide range of immunological activities that lead to its characterization as an alarmin.
According to current terminology, an alarmin is a cellular macromolecule that can
activate the innate immune system and promote chemotaxis. Alarmins can be released
from injured or dying cells although some alarmins such asHMGB1 can originate from
activated cells by non-traditional secretory mechanisms. Other examples of alarmins
are IL-1a, hepatoma-derived growth factor (HDGF), defensins, cathelicidins, S100
proteins and heat-shock proteins, among others [31].

Because of its origin and immunological properties, HMGB1 can also be designated
as a damage- (or death-) associated molecular pattern (DAMP) by analogy to a
pathogen-associatedmolecular pattern, or PAMP [31].Whereas PAMPs are exogenous
molecules, DAMPs are endogenous molecules. Both DAMPs and PAMPs interact with
cellular receptors such as the Toll-like receptors (TLRs) and induce similar downstream
signalling events and responses, both physiological and pathological. HMGB1 can also
interact with the receptor for advanced glycation end products (RAGE) [32,33].
Table 10.1 lists major immunological activities of HMGB1.

For HMGB1, immunological activity depends on exposure to cells of the innate
immune system and therefore on its translocation or release from cells. This release
occurs in the settings of activation and cell death, with release during death central to its
role as an alarmin (Figure 10.1).While activation and cell death are seemingly opposite
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Table 10.1 Immunological activities of HMGB1.

Cell/tissue targets of HMGB1 Activity

Monocytes/macrophages Stimulate cytokine release (TNF, MIP-1a/1b,
IL-1a/b, IL-6, IL-8)

Microvascular endothelial cells Increase expression of cell surface markers
(ICAM-1, RAGE, VCAM-1); enhance expression
of TNF-a, IL-8, MCP-1, tPA, PAI-1

Neutrophils Recruitment; activation of p38 MAPK, Akt
and ERK1/2; cytokine production

Dendritic cells Upregulate surface markers; enhance cytokine
production

T lymphocytes Proliferation
B lymphocytes Promote VDJ recombination
Mesangioblasts Recruitment to sites of tissue injury; promote repair
Smooth muscle cells, cardiac myocytes,
osteoblasts, osteoclasts

Recruitment to sites of tissue injury

Astrocytes, neurones Promote neurite outgrowths

ERK1/2, extracellular-signal-regulated kinase 1/2; ICAM-1, intercellular cell-adhesion molecule 1; MAPK,

mitogen-activated protein kinase; MCP-1, monocyte chemotactic protein-1; MIP-1a/1b, macrophage inflam-

matory protein 1a/1b; PAI-1, plasminogen activator inhibitor 1; tPA, tissue plasminogen activator; VCAM-1,

vascular cell adhesion molecule 1.

Figure 10.1 The role of post-translational modification in translocation and immune activation by
HMGB1. HMGB1 undergoes post-translational modification (e.g., acetylation, phosphorylation, meth-
ylation, etc.) following cell activation induced by external stimuli. This modification leads to
translocation of HMGB1 from the nucleus into the cytoplasm, into secretory endosomes and out of
the cell. Extracellular HMGB1 functions as an immune activator by binding TLRs 2 and 4 and RAGE on
immune cells like macrophages and neutrophils. Following binding, it leads to activation of gene
expression via NF-kB.
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fates of a cell, in the immune system these events are linked because of activation-
induced cell death. Studies in vitro with a variety of cell systems have identified
several distinct mechanisms of HMGB1 release from cells that, importantly, may
involve post-translational modifications that can change the charge of HMGB1 as well
as its interaction with chromatin. As such, these modifications resemble epigenetic
modifications that occur on histones during similar events.

10.4 Mechanisms of HMGB1 modification and release

HMGB1 release during activation

The extracellular release of HMGB1 was first described in the context of activation by
LPS, with this agent inducing the translocation of HMGB1 from the nucleus to the
cytoplasm into secretory endosomes and eventual secretion [34,35]. Among other TLR
ligands, polyinosinic:polycytidylic acid (poly(I:C)), a ligand for TLR3, can induce
HMGB1 release from macrophages whereas CpG DNA, a ligand for TLR9, does
not [36]. These findings suggest that activation by some but not all PAMPs causes
changes that lead to HMGB1 translocation. Among other pro-inflammatory media-
tors, interferon (IFN)-g , IFN-a/b, TNF-a and nitric oxide can all induce HMGB1
release from macrophages, suggesting that HMGB1 is part of a regulatory loop
governing inflammation.

As shown in elegantmolecular and cell biology studies, the translocation of HMGB1
depends upon protein modification, with acetylation playing a key role [34,35]. Thus,
acetylation of Lys-2 and Lys-11 in the A-box of HMGB1 reduces binding to DNA and
interaction with chromatin [20]. HMGB1 lacks a signal peptide, however, to determine
its movement to the endoplasmic reticulum–Golgi system. Acetylation of lysine
residues in two specific clusters in the protein, however, appears important for the
movement ofHMGB1 to the cytoplasm and blocking reentry to the nucleus as observed
in activated monocytes [35]. The cytoplasmic pool of HMGB1 may then enter
cytoplasmic organelles that undergo exocytosis under the influence of lysophospha-
tidylcholine, a product of inflammatory cell activation [34].

As in the case of histones, other protein modifications of HMGB1 may affect the
DNA-binding properties of HMGB1 in different cell types. Thus, in activated murine
macrophages, HMGB1 may be phosphorylated in the nuclear-localization signals at
serine residueswhereas, in activated neutrophils,methylation ofHMGB1occurs at Lys-
42 [37,38]. Similarly, reversible protein S-glutathionylation of Cys-23, -45 and -106
residues induces conformational changes in HMGB1 in response to oxidative stress
causing nucleocytoplasmic translocation and consequent functional changes [39]. As a
result of these changes, which occur during activation, the location of HMGB1 changes
and HMGB1 shows a different distribution between the cytoplasm and nucleus. While
translocation of HMGB1 during cell activation is necessary for alarmin activity, its
consequences for gene expression are not well understood. In view of the role of
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HMGB1 in transcriptional regulation, a cell in which this protein has left the nucleus at
least transiently could display altered patterns of gene expression, reflecting the change
in chromosomal architecture.

Release of HMGB1 during necrosis

The release of HMGB1 is a prominent feature of cell death in addition to macrophage
activation. In simplest form, cell death occurs in two main types: apoptosis and
necrosis. Apoptosis, or programmed cell death, is a highly regulated process mediated
by a cascade of enzymes called caspases that cause the systematic rearrangement,
compaction and disassembly of cells. Apoptosis can occur in both physiological and
pathological settings and be induced by awide variety of triggers. In contrast, necrosis is
a sudden and random form of cell death that is induced by physical or chemical trauma
and leads to cell lysis. Necrosis is virtually always pathological.

In addition to theirmechanisms, apoptosis and necrosismay differ in their immuno-
logical consequences. Thus, apoptotic death is usually considered to be non-inflamma-
tory whereas necrotic cell death is considered to be pro-inflammatory. An important
focusofresearchonthe immunologyofcelldeathhasthus involvedasearch formolecules
from apoptotic cells that block inflammation on the one hand and molecules from
necrotic cells that induce inflammation on the other. Pro-inflammatorymolecules from
necrotic cells would representDAMPs; at present there is no term for anti-inflammatory
molecules from apoptotic cells.

Followingdiscovery ofHMGB1as amediator of inflammation released fromactivated
cells, a series of seminal studies established its role as apro-inflammatorymediatorduring
necrotic cell death [28,40]. Depending on the experimental system for inducing necrosis,
the release of HMGB1 occurs readily since HMGB1 is not tightly bound to chromatin.
It can therefore readily exit from cells as permeability barriers break down or as the
cell lyses during necrosis. This release process appears to be passive and rapid, especially
whennecrosis is inducedby destructive treatments such as cycles of freezing and thawing.

In other settings of necrotic cell death, HMGB1 release may entail additional steps if
necrosis is induced by a chemotherapeutic agent. While alkylating agents are usually
thought to induce apoptosis, they can induce deathwith features of necrosis in cells that
are deficient in certain regulators of apoptosis such as Bax and Bak. In such cells,
treatment with DNA-alkylating agents leads to activation of poly(ADP)-ribose
polymerase (PARP) which in turn regulates HMGB1 translocation from the nucleus
to the cytoplasm and eventual leakage out of the damaged cell membrane [41]. This
translocation requires the glutamate-rich C-terminal tail of HMGB1 which, however,
does not appear to be the sole substrate for PARPmodification. In PARP-deficient cells
treated with an alkylating agent, HMGB1 appears to remain bound to chromatin and
does not stimulate inflammation. Thus, during necrosis, HMGB1 may involve post-
translationalmodificationalthough, inbadlydamagedor lysedcells,diffusionalonemay
account for its release. Once outside the cell, HMGB1 can display alarmin activity and,
indeed, appears to be amajor source of the immunological activity of necrotic cells [40].
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Localization of HMGB1 in apoptosis

The localization of HMGB1 during apoptotic death is variable. The original studies on
this issue indicated that HMGB1 was not released from cells during apoptosis and
appeared to stay anchored in the nucleus during this process. Furthermore, studies
using fluorescence loss in photobleaching (FLIP) showed that HMGB1 has dramati-
cally decreased intranuclearmobility during apoptosis [28]. This observation suggests a
fundamental change in the interaction of HMGB1 with chromatin since, under usual
situations, HMGB1 binds chromatin weakly and has free mobility in the nucleus.
Evidence that post-translational modification leads to this change comes from experi-
ments in which apoptotic cells were treated with trichostatin A, an inhibitor of histone
deacetylase. With apoptotic cells treated with trichostatin A, HMGB1 release occurs
during apoptosis, suggesting that an alteration of the structure of HMGB1 or histones
can determine the interaction and localization of HMGB1 with chromatin during
apoptosis.

The retention ofHMGB1 in the nucleus of apoptotic cells could have immunological
significance. If this protein is a major source of immunological activity of dead cells, its
intracellular retention during apoptosis could diminish a potent stimulus for inflam-
mation and allow the anti-inflammatory activities of apoptotic cells to dominate.
Together, these studies led to an appealing and popular model in which HMGB1
localization represents an important switch governing the immunological activity of
dead cells and their potential activity in diseases such as malignancy and sepsis where
large numbers of cells die.

Subsequent experiments using other systems indicated that dichotomy in the
behaviour of HMGB1 during death is not as stark as initially proposed. Thus, studies
byBell et al. showed that inductionof apoptosis in JurkatT cell leukaemia cells led to the
release of HMGB1 as shown by Western blotting of the cell-culture media or confocal
microscopy [42]. This release was observed with chemical inducers such as stauros-
porine as well as ultraviolet light and occurred at a late stage of apoptosis that can be
called secondary necrosis. During this stage the permeability of the cell breaks down
andother nuclearmolecules such asDNAandhistones are either translocated in the cell
or released. Since HMGB1 binds to chromatin, simultaneous release would not be
unexpected.

The differences in the behaviour ofHMGB1during apoptosismay reflect differences
in the experimental systems such as the cell lines and inducers of apoptosis studied or
the time course of the experiments. Furthermore, differences may relate to the manner
in which necrosis is induced and the extent of cell damage that result. Treatments such
as freeze-thawing can cause massive cell damage and abundant release of molecules,
includingHMGB1. In contrast, the amounts ofHMGB1 released during apoptosismay
be much less by comparison, despite being significant immunologically.

Although HMGB1 movement during apoptosis requires future investigation,
clarification of this issue is important since it impacts on the interpretation of the
immunological properties of apoptotic and necrotic cells. If both apoptotic and
necrotic cells release HMGB1, differences in immunological activity may relate to the
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ensemble of molecules released as opposed to the presence of a single molecule.
Post-translational modification could also contribute to differences in the activity of
HMGB1 observed in various settings, especially if changes such as acetylation or
phosphorylation influence activity.

In the disease setting, the recognition that apoptotic cells release HMGB1 is
important to conceptualizing the mechanisms of inflammation. Thus, the presence
of extracellular HMGB1 may indicate apoptotic as well as necrotic cell death as well as
inflammation. In skin lesions of systemic lupus erythematosus, for example, extracel-
lular HMGB1 appears at sites of disease activity [43]. Rather than secretion from
inflammatory cells in the lesion, this material could result from release from apoptotic
cells. Similarly, in sepsis, extracellular HMGB1 may be the direct product of apoptotic
cells rather than the consequence of an indirect process in which HMGB1 from
necrotic cells causes activation of macrophages, which then secrete HMGB1 [44].

The setting of apoptosis is notable in the context of epigenetics. Thus, during the
course of this process phosphorylation of histone H1 occurs prominently [45]. The
basis for this change is not clear since apoptosis leads to death as opposed to activation
or other cellular states in which epigenetic changes can modify patterns of gene
expression. This consideration could suggest that epigeneticmodification of histones is
important in regulating transcription of genes crucial for apoptosis. Alternatively,
histonemodification during apoptosis could be part of a stress response that ultimately
fails and the cell undergoes apoptosis. While post-translational modification of
HMGB1 has not been studied in the context of apoptosis, the similarity between
H1 and HMGB1 in terms of their DNA interactions suggests that HMGB1may also be
modified during death as well as activation.

Whilemechanisms forHMGB1duringmacrophage activation and cell death appear
distinct, there are nevertheless potential similarities. As noted above, among the TLRs
studied, stimulation of TLR3 by poly(I:C) and TLR4 by LPS lead to HMGB1 release
whereas stimulation of TLR9 by CpGDNAdoes not cause this release, despite cytokine
induction [36,46]. It is of interest therefore that stimulation of TLR3 and TLR4 differs
from that of TLR9 in both the involvement of the downstream adaptor protein Toll/
IL-1 receptor (TIR)-domain-containing adaptor-inducing IFN-b (TRIF) pathway as
well as the induction of apoptosis. Thus, both poly(I:C) and LPS induce much higher
levels of apoptosis in cultures of murine macrophages than does CpGDNA [46]. Since
apoptotic cells can release HMGB1, it is possible that at least some of the extracellular
HMGB1 derives from apoptotic cells in the stimulated cultures.

10.5 The role of HMGB1 as a mediator of disease
and target of therapy

HMGB1 has widespread activities in the immune system and can induce a host of
responses such as cell proliferation, cytokine production and increased expression
of cell-surface molecules involved in inflammation. These activities resemble those of
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cytokines such as TNF-a and IL-1. Evidence that this protein mediates disease is
extensive and derives from two main sources: (1) demonstration of extracellular
HMGB1 or cellularly translocated HMGB1 in tissue or the blood from either animal
models or patients with disease and (2) demonstration that blockade of HMGB1
ameliorates disease in animal models. While the role of HMGB1 was originally
demonstrated in sepsis, studies have now implicated this protein in rheumatoid
arthritis, systemic lupus erythematosus, Sj€ogren�s syndrome and stroke among many
others [43,47–52]. The list will undoubtedly grow and it is likely that HMGB1
contributes to the pathogenesis of any disease in which immune-cell activation or
cell death occurs.

Among diseases where HMGB1 may promote pathogenesis, systemic lupus erythe-
matosus is characterized by abnormalities in the extent of apoptotic death as well as
impairment in the clearance of apoptotic cells. In this disease, immune complexes
comprised of nuclearmacromolecules and anti-nuclear antibodies form and deposit in
the tissue to incite local inflammation. In addition, these complexes can stimulate the
production of interferon a/b by plasmacytoid dendritic cells, a response that depends
upon TLR9 as well as the Fcg receptor IIa [53,54]. Furthermore, this response may
involve HMGB1, which serves as a component of these complexes and stimulates
responses via RAGE. HMGB1may also promote responses to DNA in complexes by its
interaction with TLR9 [55].

For these pathogenic complexes to form, both HMGB1 and nucleosomal antigens
must translocate from the inside to the outside of cells. As discussed above, this
translocation can occur during apoptosis as part of the rearrangement of molecules
during this process as well as breakdown of cell permeability. At least some of this
rearrangement may involve post-translational modification implicated in epigenetic
regulation. In the case of complexes, HMGB1 and chromatin may exit cells bound
together or interact in the circulation after their separate exit from cells. Since HMGB1
bindsweakly to chromatin, formation of complexes in the circulation appears less likely
to occur than in the cell where the concentrations of reactant would be higher. In this
scenario, the exit of nuclear molecules from the cell is perhaps the most drastic
consequence of epigenetic modification, impacting on gene expression of other cells by
movement of these molecules.

At present, for the various diseases where HMGB1 may be pathogenic, strategies to
block the effects of HMGB1 focus on the antibodies or other agents that bind to
HMGB1 and therefore prevent its interaction with its receptors [44,56–59].While both
TLR2 and TLR4 can serve as receptors for HMGB1, RAGE appears to play a major role
in the response to this protein [33,55,60]. Antibodies to RAGEhave been usedwidely to
treat inflammation in animal models, with their efficacy potentially including blocking
of HMGB1-receptor interactions. Interestingly, an isolated domain of HMGB1 can
block the effect of the intact protein. In animalmodels of collagen-induced arthritis, an
A-box construct can attenuate disease [61].

These therapies target HMGB1 after it has left the cell. From the nature of this
system, however, strategies to target the release of HMGB1 should also be possible.
These strategies would include inhibitors of post-translational modification although
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their effects may be broader if the same enzymes modifying HMGB1 also modify
histones. An alternative approach is suggested by the effects of gold salts, a group of
compounds that were once the mainstay of the treatment of rheumatoid arthritis. As
shown in a study of murine macrophages in vitro, gold thiomalate (Myochrysine) can
block the release of HMGB1 from murine macrophages stimulated by LPS. This effect
was specific because gold thiomalate did not affect the release of TNF-a from these
cells [62].

Whereas gold has other immune effects, it is possible that its anti-rheumatic
activities results from interdiction of events important in the modification or translo-
cation of HMGB1 during activation or a subsequent step in the intracellular trafficking.
Platinum compounds can also block HMGB1 release from macrophages and are
effective in animal models of arthritis [63]. These compounds can chemically modify
DNA and create DNA adducts that avidly bind HMGB1. While the mechanisms of
action of gold and platinum require further investigation, the results of these studies
suggest a potential new target for the therapy of inflammatory and autoimmune disease.

10.6 Conclusion

HMGB1 is a non-histone nuclear protein that can activate the innate immune system
and play a role in the pathogenesis of many inflammatory diseases. Similar to the
situation with histones, HMGB1 can undergo post-translational modifications that
affect its interaction with chromatin. Thesemodifications can also affect the location of
HMGB1 and its ability to display immunological activity. Future work will determine
the mechanisms for these modifications, their impact on immunological activity and
their potential as targets of new therapy.
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Abstract

High-mobility group box 1 (HMGB1) functions as an alarmin following release from
activated or necrotic cells and mediates inflammation. Translocation and extracellular
release ofHMGB1 can also occur during apoptosis. This translocation ofHMGB1 from
the nucleus to the cytoplasm results from post-translational modifications similar to
those affecting histones. Such post-translational modifications of HMGB1 could also
have effects on gene expression following changes in its DNA-binding properties.
Furthermore, modified HMGB1 in the extracellular environment displays immuno-
logical activity and could serve as a potential target for new therapy.

Key words: pro-inflammatory; cytokine; amphoterin; chromatin; autoimmune;
sepsis.
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11.1 Introduction

Compounds capable of eliciting liver injury are generally known as hepatotoxins.
A significant number of compounds, among them industrial chemicals, drugs and
herbal extracts, have been reported to cause damage to the liver that varies in intensity
and severity. Although most frequently referred to parenchymal cells (hepatocytes),
the injury elicited by hepatotoxins can also affect other liver cells (i.e. endothelial, ductal
cells, etc.), resulting in different clinical forms of acute and chronic liver affectation.
Drug-induced liver injury shares clinical features indistinguishable from other types
of liver disease, such as acute and chronic hepatitis, alcoholic liver disease and
cholestasic liver disease that occasionally can auto-perpetuate in the absence of the
drug as an autoimmune disease. Drug-induced liver injury is themost common reason
cited for withdrawal of an approved drug [1–3].

11.2 Intrinsic drug toxicity to the liver

The ways in which drugs damage the liver are certainly complex, and often poorly
understood. Some of these compounds (intrinsic hepatotoxins, type A hepatotoxins)
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can cause effects in almost any individual beyond a certain dose, their effects beginning
to be noticeable within a hours of exposure. A dose–response relationship is
generally found and the toxic effects can be reproduced to a large extent in experimental
animals. Consequently, these compounds behave in a rather predictable manner in
humans.

This type of hepatotoxicity ismost frequently found in occupational, environmental
or household chemicals. Only a few drugs under clinical use are intrinsically
and significantly toxic, such as chemotherapeutic agents and acetaminophen. Their
mode of action is generally the consequence of a specific action of the molecule on
the hepatocyte metabolism causing alterations of the cell substructures and biomo-
lecules and/or biochemical malfunction. Interestingly, although the liver is remarkable
for its ability to reduce the toxicity of xenobiotics compounds, the toxicity of
which occurs as a consequence of (or in the course of) their biotransformation
reactions catalysed by a group of drug-metabolizing enzymes – namely, cytochome
P450 (CYP) monooxygenases and flavin monooxygenases, UDP glucuronil trans-
ferases (UDPGTs), glutathione-S-transferase and N-acetyl transferase –may result in
the production of more toxic and/or reactive intermediates. Such a process is known as
bioactivation [3].

Clinically, a cytotoxic pattern, a cholestasic pattern, or both, can occur [1,4]. Acute
hepatocellular injury is the most common hallmark, but damage to other cell types
(cholangiocytes, endothelial cells) is also possible. Drug-induced hepatic damage can
be assessed by an increase (more than two times) of the upper normal limit of
serum alanine aminotransferase (ALT/GPT), aspartate aminotransferase (AST/GOT),
alkaline phosphatase (AP) and g-glutamyl transpeptidase. In acute hepatocellular
injury ALT elevation tends to be predominant, whereas in the cholestasic pattern
bilirubin, AP and g-glutamyl transpeptidase increase. The appearance of jaundice
(total bilirubin level elevated by more than two times and ALT more than three times,
or ALT/AP ratio more than five times) is a warning clinical sign for immediate
discontinuation of drug administration [2,3,5–8].

11.3 Idiosyncratic drug toxicity to the liver

Other hepatotoxins, known as idiosyncratic hepatotoxins (or type B hepatotoxins),
cause damage only rarely and in susceptible individuals. Idiosyncratic reactions are
hardly predictable and are caused by the inability of certain individuals to tolerate the
compound. Generally, the injury becomes noticeable within days or weeks after
administration of the compound (occasionally it may be delayed for several months
after drug exposure) and persists for months.

Several features characterize idiosyncratic reactions: they are closely linked to the
structure of the responsible compound, rather than to its pharmacological properties;
the clinical manifestations are highly dependent on the exposed individual and have a
much lower occurrence than those of intrinsic hepatotoxins; the effects of the drug tend
to be exaggerated and not proportional to the administered doses, which were well
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tolerated prior to the sensitization process; although this type reactions can also occur
in animals, the idiosyncratic nature of a drug for men cannot be reliably revealed in
laboratory animals [1,4,9–11].

Zimmerman first classified idiosyncratic liver toxicity as metabolic and immuno-
logical idiosyncrasy and this classification is still widely acknowledged [2]. The former
type is related to individual differences in themetabolism of a drug, whichmay result in
the formation/accumulation of an unusual,more harmful,metabolite. The designation
ofmetabolic idiosyncrasy is based on a lack of rash, fever and/or eosinophilia associated
with toxicity as well to a lack of immediate toxicity on rechallenge [1,4,12]. This type of
idiosyncratic reaction is attributable to pharmacogenetic differences between indivi-
duals resulting in differences in the metabolism of compounds and formation/
accumulation of toxic metabolites [13]. This form of adverse drug reaction frequently
develops within one to several weeks after initiation of drug therapy and is not
accompanied by the characteristic features of an allergic reaction. Since the adverse
effect is presumed to be the result of the formation and/or accumulation of toxic
metabolites, rechallenge to elicit the hepatic injury usually requires administration of
the drug for days to weeks [4]. It is estimated that 13–17% of acute liver failures can be
attributed to idiosyncratic drug toxicity [4].

Otherwise, some adverse idiosyncratic hepatic drug reactions have clinical hallmarks
of an immunological hypersensitivitymechanism [14],which includes delay in the time
of presentation after the initial exposure, but rapid and exaggerated responses of
sensitized individuals to previously well-tolerated doses. This is accompanied by
laboratory evidence of immunological alterations, either in a given organ or as a part
of a generalized hypersensitivity syndrome.

Drug-induced allergic hepatitis is a liver-specific inflammatory reaction elicited by a
given drug and which is accompanied by typical features of a hypersensitivity reac-
tion [4,15,16]. Allergic hepatitis is frequently associated with fever, rash and liver-cell
infiltration (called DRESS syndrome) [17]. Although less common than other forms of
drug-induced hepatotoxicity, it hasmore serious clinical implications and the outcome
can sometimes be fatal [10,18].

By definition, a true hypersensitivity response to a drug requires the development of
an immune response directed towards the molecule. The onset of a hypersensitivity
reaction frequently involves the generation of drug-derived antigens resulting from
covalent binding of the drug or reactive metabolites to proteins to form immunogenic
conjugates, followed by antigen uptake, processing, presentation and T cell prolifera-
tion [1,19]. Although the immune response is similar to that elicited against any
antigen, there are aspects that make the interaction of drugs with the immune system
unusual [20]. First, drug-induced allergic hepatitis [16,21,22] shares many of the
mechanistic features observed in other type IV reactions [23], involving CD4þCD8þ

cytotoxic T lymphocytes as well natural killer (NK) cells. Indeed, mild fever, eosino-
philia and atypical lymphocytosis and liver infiltrate are frequently observed in those
patients, together with the presence of sensitized T lymphocytes. Second, an antibody-
type response can also occur (type-II hypersensitivity), but to a lesser extent. This is
inferred, in part, from the presence of circulating antibodies in a patient’s sera, either
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directed against the drug [24] or against hepatic antigens [25–27], which increase
promptly upon re-challenge with the suspected drug. Antibodies directed to the drug
are much less common and the role of these antibodies in the pathogenesis of the liver
disease is unclear [28]. Antibodies against cellular components occur when the
sensitization process evolves towards an autoimmune reaction [29,30].

Characteristic drugs causing allergic-type reactions in the liver include awide variety
of compounds (antibiotics, sulphonamides, halogenated anaesthetics, non-steroidal
anti-inflammatory drugs (NSAIDs), anticonvulsants and anti-depressive drugs), and
they are capable of triggering hepatocellular damage, cholestasis or mixed reac-
tions [27]. Other recently described idiosyncratic hepatotoxic drugs are presented in
Table 11.1. Recovery after drug withdrawalmay be delayed up to 1 year, in particular in
cholestatic liver injury (in some cases associated with a vanishing bile duct syndrome).
Most episodes have good clinical prognosis upon drug discontinuation. In certain cases
the damage to liver cells may continue even upon drug withdrawal, and perpetuates in
the form of autoimmune hepatitis (Table 11.1). Overall, chronic disease may occur in
up to 6% of cases, even if the offending drug is withdrawn [4].

11.4 Mechanisms of hypersensitivity reactions
to drugs in the liver

There are several working hypotheses to explain the onset of drug-induced allergic
phenomena. The hapten hypothesis [29] postulates that drugs (or reactive moieties
derived from the drugs) can react with cell proteins forming covalent adducts, a
phenomenon known as haptenization [31] (Figure 11.1). The formation of drug-
derived reactive intermediates in hepatocytes, a process known as bioactivation, can
occur either in the course of biotransformation reactions catalysed by phase I drug-
metabolizing enzymes, such as CYP monooxygenases or flavin monooxygenase en-
zymes, or by the formation of reactive conjugateswith glutathione (GSH)or glucuronic
acid in phase II reactions, resulting in the formation of stable immunoreactive drug
adducts [32] (Figure 11.2). The extent of drug covalent binding is dependent on the
proportion of the chemical that is converted into a reactive metabolite, its half-life,
the reactivity towards available functional groups of biomolecules and the ability of the
cells to sequester (neutralize?) these intermediates with endogenous molecules, such as
GSH [31,33–37]. This is a general mechanism that apparently does not differ toomuch
within tissues with respect to the formation of drug–protein adducts [38] that can
trigger immune-mediated idiosyncratic hepatotoxicity [12,39–41].

Following this step, it is required that these neoantigens become accessible to the
surveillance of the immune system. The classic pathway assumes that those adducts are
captured, internalized, processed and presented by professional antigen-presenting
cells (APCs) to CD4þ and CD8þ cells [31] (Figure 11.1).

In the liver, the formation of drug–protein adducts is not an unusual phenomenon,
and the fact that anti-drug antibodies can be identified in the course of an hepatic
allergy indicates that indeed a drug can act as a hapten. Yet, not all drugs that covalently

182 11 IDIOSYNCRATIC DRUG-INDUCED LIVER INJURY



Ta
b
le

1
1
.1

Co
m
p
o
u
n
d
s
re
ce
n
tl
y
re
p
o
rt
ed

to
h
av
e
ca
u
se
d
al
le
rg
ic
an
d
/o
r
d
ru
g
-i
n
d
u
ce
d
au
to
im
m
u
n
e
h
ep
at
it
is
(2
0
0
2
–
2
0
0
7
).
Ch
ar
ac
te
ri
st
ic
d
ru
g
s
ca
u
si
n
g

im
m
u
n
e-
m
ed
ia
te
d
re
ac
ti
o
n
s
in

th
e
li
ve
r
in
cl
u
d
e
a
w
id
e
va
ri
et
y
o
f
co
m
p
o
u
n
d
s
su
ch

as
su
lp
h
o
n
am

id
es
,
h
al
o
g
en
at
ed

an
ae
st
h
et
ic
s,
ti
en
il
ic

ac
id
,
an
d

d
ih
yd
ra
la
zi
n
e.

Fo
r
re
vi
ew

,
se
e
[2
7
,9
4
,9
5
].

D
ru
g
(p
ro
p
\e
rt
y)

C
li
n
ic
al
fe
at
u
re
s

L
ab
o
ra
to
ry

d
at
a

B
io
p
sy

O
th
er
s

R
ef
er
en
ce
s

A
ll
o
p
u
ri
n
o
l

(a
n
ti
-h
yp
er
u
ri
ce
m
ic
)

E
xf
o
li
at
iv
e
d
er
m
at
it
is
,

fe
ve
r,
h
ep
at
it
is

an
d
in
te
rs
ti
ti
al

n
ep
h
ri
ti
s

E
o
si
n
o
p
h
il
ia
,
in
cr
ea
se
d

A
ST

,
A
L
T
,
L
D
H
,
A
P

an
d
B
R

N
o
t
p
er
fo
rm

ed
Su

st
ai
n
ed

im
p
ro
ve
m
en
t
af
te
r

p
ro
lo
n
ge
d
th
er
ap
y

w
it
h
st
er
o
id
s

[1
7,
49
,1
27
]

C
ar
b
am

az
ep
in
e

(a
n
ti
co
n
vu
ls
iv
an
t)

M
o
rb
il
if
o
rm

m
ac
u
la
r

ra
sh
,
fe
ve
r,
in
d
u
ce
d

fu
lm

in
an
tl
iv
er
fa
il
u
re

In
cr
ea
se
d
C
R
P
,
A
ST

,
A
L
T
,G
G
T
,A
P
an
d
B
R

N
o
t
p
er
fo
rm

ed
P
ro
gr
es
s
to
w
ar
d
s

fu
lm

in
an
t
h
ep
at
ic

sy
n
d
ro
m
e

[4
9,
12
8]

C
et
ir
iz
in
e
(a
n
ti
-H

1
re
ce
p
to
r
an
ta
go
n
is
t)

W
ea
kn

es
s,
n
au
se
a,

an
o
re
xi
a
an
d

h
yp
er
ch
ro
m
ic
u
ri
n
e

In
cr
ea
se
d
A
L
T
,
A
ST

,
A
P
an
d
to
ta
l-
B
R
;

p
o
si
ti
ve

li
ve
r-
ki
d
n
ey

m
ic
ro
so
m
e

an
ti
b
o
d
ie
s

D
if
fu
se
p
o
rt
al
tr
ac
t
an
d

lo
b
u
la
ri
n
fl
am

m
at
io
n

w
it
h
a
p
ro
m
in
en
t

eo
si
n
o
p
h
il
ic
in
fi
lt
ra
te

O
n
se
t
af
te
r
6
d
ay
s
o
f

th
er
ap
y
w
it
h
o
ra
l

ce
ti
ri
zi
n
e

[1
08
]

D
ap
so
n
e
(l
ep
ro
sy

d
ru
g)

Ja
u
n
d
ic
e,
fe
ve
r,

St
ev
en
s–
Jo
h
n
so
n

sy
n
d
ro
m
e-
li
ke

In
cr
ea
se
d
o
f
se
ru
m

li
ve
r
en
zy
m
es

an
d

B
R
,
eo
si
n
o
p
h
il
ia

In
fl
am

m
at
o
ry

ce
ll

in
fi
lt
ra
te

in
ch
o
la
n
gi
o
la
r

ep
it
h
el
iu
m

O
n
se
t
af
te
r
3
w
ee
ks

o
f
th
er
ap
y

[1
29
,1
30
]

F
lu
in
d
io
n
e

(v
it
am

in
K

an
ta
go
n
is
t,
o
ra
l

an
ti
co
ag
u
la
n
t)

C
li
n
ic
al
fe
at
u
re
s

o
f
ac
u
te

li
ve
r
fa
il
u
re

P
o
si
ti
ve

sk
in
-p
at
ch

te
st

M
ix
ed
-t
yp
e
h
ep
at
it
is

w
it
h
cy
to
ly
si
s
an
d

ch
o
le
st
as
is

O
n
re
in
tr
o
d
u
ct
io
n
,

ra
p
id

re
cu
rr
en
ce

o
f

cl
in
ic
al
b
io
lo
gi
ca
l

si
gn
s
w
it
h
in
cr
ea
se
d

se
ve
ri
ty

[1
31
]

G
o
ld

sa
lt
s

(a
n
ti
ar
th
ri
ti
c)

A
cu
te

ch
o
le
st
as
ic

h
ep
at
it
is
,

h
yp
er
se
n
si
ti
vi
ty

fe
at
u
re
s,
d
er
m
at
it
is

E
o
si
n
o
p
h
il
ia

M
ar
ke
d
in
fl
am

m
at
io
n
,

d
u
ct
o
p
en
ia

T
h
re
e
w
ee
ks

af
te
r
o
n
se
t

o
f
tr
ea
tm

en
t,

p
ro
lo
n
ge
d

ch
o
le
st
as
is
st
il
l

p
re
se
n
t
af
te
r

15
m
o
n
th
s,
p
ro
b
ab
le

im
m
u
n
o
al
le
rg
ic

m
ec
h
an
is
m

[1
32
]

(c
on
ti
n
u
ed
)



Ta
b
le

1
1
.1

(C
on
ti
n
u
ed
)

D
ru
g
(p
ro
p
\e
rt
y)

C
li
n
ic
al
fe
at
u
re
s

L
ab
o
ra
to
ry

d
at
a

B
io
p
sy

O
th
er
s

R
ef
er
en
ce
s

H
al
o
ge
n
at
ed

vo
la
ti
le

an
ae
st
h
et
ic
d
ru
gs

Id
io
sy
n
cr
at
ic
d
ru
g-

in
d
u
ce
d
h
ep
at
it
is

A
u
to
an
ti
b
o
d
ie
s
(I
gG

s,
Ig
G
4)
,
d
ec
re
as
ed

co
m
p
le
m
en
t
C
3a

an
d
C
5a

N
o
t
p
er
fo
rm

ed
Sm

al
l
n
o
n
-

p
re
ci
p
it
at
in
g

im
m
u
n
e
co
m
p
le
xe
s

th
at
es
ca
p
e
cl
ea
ra
n
ce

[2
6,
99
]

In
d
o
m
et
ac
in

(N
SA

ID
)

T
o
xi
c
h
ep
at
it
is

ev
o
lv
in
g
to

au
to
im

m
u
n
e

h
ep
at
it
is

30
–
40
-t
im

es
in
cr
ea
se
o
f

A
L
T
,
A
SP

;
10
-t
im

es
in
cr
ea
se

A
P
;
30
-

ti
m
es

in
cr
ea
se

B
R
;

n
eg
at
iv
e
re
su
lt
s
fo
r

an
ti
b
o
d
ie
s
ag
ai
n
st

rh
eu
m
at
o
id

fa
ct
o
r,

A
SM

A
s,
L
K
M
A
s

L
o
b
u
la
r
d
is
ar
ra
y,

p
er
ip
o
rt
al
an
d

ce
n
tr
il
o
b
u
la
r

h
ep
at
o
cy
te

d
ro
p
o
u
t;

su
b
se
q
u
en
t
b
io
p
sy

sh
o
w
ed

a
d
en
se

m
o
n
o
n
u
cl
ea
r
ce
ll

in
fi
lt
ra
te
in
p
o
rt
al
tr
ac
t

G
re
at

im
p
ro
ve
m
en
t

w
it
h
p
re
d
n
is
o
n
e

tr
ea
tm

en
t
fo
ll
o
w
ed

b
y
az
at
h
io
p
ri
n
e
an
d

m
ic
o
p
h
en
o
la
te

[9
7]

In
fl
ix
im

ab
(a
n
ti
-T
N
F
-a

th
er
ap
y)

Se
ve
re

h
ep
at
it
is
w
it
h

fe
at
u
re
s
o
f

au
to
im

m
u
n
e
d
is
ea
se

In
cr
ea
se
d
A
L
T
an
d

A
ST

;
In
cr
ea
se
d
E
SR

an
d
C
R
P
;
el
ev
at
ed

A
SM

A
a,
an
ti
-d
sD

N
A

an
ti
b
o
d
ie
s
an
d
A
N
A
s

In
te
n
se
,
d
if
fu
se

p
o
rt
al

ly
m
p
h
o
p
la
sm

ac
yt
ic
,

gr
an
u
lo
cy
ti
c

in
fi
lt
ra
ti
o
n
;
se
ve
re

in
te
rf
ac
e
h
ep
at
it
is

Su
d
d
en

ap
p
ea
ra
n
ce

af
te
r
th
e
si
xt
h

in
fu
si
o
n
;
h
is
to
ry

o
f

p
re
vi
o
u
s
p
so
ri
at
ic

ar
th
ri
ti
s

[1
02
,1
07
]

L
am

o
tr
ig
in
e

(a
n
ti
co
n
vu
ls
iv
an
t)

H
ea
d
ac
h
e,
vo
m
it
in
g,

d
ia
rr
h
o
ea
,
fe
ve
r,

m
ac
u
lo
p
ap
u
la
r
ra
sh
,

ja
u
n
d
ic
e

E
le
va
te
d
A
L
T
,
A
ST

;
le
u
co
cy
to
si
s;
n
eg
at
iv
e

se
ru
m

te
st
fo
r
H
A
V
,

H
B
V
,C

M
V
an
d
E
B
V

M
ix
ed

p
o
rt
al
in
fi
lt
ra
te

(l
ym

p
h
o
cy
te
s,

n
eu
tr
o
p
h
il
s,

eo
si
n
o
p
h
il
s)
;
d
if
fu
se

in
te
rf
ac
e
h
ep
at
it
is

L
at
e
o
n
se
t
(a
ft
er

20
d
ay
s’
tr
ea
tm

en
t)
;

p
re
vi
o
u
s
ep
is
o
d
e
o
f

h
yp
er
se
n
si
ti
vi
ty

to
ca
rb
am

az
ep
in
e

[1
33
]

M
et
am

iz
o
le
(a
n
al
ge
si
c)

G
en
er
al
iz
ed

ex
an
th
em

a
an
d

in
fl
u
en
za
-l
ik
e

sy
m
p
to
m
s

E
le
va
te
d
A
ST

,
A
L
T

an
d
A
P

P
er
iv
en
u
la
r
n
o
n
-

b
ri
d
gi
n
g
co
n
fl
u
en
t

n
ec
ro
si
s
an
d

gr
an
u
lo
m
a

fo
rm

at
io
n
;
ac
u
te

h
ep
at
it
is

P
o
si
ti
ve

L
T
T
to

m
et
am

iz
o
le
an
d

m
et
ab
o
li
te
s

[1
34
]



M
in
o
cy
cl
in
e

Se
ve
re

ja
u
n
d
ic
e
an
d

ge
n
er
al
m
al
ai
se

In
cr
ea
se

in
se
ru
m

li
ve
r

en
zy
m
es
,

eo
si
n
o
p
h
il
ia

an
d

A
N
A
s;
el
ev
at
ed

Ig
G
s

In
fl
am

m
at
o
ry

ce
ll
s

in
fi
lt
ra
te

in
p
o
rt
al

tr
ac
t

O
n
se
t
12

m
o
n
th
s
af
te
r

in
it
ia
ti
n
g
tr
ea
tm

en
t

[9
6,
10
0]

N
ev
ir
ap
in
e

(a
n
ti
re
tr
o
vi
ra
l

ag
en
t)

F
ev
er
,
to
xi
c
ep
id
er
m
al

n
ec
ro
ly
si
s,
d
ru
g
ra
sh

w
it
h
eo
si
n
o
p
h
il
ia

an
d
sy
st
em

ic
sy
m
p
to
m
s
ac
u
te

li
ve
r
fa
il
u
re

E
o
si
n
o
p
h
il
ia
,
el
ev
at
ed

se
ru
m

li
ve
r
en
zy
m
es

N
o
t
p
er
fo
rm

ed
3–
6
w
ee
ks

af
te
r

tr
ea
tm

en
t,
h
ep
at
ic

to
xi
ci
ty

in
H
C
V
-

co
-i
n
fe
ct
ed

m
al
es

[1
35
–
13
8]

R
if
am

p
in

(t
u
b
er
cu
lo
st
at
ic
)

A
u
to
im

m
u
n
e
h
ep
at
it
is

an
d
th
yr
o
id
it
is

V
er
y
in
cr
ea
se
d
A
L
T

an
d
A
ST

,
n
o
rm

al
le
ve
ls
o
f
B
R
,e
le
va
te
d

A
N
A
,
A
SM

A
an
ti
th
yr
o
id

an
d

an
ti
th
yr
o
gl
o
b
u
li
n

an
ti
b
o
d
ie
s,

eo
si
n
o
p
h
il
li
a

N
o
t
p
er
fo
rm

ed
A
ss
o
ci
at
ed

w
it
h
th
e
u
se

o
f
p
yr
az
in
am

id
e

[9
4]

St
at
in
s
(a
n
ti
-

ch
o
le
st
er
o
le
m
ic
)

L
iv
er

in
ju
ry

w
it
h

ch
ar
ac
te
ri
st
ic
s
o
f
an

au
to
im

m
u
n
e
d
is
ea
se

E
le
va
te
d
se
ru
m

li
ve
r

en
zy
m
es
;
A
N
A
,

A
SM

A
,h
yp
er
ga
m
m
a-

gl
o
bu

lin
ae
m
ia

V
ar
yi
n
g
st
ag
es

o
f

fi
b
ro
si
s
an
d
p
la
sm

a
ce
ll
in
fi
lt
ra
ti
o
n

W
ee
ks

to
m
o
n
th
s
af
te
r

tr
ea
tm

en
t

[3
,7
3,
98
,

10
3,
10
6,
10
9]

T
el
it
h
ro
m
yc
in

(a
n
ti
b
io
ti
c)

A
cu
te

ch
o
le
st
as
is
w
it
h

m
il
d
p
ar
en
ch
ym

al
d
am

ag
e

T
w
o
-t
im

es
in
cr
ea
se

in
A
L
T
,
A
ST

;
A
P
,
G
G
T

n
o
rm

al
,
in
cr
ea
se
d

B
R
(2
0
ti
m
es
)

N
o
t
p
er
fo
rm

ed
R
ap
id

o
n
se
t,
a
p
re
vi
o
u
s

ep
is
o
d
e
o
f
ac
u
te

h
ep
at
it
is
af
te
rd
ru
g
u
se

[1
39
]

T
w
in
ri
x�

(i
n
ac
ti
va
te
d

H
V
A
þ

rH
B
sA
g

va
cc
in
e)

Se
ve
re

ja
u
n
d
ic
e

E
le
va
te
d
se
ru
m

li
ve
r

en
zy
m
es
,
B
R
;

in
cr
ea
se
d
Ig
G
s
an
d

A
N
A

M
ar
ke
d
b
ri
d
gi
n
g

fi
b
ro
si
s,
m
o
d
er
at
e

ch
ro
n
ic
in
fi
lt
ra
te

E
xp
o
su
re
to

va
cc
in
e
le
d

to
ex
ac
er
b
at
io
n
o
f

ch
ro
n
ic
li
ve
r
d
is
ea
se

[1
01
]

A
N
A
s,
an
ti
-n
u
cl
ea
r
an
ti
b
o
d
ie
s;
an
ti
-d
sD

N
A
,
an
ti
-d
o
u
b
le
-s
tr
an
d
ed

D
N
A
;
A
SM

A
s,
an
ti
-s
m
o
o
th

m
u
sc
le
an
ti
b
o
d
ie
s;
B
R
,
(t
o
ta
l)
b
il
ir
u
b
in
;
C
M
V
,
cy
to
m
eg
al
o
vi
ru
s;
C
R
P
,

C
-r
ea
ct
iv
e
p
ro
te
in

(a
cu
te

p
h
as
e
p
ro
te
in
);
E
B
V
,
E
p
st
ei
n
–
B
ar
r
vi
ru
s;
E
SR

,
er
yt
h
ro
cy
te

se
d
im

en
ta
ti
o
n
ra
te
;
G
G
T
,
g-
gl
u
ta
m
yl

tr
an
sp
ep
ti
d
as
e;
H
C
V
,
h
ep
at
it
is
C
vi
ru
s;
H
A
V
,

h
ep
at
it
is
A
vi
ru
s;
H
B
V
,
h
ep
at
it
is
B
vi
ru
s;
L
D
H
,
la
ct
at
e
d
eh
yd
ro
ge
n
as
e;
L
K
M
A
s,
li
ve
r-
ki
d
n
ey

m
ic
ro
so
m
al
au
to
an
ti
b
o
d
ie
s;
L
T
T
,
ly
m
p
h
o
cy
te

tr
an
sf
o
rm

at
io
n
te
st
;
N
SA

ID
,

n
o
n
-s
te
ro
id
al
an
ti
-i
n
fl
am

m
at
o
ry

d
ru
g.



Phase IPhase I

O
COOH

OH O-C-RO-C-R

OH

OH

OO

CoA-S-CO-R

ROSHO

O

O

Phase IIPhase II

AldehydesAldehydes

C=C-C-

O
a,ba,b insaturatedInsaturated
carbonylcarbonyl

X
C-H

X
X

AlkylAlkyl
halideshalides

C
O

C
EpoxydesEpoxydes

O
C

H

Acyl-glucuronidesAcyl-glucuronides

Acyl-thioestersAcyl-thioesters

Sulphate estersSulphate esters

Figure 11.2 Reactive intermediates frequently involved in the formation of drug–protein adducts.
Both phase I- and phase II metabolites can participate in the formation of drug–protein adducts.
Phase I reactive metabolites tend to be electrophiles that react with nucleophilic moieties of
the protein (�NH2, �SH). Phase II reactive metabolites are most frequently unstable esters
which undergo nucleophilic displacement by �NH2 groups.

Figure 11.1 Mechanisms of sensitization and immune response elicitation in drug-induced allergic
hepatitis. Bioactivation of drugs, formation of drug–protein adducts by hepatocytes, antigen uptake
and presentation to T helper (Th) cells in the context of MHC molecules by APCs is a possible pathway
that can initiate the immunological response. Alternatively, direct interaction of the drug with MHC
molecules and/or TCR can also operate in certain cases.



bind to hepatic proteins to a certain extent are associated with a significant incidence of
hepatotoxicity in humans andmany drugs that significantly form protein adducts cause
idiosyncratic drug reactions only rarely. Current knowledge indicates that metabolic
activation of a drug to a reactive intermediate and adduct formation is required, yet
insufficient, in the onset of an idiosyncratic reaction [31,33–38,42–44]. Consequently,
the formation of adducts is not the unique determinant of the whole process and
additional signals seem to be required to break the immune tolerance to the liver.

To explain the need for a second signal, the danger hypothesis was proposed by
Matzinger [45]. This hypothesis foresees that, in addition to recognition of the
foreignness of the drug adduct, concomitant alarm signals (i.e. cell damage caused by
the drug or its metabolites) are needed to upregulate the expression of co-stimulatory
factors required to induce a subsequent immune response [46–48]. Indeed, it is
remarkable that drugs (i.e. halothane) that are associated with idiosyncratic reactions
frequently cause mild reversible liver injury in exposed patients and in many cases the
allergic reaction may be preceded by a non-immune hepatic injury. The
major controversy around this view is, however, the fact that the vast majority of
patients do not show immune-based drug idiosyncratic reactions even in a context
prone to create danger signals; that is, surgery or inflammation.

Some molecules are reported to interact and stimulate immune cells without the
evidence of prior drug–adduct formation. The pharmacological interaction hypothesis,
first formulated by Pichler (reviewed in [48]), aims to explain the existence of reactive
T clones in patients with a history of drug hypersensitivity reaction, capable of
proliferating in the presence of the drug, but apparently not requiring prior formation
of drug covalent adducts [49]. According to this hypothesis, it is conceivable that certain
compounds (reversibly?) interact with themajor histocompatibility complex (MHC)–T
cell receptor (TCR) complex, and induce an immune response [48] (Figure 11.3).

Current views on the phenomenon idiosyncratic drug reactions tend to integrate
the various hypotheses as being complementary, rather than exclusive of each other.
It is very likely that the onset of a hypersensitivity reaction may involve the co-
participation of thesemechanisms at different stages [1,19]. In this way, formation and
presentation of drug–protein adducts, or direct interaction of the drug with the
MHC–TCR complex would be a necessary, but not sufficient stimulus to trigger the
hypersensitivity reaction. Several immunoallergic responses are initiated or intensified
under concomitant inflammatory states or unrelated immune stimuli [1,48]. Cell
injury caused by the drug itself, a concomitant inflammatory process, or a coincidental
stimulus – that is, a viral infection – may represent the additional signal needed to
initiate the immunoallergic process.

11.5 Hypersensitivity versus tolerance

The incidence of immune-mediated drug hepatotoxicity is relatively low, and this is
probably a consequence of the fact that the cell microenvironment of the liver is
believed to favour immune tolerance rather than inflammatory immunity [50].
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Hepatocytes, because of their great capability to metabolize drugs, usually form
drug–protein adducts, for which the immune system normally shows tolerance. This
tolerogenic property may be attributable to different factors: the liver’s capacity to
produce cytokines, i.e. interleukin (IL)-4, IL-6, IL-10, IL-13 and IL-15 [51], and
inhibitory factors, i.e. prostaglandins [52]; the antigen presentation and activation of
na€ıve lymphocytes in the hepatic sinusoid and the tolerogenic role of other liver
cells [53–57].

Hepatic sinusoids contain four resident cell populations which are relevant for
immune and inflammatory responses: endothelial cells, macrophages (Kupffer
cells), liver-specific NK (pit cells) and fat-storing cells, also called lipocytes or Ito
cells [58]. Recent observations suggest a fifth intrasinusoidal population of dendritic
cells [59,60]. In the liver, clearance of antigen from the bloodoccursmainly by sinusoidal
endothelial cells through a very efficient receptor-mediated endocytosis, while non-
specific phagocytosis is mediated primarily by Kupffer cells. The mechanisms of

Figure 11.3 Immune response versus tolerance. The liver shows considerable tolerance to foreign
antigens. The mechanisms of induction and maintenance of tolerance in self-reactive T cells in the
periphery are poorly understood. Current knowledge assumes that successful T cell activation by APCs
occurs only if, in addition to TCR recognition of the antigen (signal 1), a co-stimulatory signal also
operates (signal 2) as a consequence of hepatocyte injury. In the absence of signal 2, signal 1 is either
ignored or induces tolerance. Evidence exists indicating that hepatic dendritic cells, Kupffer cells,
sinusoidal endothelial cells and possibly hepatocytes can carry out antigen presentation, but at the
same time they can also induce tolerance. (IL, interleukin)
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induction and maintenance of tolerance in self-reactive T cells in the periphery are
poorly understood.Current knowledge assumes that successfulT cell activationbyAPCs
occurs only if, in addition to TCR recognition of the antigen (signal 1), a co-stimulatory
signal also operates (signal 2); signal 1 in the absence of signal 2 is either ignored or
induces tolerance [31,61] (Figure 11.3). Evidence exists indicating that hepatic dendritic
cells, Kupffer cells, sinusoidal endothelial cells and possibly hepatocytes can carry out
antigen presentation [62], but at the same time they can also induce tolerance [53,61].

Lymphocytes are in the first line of immunoallergic responses in the liver. The
lymphocyte population of the liver is enriched in NK cells and NK T cells (NKT cells),
which appear to have crucial roles in the recruitment of circulating T cells [63].
Resident hepatic T cells are phenotypically different from T cells in the blood, lymph
nodes or the spleen. In the liver the CD4/CD8 ratio is reversed, and there is a higher
percentage of CD3þCD4þCD8þ and CD3þCD4�CD8� populations. More than
15% of CD3þ lymphocytes of the human liver express TCR-gdy rather than TCR-
abY receptors, compared to the smaller TCR-gdy population in the peripheral blood.
These observations suggest the likelihood of a control of function and/or differentia-
tion of lymphocyte populations in the liver [61].

One hypothesis [54] postulates that the balance between immunity and tolerance in
the liver is determined by the site of primary activation of CD8þ T cells.Whereas naive
CD8þ T cells, if properly activated within the lymph nodes, are capable of mediating
experimental hepatitis, lymphocyte activation in the liver is relatively ineffective and
cells exhibit a defective cytotoxic function, a shortened half-life and an inability to
mediate hepatocellular injury. A large macrophage population and the efficient
trafficking of dendritic cells from the sinusoidal blood to the lymph promote antigen
trapping and T cell priming, but the local presentation of antigen causes T cell
inactivation, tolerance and apoptosis [64].

The mechanisms determining this dual pathway of activation are unclear. Thus, the
outcome of intrahepatic CD8þ T cell responses might be determined by whether the
primary activation occurred within the tolerogenic environment of the liver, or
whether immunity was induced by antigens in an immune-activating environment,
as encountered within the lymph nodes [65]. Decrease in the number of available
lymphocytes may be also one of themechanisms preventing subsequent occurrences of
allergic hepatitis induced by hepatic drug–protein adducts [66].

Sinusoidal endothelial cells can directly interact with passenger leucocytes and are
unique in the sense that they constitutively express all molecules necessary for antigen
presentation: CD54, CD80, CD86, MHC class I and class II and CD40, transforming
growth factor-b (TGF-b) and adhesion molecules such as intercellular cell adhesion
molecule (ICAM-1 (CD54), ICAM-2 (CD102)) and vascular cell adhesion molecule 1
(VCAM-1). They can also function as APCs for CD4þ and CD8þ T cells [50]. On top
of that, these cells express IL-1 and the co-stimulatorymolecule B7 [67,68]. Thus, these
cells probably contribute to hepatic immune surveillance by activation of effector
T cells [61].

On the other hand, liver sinusoidal endothelial cells are principally active in the
uptake and cross-presentation of oral antigens from the portal venous blood, but
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mostly engaged in the induction of CD8þ T cell tolerance towards these antigens.
Experiments in vitro reveal that naive T cells are activated by resident sinusoidal
endothelial cells, but do not differentiate into effector T cells. These T cells show
a cytokine profile and a functional phenotype compatible with the induction of
tolerance [56,57,65]. Liver sinusoidal lining cells can take up antigen, process and
present it to T cells but, probably due to the lack of input from helper T cells, finally
undergo tolerance rather than immunity. Thismajor function of sinusoidal endothelial
cells is likely to prevent immunological reactions against the wide spectrum of
potentially antigenic molecules acquired through the gastrointestinal tract [56].

Kupffer cells play amajor role in the clearance of gut-derived antigens andpathogens
entering the liver with portal venous blood and can act in the liver as APCs. There are
clear examples showing that Kupffer cells can internalize and process neoantigens
generated by hepatocytes [67,69,70]. Kupffer cells can express MHC class II molecules,
ICAM-1, as well as low levels of CD80 and CD86. Kupffer cells cells can function as
APC for allo CD4þ T cells and Th1 clones [71]. However, data showing that Kupffer
cells may induce activation of naive CD4þ or CD8þ T cells is lacking. The antigen-
presentation properties of Kupffer cells are regulated by reactive oxygen species (ROS)
and the expression ofMHCclass II and co-stimulatorymolecules inKupffer cells can be
blocked by inhibiting ROS generation, suggesting that intracellular endogenous ROS
generation during antigen processing provides essential secondary signalling for
Kupffer cell antigen presentation [72]. Kupffer cells can be activated by endotoxins
(bacterial lipopolysaccharide) and bacterial superantigens as well, releasing cytokines
that possiblymodulate the antigen-presenting properties of other cells in drug-induced
hepatotoxicity [67,68,73].

Kupffer cells are more likely to have a role as primary inducers of immunological
tolerance against delayed T cell responses [55,74]. Pre-treatment of mice with
2,4-dinitrophenylated protein adducts led to its accumulation in Kupffer cells and
to a subsequent tolerance to 2,4-dinitrochlorobenzene sensitization [55]. Indeed, liver
tolerance is impaired if Kupffer cells are depleted [53]. One possible mechanism by
which Kupffer cells may induce T cell tolerance is that although they can act as APCs
they express inadequate levels of co-stimulatory molecules and are thus only partially
competent, thereby leading to T cell anergy rather than activation. Indeed the
expression of various APC-related molecules (MHC II, B7-1, B7-2 and CD40) on
Kupffer cells is low compared with dendritic cells [75]. These findings suggest that
genetic and/or environmental factors that cause impairment of the tolerogenic func-
tions of Kupffer cells may lead to an increased risk of developing immune adverse drug
reactions in certain individuals [76].

Dendritic cells are professional APCs. Although they represent only a small
percentage of the total number of cells, they play a major role in the regulation of
liver immunity. The liver contains different subtypes of resident dendritic cells
(CD8a�B220�), lymphoid cells (CD8aþB220�), plasmacytoid cells (CD8a�B220þ )
and NK dendritic cells (CD8a�B220-NK1.1þ ) that are poor stimulators of na€ıve
T cells [60]. They mature as they migrate from the portal vein to the central vein and
contribute to the initiation of T cell-mediated immune responses in the liver. Hepatic
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sinusoids serve to select and concentrate circulating dendritic cells into the hepatic
regional lymph nodes, the major migration pathway for dendritic cells from the blood.
Mature dendritic cells in the central region of the hepatic acini traverse the space of
Disse and enter the hepatic lymph system [61]. Their presence in the hepatic sinusoid
allows them to present hepatocyte-borne antigens to lymphocytes.

During maturation, dendritic cells increase by several-fold their surface expression
ofMHC IImolecules, locatedmostly on the plasmamembrane of mature cells. Mature
dendritic cells can also present foreign antigens associated to MHC I proteins [77].
Immature andmature dendritic cells present antigens to T cells under steady-state and
inflammatory conditions [78]. An important issue is whether those dendritic cells that
reside in the hepatic portal tracts can be involved in local antigen presentation, or
whether they must first traffic to the draining lymph nodes [53]. From a traditional
point of view, dendritic cells should pick up antigens from the liver and traffic to
regional lymph nodeswhere resting, na€ıve lymphocytes are preferentially located.Once
activated, antigen-specific lymphocytes would enter the bloodstream and home to the
liver to exert their effector functions. Alternatively, antigens may be presented in situ
by liver-resident bone marrow-derived dendritic cells and activate infiltrating naive
lymphocytes. The first, but not the second, pathway seems to give rise to fully effector
cytotoxic CD8þ cells [54].

Recent studies point to an important role for dendritic cells in the induction
of peripheral tolerance as well [60]. It has been proposed that the role of dendritic cells
in the immunity/tolerance decision could be associated simply with dendritic cell
maturation states [79]. Two main hypotheses have been put forward to explain such a
dichotomy in the behaviour of dendritic cells. The first hypothesis argues that the
role of dendritic cells in the immunity/tolerance decision could be associated with
dendritic cellmaturation states; that is, immature dendritic cells lacking co-stimulation
may induce tolerance. However it has been correctly pointed out that immature
dendritic cells do not process endocytosed antigens sufficiently to formMHC–peptide
complexes on the cell surface. Therefore, self-specific T cells would not be able to
recognize their ligand on immature dendritic cells. Moreover, it was also shown that a
maturation signal is necessary to induce migration of immature dendritic cells from
peripheral tissue to local lymph nodes [53,78].

A second hypothesis points at dendritic cells having different maturation pro-
grammes in the absence or presence of danger signals: activated, mature dendritic cells
induce T cell immunity, and resting, non-activated, but fully differentiated, mature
antigen-presenting dendritic cells can induce tolerance, leading to mature-tolerogenic
and mature-immunogenic phenotypes, respectively [79–81]. Cells of the dendritic
family are suited to perform two distinct functions at two discrete locations.
In peripheral tissues, dendritic cells act as sentinels for ‘dangerous’ antigens. Then
they migrate into lymphoid organs where they initiate activation of T lymphocytes
which are specific for these antigens. During their migration, dendritic cells shift from
an antigen-capturingmode to a T cell-sensitizingmode. In addition to switching on the
immune response, subtypes of dendritic cells appear to influence the Th1/Th2
balance [82].
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Hepatocytes express few MHC class I molecules, and almost no MHC class II
antigens. However, under certain clinical circumstances, they may exhibit aberrant
MHC II expression [83]. In this context, interferon (IFN)-g has also been reported to
induce MHC II antigen expression [84–86]. Extension of hepatocellular microvilli
through intercellular junctions between sinusoidal endothelial cells can allow direct
contact of hepatocytes with na€ıve CD8þ T cells. It is therefore conceivable that
under certain circumstances (overexpression of MHC II proteins) the hepatocyte
could behave as a non-professional accessory APC, contributing to the onset of the
immunological response towards drugs. However, it is not clear whether MHC II-
expressing hepatocytes are functionally apt to present antigen to CD4þ T lymphocytes
in that hepatocytes have been reported to lack co-stimulatory molecules such as CD40
and B7.2.

Other experiments revealed that T cell activation by hepatocytes leads to prema-
ture T cell death or tolerance, rather than to activation. T cells activated by
hepatocellular antigen presentation are phenotypically different from those activated
in the spleen or lymph nodes. Apoptosis of hepatocyte-activated T cells is suspected to
be an example of death by neglect resulting from the absence of an effective co-
stimulatory signal. Crosslinking of CD28 on hepatocyte-stimulated T cells abrogated
the early apoptosis of T cells, caused an increase in expression of BclxL and IL-2
in hepatocyte-activated T cells and resulted in sustained T cell proliferation and
cytotoxic activity [61]. Therefore, MHC class II-expressing hepatocytes, as found in
clinical hepatitis, can serve as APCs and stimulate CD4þ T cells; antigen presentation
by hepatocytes may thus influence the outcome of clinical hepatitis but is unlikely to
cause hepatitis [86].

In this context, other results suggest that CD4þ T cells from patients suffering form
allergic hepatitis can be induced to proliferate in response to the combination of the
drug and a specific protein from the hepaticmembrane [87]. In the case of autoimmune
hepatitis, stimulation of T cell clones by hepatocytes in a MHC-restricted manner
has also been observed: only hepatocytes expressing MHC II could stimulate CD4þ

T clones, whereas hepatocytes expressing MHC I stimulated CD8þ T clones [84].

11.6 Hepatocyte injury as a consequence
of allergic hepatitis

The immune response to foreign antigens in the liver is generally associated with a
strong and sustained CD4 and CD8 T cell response. Immune-mediated killing of
hepatocytes is mainly achieved by cytotoxic T cells [31] (Figure 11.4). Activated CD8þ

T cells are recruited to and/or trapped in the liver irrespective of their antigen-
specificity. Only upon recognition of their cognate antigen, however, do these CD8þ

T cells undergo rapid proliferation. Proliferation presumably occurs in the liver,
as increased numbers of antigen-specific T cells are not detectable in draining lymph
nodes during the early days of the hepatic response. The lytic activity of cytotoxic
T lymphocytes can occur through at least two pathways. In the perforin-/granzyme-
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mediated pathway, the pore-forming agent perforin, probably in conjunction with
granzymes, induces apoptosis in target cells. In the Fas-mediated pathway, engagement
of Fas and FasL triggers apoptosis of the cytotoxic T lymphocyte-bound target cell by
a death domain-initiated caspase cascade [61].

NK cells and NKT cells are effector cells in the liver as well. NK cells are bone
marrow-derived mononuclear cells that have markers of both T lymphocytes and
macrophages. Their cytoplasmic granules contain perforin and granzymes, which are
involved in cell membrane attack and induction of apoptosis in target cells. As opposed
to target recognition by cytotoxic T lymphocytes, recognition of target cells by NK cells
is not restricted to MHC-antigen presentation and their major role is the defence of
the liver against invading tumour cells [61].

NKT cells are considered to be separate from NK and pit cell populations.
In addition to exhibiting a NK phenotype, they express a T cell receptor that can
interact with CD1, as opposed to the MHC I or MHC II interaction with the TCR on
T lymphocytes, and can interact with target cells without restrictions. This liver-

Figure 11.4 Mechanisms of liver damage in immune-mediated drug hepatotoxicity. The immune
response to foreign antigens in the liver is generally associated with a strong and sustained T cell
response. Immune-mediated killing of hepatocytes ismainly achieved by cytotoxic T cells and NK cells
acting on the target cells. Drug-derived antigen formation as a result of metabolism and bioactivation
reactions, when associated with MHC class I and transported to the cell’s surface, result in a
CD8þT cell (Tc) attack. Both parenchymal and ductal cells can be targets of the immune attack.
NK cells, as well as Kupffer cells (KC), can also cause injury to hepatocytes. Their cytoplasm contains
perforin and granzymes; and they can also act via Fas ligand-activating apoptosis. An antibody-type
response to the drug can also occur, but to a lesser extent. Antibodies to cell substructures become
noticeable when immune-mediated drug hepatotoxicity evolves towards autoimmune disease, and in
some instances have been implicated in the onset of cholestasis.
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resident, locally regenerating pool of rapid-response killing cells has a significant role in
defending the liver from invading tumour cells [61].

Both NK and NKT cells are likely to play a role in the progression of drug-induced
liver injury by secreting IFN-g , and provoking a concomitant inflammatory response
(chemokine production, accumulation of neutrophils and upregulation of FasL
expression in the liver), thus contributing to the severity and progression of liver
injury downstream of the metabolism of the hepatotoxic drug [88]. Nevertheless,
NK and NKT cells have been reported to dramatically diminish in a case of fulminant
drug hepatitis, suggesting that both NK and NKT cells might be involved in hepatic
injury in fulminant hepatic failure [89].

The role of Kupffer cells in causing hepatocyte damage in the course of drug
hepatotoxicity is ambivalent and likely to be indirect. These cells can be activated
by different stimuli that result in the release of mediators acting on hepatocytes
(tumour necrosis factor a (TNF-a), nitroc oxide, ROS) [26], with important catabolic
effects on hepatocytes [90]. Activation of Kupffer cells seems to be one of the early
events in acetaminophen toxicity, yet a protective effect on liver cells has also been
described [76,91]. In general, damage to hepatocytes diminishes upon withdrawal of
drug administration. However, certain episodes of idiosyncratic drug liver toxicity are
remarkable in the sense that they can be perpetuated after drugdiscontinuation [92,93].

11.7 Drug-induced liver autoimmunity

Autoimmune hepatitis can be one of the most serious consequences of a drug-induced
hepatitis, in which damage to the liver continues once the use of the drug has been
discontinued. A number of drugs (i.e. diclofenac, methyldopa, nitrofurantoin, clo-
metacin and interferon) were, early on, recognized as capable of causing autoimmune
hepatitis [27]. In recent years more compounds have been identified (rifampin,
minocycline, atorvastatin/ezetimibe and other statins) [27,94–109] (Table 11.1). The
symptoms of drug-induced autoimmunity can resemble those of a typical systemic
autoimmune diseases (i.e. systemic lupus erythematosus) [30,103,110], or be organ-
specific (i.e. autoimmune hepatitis) [30].

There are two broad categories of immune-mediated liver disease: (1) autoimmune
hepatitis with the features of hepatocellular disease and (2) those with features of a
cholestasic liver disease. Drugs can induce both the hepatocellular and cholestasic
forms of immunologically mediated liver disease and, if injury is not recognized
promptly, they can give rise to chronic hepatitis (resembling viral hepatitis) or
cholangitis (resembling primary biliary cirrhosis). Examples of the former type of
drugs are a-methyldopa, halothane, hydralazine and other hydrazine-containing
drugs, minocycline, nitrofurantoin, oxyphenizatin and statins [105].

Severe forms of drug-induced cholestasis may persist after the drug has been
discontinued, and a small number of patients who develop drug-associated cholestasic
hepatitis develop progressive self-destruction of cholangiocytes [111]. Cholangitis and/
or chronic cholestasic syndromes with biochemical, serological and histological
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features of primary biliary cirrhosis have also been described following exposure to
certain drugs (chlorpromazine, dihydralazine, tienilic acid and halothane). Neverthe-
less, although many drugs can cause transient severe cholestasic hepatitis while being
administered – that is, antibiotics, notably penicillins, cephalosporins, macrolides and
antidepressants – they rarely, if ever, cause self-perpetuating autoimmune liver
disease [105,111].

Autoimmune hepatitis elicited by drugs may clinically resemble type 1 or type 2
disease. Type 1 is characterized by high titres of anti-nuclear antibodies and anti-
smooth muscle antibodies [112] and is the predominant form. Oxyphenizatin,
nitrofurantoin, minocycline, a-methyldopa and clometacine as well as statins, among
others, act in this manner (Table 11.1). Type 2 autoimmune hepatitis is characterized
by an immune response directed towards drug-metabolizing enzymes (LKM-1/2/3,
CYP2D6, CYP2C9, UGT1A and others) [112], and has been reported to be elicited by
drugs such as dihydralazine, tienilic acid and halothane [92,93]. Although the auto-
antibodies are used in classification, there is little evidence to support their role in the
pathogenesis of the disease [112].

The differential diagnosis of the disease relies on several features. It is likely to
be a drug-induced autoimmune hepatitis (1) when it is associated with high titres of
anti-nuclear antibodies (>1/40), as well as other autoantibodies, and high serum
immunoglobulin content that appeared after administration of the drug, (2) if the liver
disease improves somewhat after drug withdrawal, but most frequently it will be self-
sustaining with elevated hepatic enzyme markers that do not decrease without
treatment, which is in contrast with drug hepatitis, (3) when specific histocompatibility
locus antigen (HLA) genes not identified in the patient (i.e. HLA DRB1�0301
and DRB�0401), (4) when there is good responsiveness to corticoid/azathioprine
treatment, (5) when there is recurrence of recovered liver disease upon drug re-
challenge and (6) if other cases are reported in the literature for the drug under
suspicion. On the contrary, the autoimmune hepatitis ismore likely to be ‘cryptogenic’
if (1) the anti-nuclear antibody titre was elevated before drug administration,
(2) specific HLA genes have been identified in the patient, (3) the affected person
has another concomitant autoimmune disorder (i.e. Sj€ogren’s syndrome, thyroiditis,
arthritis, etc.) and (4) the suspected drug has not been reported in the literature (or
there is only a single case report).

Assuming that the onset of liver injury resembling autoimmune hepatitis occurred
temporally and is unequivocally associated with consumption of a given drug, still
different questions can be raised. First is the question of whether there could be a pre-
existing, but subclinical, autoimmune hepatitis that has nowbeen identified for the first
time, or whether it is the consequence of a drug that exacerbates known autoimmune
hepatitis. Certainly, the drugmay have induced de novo liver injury that manifests as an
autoimmune hepatitis, but it is also possible for the drug to have behaved as the trigger
for development of autoimmune hepatitis in a person with an inherited susceptibility.
The availability of analytical data prior to disease manifestations (i.e. anti-nuclear
antibodies, serum immunoglobulins) helps to discriminate among the different
possibilities.
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The causes driving the immune-mediated destruction of hepatic tissues in drug-
induced autoimmune hepatitis are only partially known. The syndrome differs from
typical drug hypersensitivity reactions in that drug-specific T cells or antibodies are not
always present, and that episodes may even occur apparently without any immune
sensitization to the drug [22,92,93,112]. A conceptual framework for the pathogenesis of
autoimmune hepatitis points to environmental agents that could trigger a cascade of T
cell-mediated events directed to liver antigens in a genetically predisposed host [93].One
possibility is that a reactive metabolite generated may covalently bind to a self-protein
and form an hapten adduct capable of eliciting an adaptive immune response against the
metabolite–self-protein complex that can break tolerance to self-proteins, thus leading
to autoimmunity. According to this hypothesis, haptenization appears to be a first step
but, since bioactivation occurs in many instances without immune triggering, drug-
induced autoimmune hepatitis is likely to require an additional co-stimulatory event.
For instance, the hepatocellular necrosis or apoptosis caused by toxic drug/metabolites
can stimulate nearby cells (i.e. Kupffer cells) to secrete pro-inflammatory cytokines and
to present autoantigens to adaptive T cells.

CD4þ T lymphocytes expressing the IL-2 receptor a chain (CD25þ ) appear to be
central to themaintenance of self-tolerance by preventing the proliferation and effector
functions of auto-reactive T cells [51]. In addition to CD4þ T cells, there is growing
evidence for a role for CD8þ T cells [51]. It is also conceivable that, as in autoimmune
hepatitis, regulatory T cells (Tregs, CD4þCD25þ ) are defective in number, but
maintain the ability to suppress IFN-g production. Tregs are unable to regulate CD8þ

T cell proliferation and cytokine production in patients studied at diagnosis, but they
suppress CD8 T cell proliferation and induce an elevation of IL-4-producing CD8þ

T cells during remission [51]. The inability of Tregs to regulate CD8þ T cell function
may thus contribute to the initiation of autoimmune liver damage.

Most autoimmune diseases have an inherited component, and some of them
cluster in families. The autoimmune regulator (AIRE), a gene located on chromosome
21q22.3 and associated with the development of the autoimmune polyglandular
syndrome type 1 (APS-1), has also been related to autoimmune hepatitis disease, as
15–20%of APS-1 patients develop hepatitis. AIRE expression is highest in themedullar
thymus epithelial cells and its structure suggests that it may act as a transcriptional
regulator. Through the generation of AIRE-deficient mice that developed several
autoimmune phenotypes it was possible to define its pathological role. AIRE upre-
gulates the transcription of organ-specific self-antigens in medullary thymic epithelial
cells to provide an antigen library against which central tolerance is developed [113]. So
far, more than 50 different mutations of the AIRE gene have been identified. They are
distributed throughout the entire non-coding and coding regions. AIREwas speculated
to contribute to the onset of liver autoimmunedisorders [114].However it has not been
possible to establish a clear link, and recent studies indicate that commonmutations in
the AIRE gene do not play a major role in autoimmune liver diseases [114].

Both types of drug-induced autoimmune hepatitis are treated satisfactorily with
high doses of prednisone (1mg/kg per day) that can be gradually lowered as the
disease ameliorates. Treatment with prednisone (or in combination with azathio-
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prine, 1–1.5mg/kg/day) remains the standard therapy [115]. The goal is to reach the
lowest possible dose that controls the disease, avoiding the side effects of the corti-
costeroid. Clinical and biochemical normalization usually occurs within 3–6months,
if the diagnosis is correct, but histological improvement may lag behind. The evo-
lution of the disease is slow and it may take months to 1–3 years to remit. Drug
treatment with low doses of prednison (or azathioprine) may be required for
many months after the normalization of clinical parameters to keep the disease
silent. In less severe cases, treatment may begin with both azathioprine and predni-
sone, or azathioprine may be given later, once the disease is under control [97]. The
use of azathioprine allows for a lower dose of prednisone, which in turn reduces
prednisone’s side effects.

In the majority of treated cases disease goes into remission within 1–3 years after
starting treatment. Remission occurs when symptoms disappear and laboratory
tests show normalization of liver function. Some patients can eventually stop
treatment, but their status must carefully be monitored, and the treatment re-instated
as soon as the symptoms return. Doses of prednisone or azathioprine may be
intermittently necessary for years, if not for life [93,97,98,103]. If standard treatment
fails or drug intolerance occurs, alternative therapies can be considered. Patients who
are refractory to prednisone or who have severe side effects may benefit from other
immunosuppressive agents, such as mycophenylate mofetil, cyclosporine or tacro-
limus [93,105]. Insidious forms of autoimmune hepatitis may not be controllable and
will progress towards degenerative end-stage liver disease. Such patients should be
considered as candidates for liver transplantation.

11.8 Epigenetics of drug-induced liver injury

Risk factors for idiosyncratic drug-induced liver injury include age, sex and genetic
polymorphisms of drug-metabolizing enzymes, such as cytochrome P450 and UDP-
glucose transferases [4,25,116], which are largely responsible for the formation of
drug–protein adducts [41]. However, there are no clear mechanisms to explain a
certain level of genetic predisposition in some individuals [116,117].

A possible role of epigenetics to explain differences in susceptibility of humans to
chemicals and drugs has recently gained increasing interest [118–120]. Epigenetic
mechanisms involve post-synthetic modifications to DNA and/or DNA-associated
histones that do not change the DNA sequence itself, but which remodel chromatin
and influence gene expression [121]. Increasing evidence suggests that the interac-
tions between genes and the environment very likely play a determinant role in the
pathogenesis of allergic diseases, such as asthma, that, despite exhibiting an heritable
component, do not follow clear genetic rules. Thus, the same genetic profilesmight be
associated with different phenotypes depending on which environmental factors may
act, influencing the course of an allergic response. This demands a full understanding
of the complex gene–environment interactions [121].

11.8 EPIGENETICS OF DRUG-INDUCED LIVER INJURY 197



In the case of an allergic disease, epigenetics could explain not only the dis-
cordances observed between monozygous twins, but also other phenomena that do
not conform with genetic premises [120]. Any mechanism proposed to explain the
development of a hypersensitivity towards haptens must provide a mechanism for this
genetic predisposition, and for the tendency to develop multiple drug sensitivities to
(often) completely unrelated compounds. Any theory regarding the mechanism of
drug allergy must also explain why, in contrast to what occurs in atopic diseases – that
is, allergic rhinitis, asthma and atopic dermatitis – drug allergies, including hepatitis,
develop with the same frequency in atopic and non-atopic individuals [20].

An emerging view emphasizes that helper T cells use epigenetic mechanisms to
determine the phenotype of their mature cell physiology and actions [122]. During
their development, they make sequential cell fate choices to differentiate into Th1 or
Th2 cells. All these ‘decisions’ involve changes in gene expression, and consequently in
the phenotype, that are faithfully propagated in an heritable manner to their cellular
progeny. With the exception of the TCR, these changes in gene expression occur
without a change of the information encoded directly in the DNA sequence. Rather,
they appear to be determined through changes in chromatin structure and DNA
methylation [123].

There is an association betweenTh1/Th2 cell immunity anddisease, and it is possible
that environmentally induced epigenetic changes are involved in Th1/Th2 determina-
tion [124]. The most important factor that determines whether a na€ıve CD4þ T cell
differentiates into a Th1 or a Th2 cell is the presence of specific cytokines within
the microenvironment in which the na€ıve T cell is activated. More specifically, Th1
development requires the presence of IL-12, whereas Th2 development requires IL-4.
When naive CD4þ T cells differentiate into Th1 or Th2 cells, cytokine loci undergo
changes in chromatin structure. The expression of a particular cytokine gene and the
silencing of the other seem to be orchestrated by epigenetic mechanisms.

It has been suggested that epigenetic changes of the genes that code for cytokines
facilitate selective accessibility of genes in T cells. Cytokine loci undergo changes in
chromatin structure when naive CD4þ T cells differentiate into Th1 or Th2 cells.
Studies have shown that distal regulatory elements control Th1 (IFN-g) and Th2
cytokine loci, and are primary targets for tissue-specific transcription factors, serving
as centres for epigenetic changes that mark heritable traits in effector cells [125].
In addition, the Th2 response is regulated by the transcription factor GATA3, which is
upregulated by signal transducer and activator of transcription 6 (STAT6). The latter is
in turn activated by stimulation of the IL-4 receptor in na€ıve CD4þ cells. In Th2 cells,
the increase inGATA3 expression is implicated in themodifications experienced by the
gene encoding IL-4, such as DNA methylation and histone acetylation. These phe-
nomena would increase IL-4 gene accessibility and transcription. In addition, IFN-g
silencing would result from DNA methylation and histone deacetylation [120,125].

Finally, recent published data points to toxicants, including pharmaceutical
agents, as being capable of altering the epigenetic status of a cell; that is, progressive
hypomethylation and aberrant promoter hypermethylation in the liver [126]. This
brings new players into the complex scenario of drug-induced liver disease [92].
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Abstract

Drug-induced allergic hepatitis is a liver-specific inflammatory reaction resulting from
a hypersensitivity to a particular drug. Clinically, both hepatocellular injury and
cholestasis can occur, and most episodes have a good clinical prognosis upon drug
withdrawal. Allergic hepatitis induced by drugs is a type IV hypersensitivity reaction
that involves CD4þCD8þ cytotoxic lymphocytes as well as natural killer cells.
However, antibodies directed to the drug are less common, and their pathogenic role
is not clear. In some cases, damage to liver cells may continue in the form of an
autoimmune hepatitis. A classical pathogenic mechanism identifies formation of
drug–protein adducts and presentation, and/or their direct interaction with the major
histocompatibility complex–T cell receptor complex as an initiating factor that triggers
a hypersensitivity reaction. In the past few years, epigenetics has gained attention as a
possible factor that could explain differences in susceptibility of humans to drugs and
other chemicals.

Key words: autoimmune hepatitis; drug-induced allergic hepatitis;
drug-induced liver injury; drug hepatotoxicity; hepatocytes; idiosyncratic
hepatotoxicity; T cell; tolerance.
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12.1 Immunity versus tolerance

The vertebrate immune system has evolved to protect against invasive pathogens, but
with this adaptation comes the risk of autoimmunity, the recognition and destruction
of self tissues by cells of the immune system. To avoid this problem the system has
evolved active mechanisms by which tolerance is induced against self-antigens. These
mechanisms include deletion of autoreactive lymphocytes, functional inactivation of
lymphocytes (anergy) and suppression of inflammatory responses by a specialized
subset of regulatory T cells (Tregs). The latter twomodes of tolerance induction involve
active transcriptional repression of pro-inflammatory cytokine genes in the affected
T lymphocytes, and are likely mediated via epigenetic mechanisms. Therefore, anergy
affecting the expression of the il2 and ifng genes in conventional T cells and Tregs will
serve as the main subject of discussion in this review.

12.2 Epigenetic regulation of the physical structure
of genomic DNA

In eukaryotic cells activation of transcription factors is often not sufficient for gene
transcription. The DNA that constitutes each chromosome is wrapped around
octamers of histone proteins called nucleosomes, which are in turn incorporated into
higher-order structures that allow efficient packaging of the approximately 3 billion
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nucleotides of the genome into each cell’s nucleus [10]. The physical structure of
chromatin is dynamic, and can be influenced by the chemical modification of the
histones, the basic unit of the nucleosome, by enzymes that attach functional groups to
defined amino acids within histone ‘tails’ [11,12]. Acetylation by histone acetyl
transferases (HATs) inhibits nucleosome compaction, and generates binding sites for
ATP-dependent chromatin-remodelling enzymes that loosen and slide the DNA from
around the nucleosomes [13]. This renders regulatory regions accessible to DNA-
binding factors, and in this way histone acetylation promotes local gene transcription.
Conversely, methylation by histone methyltransferases generates binding sites for
histone deacetylases (HDACs) and DNA methyltransferases, which oppose the action
of the HATs and act to inhibit local gene transcription [14,15]. DNA methylation can
also influence the binding of transcription factors to gene promoters. Methylation of
cytosine/guanine (CpG) dinucleotides within cis elements can impose a direct physical
constraint to transcription factor binding. In addition, DNA methylation forms
binding sites for methylated CpG-binding proteins (MeCPs or MBDs), which in turn
recruit HDACs and histone methyltransferases to the local chromatin [16–18]. In the
end, whether a particular gene is wrapped tightly around a nucleosome, and whether
the nucleosomes are in turn packed together loosely or tightly, can have a major
influence on its expression.

Although large-scale chromatin structure can have a major influence over gene
expression, nucleosome remodelling is not necessarily required for the transcriptional
activation of all genes. The requirement for remodelling is thought to be determined by
the local positioning of nucleosomes with respect to the TATA box and transcriptional
start site at a given gene; that is, if a nucleosome is positioned over the transcriptional
start site of a gene, chromatin-remodelling factors will probably be required to
reposition the nucleosome before transcription will occur [19]. Conversely, if the
start site is not occupied by a nucleosome under non-inducing conditions, then
chromatin remodelling may not be required for transcription to proceed. Classical
examples of these two types of loci are the genes that encode interferon (IFN)-b and
interleukin (IL)-8. The IL-8 gene contains a nucleosomepositionedwell downstreamof
the TATA box and the transcriptional start site [19]. The promoter is constitutively
occupied by CCAAT/enhancer-binding protein (C/EBP) b, and requires only the
inducible binding of nuclear factor kB (NF-kB) for full gene expression [20]. Con-
versely, the IFN-b gene contains a nucleosome positioned over the TATA box and the
transcriptional start site, where it blocks assembly of the pre-initiation complex [21].
The IFN-b promoter/enhancer spans approximately 70 bp, and contains multiple cis
elements that mediate the cooperative binding of several transcription factors, includ-
ing activating transcription factor (ATF), c-Jun, IRF-1 andNF-kB [22,23]. In addition,
the IFN-bpromoter/enhancer contains several important high-mobility group (HMG)
protein HMG I(Y)-binding sites. HMG I(Y) does not directly mediate transcriptional
activation, but functions to induceDNAbending that is thought to facilitate the folding
back of distal elements into closer proximity to theTATAbox. This specific architecture
of the IFN-b promoter/enhancer, which has been termed the enhanceosome, is crucial
for IFN-b gene expression, because an IL-8 promoter artificially spliced to the IFN-b
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gene is unable to recruit histone-modifying enzymes, induces chromatin remodelling
and drives transcription in response to the same signals that would allow expression of
the IL-8 gene [19]. Upon stimulation of gene expression, the ATF, c-Jun, IRF-1 and
NF-kB transcription factors bind cooperatively to the IFN-b promoter/enhancer and
recruit HATs (general control non-derepressible (GCN) 5 and p300/cAMP-response-
element-binding protein (CREB)-binding protein (CBP)) that acetylate the positioned
nucleosome. Histone acetylation results in recruitment of the SWI/SNF chromatin-
remodelling complex, which slides the nucleosome away from the transcriptional start
site. This opens the TATA box and results in binding of TATA box-binding protein
(TBP) and TFIID transcription factors, and RNA polymerase, and initiation of
transcription.

12.3 Epigenetic control of pro-inflammatory
cytokine gene transcription

The structure and regulation of the il2 and ifng genes in T cells resembles that of the
IFN-b enhanceosome in many aspects, and multiple lines of evidence suggest that the
expression of these genes is under epigenetic control. For instance, both genes are
controlled by the concerted action of a promoter and one ormore enhancers (at least six
in the case of the ifng locus) [24–27]. In addition, proper tissue-specific and signal-
dependent expression of the il2 gene depends upon a locus control region located
approximately 8 kb upstream of the transcriptional start site, suggesting a specific role
for local chromatin context [28]. Indeed, this region exhibits stimulus-independent
methylation on Lys-4 of histone H3 (dimethylH3K4), a relatively stable histone
modification associated with non-silenced and transcriptionally active genes [29],
in cells capable of producing IL-2 [30]. The il2 and ifng loci in quiescent T cells
contain hypo-acetylated nucleosomes (Figure 12.1) positioned throughout the
promoter region and the transcriptional start site that block access to transcription
factors [28,31–39]. Crucial regulatory regions of the il2 promoter/enhancer such as the
ARRE-1, ARRE-2 and CD28RE are also occupied by HMG I(Y) architectural DNA-
bending proteins, which are required for normal expression of the gene [40,41], and the
CD28RE of the ifng promoter likewise contains a conserved HMG I(Y) site. Genomic
DNA is fully methylated at CpG dinucleotides within the ifng intronic enhancer in
naive CD4þ and CD8þ T cells, while the promoter region is less than 25%methylated
in both subsets [35,39,42–48]. The il2 promoter/enhancer region shows a similar
pattern of methylation as the ifng promoter, with 25–35% of the CpG dinucleotides
exhibiting methylation in CD4þ T cells, whereas this promoter is 35–45%methylated
in CD8þ T cells, which produce IL-2 less efficiently than CD4þ T cells [35,39,42,43].

Upon productive T cell activation, the promoter and enhancer regions of the il2 and
ifng genes exhibit rapid histone acetylation and nucleosome remodelling
(Figure 12.1) [28,31–39,49,50]. This is accompanied by the cooperative binding of
transcription factors such as Oct-1, NF-kB/c-Rel, nuclear factor of activated T cells
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(NFAT), CREB and activator protein 1 (AP-1) to defined elements within the
promoter-enhancer, with additional factors such as T-bet and signal transducer
and activator of transcription 4 (STAT4) being required for expression of the ifng
gene [24–27,51,52]. NF-kB, NFAT, CREB and AP-1 are each able to bind HAT
co-activators such as p300/CBP in T cells [53,54], and CBP is specifically recruited
to the il2 promoter in Jurkat cells and CD4þ T cells in response to T cell receptor
(TCR)/CD28 co-stimulation [55–57]. In addition, the ifng locus exhibits an activation-
dependent increase in dimethylH3K4 [7]. The SWI/SNF-like BAF nucleosome-
remodelling complex is recruited to chromatin in response to TCR signalling in
T cells [58], and is likely to contribute to chromatin remodelling at cytokine gene loci.
Like the IFN-b enhanceosome, large-scale intrachromosomal looping occurs in CD4þ

T cells at the il4 and ifng loci, resulting in physical association between the promoter
and distant locus control region/enhancer elements [59,60]. Productive activation
also favours demethylation of regulatoryDNAelements at the il2 and ifng loci in CD4þ

T cells (particularly during T helper (Th) 1 differentiation) and in memory CD8þ

T cells [35,39,42,43,61].
Are these epigenetic changes important for the expression of these cytokine genes?

Several lines of evidence indicate that this is the case. Global inhibition of DNA
methylation during T cell activation leads to failed gene silencing and promiscuous
IFN-g , IL-2 and IL-4 production [62–64], and site-specific methods of modulating
DNA methylation have been used to demonstrate that methylation of distinct CpG
dinucleotides in the ifng and il2 promoters inhibits the expression of these genes in
CD4þ T cells [61,65,66]. Similarly, global inhibition of HDAC activity has been shown
to promote expression of the ifng and il4 genes [67,68]. These epigenetic mechanisms

Figure 12.1 The chart depicts the relative degree of histone acetylation (AcH3) and DNA
methylation (MeCpG) at the il2 promoter (il2p), ifng promoter (ifngp) and ifng enhancer (ifngE)
in three T cell lineages: CD4þ , CD8þ and Foxp3þ Tregs. Epigenetic changes are also tracked as a
function of the induction of anergy versus effector/memory differentiation from na€ıve precursors. As
shown in the key, darker shades indicate more acetylation or methylation.
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may explain previous observations that the il2 gene under some circumstances exhibits
a monoallelic pattern of expression, such that an individual T cell ‘chooses’ which one
of the two alleles to express, and silences the other [69,70]. This choice is stably
inherited by the progeny of the cell following cell division. Also, the ifng gene is not
expressed in differentiating T cells until four to five cell divisions have been
achieved [45,71,72]. Likewise, the frequency of T cells that produce IL-2 after
re-stimulation is also coupled to the number of cell divisions achieved during the
primary stimulus [72–74], suggesting that cell division opposes mechanisms that keep
these loci closed following initial antigen encounter.

12.4 Epigenetic silencing of cytokine genes
in tolerant T cells

Activation of conventional CD4þ and CD8þ T lymphocytes in the absence of the
appropriate co-stimulatory signals results in clonal anergy [75]. Anergy refers to a
specific situation in which antigen-specific T cells that have been exposed to a stimulus
are present (i.e. have not been deleted), but exist in a state of reduced function or
hypo-responsiveness [75]. CD4þ T cell anergy occurs when the cells fail to receive
CD28 co-stimulation [76], whereas CD8þ T cells undergo transient hypo-responsive-
ness as a normal consequence of primary stimulation [77]. However, high-dose or
chronic antigenic stimulation, lack of co-stimulation or cytokines, or lack of CD4þ

T cell help can lead to a stable state of CD8þ anergy [77–79]. A hallmark of anergy, as
first described in CD4þ T helper clones, is the failure to proliferate in response to
re-stimulation through the TCR and CD28, due to an inability to synthesize the major
T cell growth factor IL-2 [75]. Primary anergic CD4þ and CD8þ T cells also have a
severe defect in the production of inflammatory cytokines such as IFN-g [72,78,80].
This phenotype is associated with enhanced expression of E3 ubiquitin ligases and
proteolytic degradation of signallingmolecules [81], which probably contributes to the
altered recruitment of TCR-associated enzymes [82–84] and defective activation of
mitogen-activated protein kinase (MAPK) cascades observed in anergic cells [74,82,85–
89]. Similar proximal defects in TCR signalling have been observed in Foxp3þCD4þ

regulatory T cells (Tregs) and anergic CD8þ T cells, which likewise fail to produce IL-2
and IFN-g in response to TCR ligation [90–93].

However, in addition to a reduction in the positive signals leading to cytokine gene
promoters, anergized CD4þ T cells suffer from active, dominant repression of the il2
gene that in some instances can be mapped to distinct sequences in the promoter
region [94–96]. Furthermore, repression of il2 gene expression during anergy induc-
tion can behave as a heritable trait that is maintained from a na€ıve precursor to its
daughter cells over several rounds of cell division [73]. These data suggest that gene
proximal mechanisms of transcriptional repression are operative in anergic T cells.
Indeed, induction of tolerance in both CD4þ and CD8þ T cells is generally associated
with increased DNA methylation, histone hypo-acetylation and closed chromatin
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structures (see Figure 12.1 and below). Whether T cell tolerance is accompanied
by histone modifications that actively contribute to gene silencing (e.g. methylH3K9
and methylH3K27) at cytokine loci is an important question that has not been
substantially addressed.

Conventional anergic CD4þ T cells

Induction of histone acetylation, nucleosome remodelling and demethylation of CpG
dinucleotides at the il2 promoter/enhancer in na€ıve CD4þ T cells requires TCR
engagement, but antigenic signals are not sufficient for these changes. Like IL-2
production and anergy avoidance, physicochemical remodelling of the il2 promoter/
enhancer is dependent upon signals from theCD28 co-stimulatory receptor [35].Na€ıve
CD4þ T cells stimulated in the presence of CTLA4-Ig, which induces anergy by
blocking B7–CD28 co-stimulatory interactions, completely fail to remodel and de-
methylate the il2 promoter [35]. These defects appear to be a universal feature of CD4þ

T cells rendered anergic by distinct tolerogenic signalling modalities (Figure 12.1),
as anergy induced in vitro with ionomycin or immobilized anti-TCR antibodies
(which simulate TCR signalling in the absence of co-stimulation) also exhibit histone
hypo-acetylation at the il2 promoter [97]. These defects are likewise not limited to cells
anergized in vitro, as superantigen-induced tolerance in vivo is associated with histone
hypo-acetylation and increased methylation of CpG dinucleotides at the il2 promoter/
enhancer in anergic, superantigen-specific CD4þ T cells [42]. DNA methylation is
increased at least 2-fold at each of the four CpG sites within the il2 promoter/enhancer
in anergic compared to effector CD4þ T cells [35,42].Methylation of each of these sites
has been shown to contribute to transcriptional repression of il2 promoter–reporter
constructs [61], and methylation of the �262 CpG located in the ARRE2 element
directly blocks Oct1/NFAT binding and negatively regulates transcription of the
endogenous IL2 gene in human CD4þ T cells [66]. Increased methylation at these
CpG sites would be expected to contribute to reduced IL-2 production by anergic
T cells; however, a clear role for DNA methylation at these sites in the induction of
anergy has not been established. Epigenetic modification of the ifng locus is also
affected by tolerogenic signals in CD4þ T cells. Whereas DNA demethylation in this
region is only mildly affected in anergic CD4þ T cells [42], histones at the promoter
and intronic enhancer are hypo-acetylated compared to effector cells [35,42].

While reduced activity of the CD28-dependent p300/CBP HAT co-activator [57]
could contribute to histone hypo-acetylation at the ifng and il2 promoters in anergic
cells, several lines of evidence suggest that failed histone acetylation is not simply a
product of a lack of HAT activity. For instance, histone acetylation is intact at other
genes in anergic T cells [35,42,97], indicating thatHAT activity is not globally defective.
Also, induction of anergy in previously primed T cells, which exhibit increased histone
acetylation at the il2promoter under resting conditions as compared to na€ıve or anergic
cells [35], results in active histone deacetylation [97], whereas full TCR/CD28
re-stimulation fails to induce histone acetylation at the il2 promoter in cells previously
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rendered anergic [97]. Finally, pharmacological inhibition of HDAC activity during
anergy induction restores histone acetylation at the ifng and il2 loci in multiple models
(see [97] and our unpublished results). These data suggest that HDAC activity
maintains nucleosomes in a hypo-acetylated state at cytokine gene loci in anergic
T cells. Themolecular basis of active histone deacetylation at these genes in anergic cells
is becoming clearer, and will be discussed further below.

Tolerant CD8þ T cells

Na€ıve CD8þ T cells are able to transiently produce IL-2 upon primary stimulation, but
as these cells differentiate into effector cytotoxic T lymphocytes, they lose the capacity
to produce this growth factor. The inability of effector CD8þ T cells to synthesize IL-2
in response to TCR ligation is associated with reduced MAPK activation [93,98], and
has beenmapped to a distinct region of the il2 promoter containing the CD28 response
element [99]. CD8þ effector cells also exhibit reduced histone acetylation at this region
compared to effector CD4þ cells (Figure 12.1), which are able to produce IL-2 [35,39].
This could result from a lack of c-Rel binding to the CD28RE, which is required for
chromatin remodelling at the il2 promoter [100]. Those CD8þ effector cells that
become long-livedmemory cells as the immune response progresses regain the capacity
to express the il2 gene; however, this transition is not accompanied by increased histone
acetylation or decreased DNA methylation at the il2 promoter compared to effector
cells [39]. The molecular basis for this gain of function is not currently clear, but could
result from enhanced TCR-coupled signalling and transcription [98], or differential
presence of other epigenetic modifications such as methylation of lysines 4, 9 or 27 of
histone H3, for instance.

Induction of stable CD8þ T cell tolerance in several models is also associated with
defective TCR-coupled signal transduction [101]; however, epigenetic modifications
have only been studied to date in the context of CD8þ T cell tolerance induced by
activation in the absence of CD4þ T cell help. CD8þ T cells primed in the absence of
CD4þ T cells expand normally, produce IFN-g and other pro-inflammatory cytokines,
gain cytolytic function, and are able to clear pathogen infections during the initial
effector phase of the response. However, ‘unhelped’ CD8þ T cells exhibit defective
survival and IFN-g production compared to helped CD8þ cells during the memory
phase, and are unable to protect against subsequent pathogen challenge [57]. Unlike
CD8þ T cell anergy induced by co-stimulatory or cytokine blockade, this defective
memory phenotype does not appear to result fromdecreased TCR-proximal signalling,
as no defect inMAPK activation could be detected and the anergic phenotype could not
be reversed through bypassing proximal TCR-coupled events with phorbol ester and
ionomycin [39]. However, anergy in unhelped CD8þ T cells is strongly associated with
gene proximal changes in chromatin structure at the ifng locus. For instance, while
virus-specific CD8þ T cells activated in vivo by LCMV infection exhibit strong
demethylation of CpG dinucleotides within the ifng promoter and enhancer regardless
of CD4þ T cell help, only virus-specific CD8þ T cells that receive CD4þ T cell help
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during infection show hyperacetylation of histones in these regions [39]. This defect in
histone acetylation at the ifng locus was already observable at the effector phase, and
was maintained for 2 months in the absence of antigenic stimulation (Figure 12.1).
Also, while normal CD8þ memory T cells are able to produce IL-2 upon re-stimula-
tion, unhelped CD8þ T cells fail to produce this growth factor, and this defect is
associated with increased DNA methylation at the il2 promoter in the unhelped
cells [39].

Foxp3þCD4þ Tregs

Regulatory or suppressor cells are a subset of CD4þ T cells that are anergic; that is, they
do not produce cytokines like IL-2 or IFN-g in response to TCR/CD28 co-stimulation,
and in addition can actively inhibit the capacity of neighbouring conventional CD4þ

and CD8þ T cells to produce these cytokines [102]. These cells specifically express the
forkhead-winged helix transcription factor Foxp3, which is necessary and sufficient for
the development and basic functional aspects of this lineage [103–105]. Foxp3þCD4þ

Tregs differentially express thousands of genes as compared to conventional, Foxp3-
negative CD4þ cells [104,106,107], and Foxp3 binds directly to a large proportion of
these genes [108–111]. While some genes are repressed as a consequence of Foxp3
occupancy, other genes are induced, and the epigenetic modifications present at these
genes correlate with their transcriptional activity [109,110]. For instance, binding of
Foxp3 to the genes encoding cytotoxic T lymphocyte antigen 4 (CTLA-4) and CD25
induces epigenetic modifications that promote transcription, such as acetylation of
histone H3 on Lys-9 and methylation on Lys-4 [109,110]. This is likewise associated
with methylation of Lys-27 [110], a modification that has been shown in other systems
to promote gene silencing. Conversely, Foxp3 binds to and represses genes such as
pde3b, il2 and ifng , which is accompaniedbymarkedhistonedeacetylation (Figure 12.1)
and Lys-27 methylation at these loci [109,110]. Foxp3 actively recruits HDAC activity
to the il2 and ifng loci, as Foxp3-mediated deacetylation of these genes is blocked by the
HDAC inhibitor trichostatin A (our unpublished results). These epigenetic modifica-
tions appear to oppose chromatin remodelling in Treg, as even very strong mitogenic
signals are unable to induce DNase sensitivity at the il2 promoter in these cells [112],
and inhibition of HDAC activity in Treg results in increased expression of ifng and
several other Foxp3-responsive genes [113]. This dual function of Foxp3 in directing
either histone acetylation or deacetylation in the context of different loci is consistent
with the ability of Foxp3 to associate with HATs, HDACs and components of the SWI/
SNF chromatin-remodelling complex in cell extracts [114,115]. Interestingly, Foxp3
itself is regulated by acetylation. Inhibiting the interaction between Foxp3 and HATs
opposes Foxp3 transcriptional activity [115], and mutation of lysine residues in Foxp3
that are the targets of acetylation abrogates Foxp3 binding to the il2 promoter,
repression of il2 and suppression of conventional CD4þ T cell responses [113].

In addition, expression of the foxp3 gene, and therefore Treg development in general,
is also regulated epigenetically [116–118]. The foxp3 locus contains a CpG island that is
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fully methylated in conventional Foxp3-negative cells, and almost completely
demethylated and acetylated in Foxp3-expressing Treg. Transforming growth factor
b (TGF-b), a cytokine that can induce Foxp3 expression in conventional CD4þ T cells,
causes demethylation of the foxp3 CpG island [116]. Experimental inhibition of DNA
methylation in non-regulatory cells leads to induction of Foxp3 expression in the
absence of TGF-b, while forced methylation of this region in Treg results in loss of
Foxp3 [117]. These data suggest that DNA methylation is an important epigenetic
mechanism for establishing Treg-specific patterns of gene expression. This mechanism
is likely operative at other genes in Treg, as we have observed increased DNA
methylation at the ifng and il2 promoters in Foxp3þ Treg as compared to conventional
CD4þ cells (Figure 12.1 and our unpublished results).

12.5 Targeting epigenetic modifications
to cytokine genes in tolerant T cells

As described above, reduced histone acetylation at cytokine genes in multiple types of
anergic T cells does not appear to result simply from a failure to recruit HATs, but also
involves active maintenance of a deacetylated state through recruitment of HDAC. The
enzymes that methylate DNA andmodify histones cannot bind DNA by themselves, so
how are these factors recruited to cytokine gene loci in anergic T cells? The answermost
likely lies in the fact that de novo DNA methyltransferases, HDACs and histone
methyltransferases exist as components of larger complexes that are recruited by
DNA-binding proteins to gene enhancers and promoters as a general mechanism of
transcriptional co-repression [119]. While it is clear that Foxp3 is the main factor that
targets epigenetic modifications to cytokine genes in regulatory CD4þ T cells, which
factor(s) mediate these processes in conventional anergic T cells is not as clear. Several
transcriptional repressors capable of recruiting DNA methyltransferase- and/or
HDAC-containing complexes are known to bind to the ifng and il2 promoters, and
recent data have implicated some of these factors in the regulation of T cell anergy. For
instance, a number of factors have been identified that negatively regulate il2
gene expression, including p21SNFT [120], SATB1 [121], ZEB/Nil2a [122], Tob [123],
T-bet [124], Egr2 [125,126], Egr3 [126], Smad3 [127,128], CREM [96,129],
Ikaros [97,130], NFAT1 [108] and Foxp3 [131]. While most or all of these factors
can interact with co-repressor complexes that contain HDACs and/or histone methyl-
transferases, only some of these factors have been specifically shown to bind to and
modulate DNAmethylation or chromatin structure at cytokine gene loci, and/or to be
involved in the induction of T cell anergy.

The il2 promoter contains several sequence elements required to oppose the
expression of this gene in resting and/or anergic cells. A conserved negative regulatory
element (NRE-A) in the il2 promoter located�105 bp upstream of the transcriptional
start site has been shown to bind the zinc-finger transcriptional repressor ZEB/
Nil2a [122,132]. This protein is preferentially expressed in resting T cells and
especially T cells stimulated in the absence of CD28 co-stimulation, but not in
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TCR/CD28-activated Th1 cells [133]. The NRE-A can also be bound by Smad
transcription factors. Smad3 is required for repression of il2 promoter-driven tran-
scription in response to signals from the anti-inflammatory cytokine TGF-b [128], and
Smad3 is required for anergy induced by soluble peptide administration in vivo [127].
However, this is not a general mechanism operative under all tolerogenic conditions, as
Smad3 is unable to repress the il2 gene in the absence of TGF-b [128]. Egr2 and Egr3 are
transcription factors that are preferentially induced under anergic conditions, and
these factors are required for full tolerance induction in multiple models [125,126].
However, while the positive regulator Egr1 can bind the il2 promoter, neither Egr2 nor
Egr3 have been shown to bind directly to the il2 or ifng loci. Egr2, Egr3, Smad3 and
ZEB/Nil2a are each known to interact withHDAC-containing co-repressor complexes;
however, a role for these factors in the regulation of chromatin structure or DNA
methylation at the il2 or other cytokine genes has not been established.

The distal AP-1 site at�180 bp of the il2 promoter/enhancer has been shown to bind
CREB [56]. This factor normally binds to DNA as a CREB/CREB homodimer that can
recruit the p300/CBPHATvia the CREB transactivation domain [134].However, CREB
can also bind to a splice variant termed CREM, which lacks the transactivation domain,
rendering CREB/CREM heterodimers unable to recruit HAT co-activators [135].
Inhibition of CREM expression in activated CD4þ T cells leads to increased histone
acetylation at the il2 promoter and enhanced IL-2 production [129]. In anergic CD4þ T
cell clones CREB/CREM heterodimers are preferentially bound to the �180 bp AP-1
site, and mutation of this site leads to reduced CREM binding and resistance to anergy
induction [96]. The contrast of binding of CREB as a homodimer or heterodimer with
CREMcould therefore act as a biochemical switch that turns local histone acetylation on
or off through the differential capacity to recruit HATs. Another such biochemical
switch that could operate at the ifng and il2 loci involves NF-kB, the activity of which is
controlled both through regulated cytoplasmic sequestration by inhibitor of NF-kB a
(IkBa), and by phosphorylation [136]. Once targeted to the nucleus, NF-kB is not able
to transactivate by itself, but requires HAT co-activators to promote gene transcrip-
tion [137]. The ability of NF-kB to recruit co-activators is regulated by its phosphoryla-
tion state. If non-phosphorylated, NF-kB is bound to DNA, fails to recruit HAT co-
activators and binds to HDACs and acts as a transcriptional repressor [138]. A role for
this switch in regulating chromatin structure at cytokine genes has not been specifically
established, but consistent with this scenario p50/p50 homodimers are known to bind
to the IL2kB element within the TCEd/NFIL-2C region of the il2 promoter, and this
activity is required for full repression of il2 gene expression in quiescent and anergic
T cells [139,140].

A factor that has recently been shown toplay a crucial role in the epigenetic regulation
of cytokine genes and anergy in T cells is Ikaros. This zinc-finger DNA-binding protein
was originally identified as a factor required for lymphoid development, where it
regulates antigen-receptor genes and genes involved inVDJ recombination by recruiting
chromatin-remodelling complexes such as NURD, CtBP and Sin3 [6]. Ikaros is highly
expressed in mature, na€ıve CD4þ T cells, where it binds to specific elements in the il2
promoter [130] and the ifng promoter and enhancer regions (our unpublished results).
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Ikaros–il2 promoter complexes derived from CD4þ T cells are enriched for HDAC1,
HDAC2 and hypo-acetylated histones H3 and H4 [97,130]. Ikaros occupancy is
responsible for the hypo-acetylated state of the histones at the il2 promoter in quiescent
cells, as na€ıve CD4þ T cells from mice with defective Ikaros DNA-binding activity
exhibit constitutive histone hyperacetylation at the il2 promoter [130]. Thus, in the
absence of Ikaros function, the il2 gene resembles a transcriptionally ‘poised’ locus, and
consistent with this, Ikaros-defective na€ıve CD4þ T cells show enhanced expression of
the il2 gene upon optimal TCR/CD28 co-stimulation [130]. Conversely, overexpression
of Ikaros in effector CD4þ T cells reduces the capacity of these cells to IL-2 production
upon TCR/CD28 stimulation [97,130]. Also, while normal na€ıve T cells require CD28
co-stimulation to acheive histone acetylation and transcription from the il2 promoter,
na€ıve CD4þ T cells from Ikaros-deficient mice can produce wild-type levels of IL-2 and
IFN-g in response to TCR engagement alone ([130] and our unpublished results).
Consequently, CD4þ T cells with defective Ikaros DNA-binding activity are highly
resistant to anergy induced by CD28 or IL-2 blockade [130], or by calcium ionophore
treatment [97].

How is DNA methylation maintained at cytokine loci during anergy induction?
Much less information is available regarding molecular mechanisms of DNA meth-
ylation in tolerant cells, and one reason for this is that the means by which
demethylation is achieved in productively stimulated effector or memory T cells is
not understood. The bond between the methyl group and the cytosine sugar is
considered too strong to allow enzymic cleavage; therefore, the standard model has
posited that DNA is demethylated passively through the failure of DNA methyl-
transferase 1 tomethylate CpG dinucleotides in the new daughter strand during DNA
replication in proliferating cells. In this scenario, the failure to demethylate cytokine
loci in anergic T cells would be coupled to reduced DNA synthesis, as many modes of
tolerance induction are associated with abortive T cell-cycle progression [141,142].
However, recent studies have shown that CpG methylation at the il2 promoter in
naive CD4þ T cells [61,66], the il4 locus in Th2 cells [143], and the ifng promoter in
memory CD8þ T cells [43] is rapidly lost in response to antigenic stimuli in a
replication-independent manner. The mechanism by which this process occurs was
not determined in these studies; however, a solution to this paradox may lie in two
recent papers showing that the promoters of oestrogen-responsive genes can oscillate
rapidly between methylated and demethylated states during transcription, as a result
of cyclical recruitment of de novo DNA methyltransferases that also mediate DNA
deamidation. Importantly, these studies show that demethylation of DNA in mam-
malian cells does not require breakage of themethylcytosine C–C bond, but can result
instead from excision of the methylated cytosine and replacement with a non-
methylated residue. If this dynamic also operates at cytokine promoters in T cells
responding to antigenic stimuli, then the DNA demethylation observed over time in
productively activated cells would result from a shift in the overall balance from
methyltransferase to deamidase activity. Conversely, the lack of demethylation (or
increased DNA methylation) observed at cytokine loci in anergic T cells would be
attributed to a shift in the overall balance from deamidase to methyltransferase
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activity. For instance, transcriptional repressors that bind the il2 and/or ifng genes in
anergic cells (e.g. NF-kB p50, CREM, Ikaros) may promote recruitment of DNA
methyltransferase 3a, as has been shown to occur at the epigenetically silenced il4
locus in differentiating Th1 cells [144]. Alternatively, deamidase and/or T ! CDNA
repair activity may selectively depend upon co-stimulatory signals. Although these
new data represent significant progress in our understanding of how this epigenetic
process is regulated in T cells, further research will be required to test these ideas.

12.6 Common mechanisms of epigenetic silencing
among distinct types of tolerant T cells?

The epigenetic modifications present at silenced cytokine genes in regulatory CD4þ

T cells, conventional anergic CD4þ T cells and tolerant CD8þ T cells are remarkably
similar; that is, increased DNA methylation, decreased histone acetylation and
decreased accessibility of the chromatin to DNA-binding proteins. These modifica-
tions are likewise reminiscent of those present at the silenced ifng and il4 genes in
polarized Th1 and Th2 cells [7–9]. Do the same mechanisms operate to silence
cytokine genes in all tolerant and polarized T cells? Many of these cell types express
lineage-specific transcription factors that are responsible for establishing the
epigenetic patterns that are unique to that cell type. For example, Foxp3 is specifically
expressed by CD4þCD25þ Tregs, and is directly responsible for recruiting HAT or
HDAC activity to Foxp3-responsive genes. Similarly, T-bet, which is exclusively
expressed by polarized Th1 CD4þ T cells, and GATA-3, a Th2-specific factor, are each
sufficient to induce DNA demethylation and histone acetylation at the ifng and il4
genes, respectively [9]. By definition, these factors represent unique mechanisms of
coupling DNA- and chromatin-modifying enzymes to gene promoters and enhancers
that cannot be utilized by all cell types. However, it is possible that these lineage-
specific factors must cooperate with general DNA-binding proteins that are
common to all the subsets (e.g. Ikaros) in order to epigenetically silence cytokine
genes upon the induction of tolerance. In this way, similar epigenetic machinery could
be targeted to specific genes in different cell types. A clearer understanding of the
mechanisms by which cytokine genes are silenced in T cells must await further
research.
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Abstract

The DNA that constitutes each chromosome in a eukaryotic cell is wrapped around
protein complexes called nucleosomes, which are in turn incorporated into higher-
order structures called chromatin, allowing the efficient packaging of the approxi-
mately 3 billion nucleotides of our genome into each cell’s nucleus. In addition,
mammalian DNA can be methylated at cytosine residues. Whether a gene is methyl-
ated, is wrapped tightly around a nucleosome and whether the nucleosomes are in turn
packed together loosely or tightly into chromatin, can influence its expression.
Moreover, these physicochemical aspects of a gene’s structure can be maintained
throughout DNA replication and inherited by the daughter cells after cell division.
Such ‘epigenetic’ mechanisms of gene regulation are known to play crucial roles
in developmental biology [1] and cancer [2,3], and their involvement in regulating
fate decisions by cells of the immune system is becoming appreciated [4–9]. Here we
describe the types of epigenetic modifications that occur at T cell effector cytokine
genes during an immune response, and how the physical structure of these loci is
affected by signals that induce acquired immune tolerance.

Key words: epigenetics; T lymphocyte; tolerance; anergy; memory; gene
expression; histone acetylation; DNA methylation
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13.1 Introduction

Mammalian immune systems are characterized by the generation of balanced popula-
tions of different lymphocyte types that not only ensure the recognition and elimina-
tion of potentially harmfulmolecules but also can remember these antigens and thereby
facilitate a rapid response to future exposures. This delicate balance is often disrupted
andmammalsmay lack an efficient response to an external attack ormay even produce
aberrant responses to their own components. Systemic lupus erythematosus (SLE) is an
archetypal example of this second group of diseases, involving hyperactivity of the
immune system.

SLE is a chronic, autoimmune, inflammatory and systemic disease characterized by
the production of autoantibodies against a variety of nuclear antigens, the deposition of
immune complexes and subsequent injury in various tissues including the skin, joints
and kidney [1]. One proposed mechanism for the development of antibodies involves
the existence of exacerbated apoptosis in circulating lymphocytes. This process leads to
a display of nuclear and cytosolic antigens that are normally intracellular andwhich are
associated with disturbance of immune tolerance [2].

The course of SLE is highly variable and characterized by repetitive exacerbations and
remissions. The range of symptoms can be classified according to the predominantly
affected tissue. Dermatological damage is a typical feature of SLE patients; indeed, this is
where the disease’s name comes from. People affected by SLE tend to develop a common
painless flat red facial rash, also known as a butterfly rash because of its shape, that does
not itch but is associatedwith alopecia. The rash, generally accompanied by ulcers on the
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mucous membrane of the mouth and the nose, is exacerbated by sunlight [3]. SLE
patients also suffer musculoskeletal inflammation with consequent arthralgia and
myalgia, and associated physical weakness [4]. Multiple haematological cytopenias
such as lymphopenia, anaemia, leucopenia or thrombocytopenia, a low level of iron in
the blood, functional T cell abnormalities in intracellular signalling and complement
system malfunction are common alterations [5]. Cardiovascular and renal systems can
also be injured, leading to pericarditis, endocarditis, myocarditis, glomerulonephritis,
proteinuria and haematuria, fluid retention and high bloodpressure [6]. The circulatory
system tends to present inflammation and damage of the blood vessels, increased risk of
heart attacks from coronary artery disease and Raynaud’s phenomenon [7]: a poor
circulation to the fingers and toes with exposure to the cold. Pulmonarymanifestations,
such as pleuritis and pneumonitis, can also be seen [8]. Finally, neuropsychiatric
symptoms, such as depression, psychosis, delirium, meningitis, convulsions, seizures
and coma, are serious complications in this autoimmune disease [9].

The prevalence of SLE varies throughout the world between approximately 10 and
50 cases per 100 000 [10]. SLE affects people of all ages and races although there are
significant differences between the sexes, ethnic groups and age groups [11]. It is most
prevalent in African-American women of fertile age. Furthermore, an impairment of
the pathology has been described as being coupled with pregnancy [12]. The highest
incidence in women, particularly those of fertile age, has been associated with
mechanisms that involve hormones [12] and X-linked genes [13], but not X-inactiva-
tion skewing [14]. Additionally, a positive correlation between SLE and Klinefelter’s
syndrome has been reported [13].

Pathogenesis of SLE

SLE pathogenesis is characterized by exacerbated apoptosis, generation of autoanti-
bodies and aberrant patterns of expression of cytokines in association with loss of
immune tolerance and abnormal signal transduction (Figure 13.1) [1]. We currently
have no clear understanding of the causes of SLE. This is amatter of considerable debate
since efforts are beingmade to clarifywhether some symptoms are in fact a consequence
rather than a cause. The loss of immune tolerance to self-components is a major event
in the autoimmune process, where dysregulation of gene expression of immune cells
and aberrant processing in positive selection are initiating events. As will be discussed
below, the inappropriate gene expression may be the result of mutation or altered
epigenetic control. Among the genes for which aberrant patterns of gene expression
have been reported, remarkable changes are found for cytokine genes (such type I
interferon (IFN), which is over-expressed) and signal transduction genes. In relation to
cytokines, SLE patients have increased levels of IFN-a in the blood that correlate with
disease activity [15]. Regarding cell-signalling pathways, T cells from SLE patients
exhibit decreased expression of T cell receptor and interleukin 2 (IL-2), downregulation
of protein kinase C-dependent protein phosphorylation and impaired translocation of
nuclear factor kB p65 [16].
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In addition to gene expression changes, alterations in cell populations are also found.
For instance, many SLE patients exhibit a low proportion of CD68þ macrophages,
responsible for the phagocytosis of apoptotic B cells. Interestingly, most of them do not
contain apoptotic material. Therefore, dendritic cells of lymph nodes have many
autoantigens to present, which leads to the breakdown of immune system
tolerance [17].

In SLE, production of antibodies against self-cellular components is a critical
feature not only because of its use as a diagnostic tool but also because of it plays and
essential role in lupus pathogenesis. In fact, the generation of autoantibodies is
responsible for multi-organ damage as a result of inflammatory mechanisms [18].
The accumulation of immune complexes in various tissues is associated with the onset
and worsening of the disorder. In SLE patients, autoantibodies of over 50 different
specificities have been identified. They can be used for diagnosis purposes, and
detection of significant titres of these antibodies can occur years before the onset of
the clinical features. For example, anti-La, anti-Ro and anti-phospholipid antibodies
typically appear in serum long before any symptoms develop. A peak of anti-Sm and
anti-RNP is commonly found just before the illness is manifested. In contrast, anti-
nuclear (against histones and nucleosomes), anti-DNA, anti-P, anti-28S rRNA,
anti-S10, anti-EBNA-1 and anti-L12 antibodies appear after clinical signs. Anti-P
antibodies are the most specific diagnostic marker in SLE because of their absence
from any other autoimmune pathologies [18]. However, the presence of anti-nuclear
antibodies is the most common marker for diagnosing the disease. In fact, detection

Figure 13.1 A hypothetical diagram summarizing pathogenic mechanisms of SLE and how epige-
netic and genetic determinants may be involved in pathogenesis. EBV, Epstein–Barr virus.
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of anti-nuclear antibodies is included in the 11 criteria established by the American
College of Rheumatology for SLE diagnosis [19].

Two fundamental events in SLE pathogenesis are both the occurrence of increased
rates of apoptosis in monocytes and lymphocytes and the aberrant clearance of dying
apoptotic cells [20] (Figure 13.1). Both processes are essential to the release of
intracellular autoantigens, which facilitates the immune response. This impaired
apoptosis and the loss of immune tolerance contribute to the production of auto-
antibodies. The main consequences of apoptosis in SLE pathogenesis have been
investigated by several experimental approaches. First, injection of apoptotic cells
into mice induces autoantibody production. Similarly, increased macrophage apopto-
sis, induced in vivo by the administration of clodronate liposomes, also can exacerbate
an autoimmune phenotype [21].

Secondly, apoptoticmaterial activates T and B cells in vitro and triggers the release of
inflammatory and pro-apoptotic molecules by macrophages. Finally, a relationship
between apoptosis rate, increased expression of Fas in B and T cells and symptomatol-
ogy has been demonstrated. Apoptotic DNA, like bacterial and viral DNA, has a lower
5-methylcytosine (5mC) content than normal or necrotic DNA [22]. Differences in the
methylation levels of DNA of apoptotic cells with respect to cells under physiological
conditions could also render it more antigenic and exacerbate the immune
response [23].

SLE aetiology

The aetiology of SLE is very complex because its development can be induced by
multiple factors. Similar to many other autoimmune diseases, SLE demonstrates a
complex pattern of inheritance consistent with the involvement of multiple suscepti-
bility genes [24]. During the past few years, multiple candidate genes have been
implicated in induction of SLE through association studies, andmultiple susceptibility
regions have been detected through genome-wide linkage studies. Research based on
family studies has reported strong linkage disequilibrium between SLE development
and several loci associated with immune response or apoptosis, although there are
exceptions. The region 1q23–24, also known as the pentraxin locus, is associated with
SLE. The gene that encodes the C-reactive protein (CRP), an important molecule
involved in the clearance of apoptotic cell rests, is located in this region [25]. Another
remarkable example of gene associated with the disease is the programmed cell death 1
gene (PDCD1). One allele, characterized by a single nucleotide polymorphism that
modifies the binding site of a transcription factor, seems to be involved in this
pathology [26]. The higher incidence of SLE in women, men with Klinefelter’s
syndrome and patients with X-linked granulomatosus disease is also of note [14].

In addition to genetic determinants, over 100 substances have been characterized
for their drug-induced lupus capacity after months or years of exposure (see below in
the section onDNAmethylation and drug-induced lupus). This rare adverse immune
reaction disappears within weeks of withdrawal of the treatment. Compelling
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evidence also demonstrates the causal role of hormones in the development of SLE.
As mentioned above, SLE mainly affects women of reproductive age, and the
symptoms are exacerbated just beforemenstruation or by oral contraceptive use [13].
On the other hand, the treatment of SLE mice with male hormones reduces the
severity of the disease. Environmental factors, such asmicrobiological pathogens (e.g.
Epstein–Barr virus, EBV) and exposure to chemical elements including mercury,
silica and several kinds of pesticides, represent other risk factors for the development
of SLE [27]. EBV has been identified as a possible resident virus of SLE B cells,
affecting mainly memory cells. Furthermore, patients with active SLE have a higher
viral load and stronger virus expression than patients in remission [28]. Also,
transgenic introduction of Epstein– Barr nuclear antigen 1 (EBNA-1) into mouse
models induces the production of anti-Sm antibodies [29]. The sequence homology
between microorganism and self-components can induce crosslinked reactions [30].
Also, LMP2A can subsert signalling pathways [31].

Finally, several lines of evidence indicate the role of environmental triggers in the
development and onset of lupus [32]. Environment may induce epigenetic changes,
and the studies discussed above suggest that DNAmethylation changes are likely to be
involved. Much of the current evidence derives from studies of the role of DNA
methylation in regulating gene expression in mature T cells. The rest of this chapter
discusses the role of epigenetic alterations, with particular emphasis on DNAmethyla-
tion changes, in the pathoaetiology, diagnosis and treatment of SLE.

13.2 DNA methylation: an epigenetic determinant
of lymphocyte function

Cell identity and function result from a combination of genetic determinants and
epigenetic regulation. In recent years, epigenetics – the study of stable, reversible and
potentially heritable changes in gene expression that do not involve DNA sequence
changes [33] – has attracted the attention ofmany researchers inmolecular biology and
biomedical research. Epigenetic modifications, cytosine methylation and a variety of
post-translational modifications are respectively introduced in DNA and histones
(around which DNA is wrapped) to modulate gene levels and to organize nuclear
architecture [34,35]. As mentioned above, methylation of DNA in eukaryotes occurs
mainly in the 50 position of cytosines followed by guanines. The introduction ofmethyl
groups in cytosines is catalysed by a group of enzymes named DNAmethyltransferases
(DNMTs) that use S-adenosylmethionine as a donor substrate. CpG dinucleotides are
under-represented and, in mammalian genomes, tend to cluster in the promoter of
RNA polymerase II-transcribed genes and in repetitive sequences. The CpG-rich
regions, also known as CpG islands, tend to be unmethylated and many of them are
associated with gene promoters. Relatively few genes are methylated in normal cells,
including imprinted genes, genes on the inactive X chromosome and a few tissue-
specific genes. Methylation of promoter CpG islands is generally associated with
repression of transcription.
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Post-translational histone modifications occur in specific sites, generally at the
protruding N-termini of histones. Currently, the combination and/or sequential
modification of histones are believed to form a �code� that has specific functional
consequences. For instance, lysine hyperacetylation of histonesH3 andH4 is associated
with an active transcriptional status. Also, trimethylation of Lys-4 of histone H3 is
associated with transcriptional activity. However, trimethylation of Lys-9 and -27 of
histone H3 is associated with gene repression.

DNA methylation and some histone modifications are mechanistically linked
through different nuclear factors, includingDNMTs andmethyl-CpG-binding domain
(MBD) proteins, which not only methylate and recognize methylated DNA, respec-
tively, but also recruit histone-modification enzymes [33].

The increasing interest of biomedical researchers in epigenetic regulation goes hand
in hand with the recognition of a number of diseases for which an epigenetic
component has been identified. This has been particularly well studied in the context
of cancer. However, there are several genetic disorders for which genetic defects in
elements of the epigenetic machinery have been identified, such as ICF (immunodefi-
ciency, centromeric instability and facial anomalies) syndrome [36], which features
mutations of DNMT3b, and Rett syndrome, for which mutations in the archetypical
MBD family member MeCP2 have been described [37,38]. The role of epigenetic
regulation is particularly remarkable in the differentiation processes of the haemato-
poietic system and in association with lymphocyte-activation processes. Here we
consider some of these implications and how aberrations in epigenetic regulation are
associated with SLE pathogenesis. Furthermore, we raise questions that need to be
addressed to unravel the mechanisms underlying these epigenetic alterations.

DNA methylation changes associated with lymphocyte
differentiation and activation

The study of epigenetic modifications – DNAmethylation and histonemodifications –
has come to the fore in the field of immune system research. First, as mentioned above,
epigenetic regulation has a determinant role in cellular biology as well as in the
pathogenesis of immune diseases. Indeed, several key immune processes are likely to be
regulated by epigenetic mechanisms. Specifically, sets of genes not required for the
function of specific lymphoid cell types may be suppressed by DNA methylation.
A clear example is represented by tissue-specific genes. While the extent to which
methylation physiologically regulates their expression is unclear, recent examples
suggest that it is important for silencing unnecessary genes in specific subsets. On
the other hand, active demethylation of genes has been reported for genes that have
to be expressed in different lymphocyte subsets. For instance, DNA demethylation of
IFN-g [39] and IL-4 [40] promoters has been associated with the differentiation of
naive CD4þ T lymphocytes. Furthermore, active demethylation of the IL-2 promoter
occurs in response to activation of these CD4þ T cells. Nevertheless, this interleukin is
not expressed in resting naive CD4þ cells due to repressive methylation and the
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inactive state of the chromatin [41,42]. In accordance with these findings, cytokines are
a key target linking epigenetics and immune development. T cell receptor (TCR) genes
expressed in thymocytes are another example. The b locus is methylated when T cells
are in the double-negative state, but loses methyl groups as a result of IL-7R signalling.
Its demethylation allows DNase activity and subsequent VDJ recombination [43].
CD8a and CD8b are genes that also undergo demethylation, an epigenetic change
necessary for the transition of thymocytes from the double-negative to the
CD4þCD8þ state [44]. Antigen presentation and allelic exclusion are other examples.
Obviously, lymphocytes are not the only cells that are regulated by epigenetic
mechanisms. For example, KIR and Ly49 receptors of natural killer (NK) cells are
also associated with this type of control [45].

Although DNMTs are well characterized, the molecular mechanisms causing DNA
demethylation are generally poorly understood, with the exception of the passive
demethylation caused by DNMT1 inhibition during mitosis. The ability to demethylate
DNA actively has been attributed to various factors, including MBD2 [46] and growth
arrest and DNA-damage-inducible protein 45a (Gadd45a) [47], a nuclear protein
involved in maintaining genomic stability, DNA repair and suppression of cell growth,
whichmayparticipate in activeDNAdemethylation.However, unsuccessful attempts by
other workers to reproduce the findings of these studies demonstrate that the mecha-
nism of active demethylation is yet to be identified.

13.3 DNA methylation changes in lupus

The importance of epigenetic mechanisms in immune differentiation and function is
revealed by immune diseases that are caused at least in part by epigenetic abnor-
malities. One of the clearest examples is the aforementioned ICF syndrome, which is
caused by mutations of the DNMT3B gene [36]. This disorder is characterized by B
cell immunodeficiency and indicates that genetic abnormalities in the establishment
of DNA methylation patterns may contribute to immune disorders. However,
epigenetic marks in mature cells must be replicated during mitosis. The maintenance
of epigenetic marks on DNA and histones is susceptible to modification by
environmental factors, and such changes can lead to aberrant gene expression and
abnormal immune function. At present, the role of acquired epigenetic abnormali-
ties in the development of autoimmunity has been studied in human SLE, although
other diseases may also have an epigenetic basis. The role of epigenetic alterations,
and in particular DNA methylation changes, in the development of SLE is discussed
below.

DNA methylation and T cell autoreactivity

Early studies used the irreversible DNMT inhibitor 5-azacytidine (5-azaC) to probe
for functional changes caused by DNA methylation inhibition in mature T cells.
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One observation was that CD4þ T cells become autoreactive following 5-azaC
treatment. CD4þ T cells normally respond to peptides presented in the antigen-
binding cleft of self class II major histocompatibility complex (MHC) molecules on
antigen-presenting cells. Following 5-azaC treatment, antigen-specific CD4þ T cells
lose the requirement for specific antigen and respond solely to antigen-presenting
cells. The response is specific for self class II MHCmolecules and is reversible, in that
antigen responsiveness is slowly recovered once the DNMT inhibitor is removed. The
autoreactivity has been demonstrated with cloned and polyclonal human andmurine
CD4þ T cells [48]. CD8þ T cells do not become autoreactive, although the reason is
unknown [49,50]. Mechanistic studies revealed that the autoreactivity is correlated
with greater expression of lymphocyte function-associated antigen-1 (LFA-1)
(CD11a/CD18), caused by increased levels of CD11a (ITGAL) transcripts [51], and
LFA-1 over-expression caused by transfection results in identical autoreactivity in
human [52] andmurine [53] T cells. Bisulphite sequencing revealed demethylation of
Alu repeats upstream of the ITGAL promoter, and cassette methylation of the region
suppressed promoter function in transfection studies [54], implying transcriptional
relevance. LFA-1 is an adhesion molecule and surrounds the TCR to form the
�immunological synapse� during activation by antigen-presenting cells, providing
both increased stability to theTCR–MHC interaction and co-stimulatory signals [55].
Increased LFA-1 expression may cause a T cell response to MHC molecules that
present inappropriate antigens, either by overstabilizing the lower-affinity interac-
tion between the TCR and class II MHC molecules bearing inappropriate peptide
fragments, by providing increased co-stimulatory signals or by a combination of the
two mechanisms.

DNA demethylation and autoimmunity

The response of demethylated CD4þ cells to self class IIMHCmolecules demonstrates
that normal, antigen-reactive T cells may be modified by exogenous agents to become
autoreactive and potentially to contribute to an autoimmune disease. CD4þ T cells
similarly responding to host class II MHC molecules cause chronic graft versus host
disease (GVHD), with many features of human lupus, including anti-nuclear anti-
bodies and an immune-complex kidney disease [56]. This implies that the 5-azaC-
modified cells may cause a disease resembling SLE. Pathogenicity of the autoreactive
cells was demonstrated by injecting cloned or polyclonal 5-azaC-treated CD4þ T cells
into syngeneic mice. The recipients developed anti-DNA antibodies and an immune-
complex glomerulonephritis in addition to other histological features of autoimmu-
nity, depending on the mouse strain [57,58]. LFA-1-transfected CD4þ T cells caused a
similar lupus-like disease in the same system, indicating that LFA-1 over-expression
contributes to the autoimmunity induced by demethylated T cells [53]. T cell effector
functions are alsomodified byDNAdemethylation. Coculture of 5-azaC-treated T cells
with autologous B cells results in IgGs hypersecretion [50], due to increased expression
of Th1 and Th2 cytokines including IFN-g , IL-4 and IL-6 [58] and over-expression
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of B cell co-stimulatory molecules including CD70 and CD40L [59,60]. IgGs over-
stimulation may contribute to the increased autoantibody titres found in mice
receiving demethylated T cells. In contrast to the B cell stimulation, coculture of
demethylated T cells with autologous monocytes/macrophages (Mø) results in Mø
death by apoptosis [52]. Antigen-presenting Mø normally undergo apoptosis after
stimulating T cells [61]. However, hypomethylated autoreactive CD4þ T cells respond
to all Mø-bearing autologous class II MHC molecules, giving rise to promiscuous Mø
death. Increased Mø apoptosis may initiate an anti-DNA response by providing a
source of antigenic nucleosomes, since injecting apoptotic cells into normal mice also
results in anti-DNA antibodies [62]. Further, transgenic mice lacking one or more of
the molecules involved in clearing apoptotic debris develop a lupus-like disease with
similar anti-DNA antibodies [63]. The consequence of increased Mø apoptosis
has been tested by injecting control and lupus-prone mice with clodronate vesicles.
These vesicles are phagocytosed byMø, causing release of the clodronate and apoptotic
death of the phagocyte. Clodronate vesicles give rise to anti-nucleosome antibodies
when injected into normal mice and accelerate autoimmunity in lupus-prone
mice [64].

DNA methylation and drug-induced lupus

The experiments summarized above imply that inhibiting CD4þ T cell DNAmethyla-
tionmay cause a lupus-like disease.Over 100 drugs have been reported to cause a lupus-
like disease with anti-nuclear antibodies, although the generation of autoantibodies is
generally confined to a small subset of these patients [65]. In contrast, most patients
receiving the anti-arrhythmic agent procainamide or the antihypertensive drug
hydralazine eventually develop anti-nuclear antibodies, and a subset of these give rise
to an illness resembling lupus [66,67]. These considerations have prompted studies to
select procainamide and hydralazine for DNA methylation analysis. Studies in vitro
showed that both drugs reduced total T cell 5mC content and induced LFA-1 over-
expression and autoreactivity in a similar manner to 5-azaC, although the latter was
considerably more potent [68]. Procainamide- and hydralazine-treated CD4þ T cells
also increased B cell antibody production in a similar manner to 5-azaC-treated
T cells [50].

Procainamidewas found tobe a competitive inhibitor ofDNMTenzymic activity and
had no effect on intracellular S-adenosylmethionine or S-adenosylhomocysteine
pools [69]. Other studies confirmed that procainamide is a selective DNMT1 inhibitor
that reduces the affinity of the enzyme for its substrates, hemimethylated DNA
and S-adenosylmethionine [70]. In contrast, hydralazine selectively inhibits T cell
extracellular-signal-regulatedkinase (ERK)pathway signalling, preventingupregulation
of DNMT1 and DNMT3a duringmitosis, resulting in hypomethylation of the daughter
cells [71]. Pathogenicity of decreased ERK pathway signalling was confirmed by
treating CD4þ T cells with U0126, a selective MEK inhibitor that reduces ERK path-
way signalling, and injecting the cells into syngeneic mice. The T cells over-expressed
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LFA-1 and became autoreactive. The mice receiving the treated cells developed anti-
DNA antibodies, as observed in procainamide-treated cells [71].

DNA methylation and idiopathic lupus

Similar mechanisms may contribute to idiopathic human lupus. Early studies showed
that T cells from patients with active lupus have lower total deoxymethylcytosine
content than patients with inactive lupus and normal controls (Figure 13.2). Decreased
deoxymethylcytosine contentwas associatedwith reducedDNMTenzymeactivity [72].
Subsequent studies demonstrated decreased DNMT1 transcripts in lupus T cells [73].

Since lupus T cells have multiple signalling abnormalities [74], and DNMT1
expression is regulated by the ERK and c-Jun N-terminal kinase (JNK) pathways [71],
T cell signalling was examined in human lupus. In patients with active lupus (but not
those in whom the disease was inactive) the level of ERK phosphorylation dropped
in response to stimulation in a manner identical to that seen in hydralazine-treated
cells [73], while signalling through the JNK and p38 pathways was unaltered [75].
Other studies revealed functional and epigenetic similarities between lupus and
experimentally demethylated T cells. Functional studies showed that lupus T cells
overstimulate autologous B cell antibody production, similar to 5-azaC-treated T
cells [76]. A subset of lupus T cells also over-expresses LFA-1, and these spontaneously
kill autologousMø in anMHC-restricted, autoreactive fashion, exactly as is observed in
experimentally demethylated cells [51]. Further, patients with active lupus have

Figure 13.2 DNA methylation changes in SLE CD4þ T cells. Changes described in genes encoding
the lymphocyte function-associated antigen-1 (LFA-1), perforin 1 (PRF1) and the tumour necrosis
factor (ligand) superfamily, member 7 (TNFSF7, also called CD70) have been associated with
transcriptional activation. In addition, changes occur at a global level and show a decrease of the
5-methylcytosine content. Since functional genes represent a small fraction of the genome, it can be
speculated that global changes in DNA methylation levels might also occur at repetitive elements of
the genome, which are widely represented, including Alu repeats, and short and long interspersed
retrotransposable elements (SINEs, LINEs).
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circulating apoptotic monocytes in their peripheral blood, suggesting that a similar
killingmechanism operates in vivo [77]. Epigenetic similarities between 5-azaC-treated
and lupus T cells were sought using bisulphite sequencing. As noted above, 5-azaC
causes LFA-1 over-expression by demethylating a series of Alu repeats [37] to the
ITGAL (CD11a) gene (Figure 13.2). Bisulphite sequencing of DNA from CD4þ lupus
T cells revealed that the same sequences are demethylated and that this occurs in
proportion to the disease activity [70]. The similarities between ITGAL demethylation
in 5-azaC-treated and lupus T cells raise the possibility that 5-azaC treatment could be
used to identify methylation-sensitive T cell genes over-expressed in lupus and
to predict which sequences are demethylated. Normal T cells were treated with 5-
azaC, affected transcripts were identified using oligonucleotide arrays, and genes
relevant to B cell overstimulation and macrophage killing were sought. More than
100 genes were found to be affected, of which perforin (PRF1), a cytotoxic molecule
normally expressed by NK cells and cytotoxic CD8þ cells but not CD4þ cells, and
CD70 (TNFSF7), a B cell co-stimulatory molecule, were selected for further study.
Studies confirmed that 5-azaC induced perforin mRNA and protein expression in the
CD4þ T cell subset, and that expression was due to demethylation of a conserved
region located between the PRF1 promoter and the upstream enhancer [78]. Studies in
lupus patients demonstrated identical demethylation of the same sequence and
aberrant perforin expression in CD4þ T cells [79]. Concanamycin, a perforin
antagonist, prevented the autoreactiveMø killing by lupus T cells, implicating perforin
in this phenomenon [64]. Similar studies compared TNFSF7methylation, expression
and function in 5-azaC-treated and lupus T cells. Bisulphite sequencing revealed that
the core TNFSF7 promoter is normally demethylated in CD4þ T cells and that 5-azaC
extends the demethylated region upstream by approximately 300 bp. Cassette methyl-
ation confirmed that transcription is suppressed when the region is methylated.
Interestingly, otherDNA-methylation inhibitors, including procainamide, hydralazine
and the mitogen-activated protein kinase/ERK kinase (MEK) inhibitor U0126, all
demethylated the same sequence and increased CD70 expression, as occurs with
5-azaC. CD4þ T cells from lupus patients showed CD70 over-expression and
demethylation of the same sequence [59,80]. Thus, for at least three genes (ITGAL,
TNFSF7 and PRF1), identical changes in methylation and expression are found in
experimentally demethylated and lupus T cells (Figure 13.2).

Histone modifications in lupus

The role of histonemodifications in lupus is less well understood. Treating lupus T cells
with histone deacetylase (HDAC) inhibitors including trichostatin A and suberoyla-
nilide hydroxamic acid restores aberrant expression of some genes [81]. For instance,
SLE T lymphocytes weakly express IFN-g and over-express IL-10 and CD40 ligand
(CD154) [82]. Although these compounds reverse the histone acetylation status,
they also modify acetylation of other proteins, including transcription factors [83].
Confirmatory studies at the chromatin level still need to be performed.
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MicroRNAs in lupus

Over the past few years, microRNAs (miRNAs), a new group of gene-expression
regulators, has attracted increasing attention. miRNAs are non-coding RNAmolecules
of around 22 nucleotides in length that regulate the expression of target genes through
various post-transcriptional mechanisms [84]. The finding that a set of miRNAs are
differentially expressed in SLE patients with respect to normal controls, and the recent
description of epigenetic mechanisms, including DNA methylation-dependent regu-
lation of miRNA expression, suggest a role for DNA methylation control of miRNA
expression in lupus [85]. miRNAs are therefore potentially involved SLE pathogenesis
as well as being possible diagnostic biomarkers [86].

13.4 Epigenetic regulation as a therapeutic target

There is currently no definite cure for SLE. Current therapeutic treatments relieve
symptoms and protect organs by decreasing inflammation and/or the level of autoim-
mune activity in the body. Several molecules have proven successful in SLE treatment,
including non-steroidal anti-inflammatory drugs, corticosteroid, hydroxychloro-
quine, immunosuppressive medications and rituximab. Other strategies, such as
plasmapheresis, anti-cytokine therapies, co-stimulation inhibition, B cell anergy or
T cell vaccination have also been proposed for relieving clinical symptoms [1,87].
Compelling evidence for the role of epigenetic dysregulation events, which are
potentially reversible, in the development of SLE opens up the possibility of using
themas targets for the treatment of this disease. In fact, epigenetic drugs are a promising
source of therapy for this illness. Many molecules characterized for their ability to
modulate the activity of the epigenetic machinery are already being used in preclinical
and clinical phases in the treatment of haematologicalmalignancies [88]. Some of them
have already received US Food and Drug Administration approval [89]. Before
designing a therapeutic approach, it is necessary to have a detailed understanding of
the type and extent of epigenetic alterations associated with the disease. Moreover,
progress needs to be made to improve and characterize murine models for compound
testing. In summary, research effort, adequate funding and a global perspective are
fundamental requirements for the successful treatment of SLE [90]. As far as DNA
methylation is concerned, it is unlikely that DNMT inhibitors could be used in therapy,
since lupus CD4þ T cells are already deficient in 5mC. Rather, identification of the
enzymes responsible for active demethylation and of their precise contribution to
demethylation processes in T cell activation could contribute to the design of novel
compounds of potential use in SLE treatment. On the other hand, drugs targeting the
reversal of histonemodifications constitute a promising source for SLE therapy.HDAC
inhibitors such as trichostatin A or suberoylanilide hydroxamic acids (Vorinostat�)
have been shown to reverse the aberrant expression levels of several genes in T cells
isolated from MRL-lpr/lpr mice. Research into treatment with trichostatin A and
suberoylanilide hydroxamic acid shows that these drugs are able to reverse the skewed
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gene expression associated with this disorder. Moreover, other HDAC inhibitors, such
as the benzamide derivative MS275, have selective anti-inflammatory and specific
immune-modulator activity [91,92]. Combination of epigenetic treatment with clas-
sical anti-inflammatory therapy could relegate this disorder to the ranks of an
asymptomatic condition.

13.5 Future aims for epigenetic research into lupus

As highlighted above, the role of epigenetic dysregulation in SLE pathogenesis has
become clear although the extent and number of targets still needs to be accurately
described. So far, abnormalities in the DNA methylation patterns in lymphocyte
populations are best studied through experimental demethylation of T cells in vitro.
Identical changes occur at the DNA, mRNA, protein and functional levels for at least
three genes that contribute to T cell autoreactivity, B cell overstimulation and
macrophage killing (ITGAL, TNFSF7 and PRF1), respectively. Experimentally de-
methylated T cells cause a lupus-like disease in vivo. Finally, at least two lupus-inducing
drugs are DNA methylation inhibitors with identical effects on T cells to those
produced by 5-azaC. In lupus, DNA demethylation appears to be caused by a failure
to upregulate DNMT1 during mitosis, due to a defect in ERK pathway signalling. It
seems reasonable to propose that defective T cell DNA methylation contributes to the
pathogenesis of lupus in genetically predisposed individuals. A more accurate descrip-
tion of the genes that undergo aberrant epigenetic changes, and of the timing and
hierarchy of these events, is needed. Establishing the associations between SLE
development and epigenetic modifications is another important objective. This
knowledge will allow the relevant genes for each step of SLE pathogenesis to be
identified. Multifaceted techniques and experimental models are crucial to the
achievement of these aims. The bisulphite method coupled with PCR techniques and
array platforms is a powerful methodology for DNA methylation analysis. Further-
more, MeDIP, a selective immune-precipitation based on antibodies against methyl-
ated cytosines, is a suitable experimental approach for sequence selection [93].
Regarding histone modifications, chromatin immunoprecipitation in conjunction
with microarray hybridization (ChIP-on-chip) and ChIP coupled with high-through-
put sequencing, using specific antibodies against different histonemodifications will be
key approaches to the elucidation of sequential changes in the histone-modification
profile and the extent of gene alteration [94]. The large amount of data generated from
genome-wide experiments will only be useful as long as productive collaborations with
bioinformaticians occur. The knowledge that we hope to gain in the near future will
help us understand other autoimmune diseases. Finally, development of effective
epigenetic therapies is a much longer-term aim since successful treatment can only be
based on complete understanding of the disease. All these objectives should be closely
coordinated, given that many laboratories will be involved in the work. For this reason,
we would expect the International Human Epigenome Project to play a very influential
role [95]. We still have a long way to go, but in the near future the epigenetic
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determinants of SLE should prove to be of enormous value in the understanding and
treatment of the disease.

13.6 Acknowledgements

EB and ME are funded by grants BFU2007-64216/BMC and CSD2006-49 from the
Spanish Ministry of Education and Science (MEC). BMJ is funded by a BEFI
Predoctoral Fellowship from the Carlos III Health Institute (ISCIII).

References

1. D’Cruz, D.P., Khamashta, M.A. and Hughes, G.R. (2007) Systemic lupus erythematosus. Lancet
369, 587–596.

2. Andrade, F., Casciola-Rosen, L. andRosen, A. (2000) Apoptosis in systemic lupus erythematosus.
Clinical implications. Rheumatic Disease Clinics of North America 26, 215–227.

3. McCauliffe, D.P. and Sontheimer, R.D. (1993) Dermatologic manifestations of rheumatic
disorders. Primary Care 20, 925–941.

4. Rothfield, N., Sontheimer, R.D. and Bernstein, M. (2006) Lupus erythematosus: systemic and
cutaneous manifestations. Clinical Dermatology 24, 348–362.

5. Keeling, D.M. and Isenberg, D.A. (1993) Haematological manifestations of systemic lupus
erythematosus. Blood Reviews 7, 199–207.

6. Smith, D.M., Fortune-Faulkner, E.M. and Spurbeck, B.L. (2000) Lupus nephritis: pathophysio-
logy, diagnosis, and collaborativemanagement.NephrologyNursing Journal 27, 199–204, 209–211.

7. Yeh, T.-T., Yang, Y.-H., Lin, Y.-T. et al. (2007) Cardiopulmonary involvement in pediatric
systemic lupus erythematosus: a twenty-year retrospective analysis. Journal of Microbiology,
Immunology and Infection 40, 525–531.

8. Kasparian, A., Floros, A., Gialafos, E. et al. (2007) Raynaud’s phenomenon is correlated with
elevated systolic pulmonary arterial pressure in patients with systemic lupus erythematosus.
Lupus 16, 505–508.

9. Illei, G.G. (2007) The clinical impact of neuropsychiatric manifestations in early systemic lupus
erythematosus. Nature Clinical Practice Rheumatology 3, 428–429.

10. Uramoto, K.M., Michet, Jr, C.J., Thumboo, J. et al. (1999) Trends in the incidence and mortality
of systemic lupus erythematosus. Arthritis & Rheumatism 42, 46–50.

11. Danchenko, N., Satia, J.A. and Anthony, M.S. (2006) Epidemiology of systemic lupus erythe-
matosus: a comparison of worldwide disease burden. Lupus 15, 308–318.

12. Cooper, G.S., Dooley, M.A., Treadwell, E.L. et al. (2002) Hormonal and reproductive risk factors
for development of systemic lupus erythematosus: results of a population-based, case-control
study. Arthritis & Rheumatism 46, 1830–1839.

13. Chagnon, P., Schneider, R., H�ebert, J. et al. (2006) Identification and characterization of an
Xp22.33;Yp11.2 translocation causing a triplication of several genes of the pseudoautosomal
region 1 in anXXmale patient with severe systemic lupus erythematosus.Arthritis &Rheumatism
54, 1270–1278.

14. Huang, Q., Parfitt, A., Grennan, D.M. et al. (1997) X-chromosome inactivation in monozygotic
twins with systemic lupus erythematosus. Autoimmunity 26, 85–93.

15. Hua, J., Kirou, K., Lee, C. et al. (2006) Functional assay of type I interferon in systemic lupus
erythematosus plasma and association with anti-RNA binding protein autoantibodies. Arthritis
& Rheumatism 54, 1906–1916.

16. Fujii, Y., Fujii, K., Tanaka, Y. (2006) Attempt to correct abnormal signal transduction in T
lymphocytes from systemic lupus erythematosus patients. Autoimmunity Reviews 5, 143–144.

242 13 DNA METHYLATION ALTERATIONS IN SLE



17. Baumann, I., Kolowos,W., Voll, R.E. et al. (2002) Impaired uptake of apoptotic cells into tingible
bodymacrophages in germinal centers of patients with systemic lupus erythematosus.Arthritis &
Rheumatism 46, 191–201.

18. Arbuckle,M.R.,McClain,M.T., Rubertone,M.V. et al. (2003)Development of autoantibodies before
the clinical onset of systemic lupus erythematosus.New England Journal ofMedicine 349, 1526–1533.

19. AmericanCollege of Rheumatology (1999) TheAmericanCollege of Rheumatology nomenclature
and case definitions for neuropsychiatric lupus syndromes. Arthritis & Rheumatism 42, 599–608.

20. Munoz, L.E., Gaipl, U.S., Franz, S. et al. (2005) SLE–a disease of clearance deficiency? Rheuma-
tology 44, 1101–1107.

21. Denny,M.F., Chandaroy, P., Killen, P.D. et al. (2006) Acceleratedmacrophage apoptosis induces
autoantibody formation and organ damage in systemic lupus erythematosus. Journal of Immu-
nology 176, 2095–2104.

22. Boix-Chornet, M., Fraga, M.F., Villar-Garea, A. et al. (2006) Release of hypoacetylated and
trimethylated histone H4 is an epigenetic marker of early apoptosis. Journal of Biological
Chemistry 281, 13540–13547.

23. Wen, Z.K., Xu, W., Xu, L. et al. (2007) DNA hypomethylation is crucial for apoptotic DNA to
induce systemic lupus erythematosus-like autoimmune disease in SLE-non-susceptible mice.
Rheumatology 46, 1796–1803.

24. Nath, S.K., Kilpatrick, J., Harley, J.B. (2004) Genetics of human systemic lupus erythematosus:
the emerging picture. Current Opinion in Immunology 16, 794–800.

25. Russell, A.I., Cunninghame Graham, D.S., Shepherd, C. et al. (2004) Polymorphism at the C-
reactive protein locus influences gene expression and predisposes to systemic lupus erythema-
tosus. Human of Molecular Genetics 13, 137–147.

26. Prokunina, L., Castillejo-L�opez, C., Oberg, F. et al. (2002) A regulatory polymorphism in PDCD1
is associated with susceptibility to systemic lupus erythematosus in humans. Nature Genetics 32,
666–669.

27. Parks, C.G. and Cooper, G.S. (2006) Occupational exposures and risk of systemic lupus
erythematosus: a review of the evidence and exposure assessment methods in population- and
clinic-based studies. Lupus 15, 728–736.

28. Moon, U.Y., Park, S.J., Oh, S.T. et al. (2004) Patients with systemic lupus erythematosus have
abnormally elevated Epstein-Barr virus load in blood.Arthritis Research&Therapy 6, R295–R302.

29. Sundar, K., Jacques, S., Gottlieb, P. et al. (2004) Expression of the Epstein-Barr virus nuclear
antigen-1 (EBNA-1) in the mouse can elicit the production of anti-dsDNA and anti-Sm
antibodies. Journal of Autoimmunity 23, 127–140.

30. Hasler, P. andZouali,M. (2003) Subversion of B lymphocyte signaling by infectious agents.Genes
and Immunity 4, 95–103.

31. Wang, H., Nicholas, M.W., Conway, K.L. et al. (2006) EBV latent membrane protein 2A induces
autoreactive B cell activation and TLR hypersensitivity. Journal of Immunology 177, 2793–2802.

32. Ballestar, E., Esteller, M. and Richardson, B.C. (2006) The epigenetic face of systemic lupus
erythematosus. Journal of Immunology 176, 7143–7147.

33. Wolffe, A.P. and Matzke, M.A. (1999) Epigenetics: regulation through repression. Science 286,
481–486.

34. Fisher, A.G. (2002) Cellular identity and lineage choice.Nature Reviews Immunology 2, 977–982.
35. Espada, J. and Esteller, M. (2007) Epigenetic control of nuclear architecture. Cellular and

Molecular Life Science 64, 449–457.
36. Hansen, R.S., Wijmenga, C., Luo, P. et al. (1999) The DNMT3B DNA methyltransferase gene is

mutated in the ICF immunodeficiency syndrome. Proceedings of the National Academy of Sciences
USA 96, 14412–14417.

37. Wilson, A.S., Power, B.E. and Molloy, P.L. (2007) DNA hypomethylation and human diseases.
Biochimica et Biophysica Acta 1775, 138–162.

38. Ballestar, E., Ropero, S., Alaminos, M. et al. (2005) The impact of MECP2 mutations in the
expression patterns of Rett syndrome patients. Human Genetics 116, 91–104.

39. Young, H.A., Ghosh, P., Ye, J. et al. (1994) Differentiation of the T helper phenotypes by analysis
of the methylation state of the IFN-gamma gene. Journal of Immunology 153, 3603–3610.

REFERENCES 243



40. Lee, D.U., Agarwal, S. and Rao, A. (2002) Th2 lineage commitment and efficient IL-4 production
involves extended demethylation of the IL-4 gene. Immunity 16, 649–660.

41. Bruniquel, D. and Schwartz, R.H. (2003) Selective, stable demethylation of the interleukin-2 gene
enhances transcription by an active process. Nature Immunology 4, 235–240.

42. Ward, S.B., Hernandez-Hoyos, G., Chen, F. et al. (1998) Chromatin remodeling of the
interleukin-2 gene: distinct alterations in the proximal versus distal enhancer regions. Nucleic
Acids Research 26, 2923–2934.

43. Chattopadhyay, S., Whitehurst, C.E., Schwenk, F. et al. (1998) Biochemical and functional
analyses of chromatin changes at the TCR-beta gene locus during CD4-CD8- to CD4þCD8þ
thymocyte differentiation. Journal of Immunology 160, 1256–1267.

44. Carbone, A.M., Marrack, P. and Kappler, J.W. (1988) Demethylated CD8 gene in CD4þ T cells
suggests that CD4þ cells develop from CD8þ precursors. Science 242, 1174–1176.

45. Chan, H.W., Kurago, Z.B. and Stewart, C.A. et al. (2003) DNA methylation maintains allele-
specific KIR gene expression in human natural killer cells. Journal of Experimental Medicine 197,
245–255.

46. Bhattacharya, S.K., Ramchandani, S., Cervoni, N. et al. (1999) Amammalian proteinwith specific
demethylase activity for mCpG DNA. Nature 397, 579–583.

47. Barreto, G., Sch€afer, A., Marhold, J. et al. (2007) Gadd45a promotes epigenetic gene activation by
repair-mediated DNA demethylation. Nature 445, 671–675.

48. Richardson, B. (2003) DNA methylation and autoimmune disease. Clinical Immunology 109,
72–79.

49. Richardson, B. (1986) Effect of an inhibitor of DNA methylation on T cells. II. 5-Azacytidi-
neinduces self-reactivity in antigen-specific T4þ cells. Human Immunology 17, 456–470.

50. Richardson, B.C., Liebling, M.R. and Hudson, J.L. (1990) CD4þ cells treated with DNA
methylation inhibitors induce autologous B cell differentiation. Clinical Immunology and
Immunopathology 55, 368–381.

51. Richardson, B.C., Strahler, J.R., Pivirotto, T.S. et al. (1992) Phenotypic and functional similarities
between 5-azacytidine treated T cells and a T cell subset in patients with active systemic lupus
erythematosus. Arthritis & Rheumatism 35, 647–662.

52. Richardson, B., Powers, D., Hooper, F. et al. (1994) Lymphocyte function-associated antigen 1
overexpression and T cell autoreactivity. Arthritis & Rheumatism 37, 1363–1372.

53. Yung, R., Powers, D., Johnson, K. et al. (1996) Mechanisms of drug-induced lupus. II. T cells
overexpressing lymphocyte function-associated antigen 1 become autoreactive and cause a
lupus-like disease in syngeneic mice. Journal of Clinical Investigation 97, 2866–2871.

54. Lu, Q., Kaplan, M., Ray, D. et al. (2002) Demethylation of ITGAL (CD11a) regulatory sequences
in systemic lupus erythematosus. Arthritis & Rheumatism 46, 1282–1291.

55. W€ulfing, C., Sumen, C., Sjaastad,M.D. et al. (2002)Costimulation and endogenousMHC ligands
contribute to T cell recognition. Nature Immunology 3, 42–47.

56. Rolink, A.G., Pals, S.T. and Gleichmann, E. (1983) Allosuppressor and allohelper T cells in acute
and chronic graft-vs.-host disease. II. F1 recipients carrying mutations at H-2Kand/or I-A.
Journal of Experimental Medicine 157, 755–771.

57. Yung, R.L., Quddus, J., Chrisp, C.E. et al. (1995) Mechanism of drug-induced lupus. I. Cloned
Th2 cellsmodifiedwithDNAmethylation inhibitors in vitro cause autoimmunity in vivo. Journal
of Immunology 154, 3025–3035.

58. Quddus, J., Johnson, K.J. Gavalchin, J. et al. (1993)Treating activatedCD4þ T cellswith either of
two distinct DNA methyltransferase inhibitors 5-azacytidine or procainamide, is sufficient to
cause a lupus-like disease in syngeneic mice. Journal of Clinical Investigation 92, 38–53.

59. Oelke, K., Lu, Q., Richardson, D. et al. (2004) Overexpression of CD70 and overstimulation of
IgGs synthesis by lupus T cells and T cells treated with DNA methylation inhibitors. Arthritis &
Rheumatism 50, 1850–1860.

60. Lu, Q. (2006) Women and lupus: the inactive X awakens. Arthritis & Rheumatism 54, S775.
61. Richardson, B.C., Buckmaster, T., Keren, D.F. et al. (1993) Evidence that macrophages are

programmed to die after activating autologous, cloned, antigen-specific, CD4þ T cells.European
Journal of Immunology 23, 1450–1455.

244 13 DNA METHYLATION ALTERATIONS IN SLE



62. Mevorach, D., Zhou, J.L., Song, X. et al. (1998) Systemic exposure to irradiated apoptotic cells
induces autoantibody production. Journal of Experimental Medicine 188, 387–392.

63. Walport, M.J. (2000) Lupus, DNase and defective disposal of cellular debris.Nature Genetics 25,
135–136.

64. Denny,M.F., Chandaroy, P., Killen, P.D. et al. (2006) Acceleratedmacrophage apoptosis induces
autoantibody formation and organ damage in systemic lupus erythematosus. Journal of Immu-
nology 176, 2095–2104.

65. Yung, R. and Richardson, B. (2003) Drug-induced lupus. In: Hochberg M., Silman A., Smolen J.
et al. (eds), Rheumatology, p. 1385 Mosby, New York.

66. Henningsen, N.C., Cederberg, A., Hanson, A. et al. (1975) Effects of long-term treatment with
procaine amide. A prospective study with special regard to ANF and SLE in fast and slow
acetylators. Acta Medica Scandinavica 198, 475–482.

67. Blomgren, S.E., Condemi, J.J. and Vaughan, J.H. (1972) Procainamide-induced lupus erythe-
matosus. Clinical and laboratory observations. American Journal of Medicine 5, 338–348.

68. Cornacchia, E., Golbus, J., Maybaum, J. et al. (1988) Hydralazine and procainamide inhibit T cell
DNA methylation and induce autoreactivity. Journal of Immunology 140, 2197–2200.

69. Scheinbart, L.S., Johnson, M.A., Gross, L.A. et al. (1991) Procainamide inhibits DNA methyl-
transferase in a human T cell line. Journal of Rheumatology 18, 530–534.

70. Lee, B.H., Yegnasubramanian, S., Lin, X. et al. (2005) Procainamide is a specific inhibitor of DNA
methyltransferase 1. Journal of Biological Chemistry 280, 40749–40756.

71. Deng, C., Lu, Q., Zhang, Z. et al. (2003) Hydralazine may induce autoimmunity by inhibiting
extracellular signal- regulated kinase pathway signaling. Arthritis & Rheumatism 48, 746–756.

72. Richardson, B., Scheinbart, L., Strahler, J. et al. (1990) Evidence for impaired T cell DNA
methylation in systemic lupus erythematosus and rheumatoid arthritis. Arthritis & Rheumatism
33, 1665–1673.

73. Deng, C., Kaplan, M.J., Yang, J. et al. (2001) Decreased Ras-mitogen-activated protein kinase
signaling may cause DNA hypomethylation in T lymphocytes from lupus patients. Arthritis &
Rheumatism 44, 397–407.

74. Kammer, G.M., Perl, A., Richardson, B.C. et al. (2002) Abnormal T cell signal transduction in
systemic lupus erythematosus. Arthritis & Rheumatism 46, 1139–1154.

75. Oelke, K. and Richardson, B. (2004) Decreased T cell ERK pathway signaling may contribute to
the development of lupus through effects onDNAmethylation and gene expression. International
Reviews of Immunology 23, 315–331.

76. Crow, M. (1999) Mechanisms of T-helper cell activation and function in systemic lupus
erythematosus, In: Kammer G.M. and Tsokos G. (eds), Lupus: Molecular and Cellular Patho-
genesis, p. 231 Humana Press, Totowa, NJ.

77. Richardson, B.C., Yung, R.L., Johnson, K.J. et al. (1996) Monocyte apoptosis in patients with
active lupus. Arthritis & Rheumatism 39, 1432–1434.

78. Lu, Q., Wu, A., Ray, D. et al. (2003) DNA methylation and chromatin structure regulate T cell
perforin gene expression. Journal of Immunology 170, 5124–5132.

79. Kaplan,M.J., Lu,Q.,Wu,A. etal. (2004)Demethylationof promoter regulatory elements contributes
to perforin overexpression in CD4þ lupus T cells. Journal of Immunology 172, 3652–3661.

80. Lu, Q., Wu, A. and Richardson, B.C. (2005) Demethylation of the same promoter sequence
increases CD70 expression in lupus T cells and T cells treated with lupus-inducing drugs. Journal
of Immunology 174, 6212–6219.

81. Mishra, N., Brown, D.R., Olorenshaw, I.M. et al. (2001) Trichostatin A reverses skewed
expression of CD154, interleukin-10, and interferon-gamma gene and protein expression in
lupus T cells. Proceedings of the National Academy of Sciences USA 98, 2628–2633.

82. Mishra, N., Reilly, C.M., Brown, D.R. et al. (2003) Histone deacetylase inhibitors modulate renal
disease in the MRL-lpr/lpr mouse. Journal of Clinical Investigation 111, 539–552.

83. Imhof, A., Yang, X.J., Ogryzko, V.V. et al. (1997) Acetylation of general transcription factors by
histone acetyltransferases. Current Biology 7, 689–692.

84. Bartel, D.P. (2004) MicroRNAs: genomics, biogenesis, mechanism, and function. Cell 116,
281–297.

REFERENCES 245



85. Lujambio, A. and Esteller, M. (2007) CpG island hypermethylation of tumor suppressor
microRNAs in human cancer. Cell Cycle 6, 1455–1459.

86. Dai, Y., Huang, Y.S., Tang, M. et al. (2007) Microarray analysis of microRNA expression in
peripheral blood cells of systemic lupus erythematosus patients. Lupus 16, 939–946.

87. Mount, G.R. and Gilliland, W.R. (2008) Emerging biological therapies in systemic lupus
erythematosus. Clinical Pharmacology & Therapeutics 83, 167–171.

88. Villar-Garea, A. andEsteller,M. (2004)Histone deacetylase inhibitors: understanding a newwave
of anticancer agents. International Journal of Cancer 112, 171–178.

89. Yoo, C.B. and Jones, P.A. (2006) Epigenetic therapy of cancer: past, present and future. Nature
Reviews Drug Discovery 5, 37–50.

90. Fuks, F., Hurd, P.J., Wolf, D. et al. (2003) The methyl-CpG-binding protein MeCP2 links DNA
methylation to histone methylation. Journal of Biological Chemistry 278, 4035–4040.

91. Adcock, I.M. (2007) HDAC inhibitors as anti-inflammatory agents. British Journal of Pharma-
cology 150, 829–831.

92. Brogdon, J.L., Xu, Y., Szabo, S.J. et al. (2007) Histone deacetylase activities are required for innate
immune cell control of Th1 but not Th2 effector cell function. Blood 109, 1123–1130.

93. Weber, M., Davies, J.J., Wittig, D. et al. (2005) Chromosome-wide and promoter-specific
analyses identify sites of differential DNA methylation in normal and transformed human cells.
Nature Genetics 37, 853–862.

94. Weinmann, A.S., Yan, P.S., Oberley, M.J. et al. (2002) Isolating human transcription factor
targets by coupling chromatin immunoprecipitation and CpG island microarray analysis. Genes
& Development 16, 235–244.

95. Esteller, M. (2006) The necessity of a human epigenome project. Carcinogenesis 27, 1121–1125.

Abstract

Systemic lupus erythematosus (SLE) is one of the best-studied autoimmune diseases
from the point of view of understanding how the acquisition of epigenetic abnormali-
ties associates with the development of autoimmunity. The disease, which primarily
affects women, is characterized by the formation of autoantibodies to nuclear antigens
and immune-complex deposition in tissues such as the skin and kidney. It has been
proposed that SLE arises in genetically predisposed individuals when exposed to one or
more environmental triggers. Specifically, environmentally induced epigenetic
changes, and in particular altered DNA methylation changes, have been described as
being associated with lupus. In this article, we discuss the implications of changes in
DNA methylation and other epigenetic alterations with respect to SLE, and how our
knowledge of the epigenetic targets in SLE can contribute not only to a better
understanding disease pathogenesis, but also to the design of novel and more specific
pharmaceutical compounds.

Key words: systemic lupus erythematosus; DNA methylation; epigenetics
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14.1 Introduction

In response to antigenic challenge, na€ıve T cells differentiate in the periphery into
effector cells capable of transcribing key cytokine genes that orchestrate the adaptive
immune response.One such cytokine gene is the Ifng gene,whose expression is essential
for cell-mediated immunity against intracellular pathogens. Complex long-range
epigenetic modifications, including histone acetylation and deacetylation and histone
methylation and demethylation, play essential roles in this differentiation process
allowing effector T cells to efficiently transcribe Ifng. The purpose of this review is to
illustrate the dynamic nature of these epigenetic modifications during the differentia-
tion process and show how defects in their establishment result in ectopic expression of
Ifng that may contribute to autoimmunity.

14.2 The histone code hypothesis

Chromatin structure comprises a repeating unit of histones and about 200 bp of
DNA. The N-terminal �tails� of core histones, H2A, H2B, H3 and H4, are subjected to
a variety of post-translational modifications including methylation, acetylation,
phosphorylation, ubiquitination and ADP-ribosylation [1]. Specific enzymes catalyse

The Epigenetics of Autoimmune Diseases    Edited by Moncef Zouali
© 2009 John Wiley & Sons Ltd.  ISBN: 978-0-470-75861-8



these modifications [2]. The recognition that deletion or inhibition of these enzymes
changes activation and silencing of specific genes has given rise to the histone code
hypothesis, which proposes that the epigenetic modification of histones at specific
gene loci is a key element in the acquisition and maintenance of developmental and
cell-type-specific expression and silencing of genes [3]. The general view is that these
marks are passed on to daughter cells after division and thus represent a heritable
change to the cell, hence the term epigenetic modification [4–6].

Enzymes that catalyse these histone modifications do not directly bind to
DNA [3,7,8]. Rather, these proteins have binding sites for a whole variety of different
transcription factors and other DNA-binding proteins and are typically recruited to
DNA via their ability to bind these transcription factors rather than their ability to bind
directly to DNA. In some instances these large complexes are composed of additional
associated proteins required for enzymic activity. Specific enzymes also catalyse
deacetylation (histone deacetylases,HDACs) anddemethylation (histone demethylases)
of specific histones. Thus the level of a histone acetylation at a specific site in the genome
reflects the balance between the level of histone acetyltransferases (HATs) and HDAC
recruited to a given genomic site. Similarly, the level of histone methylation reflects the
balance betweenhistone lysinemethyltransferase activity andhistone lysinedemethylase
activity at a genomic site. The discovery of histone lysine demethylases has markedly
altered the landscape of the histone code [9,10]. Previously, the general view was that
histone methylation marks (see next paragraph) are stable marks but the identification
of histone lysine demethylases indicates that these marks may be highly dynamic.

Evidence also supports the idea that multiple histone marks may impart additional
information to the cell. For example, plasticity of embryonic stem cells may be
established via the histone code. Specific developmentally regulated genes are marked
by large domains of repressivemethylationmarks superimposed upon smaller domains
of activating methylation marks [11]. By this mechanism, removal of repressive marks
in cells where the gene needs to be expressedmay facilitate transcription and removal of
activating marks would facilitate repression of transcription in cells that are not
supposed to express a given gene. An additional layer of complexity is produced by
the possibility of acquiring mono-, di-, or trimethyl marks at the different lysine
residues in the H3 and H4 histones [12].

A surprising fact that emerged from a variety of studies performed over recent years
is the recognition that very large domains of histone marks are established during
developmental activation or silencing of genes that extend many kilobases beyond the
coding regions of genes [13–21]. A likely explanation is that these domains are centred
on genomic sequences exhibiting strong evolutionary conservation (conserved
sequences, CNS) [22,23]. It has been argued that this sequence conservation implies
a functional role and this is borne out by experience. In fact, CNS very distant from a
given gene play active roles in transcriptional activation or silencing. Spreading of
histone marks beyond the CNS also occurs. This is probably achieved because the
histonemarks represent high-affinity binding sites for histone-modifying enzymes and
this permits progressive spread of these marks across adjacent nucleosomes [17].
Extended domains of histone marks at developmentally regulated genes and gene loci
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are observed at all stages of development from embryonic stem cells, as mentioned
above, to programming of thymocytes as they progress through their developmental
stages, to differentiation of mature T cells as they endure further developmental
programmes in the periphery to become effector T helper 1 (Th1) or Th2 cells, which
selectively express either the Ifng gene or the Il4 gene, respectively. These extended
patterns of histone marks are not only observed in closely linked gene families that
exhibit coordinate regulation of expression, such as the globin gene locus, the growth
hormone gene locus and the IL-4 gene locus but also in single genes not known to be
members of extended gene families, such as the gene that encodes interferon (IFN)-g .
Genes that exhibit these extended domains of histone acetylation generally exhibit both
high levels of expression and tissue specific expression patterns. The Ifng gene serves as
an example. This gene consists of five exons and four introns spanning about 5 kb of
genomic DNA and is highly conserved in mammalian species. Ifng is expressed
predominantly by a small subset of cells of the haematopoietic lineage that include
T lymphocytes, natural killer (NK) cells and NKT cells. In these cells, long-range
histone H4 acetylationmarks span a genomic region that is at least 75 kb upstream and
downstream of the Ifng gene.

14.3 Epigenetic defects as a mechanism of disease

Epigenetics is defined as information that is heritable but does not arise from the DNA
sequence [24]. Two major classes of epigenetic information are represented by DNA
methylation and histone modifications as outlined above. Given the critical role
epigenetic marks play in normal development, it is worth exploring what is known
about epigenetic defects in disease processes. Potentially, epigenetic defects can
produce developmental alterations that may result from either inheritance or from
environmental cues that affect translation of the epigenetic code [25]. Defects in the
epigenetic code could be locus-specific and produced by polymorphisms/mutations in
the underlying genetic code. Alternatively, defects in any of the array of proteins
involved in establishing the epigenetic code could produce developmental defects
leading to human disease. Examples include specific loci where genetic lesions lead to
improper gene regulation due to failure to establish the epigenetic code. In Beck-
with–Wiederman syndrome, for example, patients have sequence variations and
deletions in a region that is normally differentially methylated on different alleles [26].
A second example includes defects in the epigenetic machinery that produce develop-
mental disorders generally representing single-gene defects and relatively rarely
encountered in the human population. An example is immunodeficiency, centromeric
instability and facial anomalies (ICF) syndrome [27], a condition that affects the
immune system and is produced by mutations in the DNA methyltransferase gene,
DNMT3B, responsible for DNA methylation during development. The syndrome
probably arises from failure to form heterochromatin during development. In general,
these types of disorders result from mutations in regulators of epigenesis during
development, thus producing phenotypic changes in many organ systems.
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More common diseases, such as autoimmune diseases, are generally viewed as
multigenic diseases that also have an environmental component. Systemic autoim-
mune diseases may also have epigenetic components. For example, T lymphocytes
from patients with systemic lupus erythematosus (SLE) exhibit hypo-DNA methyla-
tion of certain genes that play critical functions in the immune system and treatment
of mice with drugs, such as 5-azacytidine or procainamide, which inhibit DNA
methylation, induces syndromes in mice similar to human SLE [28]. Histone
acetylation also seems to play a role in this disease. In mice, deletion of one of the
major HATs in B lymphocytes, p300, produces a disorder very similar to human
SLE [29]. Selective pharmacological inhibition of HDACs has therapeutic activity in a
mouse model of SLE and these same agents correct expression levels of key genes and
proteins that exhibit aberrant expression patterns in human SLE [30,31]. Further,
overall total levels of specific histone marks are different in inbred strains of mice that
develop lupus-like diseases compared to control mice [32]. Specifically, histones from
splenocytes (�70% B lymphocytes) from mice that develop lupus-like disease exhibit
increases in the level of histones that are hypermethylated and decreases in the level of
histones that are hyperacetylated. Taken together, these data suggest that lupus-like
diseases may be associated with defects in the enzyme complexes that establish the
histone code rather than specific genetic defects that alter the way the histone code is
established at a given genomic locus. These individual subjects are dealt with in other
chapters in this book in greater detail. Thus in lupus, as well as other autoimmune
diseases, imbalance in the epigenetic code may contribute to disease onset or
pathogenesis and it may be possible to affect the course of disease by altering the
epigenetic code through increasing levels of activating histone acetylation marks or
decreasing levels of inhibitory histone methylation marks, either generally or at
specific genomic loci.

14.4 Analysis of the histone code

Introduction of the chromatin immunoprecipitation (ChIP) assay has had a great
impact on the study of epigeneticmechanisms in development and differentiation [33].
Briefly, cells or tissues of interest are crosslinkedwith paraformaldehyde and chromatin
is isolated. Chromatin is sheared to produce small fragments of approximately 500 bp
of genomic DNA. Sheared chromatin is immunoprecipitated with the antibody of
choice, for example anti-acetylated H4, or control antibody. DNA is purified from the
immunoprecipitate. DNA is PCR-amplified with specific primers to quantify
the amount of DNA immunoprecipitated with the specific antibody relative to an
irrelevant antibody using either semi-quantitative methods (agarose gels) or quantita-
tive methods (real-time PCR) and results are standardized using a variety of methods.
With the advent of specific antibodies that recognize modified histone tails, the ChIP
assay has produced much of the information demonstrating where histone marks
are localized in the genome. Applications range from examination of histone tail
modifications at promoters and transcribed regions of genes to large-scale examination
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of the localization of specific histone tail modifications across an entire genome in an
individual cell type.

14.5 Long-range histone acetylation patterns
in Th cell differentiation

CD4þ T cells play a critical role in protection against foreign pathogens through their
ability to orchestrate the activities and functions of both the innate and adaptive arms of
the immune system. A major mechanism by which this is achieved is through their
ability to differentiate in the periphery into effector cells that produce specific
cytokines [34,35]. Three broad classes of effector T cells have been described: Th1
cells whose signature cytokine is IFN-g , Th2 cells whose signature cytokine is IL-4 and
Th17 cells whose signature cytokine is IL-17. A general model proposes that na€ıve
T cells have the potential to differentiate into each of these three distinct cell lineages.
Early during the differentiation programme, Il4 and Ifng genes are transcribed at similar
rates in developing Th1 and Th2 cells [36]. Soon thereafter, transcriptional rates
demarcate dramatically and the Th1 differentiation programme leads to marked
increases in the transcriptional activity of the Ifng gene and silencing of the Il4, Il13
and Il5 genes. The converse is true for the Th2 differentiation programme, which leads
to increased transcriptional activity of Il4, Il5 and Il13 and silencing of Ifng. Key
stimulators of the Th1 differentiation programme include the IL-12/signal transducer
and activator of transcription 4 (STAT4) and the IFN-g/STAT1/T-bet signalling
pathways and stimulators of the Th2 differentiation programme include IL-4/STAT6
and GATA-3 signalling pathways. Thus, the differentiation of na€ıve T lymphocytes
along either Th1 or Th2 differentiation pathways represents an attractive model with
which to examine epigenetic mechanisms leading to activation or silencing of the Il4,
Il13 and Ifng genes [37–40].

A key element of both Th1 and Th2 differentiation programmes is the acquisition of
broad non-uniform histone-acetylation marks across the Ifng and Il4/Il13/Il5 loci,
respectively [15,16,41,42]. In Th1 cells, establishing these histone acetylation marks
across the Ifng locus is dependent upon both STAT4 and T-bet. Absence of STAT4
largely prevents acquisition of these long-range histone acetylation marks while
absence of T-bet prevents acquisition of histone acetylationmarks 30 of the transcribed
region of Ifng. In addition,matureNK cells, which also transcribe Ifng after appropriate
stimulation, possess a similar distribution of histone acetylationmarks across the entire
Ifng locus. This broad histone acetylation pattern is established across a linear region of
genomic DNA that spans more than 100 kb and each peak of histone acetylation
coincides with a CNS. Often, searches for evolutionary conservation is one method to
identify promoters of genes. Searches for evolutionary conservation across the Ifng gene
locus reveal that multiple sequences are conserved that are very distant from the Ifng
gene and these individual CNS exhibit unique functions. First, rather than having a
single binding site at the promoter for STAT4 and T-bet transcription factors that drive
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the Th1 differentiation programme, multiple STAT4- and T-bet-binding sites exist
across the more than 100 kb Ifng locus. Second, many distal elements exhibit strong
ability to stimulate transcription in various assays. Third, looping mechanisms are in
place to bring these distal elements into close proximity to the gene that should permit
physical contact between key transcription factors, the basal transcriptional machinery
and components of the epigenetic machinery necessary to install the histone code and
achieve high-level transcription [43]. Thus an emerging picture is that genes exhibiting
high-level and cell-specific transcription are regulated via a three-dimensional
chromatin structure that brings distal activating and repressive elements that bind
key transcription factors with the epigenetic machinery to the gene to achieve precise
transcriptional control.

Proliferating T cells that are not driven to differentiate along the Th1 pathway do not
establish histone acetylation marks across the Ifng locus and do not transcribe the Ifng
gene at high rates [15,44]. Lack of histone acetylationmarks across the Ifng locus could
be due to a lack of recruitment of HATs to the Ifng locus or the presence of HDACs
across the Ifng locus or both. One simple approach to this question is to use a selective
HDAC inhibitor, such as trichostatin A, and determine whether T cell activation alone,
in the presence of trichostatin A, is sufficient to establish histone acetylation marks
across the Ifng locus and stimulate Ifng transcription in proliferating T cells in the
absence of any differentiating stimulus (IL-12) or in the presence of a Th2 differentia-
tion stimulus (IL-4). These analyses demonstrate that inhibition of HDAC activity is
sufficient to establish histone acetylation marks across the Ifng locus and to stimulate
Ifng transcription in proliferating T cells, thus arguing that the level of histone
acetylation at the Ifng locus reflects the balance between recruitment of HATs and
HDACs to the locus. This is not the case in Th2 cells, where dominant repressive
H3K27-methylation marks are established across the locus, presumably blocking
recruitment of HATs to the locus: so simply inhibiting HDACs is insufficient to
induce histone acetylation across the locus and stimulate Ifng transcription [44].
STAT6 and GATA-3, two transcription factors required for Th2 lineage commitment,
are necessary and sufficient to establish repressiveH3K27methylationmarks across the
Ifng locus in effector Th2 cells. A unifyingmodel would be that the balance ofHATs and
HDACs recruited to the Ifng locus in proliferating T cells and Th1 cells determines
whether the locus is histone-acetylated or not, and undergoing high or low levels of
transcription, respectively; but dominant repressive marks are established at the locus
in effector Th2 cells to actively prevent transcription.

A prediction of the abovemodel is that anHDACcomplex should be recruited to the
Ifng locus in proliferating T cells but not in proliferating effector Th1 cells. Histone-
deacetylating activity at a genomic locus involves recruitment of a multi-protein
complex including an HDAC, the evolutionarily conserved corepressor Sin3A, and
Sin3A-associated proteins, such as SAP30 and SAP18 [45,46]. Typically, this complex
does not bind directly to DNA but requires a transcription factor to recruit the HDAC
complex to DNA. Therefore, localization of Sin3A to the Ifng locus can be used as a
surrogate for HDAC activity at the locus. The major site of Sin3A occupancy in
proliferating T cells is at the �22 kb CNS site upstream of the the Ifng promoter
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(S. Chang and T.M. Aune, unpublished results). Minor sites are at the promoter and
�55 kb and�57 kb from the promoter. Occupancy of the�22 kb CNS site by Sin3A is
reversed in effector Th1 cells. Thus, an HDAC complex is recruited to the Ifng locus in
proliferating T cells at both major and minor sites. Available data suggest that in
response to Th1 differentiation conditions the HDAC complex is forced off of the
�22 kb site by recruitment of a T-bet–HAT complex leading to dominant formation of
long-range histone acetylation marks across the Ifng locus. Thus, the histone code is
involved extensively in the positive and negative regulation of Ifng transcription in
T cells.

14.6 Long-range histone acetylation and autoimmunity

The non-obese diabetic (NOD) mouse strain spontaneously develops autoimmune
diabetes [47,48]. The disease is characterized by insulitis in the pancreas followed by
selective destruction of b cells in pancreatic islets. Evidence suggests that b cell
destruction is mediated, at least in part, by effector CD4þ T cells that preferentially
secrete IFN-g and tumour necrosis factor a. NOD CD4þ T cells have been shown to
have an increased propensity to become effector Th1 cells in tissue culture assays.
Studies in tissue-culture models demonstrate that, in contrast to other murine strains,
CD4þ T cells from the autoimmune-prone NOD strain are genetically programmed
to utilize IL-2 as a driving cytokine to differentiate into IFN-g-producing effector
T cells [49]. Thus, an antigen stimulus is sufficient to drive both T cell proliferation
and Th1 differentiation. This property may represent a liability that contributes to
initial tissue inflammatory responses and development of autoimmune diabetes in
NOD mice.

The pattern of long-range histone acetylationmarks across the Ifng locus is relatively
similar in effector Th1 cells from C57BL/6, BALB/c and NOD strains [15]. The Ifng
locus in resting na€ıveT cells fromeachof these strains does not harbour detectable long-
range histone acetylation marks. In sharp contrast, long-range histone acetylation
marks across the entire Ifng locus, which are absent in proliferating CD4þ and CD8þ

T cells from C57BL/6 and BALB/c strains, are fully established in proliferating CD4þ

and CD8þ T cells from the NOD strain coinciding with their ability to transcribe the
Ifng gene. As in the C57BL/6 strain, acquisition of long-range histone acetylationmarks
across the Ifng locus is blocked in effector Th2 cells from the NOD strain, as is Ifng
transcription.

These properties of NODT cells may be consistent with alterations in the balance of
HAT or HDAC recruitment to the Ifng locus. Either recruitment of increased HAT
activity or decreased HDAC activity to the Ifng locus could account for the observed
differences in the pattern of long-range histone acetylation marks across the locus.
However, since long-range histone acetylation across the Ifng locus in effector Th1 cells
requires the transcription factors T-bet and STAT4 and since differences in expression
levels of these transcription factors in NOD T cells have not been observed, it seems
unlikely that differences in HAT recruitment to the Ifng locus account for the

14.6 HISTONE ACETYLATION AND AUTOIMMUNITY 253



differences in histone acetylation observed in NODT cells compared to T cells of other
strains [15]. Thus, failure to recruit theHDACcomplex to the Ifng locus in proliferating
NODTcellsmay account for the observed increases in long-range histone acetylation at
the Ifng locus and increased transcription of the Ifng gene. In fact, this is what is found.
The Ifng locus is completely devoid of detectable levels of the HDAC complex in
proliferating NODT cells (S. Chang and T.M. Aune, unpublished results). This is most
striking at the �22 kb CNS site where HDAC complexes are heavily recruited in
proliferating C57BL/6 T cells but completely absent in proliferating NODT cells. Thus,
increased long-range histone acetylation at the Ifng locus in proliferatingNODT cells is
most likely due to lack of recruitment of HDAC complexes rather than increased
recruitment of HAT complexes. Failure of proliferating NOD T cells to recruit the
HDAC complex to the Ifng locus may be due to genetic polymorphisms at the�22 kb
site between NOD T cells and other strains. However, this seems unlikely since the
HDAC–Sin3 complex is recruited to multiple sites across the Ifng locus in proliferating
C57BL/6 T cells, but there is virtual absence of the HDAC–Sin3 complex in proliferat-
ing NOD T cells. Since transcription factors or other DNA-binding proteins are
required to tether the HDAC complex to DNA, defects in levels or function of the
necessary DNA-binding proteins in NOD T cells may also explain failure of HDAC
complexes to be recruited to the Ifng locus. A third possibility is that the HDAC
complex is defective inNODT cells. TheHDAC complex is amulti-protein complex so
defects in any of these activities in NOD T cells may contribute to the observed loss of
recruitment of HDAC–Sin3 complexes to the Ifng locus in NOD T cells.

Any of the above scenarios could contribute to development of autoimmunity in
NOD mice. First, production of IFN-g by CD4þ and CD8þ T cells is thought to
contribute to early phases of b-cell destruction in NOD mice. Under normal condi-
tions, T cells emerge from developmental programmes in the thymus and migrate to
peripheral lymphoid organs. Once in the periphery, they must endure further differ-
entiation programmes before they are competent to transcribe key effector cytokine
genes, such as the Ifng gene, necessary for their function in the immune system.
Developmental programmes required tomake a T cell competent to transcribe the Ifng
gene require both antigenic stimulation to drive cell division and clonal expansion and
an inflammatory stimulus to stimulate IL-12 production by macrophages or dendritic
cells necessary to induce competency to transcribe the Ifng gene. Due to defects in the
epigenetic programme played out at the Ifng locus, NOD T cells differentiate into
IFN-g-producing effector cells by an autocrine pathway. Thus, NODT cells of both the
CD4þ and CD8þ lineages are driven to differentiate into IFN-g-producers by IL-2,
which T cells produce, as well as by IL-12, which monocyte-lineage cells produce in
response to inflammatory stimuli. Results also suggest that these differences between
NOD and other strains are genetic differences rather than a reflection of the diabetic
process since they are clearly seen in naive T cells and in the closely related NOR strain
that doesn�t develop diabetes. These intrinsic differences in NODT cells may represent
a genetic trait that favours development of cell-mediated autoimmune diseases such as
type 1 diabetes. Thus, epigenetics at the Ifng locus, which may be controlled in part by
the underlying genetic code, play key roles in strain- and lineage-dependent regulation
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of transcription, corresponding cell-fate decisions, and possibly susceptibility to
diabetes (Figure 14.1).

Defects in the DNA-binding proteins required to recruit Sin3–HDAC complexes
to the Ifng locus could produce more generalized effects on transcriptional regulation.
In this scenario, these DNA-binding proteins may be necessary to produce hypo-
acetylated domains at a variety of genes and repress their transcription. Additionally,
many DNA-binding proteins, such as the transcription factors nuclear factor kB or
YY-1, recruit either HATs or HDACs to individual DNA elements in a context-
dependent manner. Thus, lack of or defects in transcription factors such as these may
stimulate expression of genes that should be repressed and inhibit expression of genes
that should be expressed in a given cell type, resulting in a more widespread effect on
transcriptional profiles. This is somewhat reminiscent of what is seen in human T cells
from patients with SLE. Treatment of cells with a general HDAC inhibitor corrects
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Figure 14.1 Epigenetic regulation of Ifng transcription. The Ifng gene spans approximately 5 kb of
genomic DNA (grey box). Numerous evolutionarily conserved sequences (>70% sequence conserva-
tion between rodents and humans over a distance of >100 bp, dashed lines) are positioned 50 and 30 of
the Ifng gene. Sin3A–HDAC complexes dominate the locus in proliferating C57BL/6 T cells, explaining
the absence of long-range histone acetylation (grey arrows; Sin3A–HDAC complexes are heavily
recruited to the CNS site at�22 kb from the Ifng start site). T-bet and STAT6 are recruited to multiple
evolutionarily conserved regions in C57BL/6 Th1 cells (black arrows). Most of the HDAC complexes are
lost and replaced by HAT complexes. GATA-3 and STAT6 are recruited to the Ifng locus in Th2 cells and
the histone H3K27 methyltransferase, EZH2, is recruited to the Ifng gene by GATA-3-catalysing long-
range H3K27 methylation leading to gene repression. In proliferating NOD T cells (NOD Th0),
Sin3A–HDAC complexes are not recruited to the Ifng locus thus favouring long-range H4 acetylation
and gene transcription. Adapted from [15,16,44].
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expression profiles of certain genes to the control configuration, resulting in increases
in expression of the Ifng gene and decreases in expression of the Il10 and CD154
genes [30].

A third possibility is that NODT cells have a defective Sin3A–HDAC complex that is
not efficiently recruited to DNA. This complex can contain multiple HDACs, Sin3A,
the Sin3A-associated proteins, SAP30 and SAP18, and other associated proteins such as
RbAp46/48. Lack of function or reduced expression of any of these component parts
could lead to reduced ability of these complexes to be recruited to target DNA, resulting
in excessive histone hyperacetylation. Such defects could have wide-ranging effects on
gene-expression profiles. Nevertheless, focusing on differences in how the histone code
is established across the Ifng locus in T cells fromNODmice that develop autoimmune
disease and in T cells from C57BL/6 mice that do not develop autoimmune disease
should address these different possibilities and increase our understanding of how
defects in establishing long-range histone acetylation patterns across the Ifng locus
contribute to autoimmunity.

14.7 Perspectives

Genome-wide studies clearly demonstrate that epigenetic modifications, including
activating and repressive histone marks, are most frequently localized to promoters of
genes [17,18]. Gene loci that exhibit long-range epigenetic modifications are typically
genes that are members of gene families (e.g. the growth hormone gene locus), genes
that exhibit developmental alterations in transcription patterns (e.g. the globin
gene locus), genes that exhibit lineage-specific expression patterns (e.g. the Ifng gene),
genes that exhibit stimulus-dependent transcription (e.g. the Ifng gene) or genes that
require distal DNA elements for their transcription (e.g. the Ifng gene). However, the
above properties are characteristic of many cytokines and chemokines whose function
is to orchestrate the innate and adaptive immune responses. In large part, expression of
these genes is restricted to cells of the haematopoietic system and is stimulus-
dependent, and distalDNAelements play critical roles in their transcription. Therefore,
it is reasonable to speculate that many genes critical to the immune system exhibit
complex epigenetic patterns including the presence of long-range histone activating
and repressive marks. Since cytokines and chemokines are such potent effector
proteins, it is easy to see how their expression needs to be under very strict control.
IFN-g is critically important in controlling both the adaptive and innate arms of the
immune system. Under-expression of Ifng would reduce the ability of the immune
system to control pathogen replication and invasion, leading to bacteraemia, viraemia
or even death. Over-expression of Ifng could lead to cytokine-mediated inflammation,
high morbidity and even mortality. As described here, failures in the long-range
epigenetic regulation of transcription of Ifng and other cytokine genes could also
contribute to autoimmunity by producing too much or too little of key cytokines or
chemokines in peripheral tissues.
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Abstract

The histone code hypothesis proposes that cell-fate decisions are achieved through
creation of stable epigenetic histonemarks at gene loci. These marks can be localized to
promoters and transcribed regions of genes or can extendmany kilobases beyond these
boundaries. The Ifng gene exhibits complex activating and repressive patterns of
epigenetic modifications that cover a region spanning over 50 kb of upstream and
downstream genomic DNA in cells that express or silence Ifng. Failure to properly
establish this long-range histone code may contribute to the characteristic overpro-
duction of interferon (IFN)-g by proliferating T cells from mice that develop
autoimmune diabetes.

Keywords:Th1; Th2; epigenetics; histone code hypothesis; differentiation; histone
acetyltransferase; histone deacetylase; evolutionarily conserved DNA sequence;
NOD/ShiLtJ mice; C57BL/6J mice; autoimmunity
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15.1 Introduction

The immune system faces the constant challenge of maintaining tolerance to
normal self-components of the body while mounting robust responses to invading
pathogens. Defects in immunological tolerance can lead to awide range of systemic and
organ-specific autoimmune diseases. As the cellular and molecular mechanisms
responsible for maintaining tolerance are being deciphered, it is becoming clear
that spatiotemporal control of gene expression underpins most successful tolerance
mechanisms. Transcriptional control and chromatin modification are major deter-
minants of gene expression, which is fine-tuned post-transcriptionally to enable cells
to respond rapidly to changes in intracellular and extracellular stimuli, immediately
before protein synthesis. In particular, small non-coding RNAs that bind to specific
sequences in the untranslated regions (UTRs) of their target transcripts have been
shown to play essential roles in regulating mRNA stability and translation [1]. Among
small non-coding RNAs, microRNAs (miRNAs) have been shown to play a major
role in development, acting on cellular differentiation and organismal diversification.
This level of post-transcriptional regulation has attracted recent attention due to
accumulating evidence that its malfunction may lead to neoplastic cellular transfor-
mation and several human diseases [2].
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15.2 RNA silencing through the miRNA machinery

miRNAs were first discovered 15 years ago as regulators of developmental timing in
Caenorhabditis elegans [3,4]. Since then, RNA silencing through miRNAs has been
shown to be crucial for multiple aspects of plant and animal development. miRNAs
constitute a class of small non-coding RNAs of 20–22 nucleotides in length that bind
to specific sequences within the 30 and/or 50 UTRs of target mRNAs and mediate
post-transcriptional repression of gene expression. They are often encoded within the
introns of protein-coding genes, but can also be found as independent transcription
units or in polycystronic clusters [5]. After being transcribed by RNA polymerase II as
primary RNAs (pri-miRNA) with a long hairpin structure, they are generally cleaved
in the nucleus by the RNase III enzyme Drosha. This yields the approximately
65-nucleotide precursormiRNA (pre-miRNA) containing the hairpin structure, which
is exported to the cytoplasm for further processing by a different RNase III enzyme,
Dicer (Figure 15.1). The result is a 19–25 double-stranded duplex; the mature miRNA,
which is retained into the functional miRNA-induced silencing complex (miRISC).
miRISC also contains an Argonaute protein and other protein co-factors. The miRISC
can then bind to mRNAs that have sequences complementary to the miRNA.
This complementarity tends to be imperfect in animals, except for a region between

Figure 15.1 Mammalian miRNA biogenesis and function. In the mammalian genome, miRNA genes
encode for a long primary miRNA transcript (pri-miRNA). This is processed into a precursor miRNA
(pre-miRNA) by the nuclear RNase III enzyme Drosha. After being actively transported to the
cytoplasm, the pre-miRNA is further processed by the RNase III enzyme Dicer. The RNA-induced
silencing complex (RISC) recognizes the miRNA duplex and loads the functional strand of the duplex
(mature miRNAs) on to the target RNA in an imperfectly complementary manner to repress its
translation or induce degradation in processing (P) bodies.
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residues 2 and 8 at the 50 end of the miRNA known as the seed region, which is highly
complementary [6,7].

Inhibition of target mRNAs generally occurs through translational inhibition or
mRNA degradation [8] (Figure 15.1). In cases of perfect complementarity between
miRNA and target, as tends to occur in plants, target mRNA cleavage and degrada-
tion occurs. Several hundred miRNAs are predicted to regulate about 30% of mam-
malian protein-encodingmRNAs [7].While somemiRNAs can target over 100 genes,
there also appears to be some functional redundancy among them. Although the
genes targeted by a single miRNA do not necessarily share functions nor need to
belong to the same biological pathway, there are numerous examples to suggest that
miRNAs can regulate pathways by coordinately repressing multiple targets with
related functions [7].

15.3 miRNAs regulate lymphoid cell development
and immune responses

Immune competence depends on differentiation of B, T and myeloid cells into
functional subsets, compartmentalization of cell subsets within microenvironments
in secondary lymphoid tissue, and lymphocyte homeostasis. Each of these processes is
controlled, at least in part, by specificmiRNAs. A cohort of recent papers usingmiRNA
expression profiling has revealed striking differences in the expression of highly
conserved miRNAs by specific haematopoietic lineages, and during different develop-
mental stages [9–12]. A good example of an miRNA regulating lymphoid cell
differentiation ismiR-181.MaturemiR-181 expression levels are gradually upregulated
through the transition between undifferentiated progenitor cells to differentiated B
lymphocytes. Ectopic expression of miR-181a in haematopoietic stem cells enhances
the differentiation of CD19þ B cells and suppresses the differentiation of CD8þ T
cells [9]. For myeloid cells, miR-223 has been shown to be a myeloid-specific miRNA
and appears to be driven by the myeloid transcription factors PU.1 and CCAAT/
enhancer-binding protein (C/EBP). Ectopic expression of miR-223 in an acute
promyelocytic leukaemia cell line resulted in the upregulation of the myelomonocytic
differentiation markers CD11b and CD14, and granulocyte colony-stimulating
factor receptor, as well as inducing morphological changes consistent with cell
maturation [13,14].

miRNAs are also emerging as critical sensors and regulators of immune responses
playing key roles in setting the threshold of lymphoid and myeloid cell activation in
response to stimulation of antigen receptors, Toll-like receptors (TLRs) and cytokine
receptors. Elegant examples of this level of regulation include the recently described
roles of miR-181 and miR-146. miR-181a is highly expressed in immature T cells and
reduces the threshold of T cell receptor (TCR) signalling, facilitating both positive and
negative selection. This is achieved through dampening the expression of multiple
phosphatases that are negative regulators of distinct steps of the TCR signalling cascade,
such as SH2-domain-containing protein tyrosine phosphatase 2 (SHP2), protein
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tyrosine phosphatase, non-receptor type 22 (PTPN22), dual-specificity protein
phosphatase 5 (DUSP5) and DUSP6 [15].

Bacterial components can also induce expression of miRNAs. In response to
lipopolysaccharide (LPS) and pro-inflammatory cytokines including interleukin
(IL)-1b and tumour necrosis factor a (TNF-a), expression of miR-146 expression
is upregulated in humanmonocytes. Importantly, miR-146 represses the expression of
TNF receptor-associated factor 6 and IL-1 receptor-associated kinase 1, the key adaptor
molecules in TLR and IL-1 receptor signalling cascades [16]. In doing this, miR-146
negatively controls TLR and cytokine receptor signalling. This is a powerful example of
how miRNAs can also be instrumental in establishing negative-feedback loops to
terminate pro-inflammatory signals.

miRNAs are also involved in RNA interference (RNAi)-mediated immune defence
against viruses. RNAi can be mediated by small silencing RNAs, such as short
interfering RNAs (designed to be perfectly complementary to a region of the target
mRNA sequence) and by miRNAs (that are in general imperfectly complementary to a
region of the target mRNA sequence) [8]. The role of RNAi as a first-line tool of
antiviral defence in plants and invertebrates has been well supported by many lines of
evidence, particularly those demonstrating that theRNA-silencingmechanismprotects
hosts against viral infections and that essential virulence factors of many viruses are
viral suppressors of RNA silencing [17].

Inmammals, viral miRNAs can control expression of cellular genes to interfere with
antiviral host defence. Hcmv-miR-UL112 expressed by human cytomegalovirus has
been shown to protect infected cells from the killing by natural killer (NK) cells by
repressing expression of the NK cell-activating ligand, major histocompatibility
complex (MHC) class I-related chain B (MICB) [18]. Cellular miRNAs can also act
to suppress viral infection. For example, cellular miRNAs miR-24 and miR-93 target
the RNA genome of the rhabdovirus vesicular stomatitis virus (VSV) [19]. Due to the
low fidelity of viral RNA-dependent RNA polymerases, it would be very risky to solely
rely on sequence complementarity to defend against viral infections. Indeed, other
defence mechanisms, including sensing pathogen-specific patterns by TLRs, have
evolved in mammals, and are complementary to miRNA-mediated defence [20].

15.4 miRNAs as single drivers of immunodeficiency
or inflammation

Considering the broad and diverse functions of miRNAs in the immune system, and
their power to regulate hundreds of target genes with related functions, it is not
surprising to observe phenotypes of both under- or overactive immune responses in
animals deficient in a single miRNA. The first miRNA-knockout mouse showing a
distinct immunological phenotype was themiR-155-deficient strain.miR-155�/�mice
showeddefects inB cell, T cell and dendritic cell function anddisplayed impaired helper
T cell differentiation and decreased T cell-dependent antibody production and affinity
maturation [21–23]. Deficiency in miR-155�/� mice also led to failure to mount
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protective responses against Salmonella infection [21]. This phenotype is explained at
least in part by the demonstration that the T helper (Th) 2 cytokine-enhancing
transcription factor c-Maf and B cell terminal differentiation-related transcription
factor PU.1 are physiological targets of miR-155. Other target candidates include
several cytokines and chemokines [21,23].

miRNA deficiency does not only cause immunodeficiency; importantly, selective
miRNA deficiencies can also lead to overactive immune phenotypes and enhanced
inflammatory responses. Two examples of the latter include mice deficient in miR-150
or miR-223. miR-150 is a mature lymphocyte-specific miRNA that targets the
transcription factor c-Myb and deficiency of this miRNA in mice has shown to lead
to B1 cell expansion and an enhanced humoral immune response [24]. Studies on
miR-223�/�mice have revealed that thismyeloid-specificmiRNA controls granulocyte
maturation and activation by targeting myeloid progenitor proliferation-enhancing
transcription factor Mef2c. Neutrophil hyperactivity seen inmiR-223�/�mice leads to
spontaneous development of inflammatory lung pathology and exaggerated tissue
destruction after endotoxin challenge [25].

15.5 miRNAs regulate autoimmunity

The trade off with having the capability to mount potent immune responses is the risk
of autoimmunity. Therefore, the delicate balance between protective and autoimmune
responses may hinge on miRNA-mediated fine-tuning of gene expression. Indeed,
recent reports suggest that miRNAs may play important roles in repressing immune
responses against self. Systemic lupus erythematosus (SLE, or lupus) was the first
autoimmune disease shown to be regulated by the miRNA machinery. Lupus is the
prototypic systemic autoimmune disease with a female to male ratio of 9:1, affecting
approximately 1 in 700 women of childbearing age. The clinical manifestations are
diverse, and include malaise, lymphoid organ enlargement, skin rashes, lymphopenias
and kidney failure, among others. At the core of the pathogenesis is the aberrant
production of autoantibodies against nuclear antigens, including anti-double-stranded
DNA (dsDNA) antibodies, which are pathogenic. The lupus-associated repertoire of
self-antigens targeted by autoantibodies is normally intracellular, although certain
nuclear antigens become exposed on the cell surface during apoptosis.

Lupus-susceptibility alleles identified in genome-wide association studies in patients
andmousemodels include genes that affect T andB cell activation thresholds, especially
to nucleic acids and ribonuclear proteins, antigen presentation, plasmacytoid
dendritic cell activation and interferon (IFN)-a production, myeloid cell migration
and recruitment, components of the complement cascade, and propensity to apoptosis.
Molecular defects that compromise the numerous mechanisms that normally affect
efficient and non-immunogenic clearance of apoptotic cells have also been implicated
in lupus pathogenesis. Thus, the heterogeneity of clinical lupus is mirrored in the
diversity of pathophysiological pathways. It is of particular importance that lupus
phenotypes are often the result of dose-dependent outcomeof changes in key regulators
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of the immune response, rather than absolute deficiencies. Two recent studies
identifying a link betweendefects inmiRNA-mediatedRNA silencing anddevelopment
of lupus have emphasized the physiological relevance of post-transcriptional regulation
of proteins that, as highlighted below, function over a tight range of concentrations
during normal immune responses.

The first of these studies describing a role for the mRNA machinery in preventing
systemic autoimmunity utilized a strain of mice homozygous for a hypomorphic
variant of the roquin gene (sanroque mice), which develop lupus and autoimmune
diabetes [26]. Lymphoproliferation in these mice is caused by over-expression of the
inducible T cell co-stimulator (ICOS), due to decreased miR-101-mediated ICOS
mRNA decay [27]. Subsequent to this report, over-expression of the miRNA 17–92
cluster, frequently amplified in lymphoma, has also been found to drive lymphopro-
liferation and a lupus-like disease through failure to downregulate Pten and Bim
transcripts, two important negative regulators of T cell activation, proliferation
and survival [28]. In the remainder of this chapter, we will describe in some detail
how Roquin regulates miRNA-mediated post-transcriptional regulation to prevent
autoimmune manifestations and how this knowledge can be used to explore novel
therapeutic avenues.

15.6 Roquin regulates miRNA-mediated silencing
of T cells and represses lupus

The sanroque strain was generated in an effort to illuminate autoimmune regulators
through controlled variation of the mouse genome with the chemical mutagen,
N-ethyl-N-nitrosourea, combined with a set of sensitive immunological screens [29].
Sanroque female mice develop anti-nuclear antibodies by 6–7 weeks of age whereas
these autoantibodies can only be detected in male mice after 8 weeks of age [30].
Anti-nuclear antibodies are also detected earlier in female SLE patients [31]. Mice
homozygous for the san allele of roquin develop many other typical SLE features,
including high-affinity antibodies against dsDNA, focal proliferative glomerulone-
phritis with deposition of IgGs-containing immune complexes, anaemia and
autoimmune thrombocytopenia as well as other autoimmune manifestations such as
lymphadenopathy, splenomegaly, necrotizing hepatitis and plasmacytosis in lymph
node medullary cords, kidney, liver and lung [30]. Sanroque mice are also susceptible
to other autoimmune diseases. When crossed with a diabetes-susceptible genetic
background in which intact T cell tolerance mechanisms normally prevent islet cell
destruction (TCRHEL:insHEL double transgenic mice [32]), 100% of sanroque mice
develop diabetes as early as 4 weeks of age [30]. Themutation causing the autoimmune
phenotype was mapped to a new gene, roquin, with previously unknown function.
Roquin (Rc3h1) encodes amember of the RING-type E3 ubiquitin ligase protein family.
Sanroque mice carry a T ! G substitution in roquin (san allele), resulting in a non-
conservativeMet-199 ! Arg codon change in a novel protein domain (ROQdomain)
with high conservation from C. elegans to humans (Figure 15.2 and see below) [30].
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Dysregulated follicular helper T cells and germinal centre
responses lead to lupus

RoquinM199R causes hyperactivation of CD4þ T cells. By 8 weeks of age, approximately
50% of CD4þ T cells in sanroque mice show an activated/memory phenotype with
high expression levels of CD44, compared with approximately 20% in wild-type mice.
One of the most striking phenotypic features of sanroque T cells is the consistent
over-expression of inducible ICOS on both na€ıve (CD44low) and activated/memory
(CD44high) CD4þ T cell subsets. CD4þ T cell hyperactivation and aberrant expression
of ICOSwas shown to be T cell autonomous: inmice whose haematopoietic systemwas
reconstituted with cells containing a 50%/50% mix of sanroque and wild-type bone
marrow cells, only CD4þ T cells derived from sanroque bone marrow displayed a
high percentage of CD44high cells and expressed higher levels of ICOS [30]. Large
spontaneous germinal centres formed in sanroque mice as young as 6–8 weeks,
accompanied by a large amount of T cells located within germinal centres [30].
Gene-expression profiling revealed that CD4þ T cells from sanroquemice differentially
upregulated the expression of genes such as Icos, Cxcr5, Cd200, Cd84, Bcl6, Il21,
neuropilin 1 andCcl5, all of which aremarkers characteristic of follicular helper T (TFH)
cells. TFH cells constitute a specialized helperT cell subset that supports germinal-centre
reactions and selects germinal-centre B cells to differentiate into high-affinity memory
cells or long-lived plasma cells [26,33–35].

It has been long known that most anti-dsDNA antibodies detected in humans and
in animal models of SLE are high-affinity IgGs antibodies, which suggests they might be
generated in germinal-centre reactions [36]. The process of somatic hypermutation

Figure 15.2 Representative structure of Roquin protein. Sequence homology suggests Roquin
contains domains with putative ubiquitin protein ligase and nucleic acid-binding functions. Numbers
indicate amino acid positions. M199 ! R, Met-199 ! Arg mutation. C3HC4, a Cys� 3-His-Cys� 4-
type zinc finger (RING finger) domain; CCCH, a Cys-Cys-Cys-His (CCCH)-type zinc finger domain.
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typically occurs in the germinal centre, and targets the immunoglobulin variable-region
genes of rapidly dividing germinal-centre B cells (centroblasts). This can lead to an
increase in the affinity of the B cell receptor for the immunizing antigen, but it can also
lead to self-reactive specificities. Thus, a tightly controlled process of germinal-centre B
cell selection by antigen-specific TFH cells is normally in place to ensure positive selection
of those cells with the highest affinity towards foreign antigenswhile preventing selection
of cells that have become self-reactive.Mutated germinal-centre B cells that fail to receive
pro-survival signals are programmed to die by apoptosis, providing a mechanism
that prevents the production of high-affinity, long-lived self-reactive B cells [37]. Other
mechanisms, including exclusion of self-reactive B cells from entering germinal centres,
also contribute to prevent formation of high-affinity autoantibodies, and have been
shown to fail in SLE patients [38]. The randomness of the mutation process, together
with the longevity of post-germinal-centre memory B cells and plasma cells, and the
abundance of exposed nuclear antigens on the surface of numerous germinal-centre cells
undergoing apoptosis, rankgerminal-centre reactionshighest in the risk of triggering and
maintaining autoantibody-driven autoimmunity.

The abnormal accumulation of TFH cells and spontaneous formation of germinal
centres in unimmunized sanroque mice suggest that autoantibodies including
anti-nuclear antibodies may be the product of T cell-dependent B cell activation
and differentiation in germinal centres, driven by self-antigen. It also suggests that
germinal-centre exclusion of self-reactive TFH cells or limiting TFH cell-derived
helper signals to germinal-centre B cells is required to prevent self-reactivity arising
in follicles.

Over-expression of ICOS contributes to sanroque autoimmunity

Four important mechanisms have been described that are essential to maintain T cell
tolerance and prevent autoimmunity: (1) deletion of self-reactive T cells in the thymus,
which is critically dependent on autoimmune regulator (AIRE)-mediated expression of
organ-specific antigens by thymic epithelial cells [39,40], intact TCR signalling through
ZAP70 [41] and intact Bcl-2-interacting mediator (BIM)-mediated TCR-induced
thymocyte death [37]; (2) co-stimulation-dependent T cell activation maintained by
the E3 ubiquitin ligase Cbl-b [42,43], and terminated by the inhibitory co-receptor
cytotoxic T lymphocyte antigen 4 (CTLA-4) [44,45]; (3) T cell activation-induced cell
death (AICD)mediated by the pro-apoptotic receptor Fas and its ligand, FasL [46], and
(4) regulatory T cell (Treg)-mediated repression, dependent on developmentally
regulated expression of the Treg-specific transcription factor Foxp3 on a subset of
thymocytes [47] and regulation of Treg development and homeostasis by the cytokine
IL-2 and its receptor [48]. None of the aboveT cell tolerancemechanisms is impaired in
sanroque mice, which demonstrate normal self-reactive T cell deletion in the thymus,
Treg cell-mediated repression, CD28 co-stimulation-dependent T cell proliferation,
FasL-dependent activation-induced T cell death and normal induction of the critical B
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cell helper molecule CD40L [30]. Instead, aberrantly over-expressed ICOS on T cells in
sanroque mice emerged as the key culprit for the break in self-tolerance.

The Icos gene is a paralogue of the evolutionarily more ancient co-stimulator
Cd28 [49]. Signals through both CD28 and ICOS can induce T cell activation,
differentiation and cytokine production [50]. Nevertheless, CD28 and ICOS act at
separate stages of immune responses: CD28 is essential at the stage of priming na€ıve
T cells and ICOS is critical for provision of help to B cells in germinal centres.
The defects of mice and humans lacking ICOS or ICOS ligand (ICOSL) demonstrate
the important functions of ICOS for production of B cell memory [51–57]. Deficiency
in ICOS has been found in several patients with adult-onset common variable
immunodeficiency, a disease with a clinical phenotype of low serum immunoglobulin
concentrations, defective specific antibody production and increased susceptibility to
bacterial infections of the respiratory and gastrointestinal tracts [57].

Recent findings have identified Roquin as the critical switch that maintains
functional compartmentalization of CD28 and ICOS to allow their respective key
roles in T cell discrimination between pathogens and self and in the provision of
T cell selection signals to germinal centre B cells. In the absence of CD28, ICOS
over-expression due to defective Roquin can functionally substitute for three
important functions of CD28 that are normally selectively dependent on CD28
signalling: (1) T cell priming for generation of T cell-dependent antibody responses,
(2) formation of germinal centres andTFH cells and (3) homeostasis of peripheral Tregs
(M. Linterman et al., unpublished results). This compartmentalization explains how
these duplicated paralogous genes have resolved an adaptive conflict (maintenance
of immunological tolerance) while acquiring specialized functions that confer a
selective advantage: the appearance of ICOS-enabled birds and mammals to undergo
affinity-maturation and formation of memory cells (independently of danger signals),
both key for protection against rapidly dividing bacteria, toxins and many viruses.
These observations indicate that Roquin has been co-opted in evolution to prevent
crosstalk between these two pathways.

Unlike the well-established causal effect of ICOS deficiency on common variable
immunodeficiency, a possible role of ICOS over-expression leading to autoimmunity
was until recently only associational: higher expression of ICOS had been detected on
T cells from patients with SLE and rheumatoid arthritis compared to healthy
controls [58–60]. In sanroque mice, however, ICOS expression has been conclusively
shown to be causally related to autoimmune lymphoproliferation. When the Icos gene
dosage was halved by interbreeding Icos-knockout mice with sanroque mice, CD4þ

T cells from sanroque mice, losing one allele of Icos dramatically reduced ICOS
expression, although the levels were still higher than those of wild-type mice. This
partial correction of ICOS expression was sufficient to ameliorate the lymphadenopa-
thy, splenomegaly, total T and B cell numbers and TFH and germinal-centre B cell
expansion [27]. By contrast, halving the dose of CD28 did not ameliorate the
autoimmune syndrome of sanroque mice.

A two-signal mechanism regulates T cell responses in secondary lymphoid tissues,
whereby TCR engagement by antigen/MHC on an antigen-presenting cell (APC)
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only triggers T cell accumulation and effector functions when a second co-stimula-
tory receptor on the T cell, CD28, is simultaneously engaged by B7 proteins that are
induced on the APC upon exposure to microbes [61–64]. ICOS can provide co-
stimulation for T cell responses in the absence of CD28 [50,65]. ICOSL, unlike B7.1
and B7.2, is expressed constitutively on many APCs in the absence of microbe
components, raising a paradox about how autoimmunity is avoided in the face of
this second co-stimulatory system. Maintaining low expression of ICOS on na€ıve
T cells may therefore be critical to prevent the activation of T cells by self-antigens.
Indeed, the severity of the lymphadenopathy correlated closely with the levels of
ICOS expressed on na€ıve T cells in sanroque mice with either one or two alleles of
Icos [27]. Taken together, these studies on sanroquemice reveal a unique mechanism
to prevent autoimmunity by limiting ICOS–ICOSL signalling, which is comple-
mentary to the mechanism that controls expression of B7 co-stimulatory ligands for
CD28 on APCs.

Roquin limits ICOS mRNA through the miRNA machinery

Aberrant expression of ICOS on sanroque CD4þ T cells is T cell-autonomous,
suggesting that Roquin functions to regulate ICOS expression either directly or
indirectly in a cell-intrinsic fashion, which is reinforced by the observation that
ectopic expression of Roquin into CD4þ T cells represses ICOS protein expres-
sion [30] as well as its mRNA expression [27]. Notably, ICOS mRNAs from different
species including human, rat and mouse all have long 30 UTRs with several highly
conserved segments [27]. The 30 UTR is not under the same rigid structural
constraints as the coding region or the 50 UTR that has to accommodate the
translational machinery. Therefore, conserved segments within 30 UTRs that form
under evolutionary pressuremay function to regulatemRNAs. Consistent with this, a
distal fragment within the 30 UTR of ICOSmRNAwas shown to be required for ICOS
repression by Roquin. Specifically, Roquin destabilizes ICOS mRNA [27]. The
conserved 30 UTR segment containing the cis-acting elements for Roquin�s repressive
action contained a predicted target sequence for miR-101 and miR-103. Over-
expression of miR-101 in T cells repressed ICOS mRNA and the repression of ICOS
by Roquin was at least partially dependent on miR-101 recognition since a two-
nucleotide inversion in the miR-101-recognized sequence within Icos 30 UTR
impaired its repression [27]. Repression of ICOS by miR-101 is likely to be involved
in the physiological regulation of ICOS expression during T cell differentiation, since
there is a striking inverse correlation between miR-101 expression and ICOS
expression in human T cells: ICOS levels are lowest on na€ıve T cells, intermediate
on activated T andmemory cells and highest onTFH cells [66]. By contrast, the highest
levels of miR-101 are found in na€ıve cells, intermediate levels in memory cells and
lowest levels in TFH cells [27].

Roquin therefore emerges as a potential RNA-binding protein involved in miRNA-
mediated post-transcription regulation (see discussion below). Other proteins in this
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category have been shown to be capable of regulating mRNA stability of multiple
targets. An example is the AU-rich element (ARE)-binding protein tristetraprolin,
which regulates expression of multiple cytokines including TNF-a [67], granulocyte
macrophage colony-stimulating factor [68] and IL-2 [69]. Not surprisingly, another
surface receptor important for T cell priming, neuropilin 1, and over-expressed in
sanroque T cells [30], is also a target of Roquin through the action of miR-101:
neuropilin 1 mRNA was also repressed by ectopic expression of either Roquin or
miR-101 [27]. Roquin thus appears to play an essential role in miRNA-mediated
regulation of what we predict will turn out to be multiple transcripts co-ordinately
involved in T cell priming and the maintenance of peripheral T cell tolerance.

How does Roquin regulate miRNA-mediated post-transcriptional
regulation?

Clues as to how Roquin interacts with the miRNA machinery and/or the target
transcripts, and how themutation in sanroquemice affects this process, can be obtained
from Roquin�s protein sequence analysis and intracellular localization. Roquin
contains several conserved domains (from N- to C-terminal): (1) a Cys�3-His-Cys�4
(C3HC4)-type zinc finger (RING finger) domain, recently shown to act as an E3
ubiquitin protein ligase [70], and found in many E3 ubiquitin protein ligases including
c-Cbl; (2) a novel ROQ domain that contains the Met-199 ! Arg substitution in
sanroque mice; (3) a Cys-Cys-Cys-His (CCCH)-type zinc finger domain, predicted to
bindnucleic acids (predominantlyRNA) and found in a rangeofRNA-binding proteins,
such as tristetraprolin; and (4) a proline-rich domain, containing potential sites for
binding Src homology 3 (SH3) domains of interacting proteins [30] (Figure 15.2). The
presence of a CCCH-type zinc finger domain suggests that Roquin may directly bind
mRNA [71]. The prototypicCCCHzinc finger protein tristetraprolin has been shown to
bind to AREs in the 30 UTRs of TNF and mediate its degradation [67]. Ubiquitylating
and proteasome activity have been shown to be essential for rapid turnover of mRNAs
containing AREs [72]. Furthermore, AUF-1 and the mRNA-stabilizing protein, Hu
antigen R (HuR), are degraded through the ubiquitination pathway [73], but the
responsible E3 ligase is still unknown. It is therefore possible that Roquin�s ubiquitin
ligase and putative RNA-binding capacities may link the processes of ubiquitination of
RNA-binding proteins and mRNA turnover.

Roquin can be found diffusely distributed in the cytoplasm, and upon stress-
induction with arsenite treatment localizes to cytoplasmic aggregates containing T
cell intracellular antigen 1 (TIA-1), an RNA-binding protein that is amarker for stress
granules [30]. Stress granules are sites where, at times of cellular stress, transcripts are
maintained in a form of translational arrest and triaged to exosomes for destruction,
to polysomes to be translated, or to processing bodies (P-bodies), for miRNA-
mediated translational inhibition or mRNA decay [74]. Interestingly, a recent study
demonstrated that T cells also form stress granules to post-transcriptionally regulate
the expression of T helper cytokines. Transient translational inhibition of cytokine
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transcripts in stress granules occurred after T cell priming, but was relieved after re-
stimulation [75]. Both the proliferation of primed T cells and the execution of T cell
effector functions (cytokine secretion) need a rapid increase in the endoplasmic
reticulum load due to an expanded protein repertoire. Stress granule-mediated uncou-
pling of the two processes may avoid the toxic side effects of endoplasmic reticulum
overload [75]. Roquin�s localization to stress granules suggests that during stress-
inducing conditions Roquin acts to represses ICOS mRNA. This �stress� could include
T cell priming by dendritic cells in the absence of danger signals. Full-length ICOS
mRNAs are also found in stress granules, and importantly, the localization of ICOS
mRNA to stress granules is mediated by the 30 UTR but not by the coding sequence [27],
suggesting that localization of both ICOS mRNA and Roquin to stress granules is
necessary for the regulation of ICOS expression by Roquin. Since Roquin�s CCCH zinc
finger domain is predicted to bind nucleic acids (predominantly RNA), it is possible that
Roquin captures ICOSmRNA in the cytoplasm through a direct interaction, and recruits
it into stress granules along with its own entry into this compartment. An alternative but
not mutually exclusive possibility is that Roquin might recognize the ICOS mRNA–
miRNA complex, in a way similar to how RISC recognizes mature double-stranded
miRNAs [76]. It is also possible that the CCCH zinc finger domain may not mediate
sequence-specific binding but non-specific binding to multiple RNAs in stress granules
stabilizing and maintaining Roquin�s localization in that compartment. The finding
that full-length ICOS mRNA localizes into P-bodies suggests that once ICOS mRNA is
recruited to stress granules, it is routed to P-bodies for degradation [27]. P-bodies have
been observed to physically interact with stress granules. The transient association of
stress granules and P-bodies can be promoted by the mRNA decay factors tristetraprolin
and BRF1 [77,78]. A role for Roquin in facilitating transient interactions between stress
granules and P-bodies in T cells is also possible.

One remaining important question is how theMet-199 ! Argmutation in Roquin
impairs repression of ICOS. This substitution lies in the novel ROQ domain and has
been predicted to alter the local helical structure, thus probably altering protein
conformation [30]. Since it does not alter Roquin�s subcellular localization, it is
possible theMet-199 ! Argmutation impairs its predicted RNA-binding capacity, its
E3 ligase function or the association with interacting proteins.

15.7 Concluding remarks

The mammalian immune system has evolved to safeguard against autoimmunity
through a complex series of tolerance checkpoints. Animal models of autoimmune
disease have illuminatedmany of thesemolecular and/or cellularmechanisms, enabling
scientists to sketch the atlas of immune tolerance. The recently developed sanroque
mouse strain has been an informative model, revealing how the less-well understood
subset of helper T cells, TFH cells, are critical to maintain tolerance in germinal centres,
through the tightly regulated expression of ICOS (Figure 15.3). Roquin has emerged as
a key node in an miRNA pathway that represses key T cell-co-stimulatory molecules.
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At themolecular level, a picture is emerging inwhichmiRNA-mediated gene regulation
acts to fine-tune expression of pro-immunogenic molecules whose over- or under-
expression may tip the delicate balance between protective immunity and deleterious
autoimmunity. At the cellular level, the regulation of the ICOS–ICOSL co-stimulatory
axis emerges as a powerful T cell tolerance mechanism complementary to that of
controlling expression of the ligands for the main co-stimulator, CD28. At the
organism level, a tightly regulated and tolerized TFH population is required to prevent
the development of germinal centre-derived autoimmunity. These findings open the
way for manipulation of RNA interference to achieve much needed specificity and
reduced side effects in the treatment of systemic autoimmunity. They also suggest that
polymorphisms in miRNAs and their complementary sequences within untranslated
regions of target mRNAs may constitute candidate lupus-susceptibility alleles.
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Figure 15.3 Model bywhich repression of ICOS by Roquin inhibits autoimmunity. In wild-typemice,
a significant proportion of Icos transcripts induced by TCR and CD28 signalling undergoes degradation
and this is enhanced by Roquin acting with the miRNA machinery. The end result is a decrease in the
amount of ICOS expressed on the cell surface. After ligation by ICOSL, which is consitutively expressed
on APCs, ICOS transduces a signal that provides co-stimulation for T cell activation and differentia-
tion. Limits on ICOS expression imposed by Roquin ensure the maintenance of self-tolerance. In
sanroque mice, the degradation of Icos transcripts is impaired due to the Met-199 ! Arg (M199R)
mutation in Roquin, resulting in ICOS over-expression on the cell surface. Exaggerated signalling
transduced by uncontrolled expression of ICOS contributes to autoimmunity. PB, processing-body;
SG, stress granule; miR, microRNA.
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Abstract

Evidence gathered in the last few years has revealed how a class of small non-coding
RNAs – microRNAs (miRNAs) – fine-tune gene expression post-transcriptionally,
influencing the immunological repertoire, the size of mature lymphoid compartments
and the threshold for lymphocyte selection and activation. More recently, the miRNA
machinery has been shown to play an instrumental role in both the prevention and
promotion of autoimmunity. Specifically, the Roquin pathway has emerged as a
powerful negative regulator of systemic and organ-specific autoimmunity through
miRNA-mediated control of T cell-expressed genes involved in T cell activation.
Here we survey the evidence that miRNAs regulate immune responses relevant to the
pathogenesis of autoimmunity and describe how Roquin acts in concert with T cell-
expressed miRNAs to prevent lupus development.

Key words: microRNA; small non-coding RNA; autoimmunity; lupus; SLE;
Roquin
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16.1 Introduction

Rheumatoid arthritis (RA) affects 0.5–1% of the world’s adult population with a 1:3
male to female ratio. It is characterized by chronic inflammation of peripheral
articulations, frequently associated with systemic manifestations. In joints, synovial
membrane abnormalities include hyperplasia of synoviocytes, capillaries and venules,
and infiltration by immune cells jointly leading to formation of a pannus which erodes
subjacent cartilage and bone, jeopardizing joint integrity and functional ability. The
exact cause of RA is unknown, but joint inflammation is thought to be the result of an
uncontrolled autoimmune response arising from a combination of environmental and
genetic factors.
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16.2 RA is associated with B cell autoreactivity
to citrullinated proteins

From the anti-perinuclear factor and anti-keratin antibodies . . .

The presence of autoantibodies of diverse specificities in the serum of patients with
RA constitutes a hallmark of the disease’s autoimmune character. In particular,
autoantibodies to citrullinated proteins (ACPA) are the RA-associated autoantibo-
dies that havemost focused the attention of both clinical and fundamental researchers
over the last two decades. ACPAwere initially describedmore than 40 years ago as the
anti-perinuclear factor (APF), corresponding to autoantibodies specifically present
in RA sera and labelling perinuclear granules in the most superficial keratinocytes of
the human buccal epithelium by indirect immunofluorescence [1]. However, it was
not until the mid-1990s that it was shown that the targeted antigen corresponded to a
set of water-soluble variants of filaggrin, specifically expressed in the buccal
epithelium [2]. Simultaneously, it was recognized that APF largely overlapped with
the so-called anti-keratin antibodies (AKAs) [2], also RA-associated IgGs, labelling
the cornified layer of the rat oesophagus epithelium by indirect immunofluorescence.
Indeed, the initial description of AKAs had occurred 15 years later than that of
APF [3], but their antigenic targets had been more quickly characterized, leading to
the observation that they actually were not keratins but corresponded to water-
soluble acidic–neutral isoforms of filaggrin present in the rat oesophagus epithelium
and in the human epidermis [4,5].

In the epidermis, filaggrin is synthesized in the granular layer as a high-molecular-
weight phosphorylated precursor, profilaggrin, stored in the cytoplasmic kerato-
hyalin granules and corresponding to 10–12 tandemly repeated filaggrin units
separated by linker peptides. During cornification, profilaggrin is dephosphorylated
and cleaved by proteases, releasing filaggrin units. These filaggrin units, which are
basic due to a high content in cationic amino-acyl residues, interact with anionic
domains of keratin intermediate filaments, allowing their aggregation. Secondarily,
they are processed into more acidic variants, inducing their dissociation from the
keratin matrix and their complete proteolysis to generate free amino acids involved
in the formation of the so-called natural moisturizing factor, a complex mixture of
amino acid derivatives essential for the maintenance of epidermal hydration and
photoprotection.

. . .to ACPA and powerful diagnostic assays

The acidification of filaggrin units occurs by conversion of the positively charged
guanidino group of arginyl residues into an uncharged ureido group, thereby forming
citrullyl residues (Figure 16.1). This post-translational transformation corresponds to a
deimination, often called citrullination. It is catalysed by a Ca2þ-dependent enzyme,
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designated peptidylarginine deiminase (PAD; protein-arginine deiminase, protein-L-
arginine iminohydrolase, EC 3.5.3.15) of which five isotypes (PAD1, 2, 3, 4 and 6),
encoded by five paralogous genes (PADI1–4 and PADI6) clustered on chromosome
1p35–36, have been described in humans [6,7]. As yet, knowledge on the expression
patterns of the five PAD isotypes is not comprehensive, particularly for human
tissues. PAD1 has been detected in the epidermis, hair follicles, arrector pili muscles
and sweat glands [8,9]. PAD2 has been detected in brain astrocytes, sweat glands,
arrector pili muscles, macrophages and epidermis [8,10–14]. PAD3 has been detected
in the epidermis and in hair follicles [8,9,15,16]. PAD4 is present in haematopoietic
cells [14,17–19] and is the only PAD isotype capable of nuclear translocation. PAD6 has
been detected in total extracts of human ovaries [20], fitting with observations in
the mouse where PAD6 expression occurs in the immature oocyte [21]. Because it
decreases the net charge of protein targets, citrullination can lead to alterations in intra-
and intermolecular interactions [22–24]. Even though its physiological role is not yet
fully understood, it is clearly involved in terminal differentiation of epidermis and skin
appendages [8,9,16,25] and in brain development [26,27]. It is essential for oocyte
cytoskeletal sheet formation and preimplantation embryonic development [28,29],
and it possibly plays a role in the regulation of gene expression by antagonizing
methylation of histones through conversion of monomethylated arginine into citrul-
line [30–32]. Citrullination is also highly suspected of playing a pathophysiological role
in RA, as will be discussed below. In addition, it is probably involved in the patho-
physiology ofmultiple sclerosis and has been suggested to be implicated in Alzheimer’s
disease, primary open-angle glaucoma, psoriasis or obstructive nephropathy (for a
review see [7]).

The observation that the (pro)filaggrin-related antigenic targets of AKA and APF
in the various epithelial tissues exhibited a neutral/acidic pI suggested involvement

Figure 16.1 The deimination or citrullination reaction. It corresponds to the conversion of an
arginyl residue of a peptide to form a citrullyl residue and ammonia. This transformation is catalysed
by calcium-dependent enzymes designated peptidylarginine deiminase (PAD; protein-arginine
deiminase, protein-L-arginine iminohydrolase, EC 3.5.3.15). R1 and R2 refer to amino-acyl residues
involved in a peptide bond with the targeted arginyl residue.
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of a post-translational modification in the formation of the recognized epitopes,
all the more so as recombinant filaggrin units expressed in Escherichia coli were
not reactive with AKA-/APF-positive RA sera [33]. Both phosphorylation of serine
residues or citrullination of arginyl residues were candidate post-translational
modifications for playing that role, but citrullination proved to be critical. Indeed,
it was demonstrated that autoantibodies reacting with human filaggrin-derived
synthetic peptides containing citrullyl residues were specifically present in the serum
of RA patients and that, when affinity-purified, such autoantibodies were positive
in indirect immunofluorescence assays for APF and AKA detection and reactive
to filaggrin extracted from human epidermis [34]. In addition, using an antibody
specifically developed to react with all citrullinated proteins tested, hereafter referred
to as ‘anti-citrulline antibody’ [35], it was shown that all the filaggrin-related targets
of APF and AKA corresponded to citrullinated proteins and that in vitro citrullina-
tion of a recombinant human filaggrin by a PAD generated the epitopes recognized
by AKA-/APF-positive RA sera on the protein [33]. Finally, in total, three inde-
pendent studies have led to the identification of filaggrin-derived synthetic peptides
specifically recognized by the autoantibodies only when their arginyl residue was
substituted by a citrullyl residue [33,34,36]. In the three studies, however, not all
citrullinated filaggrin-derived peptides proved to be equally immunoreactive with
ACPA, showing that amino-acyl residues other than citrullyl residues also are
involved in the formation of ACPA epitopes and therefore suggesting that ACPA
are not the result of an autoreactivity directed to any citrullinated protein but
rather of an immune response triggered by a single or a limited set of citrullinated
antigen(s).

The tight association of RA with both AKA and APF was acknowledged early
on [1,3,37–47]. The characterization of their antigen targets in epithelial tissues and the
recognition of the importance of citrullination in epitope formation paved the way for
the development of several assays for the detection of ACPA, first by immunoblotting
and then by ELISA (see [48] for a review). The first commercially available test was
based on the recognition of a citrullinated synthetic peptide derived from the 304–324-
amino acid sequence of human filaggrin [34] and in which substitution of two seryl
residues by cysteyl residues permitted cyclization by disulphide bonding (cyclic
citrullinated peptide 1, CCP1) and improved the diagnostic performance [49]. Since
then, other tests, all using citrullinated antigens, some of them of undisclosed nature,
have been put on the market (see [50] for a recent comparative evaluation of the
diagnostic performances of these assays). This development ofmodern assays replacing
the not easily standardizable indirect immunofluorescence methods for the detection
of ACPA greatly contributed to the acknowledgment of their diagnostic interest.
Indeed, compared to indirect immunofluorescence methods, most of these new assays
exhibitedmuch higher diagnostic sensitivity with equivalent diagnostic specificity [48]
(Figure 16.2, Clinical interest panel), leading to the recognition that between two-thirds
and three-quarters of RA patients have ACPA in their serum at titres reaching values
that are found in less than 2% of sera from patients with other non-RA rheumatic
diseases.
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Figure 16.2 Possible events leading to the development of the autoimmune response to citrulli-
nated proteins and the clinical and pathophysiological implications. ACPA production is summarized
schematically in the upper panel. The lower left panel lists key features underlying the clinical interest
of ACPA detection and the most notorious assays for their detection. The lower right panel proposes
mechanisms by which ACPA could be involved in the self-perpetuation of RA synovitis. AutoAb,
autoantibody; CCP, cyclic citrullinated peptide; EBNA-1, Epstein–Barr nuclear antigen 1; MCV,
mutated citrullinated vimentin; PAD, peptidylarginine deiminase; PADI, gene encoding a peptidyl-
arginine deiminase; PTPN22, gene encoding the protein tyrosine phosphatase non-receptor 22.
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16.3 Both ACPA and citrullinated antigenic targets
are present in the RA synovium

This very specific association of ACPA to most RA cases suggested that they may play
a role in the pathophysiology of the disease, a hypothesis that then clearly needed
further work to be substantiated. Because epithelial tissues are not usually targeted
by rheumatoid inflammation, and since filaggrin, a protein marker of epithelial
differentiation, was not expected to be expressed in the joints, it was likely that
reactivity of citrullinated filaggrin with ACPA, though very useful for developing assays
for their detection, was simply due to the fact that it shared epitopes with another
autoantigen, putatively located into the synovial joint and corresponding to a genuine
ACPA target in vivo. In 2000, this hypothesis was strengthened by the proof that the
rheumatoid synovial tissue is a site for ACPA concentration since the proportion
of ACPA among total IgGs is five to 10 times greater in the synovial membrane than in
the serum [51]. Furthermore, it was demonstrated that ACPA are produced within the
rheumatoid synovial membrane, as secretion of ACPA can be observed in the
supernatant of RA synovial tissue fragments maintained in vitro several weeks after
their excision from the joint [51], an observation thatwas confirmed a few years later by
detecting ACPA in the serum of SCID mice engrafted with human synovial tissue
fragments from ACPA-positive RA patients [52]. It was also formally demonstrated
that (pro)filaggrin is not expressed in articular tissues [53]. Moreover, an extensive
immunochemical analysis of rheumatoid synovial tissue proteins in search for ci-
trullinated antigens that would be recognized by ACPA revealed that rheumatoid
synovial membranes contain several citrullinated proteins, among which only two
proteins, of 64–68 and 55–61 kDa, respectively, were specifically targeted by a signifi-
cant proportion of ACPA-positive sera from RA patients and by affinity-purified
ACPA [53]. In that same study, N-terminal sequencing and the use of fibrin-specific
antibodies identified the two 64–68 and 55–61 kDa proteins to the a- and b-chains of
fibrin, respectively.Moreover, ACPA-positive RA sera and purifiedACPAwere found to
become highly reactive to the Aa- and Bb-chains of human fibrinogen only after it was
citrullinated in vitro by a PAD. Finally, the fact that both the autoantibodies to the
citrullinatedAa- andBb-chains of fibrinogen and the autoantibodies to the citrullinated
64–68 and 55–61 kDa synovial proteins largely overlapped with ACPA was established
by showing that autoantibodies affinity-purified fromapool ofRA sera ona citrullinated
fibrinogen columnwere reactive towards all the so-far-identified epithelial and synovial
targets of ACPA [53]. These results established citrullinated forms of fibrin, histologi-
cally observable in the rheumatoid synovial membranes as both citrulline- and fibrin-
positive interstitial amorphous deposits [54], as a major synovial target of ACPA.
Moreover, for the first time, it was demonstrated that highly prevalent RA-specific
autoantibodies and their autoantigenic targets were simultaneously present in the
synovial tissue, most probably leading to an autoimmune reaction located in the organ
predominantly affected by the disease.
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16.4 Autoreactivity to citrullinated proteins
probably plays a role in RA synovitis

These important findings constituted a major argument for considering the auto-
reactivity to citrullinated proteins involved in the pathophysiology of RA. Numerous
other independent studies have helped to end the view that such autoreactivity is just a
side effect of this disease. An indirect argument is the clinical efficacy of treating RA
with rituximab, a chimaeric anti-CD20 monoclonal antibody that depletes na€ıve and
memory B cell subsets. Although it remains unclear whether the sustained clinical
remission it induces is due to a decrease in antigen-presenting and T cell-activating
functions of B cells, or to a reduction in the secretion of autoantibodies or to both
phenomena, such clinical improvement unquestionably contributed to demonstrating
the major role of B cells in the immunopathogenesis of RA [55]. Another hint that
autoantibodies found in RA have arthritogenic potential came with the observation
that IgGs fractions of sera or plasmas from RA patients, but not from healthy
individuals, were able to induce inflammation and histological lesions in the ankles
of mice deficient in the inhibitory FcgRIIB IgGs receptor, when injected into the
peritoneum [56]. More directly concerning ACPA, and suggesting that they are not
neutral to the disease course, is the notion that the presence of ACPA in the serum is not
a consequence of chronic synovitis since it occurs early in the disease course [57–69]
and, further, frequently predates for several years the appearance of clinical signs of
RA, a fact acknowledged in the early 1990s when the antibodies were still called
AKA [70], and confirmed later with the first commercially available ACPA assays
[71–73]. In addition a positive association of their presence and/or titre with the
intensity of radiologically observed joint damage has been reported in numerous not
only cross-sectional [74–83], but also longitudinal [64,68,84–97] studies, unravelling
the high prognostic value of these powerful diagnostic markers.

Furthermore, indications of the deleterious effect of ACPA came from studies
in the widely used animal model of RA, collagen-induced arthritis (CIA), induced
generally inmice or rats by immunizationwith an autologous or a heterologous formof
the cartilage matrix component collagen type II (CII) in adjuvant. Indeed, in the
LEW.1AV1 rat strain it was shown that in comparison to autologous non-citrullinated
CII, autologous citrullinated CII induced arthritis with an earlier-onset and a higher
incidence and tended to have increased severity [98]. In addition, it was observed that
DBA/1J mice with CIA develop IgGs antibodies specific for the citrullinated forms of
proteins and peptides (among which is a citrullinated form of the b-chain of human
fibrinogen), appearing early after immunization with bovine CII, even before joint
swelling [99]. These data contradict previous reports on the absence of citrulline-
specific autoantibodies in streptococcal cell wall-induced arthritis and CIA, investigated
by an anti-CCP ELISA and using in vitro-citrullinated fibrinogen as immunosorbent
[100,101]. Moreover, the biochemical nature of the autoantigen(s) these antibodies
recognize in arthritic mice is still elusive and cross-reactivity with mouse citrullinated
fibrinogen has not been explored. Nevertheless, their arthritogenic potential was
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indicated by the fact that mouse monoclonal antibodies reactive with citrullinated
human fibrinogen derived from mice with CIA enhance arthritis when administered
simultaneously to a submaximal dose of a pool of anti-CII antibodies [99]. Moreover,
mice tolerized with a citrulline-containing peptide do not produce the citrulline-
specific autoantibodies when immunized with CII and the CIA they develop exhibits
reduced incidence and severity [99]. Finally, very recently, in mice transgenic for the
RA-associatedmajor histocompatibility complex (MHC) class IImolecule DRB1�0401
(DR4-IE tg mice), it was shown that induction of an autoimmune response to human
citrullinated fibrinogen by direct immunization with this antigen could provoke
an arthritis characterized by synovial hyperplasia with some lymphocyte infiltration
and pannus formation at bone and cartilage interfaces, in 35% of the animals.
On the other hand, arthritis was never observed in DR4-IE tg mice immunized with
non-citrullinated human fibrinogen or in wild-type C57BL/6 mice immunized with
citrullinated fibrinogen [102]. In addition, in this model it was found that human
citrullinated fibrinogen elicited citrulline specific T cells that induced arthritis when
transferred into the peritoneumof na€ıveDR4-IE tgmice that received an intra-articular
injection of human citrullinated fibrinogen. Should these data be confirmed, their
importance resides not only in the fact that they identify immune responses to a human
synovial target of ACPA as arthritogenic but also in the recognition that this arthrito-
genic potential requires the presence of MHC class II molecules that in humans have
been identified as RA-associated or, more accurately, as will later be re-evoked, as
factors predisposing to the ACPA response.

16.5 The way ACPA could promote joint inflammation

As mentioned above, it is likely that the participation of ACPA in the RA patho-
physiology involves their interaction with an antigen target present in the articular
tissues. The isotype profile of ACPA, mainly corresponding to IgG1 frequently
associated with IgG4 [103,104], is perfectly compatible with a capacity to form
immune complexes able to activate complement- and Fcg receptor (FcgR)-
dependent pathways, potentially leading to production of inflammatory cytokines.
Fitting with this assumption is the fact that a recently developed human in vitromodel
demonstrated the pro-inflammatory potential of the interaction of ACPA-containing
immune complexes via engagement of FcgR at the surface of rheumatoid synovial
tissue macrophages [105]. The study showed that macrophages derived from
monocytes of healthy blood donors secrete tumour necrosis factor (TNF)-a when
stimulated by in vitro-reconstitutedACPA-containing immune complexes, generated
by capturing ACPA on immobilized citrullinated fibrinogen. Moreover, the FcgRIIa
receptor was found to be the major activating FcgR involved in macrophage
activation. This result is particularly interesting in view of the fact that synovial
macrophages contribute considerably to inflammation and joint destruction in RA,
precisely because they constitute the major articular source of TNF-a [106], a key
cytokine in these two aspects of the disease [107]. Moreover, these data fit with
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numerous reports that have demonstrated the arthritic potential of FcgR-mediated
cell responses, notably through study of induction of experimental arthritis in mice
deficient in different types of FcgR [108].

16.6 Joint-expressed citrullinated autoantigen targets
possibly involved in a pro-inflammatory effect of ACPA

Vimentin

Since the discovery that rheumatoid synovial joints contain citrullinated proteins,
various studies have aimed to identify these proteins and the precise targets of ACPA in
the RA joints that can engage in a synovitis-promoting autoimmune reaction. After
citrullinated fibrin was proposed to play that role [53], citrullinated vimentin was
the other candidate citrullinated autoantigen to be put forward first. In 2004 it was
demonstrated that anti-Sa autoantibodies, described 10 years earlier as tightly RA-
associated autoantibodies [109], were actually reactive to a citrullinated variant of
vimentin [110]. It then became tempting to speculate that an autoimmune reaction
between ACPA and citrullinated vimentin, occurring within the synovial tissue, played
a role in RA synovitis [111–113], all the more so as citrullination of vimentin had been
showntooccur inmacrophagesupon inductionof apoptosis by calcium influx[14,114].
However, until very recently peer-reviewed data on the mere presence of citrullinated
vimentin in RA joints had not been published. In 2008, the presence of mutated and
citrullinated forms of vimentin in a pool of synovial fluid samples from RA patients
was shown by mass-spectrometric analysis of vimentin-enriched fractions and it was
proposed, but not compellingly demonstrated, that oxidative stress could be the
underlying trigger for the generation of these vimentin variants [115]. Subsequently
an ELISA was developed using mutated citrullinated vimentin as immunosorbent and,
in comparison to the citrullinated form of wild-type vimentin, was found to exhibit
enhanced antibody reactivity in a small series of RA sera. However, it was not examined
whether the rise in sensitivity obtained when using mutated citrullinated vimentin is
achieved without a concomitant loss of specificity. Nevertheless, based on these results,
an ELISA using mutated citrullinated vimentin as immunosorbent has been devel-
oped [115] and is now commercially available. Remarkably, as of today, among various
studies comparing the diagnostic performance of this ELISA with that of a second-
generation ACPA assay using cyclic citrullinated peptides (CCP2 test), reports of a
superior diagnostic performance of the mutated citrullinated vimentin assay cor-
respond to evaluation of the assays using sera from healthy individuals as controls
[115,116]. On the other hand, when controls correspond to sera from patients with a
non-RA disease, a lower diagnostic sensitivity at identical specificity thresholds is
observable [117,118]. Finally, using a proteomic approach a very recent study has
shown the presence of a processed (probably caspase-3-cleaved) form of vimentin
among the Tris-extractible proteins of the synovial tissue from three out of 11 patients
with RA. Moreover, the presented data suggested that this vimentin variant was
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citrullinated and recognized by IgGs specifically present in the serum of RA patients,
indicating that a disease-specific autoimmune reaction involving this autoantigen
may form in the synovium of at least some RA patients [119].

Collagen

The capacity of prominent joint protein markers to be citrullinated in vitro and
thereby to become antigens recognized by IgGs from RA sera has also been addressed.
In particular, the reactivities to citrullinated forms of collagen type I (CI), an important
component of the bone matrix, and of the cartilage component CII have been investi-
gated by several groups [120–123]. In 2005, by immunoscreening in vitro-citrullinated
proteins encoded by anRA synoviocyte cDNA librarywith the ‘anti-citrulline antibody’,
the a1 and a2 chains of CI were shown to be PAD substrates. Moreover, by ELISA
screening with sera from healthy individuals, and from RA and non-RA patients,
reactivity to in vitro-citrullinatedCIwas found to be specifically higher in RA sera and to
correlate with the levels of ACPA measured by a CCP ELISA [120]. Remarkably, in the
same study, an ELISA screening of in vitro-citrullinated CII detected no significant
difference between the reactivity of RA sera and that of sera from either normal controls
or non-RApatients.On theother hand, also in 2005, in a cohort of 286 early RApatients,
IgGs antibodies reacting with a synthetic citrullinated triple-helical peptide containing a
previously identified non-citrullinated epitope encompassing residues 359–369 of CII,
were detected with a prevalence of 40.4% [121]. However, in some sera this reactivity
could be inhibited using a non-citrullinated form of the peptide and the citrulline-
dependence of the reactivity to the peptide was not systematically investigated in all
serum samples. Nonetheless, in 2006, another study reported detection of autoanti-
bodies to an in vitro-citrullinated form of full-length CII in 78.5% of 130 serum samples
from RA patients whereas autoantibodies to non-citrullinated CII were present in only
14.6% of serum samples. In addition, reactivity to citrullinated CII was found in only
three of 170 sera from non-RA patients [123]. Finally, the presence in RA patients of
circulating autoantibodies recognizing citrullinated peptides derived from the sequence
of theC-terminal extremities of thea1 anda2 chains ofCI and of thea1 chain ofCII has
also been described, but the actual prevalence at sensitivity threshold allowing high
diagnostic specificities (>98%) to be reached has not been clearly ascertained [122,124–
127]. Obviously, these data point to other possible antigenic targets of ACPA in the RA
joint of potentially high pathophysiological significance, invigorating the relevance of
studying autoimmune responses to collagen in CIA as an appropriate model of
pathogenic autoimmune mechanisms in human RA. However, it seems too early to
speculate on the matter before the actual presence of more than minute amounts of the
citrullinated forms of these antigens in the joints of RA patients has been convincingly
demonstrated. In that respect, it seems important to mention that in vitro citrullination
of CII seems to require exceptionally high amounts of PAD since around 100 units of
commercially available rabbit PAD2 permilligram of human CII was used in the studies
mentioned above when at least around 10 times less enzyme is usually employed for
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other substrates, raising thequestion as towhether citrullinationof cartilage collagen can
actually occur in vivo.

Fibrin

To try and identify citrullinated autoantigens in the joint of patients with RA, proteomic
approaches have also been undertaken [119,128,129]. Extracts of the synovialmembrane
or of exosomes present in the synovial fluid were analysed by two-dimensional electro-
phoresis and immunoblotting using the anti-citrulline antibody and/or sera from RA
patients, followed by identification of immunoreactive spots using mass spectrometry
analyses. As a result, a few previously uncharacterized citrullinated proteins have been
proposed to serve as targets for ACPA [128,129]. However, so far the prevalence of
autoreactivity to these proteins in RA sera either remains to be convincingly evaluated
or is rather low, raising the possibility that these proteins are only targeted by a subset of
ACPA because they serendipitously harbour some of the epitopes recognized by ACPA.
On the other hand, it is interesting to note that citrullinated fibrin has recurrently been
pinpointed as a candidate target antigen by proteomic approaches [119,128,129].
Moreover, in three independent studies, the diagnostic sensitivity for RA of assays for
ACPA detection corresponding to ELISAs using in vitro-citrullinated fibrinogen as
immunosorbent have been found to be similar to that of the most sensitive com-
mercially available ACPA assay (then the CCP2 ELISA) when both tests are compared
at equally high diagnostic specificities (>95%) [64,67,130]. In addition, sequential
epitopes recognized on fibrin by ACPA have been identified by ELISA screening of 71
citrullinated 15-mer peptides derived from all the sites of the a- and b-chains of fibrin
harbouring arginyl residues [131]. This study provided a very strong confirmation of
the importance of the amino-acyl environment of citrullyl residues in epitope forma-
tion as only 18 of the 71 citrullinated fibrin-derived peptides were specifically recog-
nized by ACPA-positive RA sera. Additionally, it was found that two out of the 18
peptides, located in the central globular domain of fibrin, bear highly dominant ACPA
epitopes as they are not only recognized by a high proportion of RA sera but are also
able conjointly to almost abolish the reactivity to in vitro-citrullinated fibrinogen of a
highly polyclonal mixture of ACPA derived from the serum of 38 different RA
patients [105,131]. Finally, it has long been known that, in the inflamed RA synovium,
there is ongoing extravascular fibrin formation that correlates with the degree of
inflammation [132] and, although the fact that fibrin could be citrullinated was only
acknowledged upon discovery that it could constitute a target for ACPA in the RA
synovial membrane, it was quickly observed that it was also a general phenomenon in
actively inflamed RA synovial tissues [54].

It therefore appears that citrullinated fibrin up to now constitutes the sole auto-
antigen that clearly reunites all the necessary characteristics that should be possessed by
any antigen likely to embark in a disease impacting autoimmune reaction with ACPA
into the synovial joints of RA patients: its frequent presence in the RA synovial
membrane has been demonstrated conclusively and the autoantibodies recognizing it
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probably encompass the whole ACPA family, meaning that autoantibodies able to
interact with this autoantigen are present in virtually all ACPA-positive patients.
Furthermore, a peculiarity of fibrinmakes it a good candidate for playing an important
role in the self-perpetuating character of RA synovitis. Indeed, as mentioned previ-
ously, fibrin formation in the synovial tissue is an inflammation-dependent phenome-
non resulting from the hyperpermeability of the inflamed synovial microvasculature,
leading to extravasation of plasma fibrinogen rapidly clotted to fibrin, notably due to
inflammation-induced expression of tissue factor that mediates activation of the
extrinsic coagulation pathway [133]. As the disease-specific autoimmune reaction
between ACPA and citrullinated fibrin activates effector mechanisms, the ensuing pro-
inflammatory effects therefore promote formation of new fibrin deposits into the
synovialmembrane. These deposits can then be citrullinated byPADswhose expression
in the synovial membrane also seems inflammation-induced, as will further be re-
counted. As a result, fibrin deposits become new targets for ACPA and that fuels
the synovitis-perpetuating autoimmune reaction (Figure 16.2, Pathophysiological
involvement panel). Of note, expression of PAD in the synovial membrane of RA
patients has already been established [19,20,134–136]. Notably, in a comprehensive
study systematically examining the five PAD isotypes, it was found that PAD2 and
PAD4 but not PAD1, PAD3 and PAD6 were present, and that both enzymes were
demonstrable within or in the vicinity of citrullinated fibrin deposits, suggesting that
both isotypes are involved in their citrullination [20].

Fibronectin

Finally, it should also be mentioned that following an immunohistological study, the
presence of citrullinated fibronectin has been described in the synovial tissue of RA
patients [137], with the associated suggestion that fibronectin citrullination is associ-
ated to RA on the basis that extracellular aggregates of fibronectin were only detectable
in the synoviumof RA patients and not in that of patients with osteoarthritis. However,
the absence of fibrin and fibronectin in control tissue samples was probably due to the
fact that they were probably not inflamed since they were not selected on that criterion.
Analysis of inflamed non-RA synovial tissue samples may have led to a different
conclusion. Nevertheless, should the results be confirmed by immunochemical analy-
ses, in RA synovial membranes the reported co-location of citrullinated fibronectin
with citrullinated fibrin deposits suggests that citrullination of these two proteins,
known to be able to associate via covalent factor XIII-catalysed e-g-glutamyl lysine
bonds, could occur concomitantly in the inflamed synovium. It would therefore be
interesting to formally test whether citrullinated fibronectin also constitutes an antigen
target for ACPA, hence suggesting that it could also serve as an abundant locally
expressed target for the autoantibodies and participate in the harmful autoimmune
reaction involving ACPA.
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16.7 Initial triggering of the autoimmune response
to citrullinated proteins

The so-far-mentioned (possible) joint targets of ACPA constitute candidates
for participating in autoimmune reactions and, possibly, for maintaining ACPA
production, as the presence of ACPA of the IgM class in established IgGs ACPA-
positive RA [138] suggests that recruitment of new B cells into the ACPA response
is sustained along the disease. The possible mechanisms involved both in the
initiation of this autoimmune response and in the fact that this specifically occurs
in RA patients will now be discussed (Figure 16.2, panel on the initiation of the
autoimmune response).

Citrullinated proteins as neoantigens?

The possibility that citrullination of autologous proteins could transform some of them
into immunogenic neoantigens, because of the absence of previous education of the
immune system able to induce immunological tolerance, has been tested in animals.
In LEW.1AV1 rats, citrullination of autologous serum albuminmade it able to elicit an
IgGs antibody response upon inoculation with incomplete Freund’s adjuvant whereas
the native form was not immunogenic [98]. The immunogenic potentials of complete
Freund’s adjuvant-emulsified autologous citrullinated and non-citrullinated fibri-
nogen have also been comparatively evaluated in BALB/c mice [139] and Lewis and
Brown-Norway rats [140]. Whereas non-citrullinated fibrinogen induced no antibody
response, the citrullinated form triggered the development of an IgGs autoimmune
response essentially directed to citrullinated determinants. It should however be noted
that even though citrullinated fibrinogen readily induced a primary autoimmune
response in Lewis rats, a secondary immune response could not be elicited, probably
due to the existence of mechanisms able to exert strong negative controls on the
developing immune response. The concomitant development of a response to non-
citrullinated fibrinogen in rats inoculated with citrullinated fibrinogen could be res-
ponsible for the establishment of such mechanisms. Indeed, it was previously noted
that among several strains of mice immunized with native human fibrinogen, the strains
where the elicited immune response was the most cross-reactive with autologous fibri-
nogen coincided with the strains where no strong secondary response could be obtained
after a second inoculation of the human antigen [141]. Be it as it may, the mouse and
rat studies both agreed in the finding that the autoimmune response to citrullinated
autologousfibrinogen couldnot spontaneously induce joint inflammation.This couldbe
in relation to the establishment of the above-mentioned strong immunoregulatory
mechanisms, which are probably not at work in DR4-IE tg mice that develop arthritis
upon immunization with citrullinated human fibrinogen [102], and/or to the absence of
an antigenic target in the synovial tissue of the immunized animals [140].
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In line with the above-mentioned experimental approaches and because this could
explain why ACPA are so tightly associated to RA, whether the presence of citrullinated
fibrin in the synovial tissue is also specific for RAwas investigated. In studies answering
this question indirectly it was demonstrated that the presence of citrullinated proteins,
including citrullinated fibrin, occurred in the synovial tissue of mice after induction of
arthritis by intra-articular injection of streptococcal cell wall or by immunization
with CII, while the serum of the animals remained devoid of ACPA [100,101]. In
addition, an investigation of the presence of citrullinated proteins in the synovium of
patients with RA or with other inflammatory or non-inflammatory disorders led to the
observation, in the synovial tissue of both RA and control patients, of citrullinated
proteins in extracellular areas considered as corresponding to fibrin deposits in the
absence of any biochemical or immunological evidence [142]. A conclusive answer to
the question was finally obtained by comparing synovial tissue samples from RA
patients with those from non-RA inflammatory and non-inflammatory rheumatic
diseases after selecting the samples for the presence of a synovitis, since it was expected
that fibrin, citrullinated or not, would only be present in inflamed tissues [54]. Using
antibodies to fibrin, ACPA purified from RA sera and the so-called anti-citrulline
antibody, the immunoblotting and histological analyses conducted showed the pres-
ence of a variable quantity of citrullinated fibrin in all samples. Therefore, fibrin
citrullination in the synovial tissue is a general phenomenon associatedwith any type of
synovitis and not necessarily accompanied by induction of an autoimmune response
with production of ACPA. Not surprisingly, the results of the three above-cited studies
are concordant with results obtained when the presence of the enzymes responsible for
citrullination was examined in the joint of animals with experimental arthritides or in
that of RA patients. While both PAD2 and PAD4 enzymes could not be detected in the
synovial tissue of na€ıve mice, PAD4 (and not PAD2) was evidenced in the inflamed
synovial tissue of mice with CIA or with streptococcal cell wall-induced arthritis [100].
In human synovial tissues, systematic analysis of the expression of the five PAD isotypes
found that PAD2 and PAD4were present in samples not only fromRApatients but also
from patients with other arthritides and that PAD2 was also expressed in samples from
patients with osteoarthritis [20]. Furthermore, the expression levels of PAD2 and
PAD4 were both correlated with the intensity of inflammation, particularly the level
of cell infiltration [20]. Finally, also fitting with all these observations, reports have
been made of the presence of citrullinated proteins of still unknown identity in several
other inflamed non-synovial tissues, such as rheumatoid nodules, the muscle of
patients with polymyositis, the tonsil of patients with chronic tonsillitis or the lung
of individuals with RA-associated or idiopathic interstitial pneumonia [143,144].
Therefore, in addition to its physiological occurrence as part of the differentiation
programme in defined organs such as the skin and the central nervous system,
citrullination also appears as able to affect probably any type of tissue subjected to
inflammation, due to the induction of the expression and/or of the activity of PAD(s) in
resident or infiltrating inflammatory cells. Consequently, it now seems highly reason-
able to exclude the possibility that inflammation-induced expression, specifically in RA
patients, of some citrullinated antigen target constitutes the direct explanation for their
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specific autoimmunization against citrullinated proteins, all the more so as ACPA
appear several years before onset of overt inflammation and development of the ACPA
response in initially ACPA-negative patients is rarely seen after the disease is clinically
manifest. A little doubt remains when considering a synovial membrane intracellular
citrullinated antigen defined by a particular commercially available antibody to
citrulline raised in rabbits by immunization with L-citrulline coupled to keyhole limpet
haemocyanin. Very interestingly, it has repeatedly been demonstrated to be present
only in the synovial tissue of RA patients and not in that of patients with other
inflammatory or non-inflammatory rheumatologic disorders, and it was accordingly
proposed to be a candidate for driving the RA-specific ACPA response [136,145,146].
Unfortunately, however, its biochemical nature remains as yet elusive, notably because
the antibody to citrulline that defines it cannot be reliably used in immunochemical
techniques. Such techniques would however permit conclusive demonstration of the
recognition of this antigen by ACPA, an essential prerequisite to reinforce and further
explore the hypothesis that it could play a role in their specific induction in RApatients.

A role for immune-response genes?

Given the very high prevalence of ACPA in RA, their high specificity for the disease,
and their probable pathophysiological implications, many of the as yet incompletely
defined and probably multiple combinations of environmental and genetic factors that
predispose to RAmay actually do so because they positively influence the development
of the autoimmune response to citrullinated proteins. Regarding genetic influences,
progress has recently beenmade concerning the impact of the gene encoding theMHC
class II HLA-DRB1 chain. Thirty years ago, a strong association between RA andMHC
class II geneswas unravelled [147]. This associationwas subsequently largely confirmed
and it was recognized that HLA-DRB1 was the major susceptibility locus within the
histocompatibility locus antigen (HLA) class II region [148], and that susceptibility
alleles of this presenting molecule contained a conserved five-amino acid motif, called
the shared epitope, that was proposed to be the distinctive characteristic conferring
a dose-dependent predisposition to the disease [149]. Less than 10 years ago, an asso-
ciation between shared epitope-bearing alleles and the presence of ACPA inRApatients
sera was reported in several independent studies [59,85,150–152]. Not long after, it
appeared that the association of RA with HLA-DRB1 alleles actually stood exclusively
for the ACPA-positive subset, and not for the ACPA-negative subset and that shared
epitope alleles constitute a risk factor rather for production of ACPA than for RA
development [153–155].One possible direct explanation for this is that shared epitope-
bearing HLA-DR molecules have a particular capacity to present antigenic peptides
derived from citrullinated proteins to T cells providing help to ACPA-producing B
cells. In line with this hypothesis, it was reported that the substitution of an arginyl
residue of a vimentin-derived peptide by a citrullyl residue induced a 10–100-fold
increase in the affinity of the interaction with the shared epitope-positive �0101, �0401
and �0404 HLA-DR molecules while this did not occur with the shared epitope-
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negative �0802, �1101 and �1302 variants [156]. However, in vitro evaluation of the
interaction of purified HLA-DR �0401, �0404 and �0101 molecules with peptides
encompassing the whole a-chain and the whole b-chain of fibrin and with all the
citrullinated variants of these peptides revealed that every tested allele was capable of
binding an important number of peptides and that citrullination did not systematically
positively influence fibrin peptide binding to these HLA-DRmolecules [152], suggest-
ing that citrullination, even though pivotal in the formation of the epitopes recognized
by ACPA,may not be an essential prerequisite for the recognition by T cells. Moreover,
recognition of citrullinated peptides by T cells could be a common phenomenon
associated with immunization, since it has recently been observed that immunization
ofmice with non-citrullinated hen egg-white lysozyme induced the activation of T cells
specific for citrullinated epitopes and that, in vitro, mouse dendritic cells and peritoneal
macrophages presented citrullinated peptides of hen egg-white lysozyme even when
cultured in the presence of the native form of the antigen [157].

HLA-DRB1 is not the sole RA-associated immune response gene for which data have
accumulated indicating that association to the disease is restricted to the ACPA-
positive subset. For instance, the C1858T single nucleotide polymorphism in the
PTPN22 gene encoding the haematopoietic-specific protein tyrosine phosphatase non-
receptor 22 (also known as LYP) confers increased susceptibility to RA, among other
autoimmune diseases [158]. Concerning RA, several studies have now reported that
this polymorphism is actually specifically associated with the development of ACPA-
positive RA [159–162].

An influence of genes encoding PADs (PADI genes)?

Given that PADs are involved in the generation of the antigenic targets of ACPA in the
synovial tissue and since systematic genome analyses (linkage studies) have revealed a
possible RA genetic factor in the region of chromosome 1 encompassing the PADI
locus, PADI genes also constitute candidate genes for the development of ACPA-
positive RA. In 2003, single nucleotide polymorphisms of the genomic region encom-
passing the PADI1–4 genes were explored in a case-control study within the Japanese
population, leading to the discovery of an association between RA and a PADI4
haplotype [134]. The genetic association was confirmed in a replicate study from
Japan [163], in a Korean population [164] and in Caucasian populations from North
America [165] and Germany [166], but was not reproduced in Caucasian populations
from the UK, France or Spain [167–170]. In the initial study, in vitro results suggested
that the presence of the PADI4 haplotype could lead to a more stable mRNA and the
authors proposed that PAD4 expression was increased and that this could lead to
enhanced levels of immunogenic citrullinated proteins [134]. However, the impact of
the putative RA-associated PADI4 haplotype on PAD4 expression levels remains to be
explored. Furthermore, in two studies where an association with RA was observed, no
difference in the frequencies of susceptible haplotypes were shown between ACPA-
positive and ACPA-negative RA patients [166,171], whereas one study reported that,
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among ACPA-positive patients with early RA, ACPA levels were significantly higher in
patients carrying the RA risk haplotype than in patients who did not carry it [172].
Therefore, the question of whether variants of the PADI4 gene are associated with
RA (or with ACPA-positive RA) is still open and the issue as to whether and how
the PADI4 gene could constitute a genetic influence in triggering the autoimmune
response to citrullinated proteins is not solved. Association of RA or of ACPA-positive
RA with variants not only of the gene encoding PAD2, an isotype also expressed in the
rheumatoid synovial membrane, but also of the PADI1, 3 and 6 genes, as the enzymes
they encode may be at work in the citrullination of an initiating autoantigen in a
different tissue, deserves further testing.

Environmental triggers?

The analysis of RA occurrence in bothmonozygotic and dizygotic twin pairs has shown
that environmental factors also play a part in RA aetiology. Obviously, the possibility
that they exert their influence by contributing to the development of the autoimmune
response to citrullinated proteins should not be overlooked. In this respect some
recently uncovered tracks deserve further attention. In particular, cigarette smoking
was not only repeatedly found to constitute a risk factor for RA [173] but also to
constitute an environmental factor strongly interacting with the HLA-DR shared
epitope for the development of ACPA-positive RA [155]. Indeed, in RA patients from
Sweden, previous smoking was dose-dependently associated with the occurrence of
ACPA. Moreover, whereas smoking conferred a small increased risk for the develop-
ment of ACPA-positive RA in shared epitope-negative individuals, smoking in the
presence of one or two shared epitope alleles dramatically increased that risk [155]. This
observation of a major gene–environment interaction between the HLA-DRB1 gene
and smoking in the production of ACPA has been replicated in Dutch and Danish
populations [174,175] but not observed in three out of four studied American cohorts
[176,177]. A model of RA aetiology was proposed, in which heavy smoking stimulates
cell infiltration into the lungs, and subsequent activation and dying of these cells by
apoptosis prompts PAD expression and activation, leading to citrullination of proteins.
Presentation of citrullinated peptides from these proteins by shared epitope-bearing
HLA-DRmolecules then activates T cells that in turn provide help to ACPA-producing
B cells [178]. To support thismodel, investigations have been performed on the presence
of citrullinated proteins and of PAD2 and 4 in the lung of healthy smokers using
immunohistological approaches [179]. This led to observation of an increased expres-
sion of citrullinated proteins in cells from bronchoalveolar lavage and of PAD2 in
bronchial mucosal biopsies in comparison with samples from non-smoking healthy
individuals. Should these results be confirmed and extended by immunochemical and
biochemical approaches they could open the way to identification of the putative
cigarette-induced antigen trigger for ACPA.

Besides lifestyle risks such as cigarette consumption, the hypothesis that infection is
the initiator of the inflammatory process in RA is very longstanding and mainly
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supported by indirect evidence [173]. Here we will concentrate on two microbes that
could play a role in triggering the ACPA response. Both infectious agents might act as
initiators because they express immunogenic antigens that can become citrullinated
in the infected tissue or cell, thereby acquiring epitopes among which some exhibit
sequential or structural homology with citrullinated self-antigens that, due to cross-
reactivity of the immune reaction, then serve as targets for maintenance of both the
synovitis and the immune response.

First, the Epstein–Barr virus (EBV) has been implicated as a potential risk factor for
RA for over 25 years based on various pieces of supporting evidence (for a review
see [180]). Recently, reactivity to a citrulline-substituted peptide derived from the
N-terminal 35–58 amino-acyl residues of the virus-encoded Epstein–Barr nuclear
antigen 1 (EBNA-1) has been evaluated in RA sera as well as in control sera including
connective tissue diseases, chronic arthritides and healthy donors with the result
that antibodies binding to the peptide were detected in 45–50% of RA sera and in less
than 5% of the control sera [181,182]. In addition, the levels of antibodies targeting
this peptide correlated with anti-CCP levels, and antibodies affinity-purified on the
citrullinated viral peptide reacted with in vitro-citrullinated forms of fibrinogen [182].
Moreover, from the lysate of a calcium ionophore-stimulated EBV-transformed
lymphoblastoid cell line, the purified antibodies could immunoprecipitate a 80 kDa
protein that was identified as a citrullinated form of EBNA-1, based on its reactivity
with a monoclonal anti-EBNA-1 antibody and with the so-called anti-citrulline
antibody [182]. These interesting data suggest that citrullination of EBV proteins
may occur in EBV-infected cells undergoing apoptosis and that, at least in a subset of
RA patients, EBV infection may play a role in the induction of ACPA.

Second, by immunoblotting in vitro-citrullinated lysates of HL-60 cells after
monocytic or granulocytic differentiation, a potential target of RA sera was detected
that was subsequently identified to a citrullinated form of the glycolitic enzyme
a-enolase. Reactivity to a 47 kDa band co-migrating with a-enolase specifically in
in vitro-citrullinated lysates and not untreated lysates was detected in 17 out of 52 RA
sera, all of which also contained ACPA [183]. Because in an histological analysis of RA
synovial membranes some degree of co-localization was observed between the abun-
dant cellular staining with an anti-a-enolase antibody and scant cellular staining by
the ‘anti-citrulline antibody’, it was proposed that citrullinated a-enolase could be
a synovial autoantigen and that it could drive the ACPA response [183]. However,
further work is needed to substantiate this hypothesis. In particular, evaluation is
required of the prevalence of antibodies specific for the citrullinated form of a-enolase
in RA as well in non-RA sera, notably in sera from patients suffering from numerous
other disease conditionswhere a reactivity to nativea-enolase has been shown, together
with an immunochemical confirmation of the presence of citrullinateda-enolase inRA
synovial tissues. Nevertheless, it was also noted that the amino acid sequence of
a-enolase is highly conserved and that considerable similarity exists with prokaryotic
a-enolases. Because of the expression of an enzyme with a PAD activity in at least one
bacterium, the oral pathogen Porphyromonas gingivalis, an intriguing speculation from
that studywas that antibodies to human citrullinateda-enolase (presumably a subset of

296 16 PATHOPHYSIOLOGY OF RHEUMATOID ARTHRITIS



ACPA) could be produced during an anti-infectious immune response to bacterial
a-enolase citrullinated by a bacterial PAD [183].Moreover, given that P. gingivalis is an
oral pathogen strongly implicated in the pathogenesis of adult periodontitis and that
this disease and RA share some characteristics, such as the influence of HLA-DR�0401
and �0404 haplotypes of theHLA-DRB1 gene, the attractiveness of the hypothesis that
immune response to citrullinated products of the P. gingivalis PAD activity initiates the
ACPA response, at least in a subset of patients, is enhanced [178].

16.8 Goals for future research

As we have seen, differences in the clinical course and both genetic and environmental
influences between ACPA-positive and -negative RA have started to clearly emerge.
Accordingly, and wisely, it has recently been proposed that from now on a distinction
between samples or measurements originating from the two disease categories be
systematically made in all clinical, pathophysiogical, genetic or therapeutic studies to
enhance our capacity to distinguish possible differences in the pathophysiological
pathways involved [178]. As far as ACPA-positive RA is concerned, numerous ques-
tions on the origin and on the mechanisms of the implication of autoimmunity to
citrullinated proteins in the disease pathophysiology remain unanswered.

Someof our efforts should be devoted to a better understanding of howautoreactivity
to citrullinated proteins plays a role in RA synovitis. In particular, based on their
abundance inRA synovial joints and about the prevalence of their recognition byACPA-
positive sera, a clear vision should soon be possible of what citrullinated joint targets of
ACPA are likely to substantially contribute in an injurious immune reaction. As
inhibition of the activity or of the expression of the PADs responsible for the generation
of these targets may constitute a valuable therapeutic strategy for RA, the cell(s) and
mechanisms involved also should be more precisely characterized. Notably, investiga-
tions are necessary into the apoptosis and/or necrosis events of infiltrating or resident
cells possibly leading to the release of PADs in the extracellular milieu, explaining how
extracellular targets, such as fibrin, can become PAD substrates while PADs are
intracellular enzymes with no secretory signal peptide. Moreover, further studies on
the effector pathways triggered following the interaction of ACPA with their citrulli-
nated synovial targets are needed that should elucidate the involvement of complement
components and better characterize the determinants and consequences of FcgR-
mediated responses. The recent availability of anti-B cell strategies in the clinical
management of RA now permits studies of how clinical improvement and clinical
relapse are paralleled by variations in the levels of ACPA production and in the presence
of corresponding specificB cells in theblood aswell as in solid tissues such as the synovial
membrane or the bone marrow. This research should provide compelling evidence of
the involvement of autoimmune reactions to citrullinated proteins in RA pathophysi-
ology. Moreover, recent results encourage believing that animal models of RA based on
an autoimmune response to citrullinated proteins will soon be available. These should
prove useful in future pathophysiological researches and may also be valuable in the
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assessment and validation of new therapeutic approaches. Another area of interest that
should not be neglected is the identification and characterization of the so-far elusive T
cells that may play a role in triggering the B cell response, as a gain in the knowledge of
bothwhatmaintains andwhat initiates this immune response is to be expected from the
identification of their (citrullinated or not citrullinated) antigen target.

To open theway towards even earlier disease-modifying therapeutic strategies, other
efforts should aim at understandingwhat initiates the immune response to citrullinated
proteins. This will involve not only epidemiological studies, preferably in genetically
well characterized cohorts, but also bioclinical approaches to estimate the overlap
between ACPA and antibody responses triggered by the suspected environmental
factor, and the use of this factor in experimental approaches, in vitro and in animals, to
try and reproduce autoimmunization and/or pathophysiological events. Such animal
studies may help resolving the intriguing question as to how an autoimmune response
that may have been initiated somewhere else in the body or that may target an
ubiquitously expressed autoantigen can end up affecting predominantly the joints.

When someor all of this necessary progress has beenmade, a better understanding of
how the autoimmune response to citrullinated proteins is generated and of the
mechanisms by which it participates in RA pathophysiology is to be expected.
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Abstract

Deimination (citrullination) corresponds to the post-translational conversion of
arginyl residues of peptides into citrullyl residues. This modification is essential in
the formation of the epitopes recognized by autoantibodies to citrullinated proteins
(ACPA), which are IgGs specifically found in the serum of patients with rheumatoid
arthritis (RA), a frequent autoimmune disease associated with chronic and destructive
inflammation of synovial joints. Here wemake an account of the research that led from
the initially described RA-associated anti-perinuclear factor and anti-keratin anti-
bodies to ACPA, and to the recognition that B cell autoreactivity to citrullinated
proteins occurs in the synovial membrane and probably plays a major role in RA
synovitis. Moreover, the nature of the antigen targeted by ACPA in the RA synovium
and the stimuli at play in the induction of the autoimmune response to citrullinated
proteins are discussed.

Key words: rheumatoid arthritis; synovial membrane; autoantibodies; HLA-
DRB1; peptidylarginine deiminase; ACPA; anti-CCP; citrulline; fibrin; filaggrin.
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17.1 Introduction

The ability of the immune system to distinguish self from non-self is essential to
maintain non-responsiveness to self. While self-recognition occurs during early
development, checkpoints that operate in the adult are critical for maintaining and
establishing tolerance to self-antigens that appear after maturity [1] and self-tolerance
continues in adult life. In autoimmune diseases it has been postulated that self-
reactive cells that express low-affinity antigen receptors escapeT cell clonal deletion [2].
Moreover, somatic mutations in adult life can potentially generate B cells with
autoreactive antigen receptors. It is also well-established that loss of self-recognition
and autoimmune disease are more prevalent in females than males [3]. For example,
systemic lupus erythematosus (SLE) is a prototypic autoimmune disease that occurs
nine times more often in women of reproductive age than men [3]. Females in general
are more susceptible to autoimmunity and several diseases show strong female
predominance (Table 17.1).

17.2 Oestrogen receptors

The nuclear receptor gene family includes receptors for oestrogens, androgens,
glucocorticoids, thyroid hormones, retinoids and vitamin D3 [4]. In this chapter we
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focus on the female sex hormone oestrogen (oestradiol 17-b) as a potential contributor
to the development of biased autoimmune disease. Oestrogen serves as a ligand for
two specific receptor proteins termed oestrogen receptor-a (ER-a) and oestrogen
receptor-b (ER-b). Oestrogen receptors (ERs) are transcription factors that bind to
specificDNA sequences of target genes and alter transcription rates [5]. ER-a and ER-b
bind oestradiol with equal affinity and both receptor subtypes interact with the
oestrogen-response element (ERE), an inverted-repeat DNA sequence found in the
promoter regions of many oestrogen-responsive genes [5]. Dimerization of the ER is
required for transcriptional activity and in cells that express both receptor subtypes
ER-a and ER-b can form heterodimers [6]. Recent data demonstrate that significant
differences exist in gene-expression patterns controlled by ER-a and ER-b [4–6].
We have shown that both ER-a and ER-b are expressed in SLE and normal human
T cells [7]. Furthermore, both receptor subtypes are functional in SLE T cells since
ligand-selective agonists stimulate expression of two T cell activation markers, CD154
and calcineurin, respectively [8].

17.3 Oestrogen and autoimmunity

Although controversy about the role of sex hormones in moderating autoimmunity
exists, flares of SLE may be associated with certain phases of the menstrual cycle, and
occur more frequently during pregnancy when sex steroid levels in circulation are
high [9]. Ovulation induction and in vitro fertilization procedures increase circulating
oestradiol levels, which are associated with de novo SLE and flares [10]. After
menopause, flares of lupus tend to subside and the number of new cases substantially
decreases [11]. The safety of oral contraceptives and hormone-replacement therapy for
womenwith stable ormoderate SLE disease has been reported, in theUSA, by the Safety
of Estrogens in Lupus Erythematosus-National Assessment [12] and by a similar study
completed in Mexico [13]. The results from those trials suggest that patients with

Table 17.1 Biased autoimmune diseases. Shown are some of
the more common autoimmune diseases with a higher incidence
in females compared with males. The list is not all-inclusive.
Women are at greater risk (2.7 times) in general than men from
developing autoimmune diseases. Based on [3].

Disease Female preponderance (%)

Addison’s disease 92
Chronic active hepatitis 88
Primary biliary cirrhosis 88
Scleroderma 92
Sj€ogren’s syndrome 93
Systemic lupus erythematosus 88
Thyroiditis 94
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inactive disease can take oral contraceptives without increased risk of flares over the
1-year study period. More recently, however, a study from South Africa has raised a
cautionary follow-up [14]. It is important to consider that in addition to age and dose-
dependent evaluation, the duration of treatment could be a critical factor for women
taking exogenous oestrogens in the form of hormone-replacement therapy [15]. The
safety of oral contraceptives in SLE patients with active disease has not been studied.

Since oestrogen is a key regulator of molecules involved in inflammation, and
circulating oestradiol is highest during the peak time of SLE onset, oestradiol could
contribute to the development, progression or severity of SLE [16,17]. Oestrogen
stimulates T cell activation markers [18,19] and regulates molecules that promote
inflammation (reviewed in [20]). In animal models of SLE, female mice develop an
earlier aggressive disease that is ameliorated by ovariectomy and/or androgen thera-
py [21].Non-lupus-prone normalmice, engineered to express a heavy-chain anti-DNA
antibody transgene can be induced into a lupus phenotype by oestrogen administra-
tion [22]. Oestrogen increases the production of cytokines [23] and immunoglobulins
in circulation [24]. Oestrogen is reported to enhance the proliferation of T cells [25]
andmacrophages [26] and to directly stimulate the expression of genes inmouse B cells
that allows some autoreactive cells to escape apoptosis [27]. Abnormal T cell regulation
of B cells could result in antibody/autoantibody secretion [28]. SLE is the autoimmune
disease with the largest number of detectable autoantibody specificities [29]. Therefore,
oestrogen-dependent T cell stimulation provides a molecular link between hormone
activation of the T cell, increased T cell–B cell interactions and SLE pathogenesis.

Oestrogen-responsive cells in the immune system include monocytes [30] and
T cells in peripheral blood [31,32], thymus [33] and synovial tissue [30]. Peripheral
blood mononuclear cells from females and males [7] express transcripts for ER-a and
ER-b. Further analysis of ER-a transcripts in our laboratory [34] revealed that
peripheral blood T cells, monocytes and B cell lines obtained from patients with SLE
express ER-a transcripts similar to those from the same cell types of normal individuals.
These findings have been confirmed by Kassi et al. [35], who reported that peripheral
bloodmononuclear cells from SLE patients express wild-type ER-a, ER-b and the same
ER-a variants as normal individuals. The binding affinity, activity and quantity of
ligand bound to ER-a are not altered in women with SLE [31,36]. Primary transcripts
from both receptor subtypes are alternatively spliced, suggesting that differential
sensitivity to ER action could occur by the predominance of an alternatively spliced
variant in SLE T cells. Our data [34] do not support the postulate that any alternatively
spliced ER-a variant is preferentially associated with SLE. However, other studies
suggest that ER-a polymorphisms are associated with early [37] and late [38] SLE
disease onset and with certain clinical patterns of disease. It remains to be shown that
the alternatively spliced transcripts are translated into functional proteins and how
these variants might contribute to SLE onset or disease progression.

The identification of both ER-a and ER-b transcripts in human T cells complicates
elucidationof the potentialmechanismsunderlying ERactionbecause altered responses
could arise by changes in the action of either ER-a or ER-b. It is not known whether
ERs regulate the same genes in T cells, or whether ER-b can inhibit ER-a-directed
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responses [39]. The interaction of ERs is more complicated than simple receptor
binding to EREs because ER can also bind with other transcription factors, such as
activator protein 1 (AP-1) [40], resulting in productive multiprotein transcriptional
regulatory complexes. Thus, it is possible that ER action is altered in SLE T cells because
one receptor dominates, or because the ratio of receptor subtypes is different in SLE
compared with normal T cells.

Increased levels of oestradiol in circulation would enhance oestrogenic effects on the
immune system. In general, however, levels of oestradiol are within the normal range in
women without and with SLE, although increased plasma oestradiol has been reported
in some SLE patients [41]. Themajority of evidence to date does not support increased
levels of plasma oestradiol as a causative factor for the oestrogen-dependent effects
reported in SLE.

The efficacy of oestrogen action in target cells is also dependent on the metabolism
and turnover of the ligand–receptor complex. Oestrogen metabolism in some SLE
patients is disordered, with a skewing towards biologically active metabolites [42].
Specifically, the hydroxylation of oestrone is favoured such that the 16-hydroxylated
compounds are more abundant metabolites than the catechol oestrogens. The conse-
quenceof this alteredmetabolismcouldhave important consequences sincebiologically
activemetabolitesmay prolong oestrogen action on target tissues.Oestriol is elevated in
womenwithSLE andmenwithKlinefelter’s syndrome,while patients of both sexes have
increasedamountsof 16-ahydroxyestrone.Asmentioned earlier,most studieshavenot
found significant differences in the levels of oestrogen in circulation in the form of
oestradiol17-b.Alteredmetabolismmaycontribute to increasedoestrogensensitivity in
some patients. However, SLE T cells in culture respondwith increased sensitivity to the
poorly metabolized 2-fluoro-oestradiol [18], suggesting that altered metabolism is not
the only mechanism responsible for the differential action of oestrogen in SLE T cells.

SLE is influenced by genetic factors and progress has beenmade in the identification
of susceptibility genes [43,44]. Althoughmultiple genes are involved, disease onsetmay
not occur in the absence of environmental or exogenous triggers [45]. The concordance
for SLE among monozygotic twins is relatively low [46]. Together, these observations
suggest that factors in addition to genetic susceptibility contribute to the development
of SLE. Furthermore, the molecular basis underlying deregulation of immune cells
in SLE would appear to be global in nature since multiple genes are inappropriately
regulated [47]. For example, measurement of 160 variants in the sera of SLE patients
using a high-throughput proteinmicroarray revealed 30 abnormally regulated proteins
including cytokines, chemokines, growth factors and soluble receptors in SLE patients
compared with control samples [48]. The question, for which there is no current
answer, is what sort of molecular mechanisms could explain the deregulation of such a
wide variety of different factors?

17.4 Foxp3 and ERs

One possibility that comes to mind regarding a global regulatory mechanism revolves
around the concept that oestrogen, acting through the ER, could control a so-called
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master regulatory gene such as Foxp3. Foxp3 is a member of the forkhead (Fox) gene
family of winged helix transcription factors that binds to the promoter regions of
well-characterized genes involved in T-cell activation [49,50]. The major role of
Foxp3 is to dampen the induction of key genes upon T regulatory cell stimula-
tion [50,51] and failure of Foxp3 suppression leads to over-expression of genes
associated with autoimmune diseases. Patients with active SLE show decreased Foxp3
expression [52]. Oestrogen increases Foxp3 expression in mouse T regulatory cells
(CD4þCD25þ ) [53,54]. Recent evidence suggests that Foxp3 must be stabilized by
epigeneticmodification for a permanent suppressor cell lineage todevelop [55], opening
a new and important line of investigation.We are just beginning to test whether Foxp3
is an ER target in human T cells.

17.5 ERs and histone modifications

In this review we focus on epigenetic changes that may be exerted by the more recently
discovered contributor to transcriptional regulation known as the histone code [56,57].
Although less is known about the relevance of histone changes as relates to disease
processes, evidence is beginning to accumulate that nuclear receptors will be key
effectors of epigenetic change because they recruit proteins into complexes that modify
histones and chromatin structure [58,59]. Chromatin, which serves as the template for
eukaryotic genetic information, is comprised of histone and non-histone proteins that
compact DNA in the nucleus. DNA is compacted by wrapping around nucleosomes
which contain two molecules each of H2A, H2B, H3 and H4 small basic proteins that
have charged N-termini protruding from the nucleosome core, referred to as histone
tails. A major problem for any transcriptional regulatory protein is attaining access to
DNA regulatory sites since most of the genome is highly compacted in a eukaryotic
nucleus. Modification of the histone tail domains through acetylation, methylation,
phosphorylation and other post-translational changes contributes to different epige-
netic states [56]. For example, histone methylation regulates chromatin structure and
depending on the site of methylation transcription can be activated or repressed [58].
ERs function as transcription factors and regulate target gene mRNA levels. They
contain subdomains that are necessary for transcriptional activation because these
regulatory domains form a docking surface for other proteins known as co-activators
and co-repressors [60]. Nuclear receptor co-activators enhance transcription while
nuclear co-repressors suppress transcription by modifying the histones at target gene
sites.

17.6 The histone code

The histone code revolves around the concept that covalent modification of histones
marks chromatin in a stable and heritable fashion that can lead to differences in ‘on’
and ‘off ’ states of transcriptional activity [57]. Co-activators recruit enzymes that
phosphorylate, acetylate and methylate histones and thereby modify chromatin
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structure [60,61]. Histone acetylation has been known for some time to ‘open’
chromatin and allow access of transcription factors; however, not all forms of
acetylation stimulate transcription and not all forms of deacetylation inhibit the
process. Histone modifications do alter chromatin compaction but they also provide
a code for additional regulatory events that lead to nucleosome phasing, assembly of
the protein complex required for transcription initiation, protein recruitment or
blockade from the chromatin template and regulation of a series of highly ordered
but dynamic changes during transcription [60–63].

17.7 Co-activators

The development of microarray technology has been used to assess a more global view
of the genome and, thereby, has enhanced our understanding of transcriptional
regulation. It is clear that gene regulation is not achieved by the binding of a single
factor; rather, there is a cyclic recruitment of factors, modification of chromatin and
turnover of transcription complexes [62]. This allows for constant sensing of a variety
of signalling inputs to finely control transcription [63]. The use of chromatin
immunoprecipitation (ChIP) assays revealed that association of the ER to the promoter
region of target genes stimulates the recruitment of numerous proteins, including
the cAMP-response-element-binding protein (CREB), p300/CBP-associated factor,
the co-activator-associated arginine methyltransferase 1, p160 co-activator proteins
and RNA polymerase II [64–66]. Concomitant with this co-factor recruitment are
changes in histone acetylation and relaxation of chromatin at the regions of transcrip-
tional activation presumably facilitating the binding of transcription factors into
multiprotein regulatory complexes. ChIP microarray analysis, also called ChIP-chip,
of ER-binding sites on a chromosome-wide scale [66,67] revealed that most of the
putative ER-binding sites were some distance from gene targets. The results were
consistent with a model suggesting that distal chromatin regions function by looping
out the DNA to bring the enhancer and promoter regions together.

17.8 Pioneer factors

Gene transcription is controlled by DNA-bound transcription factors that recruit co-
factors involved in chromatin remodelling [60]. The recruitment of RNApolymerase II
and TATA-box-binding proteins is a prerequisite but does not appear to be sufficient
for transcriptional activation. In some instances, factors termed pioneer factors are
associated with heterochromatic regions [67,68]. Pioneer factors serve to recruit
transcriptional regulators such as the ER to specific DNA-binding sites where the
ER recruits additional regulatory factors. Some of these factorsmodify histone proteins
to open or unwind compacted chromatin and facilitate transcription [58,65]. A balance
of co-activators and co-repressors is central to the magnitude and nature of a response
to nuclear receptors and their ligands [69,70]. Moreover, the promoter context and
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regulatory environment exert control over the histone modifiers and direct the
activation or repression of transcription [5,69,70].

17.9 Co-repressors

The co-repressors repress gene transcription by blocking access of other factors to
DNA regulatory regions. Two well-characterized co-repressors, silencing mediator of
retinoid and thyroid hormone receptors (SMRT) and nuclear hormone receptor-
corepressor (N-CoR), operate by recruiting histone deacetylases (HDACs) that
deacetylate histones and interferewith transcriptional initiation [71,72]. It is important
to note that co-repressors and co-activators function widely in transcriptional regula-
tion. For example, p300 serves as a co-activator for nuclear factor kB [73] and it is also
involved in transcriptional repression by nuclear factor kB [74]. Recent evidence
suggests that the recruitment of co-activators and co-repressors to the promoter of ER
target genes can be affected by the binding of oestrogen (ligand), antioestrogens and
the ERE along the DNA [75,76]. In the absence of hormone, several of the nuclear
receptors including the ER are unable to bind co-repressors. However, in the presence
of hormone antagonists the ER undergoes a conformational change that facilitates
co-repressor binding. The balance between activators and repressors may be a key
concept for understanding ER-regulated gene expression.

17.10 ERs and cell proliferation

It is well established that ERs stimulate the proliferation of a variety of cell types
including cells belonging to the immune system. Overexpression of cell-cycle-regula-
tory proteins may lead to abnormal oestrogen-dependent gene regulation. In breast
cancer cells, cyclin D1 protein is often upregulated. It can function as a bridge and
recruit steroid receptor co-activators to the ER and stimulate transcriptional activation
in the absence of oestrogen [77]. The binding of cyclin D1 to the ER-a promoter
increases expression because BRCA1, a repressor of ER-a transcription, is unable to
bind when the promoter is occupied by cyclin D1 [78]. Altered signal transduction
in SLE T cells results in abnormal levels of transcription factors and cell-adhesion
molecules [79]. It remains to be established whether alterations in the cellular milieu
and transcriptional regulatory proteins leads to abnormal ER regulation of target genes
in SLE T cells.

17.11 Epigenetic changes in disease

Phenotypic plasticity and epigenetic changes may be central for understanding genetic
disorders and other types of diseases including cancers [80,81]. It is becoming clear that
epigenetic changes occur in stressed cells and that specific remodelling of chromatin
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may be related to the type of stress [82]. Epigenetic changes are thought to underlie the
development of some types of breast cancer and targeting of the factors involved to
develop more specific therapies is a vigorous area of research [83]. In ER-negative
breast cancer cells the promoter region is hypermethylated and ER mRNA is
absent [84]. Treatment of ER-a negative cells with DNA methyltransferase or HDAC
inhibitors lead to a resumption of ER mRNA expression and the production of
a functional protein. The activation of ER gene expression using 5-aza-20-deoxycyti-
dine stimulates the release of a repressor complex that contains methyl-binding
proteins [84].

17.12 ERs and SLE

ER-a is an epigenetically regulated gene [84] and T cells from SLE patients have
decreased total genomic methylation compared with age-matched controls [85].
Decreased methylation of ER-a would be expected to increase transcript levels.
Consistent with this possibility, a recent report [86] suggests that ER-a transcripts
are higher in circulating T cells of SLE patients compared with normal T cells. At the
protein level, however, we find that ER-a but not ER-b is lower in the T cells of
some SLE patients compared with the amount in T cells from normal individuals
(Figure 17.1 [8]).We donot knowwhether the level ofmRNAcorrespondswith a lower
level of ER-a protein in SLE T cells and this possibility is currently under investigation.
It is important to clarify this issue because identification of the underlying mechanism
will provide greater insight into ER effects in SLE.
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Figure 17.1 Measurement of oestrogen receptors in human T cells shows greater variation in the
amount of ER-a in SLE compared with normal T cells. Data shown are the amount of ER-a and ER-b in
T cell extracts, expressed as a ratio to the amount of b-actin in the same samples. Horizontal lines are
the median values from 13 and 16 SLE patients and 13 and 11 normal controls for ER-a and ER-b,
respectively. From [8]. Reproduced by permission of the Journal of Rheumatology.
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ER-a is lost in a breast cancer cell line by direct binding of the transcription factor,
Snail, with DNA-regulatory regions along the ER-a promoter [87]. Loss of ER-a
signalling lead to altered transforming growth factor b signalling in that breast cancer
cell line. Since transforming growth factor b is central to the development of toler-
ance [88] it is important to uncover the molecular basis for low ER-a protein
in the T cells from some SLE patients and investigate how low ER-a contributes
to SLE. Alternatively, low ER-a levels in SLE T cells could result from increased
turnover of the protein. Protein degradation via the ubiquitin-proteasome system
has emerged as a major regulator of nuclear receptor transcription [89,90]. The 20 S
proteasome b subunit low molecular mass polypeptide 2 (LMP2) is necessary for
ER-dependent transcription and cell-cycle progression [91]. A splice variant of ER-b,
which has a unique C-terminus, antagonizes ER-a transactivation by stimulating
proteasome degradation of ER-a [92]. While purely speculative at this point, inap-
propriate assembly and turnover of the ER-a complex could underpin the aberrant
oestrogen-dependent gene regulation that we have reported [18,19].

17.13 Co-activators and phosphorylation

ER-mediated gene transcription is tissue and cell-specific and can be coordinately
regulated by non-genomic signalling [93]. Oestrogen induces mitogen-activated
protein kinase signalling, which is essential for cell proliferation. Regulation of nuclear
co-factors by phosphorylation has been less well studied but it is a potentialmechanism
to impart specificity and selectivity to transcriptional regulation. A co-activator
complex formed between helicases and p160/p300 co-activators binds more strongly
to phosphorylated than non-phosphorylated ER-a [94]. Co-factor phosphorylation
can activate or repress transcription and different kinase signalling pathways may exert
differential effects [95].

SLE T cells are known to be deficient in protein phosphorylation [96], which could
contribute to global deregulation of gene expression. Recent results from our labora-
tory [97] suggest that the T cells fromSLEpatients with inactive ormild disease respond
to oestradiol by suppressing phosphorylation but as disease activity increases the
suppressive effect is lost. This result was surprising since we anticipated increased
phosphorylation in response to oestradiol based on the results obtained in other cell
types. Although the sample size in our study is relatively small, the results are important
because they highlight the problems with oestrogen-dependent signalling and gene
regulation in SLE T cells at many different levels. Although we have investigated
numerous possibilities to identify the molecular basis for increased sensitivity of SLE
T cells to oestradiol the underlying molecular defect responsible for the differences
remains elusive. Our results suggest that ER gene regulation in SLE T cells is complex
and thatmechanisms that are classically associatedwith ER actionmay not fully explain
the oestrogen sensitivity of the SLE T cell. The new frontier, for which little data
currently exist,may require exploration into the epigeneticmodification of gene targets
that are somehow altered in SLE T cells.
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17.14 Endocrine disruptors

Asmentioned above, individuals with SLE susceptibility genesmay not develop disease
in the absence of environmental triggers. The release of industrial wastes into the
environment has raised concerns about the potential oestrogenic-like activity of
some of these synthetic chemicals [98–100]. Although several studies suggest effects
of these chemicals on development and tissue-specific responses the mechanisms of
action are not well understood. Xenobiotics, and specifically xeno-oestrogens, may
disrupt normal endocrine function because they can bind to ERs and either inhibit or
enhance ER action [101,102]. Treatment of female (NZB/NZW) F1 mice with
chlordecone accelerates the rate of SLE development [103]. Subsequent analysis of
these mice indicates that chlordecone reduces total B cell and germinal centre B-cell
apoptosis without affecting B cell proliferation [104].

Certain drugs have been associated with the development of a lupus-like syndrome
[105] and a recent report suggests that a combination product of synthetic conjugated
oestrogens can induce a similar syndrome in a post-menopausal female [106]. The
study from Lascombe et al. [101] shows that certain xenobiotics tested in vitro are not
able to interact with steroid receptor co-activator-1 (SRC-1). However, the test agents
were able to drive ER-mediated transcription of a luciferase reporter gene transfected
intoMCF-7 cells, and these chemicals displaced oestradiol from the ligand-binding site,
suggesting that the xeno-oestrogens were functional. A direct connection between the
onset of autoimmunity and exposure to xeno-oestrogens has been difficult to evaluate
because the concentration of offending agents and the time of exposure required to
exert effects are difficult to establish. Nevertheless, this is an area of research that
requires additional investigation and the ability to assess the genome atmillions of sites
may revolutionize our understanding about the relationship between environmental
agents and human health [107].

17.15 Perspectives and future directions

In this chapter we have reviewed some of the evidence that the ERs will play a key role
in regulating epigenetic changes in target cells. At the present time, there are few data
to support the concept that altered epigenetic changes underlie the development or
progression of autoimmune diseases. However, the broad scope of signalling path-
ways that are defective in autoimmune diseases such as SLE is consistent with some
sort of a global mechanism. We have identified calcineurin [18] and CD154 [19] as
oestrogen-responsive genes in SLE but not in normal T cells. Monthly administration
of the ER antagonist, Faslodex (chemical name fulvestrant), over a 1-year period
significantly decreased calcineurin and CD154 expression [17]. Importantly, disease
activity improved in the Faslodex arm of the study and the amount of prednisone
patients were taking was reduced (Table 17.2 [17]). The results are exciting but also
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preliminary owing to the small number of patients enrolled. It is our view that lupus
patients need specific therapeutic approaches that are targeted towards basic hor-
monal-immune deregulation and not global suppression of their immune systems.
To begin to address this need we have initiated microarray profiling to identify
signalling pathways in SLE patients that are abnormally regulated by oestrogen and
contribute to disease activity. Blockade of these pathways with Faslodex is expected to
reveal those genes and pathways, which are the most important contributors to
disease activity. It is clear that alteration in the balance of co-activators and co-
repressors alters the transcriptional regulation of oestrogen-responsive genes. This is
an area of research that requires greater effort, particularly regarding hormone effects
in the immune system. Altered co-factor recruitment may lead to abnormal
epigenetic marks and may explain the abnormal oestrogenic response in SLE
compared with normal T cells.

We have briefly mentioned the possibility that oestrogen mimics could be environ-
mental agents that act as ‘triggers’ for disease onset. Although these chemicals are
capable of binding to the ER, it is likely that the action of the ER at gene-regulatory
regions is different when xeno-oestrogens are bound. Experiments to test the role
of xeno-oestrogens as triggers for autoimmunity will be complicated to design. New
technology including array-based approaches across the entire genome may lead to
better assessment of epigenetic changes over time. Recent results suggest protein
modification at arginine residues of core histones correlates with cell-fate determina-
tion in the mouse embryo [108]. CARM1 methylates arginine residues in histone H3
leaving an epigenetic mark that confers overall gene activity. CARM1 is a transcrip-
tional co-activator of nuclear receptors, but it also operates with other transcriptional
regulators to alter chromatin structure and gene activation. These results open up the
possibility that epigenetic instructions may occur during early development and be
involved in cell lineage determination. Although the task will be daunting, it is time to
explore the role of ER recruitment of co-factors and co-repressors to target genes in the
immune system (see Figure 17.2). It is important to ask whether the so-called histone
code is different in SLE T cells compared with normal T cells. Both the ER and Foxp3
genes are epigenetically regulated. Are there differences in the histone code that could
explain the deregulation of numerous genes that occurs in SLE? Ultimately, increased

Table 17.2 The ER antagonist Faslodex (chemical name fulvestrant) lowered the amount of
prednisone patients were taking and reduced the Systemic Lupus Disease Activity Index (SLEDAI)
in female SLE patients enrolled in a 1-year study. For study details see [17].

Faslodex arm (n¼ 8) Placebo arm (n¼ 8)

Pre-study Visit 12 Visit 15 Pre-study Visit 12 Visit 15

Prednisone (mg/day) 5.75 2.5 2.5 5.25 10.25 10
SLEDAI 8.25 3.75 3.5 7.8 7.0 6.6
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knowledge about epigenetic changes should provide unparalleled opportunity for new
treatments because epigenetic changes could be reversible and therefore making the
resulting disease treatable. The next decade of research is expected to provide new
insight about the role of the ER and its participation in the development and/or
progression of gender-biased autoimmunity.
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Figure 17.2 A co-activator/co-repressor epigenetic code may contribute to biased autoimmune
diseases. (a) ER gene activation. Ligand-activated (E) ERs bind to target genes and stimulate the
recruitment of a co-activator complex. Transcriptional activation requires the assembly of numerous
co-regulatory proteins that stimulate covalent modification of histones, such as histone methylation
(Met-H3, H4) and acetylation (Ac-H3, H4), and nucleosome remodelling. (b) Epigenetic repression.
In autoimmune disease, deregulation could occur by the presence of a co-repressor complex that
blocks the activation site or the absence of one or more co-activator components. The balance of
co-factors is central to gene expression and can explain deregulation of both activation and
repression mechanisms.
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Abstract

We review the evidence that oestrogen (oestradiol 17-b), acting through its receptor
proteins, contributes to biased autoimmunity. We also explore data supporting the
concept that alterations in the histone code can induce epigenetic changes in target cells
contributing to a variety of human diseases. Oestrogen receptors are viewed as key
effectors of epigenetic changes because they recruit protein complexes that modify
histones, alter chromatin structure and regulate target gene transcription. Inappro-
priate co-factor recruitment at the regulatory regions of oestrogen receptor-responsive
genes may alter epigenetic marks and contribute to the development of autoimmune
disease. Identification of epigenetic changes regulated by oestrogen receptors may lead
to the development of specific treatments to improve hormone-associated pathologies
in gender-biased autoimmune disease.

Key words: oestrogen receptors; oestradiol 17-b; gender-biased autoimmunity;
epigenetics; SLE; T cells.
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Epigenetics and systemic
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18.1 Introduction

Systemic sclerosis (SSc) is a connective-tissue disease characterized by a heterogenous
clinical picture where skin and internal organs may determine different clinical
features [1]. SSc and other connective autoimmune diseases are significantly more
frequent in women than in men [2,3]. Widespread fibrosis in the skin, lungs,
gastrointestinal tract, blood vessels, heart and other organs is the pathological hallmark
of SSc. Tissue fibrosis plays a major role in the chronic progressive clinical manifesta-
tions of the disease, and alterations in the peripheral vascular system are the earliest
clinical symptoms of SSc [4]. Fibrosis, the culmination of the interplay between the
immunological, vascular and fibrogenic events in the pathogenesis of SSc [5], is defined
by the overgrowth, hardening and/or scarring of various tissues and is attributed to
excess deposition of extracellular matrix components including collagen. Histological
examination of lesional skin demonstrated a marked increase in the thickness of
the dermis. Because skin thickening is manifest in most patients, researchers have
analysed the molecular and biological functions of lesional skin fibroblasts that are
derived from SSc patients [6], and the aberrant production of precursor interleukin
(IL)-1a by skin SSc fibroblasts was associated with the induction of IL-6 and
procollagen, which contributes to the fibrosis [7]. It is possible that epigenetic
mechanisms are involved in collagen synthesis. They could operate at three levels:
regulation of gene transcription, control of RNA stability and regulation of intracellular
degradation of newly synthesized procollagen molecules before their secretion.
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18.2 Vascular alterations in SSc

In patients with SSc, dysfunction of the immune system, vascular injury and fibrosis
may appear simultaneously or sequentially. Some organs may display predominantly
or exclusively one feature, such as vascular disease in the kidneys, whereas other organs,
including the skin and lungs, may be characterized by a mixture of inflammatory,
vascular and fibrotic disease occurring at the same time or at different times. In SSc,
clinical and pathological findings of vascular damage and endothelial cell activation
strongly support the hypothesis of a unique vascular disease as an important and
primary process. The initial events leading to vascular alterations are poorly under-
stood but are thought to involve the endothelium with injury and proliferation,
followed by an increase of smooth muscle cells, as well as deposition of interstitial
matrix. Eventually, complete occlusion of the vascular lumen may develop. Evidence
for endothelial cell injury in SSc includes increased circulating levels of factor VIII/von
Willebrand factor, increased numbers of circulating platelet aggregates and increased
levels of endothelin-1 [8–11]. Anti-endothelial cell antibodies have been reported, but
they appear to be secondary, or epiphenomenal, rather than primary events. Activation
of the immune system with the formation of perivascular infiltrates is another early
feature of SSc. There is no evidence of immune complex deposition into the vessel walls.
Although perivascular accumulation of mononuclear cells is seen in the skin, such
infiltration is absent in the vascular injury of the kidneys and lungs. These infiltrates are
dominated byT cells and are thought to contribute to the activation of fibroblasts by the
release of profibrotic cytokines such as IL-4 [12]. The most common modifications
associated with endothelial functional impairment is the alteration of leucocyte and
lymphocyte adhesion proteins, whose expression is regulated by inflammatory cyto-
kines. These molecules are cell-surface proteins involved in the cell-to-cell commu-
nications that regulate the movement of leucocytes and lymphocytes between body
compartments. The loss of viable endothelial cells also leads to loss of protective and
vasodilating cytokines. Nitric oxide and prostacyclin production are lost, and the
action of vasoconstrictive mediators, such as endothelins, is unopposed. Loss of
vascular prostacyclin favours platelet aggregation and in situ thrombosis. Thus the
involvement of the microvasculature is functional at the beginning (reversible vaso-
spasm) and structural in the advanced phase (obliterative vasculopathy), this latter
phase being mainly due to neointimal proliferation of mesenchymal cells and deposi-
tion of interstitial matrix. It is likely that prolonged endothelial cell perturbation and
activation induced by ischaemia and reperfusion may lead to dysfunction and
irreversible loss of integrity, with cell detachment and persistent tissue injury. Endo-
thelial cell damage with apoptosis resulting in the loss of capillaries is considered as one
of the earliest changes in the pathogenesis of the SSc [13]. There are also attempts to
compensate for the reduced capillary density leading to the formation of altered
capillaries [14]. Nailfold capillaroscopy shows a variety of thesemorphological changes
including enlarged capillaries, bushy capillary formations, microhaemorrhages and a
variable loss of capillaries with or without avascular areas. Despite the reduced capillary
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density there is, paradoxically, no sufficient angiogenic response in the skin of patients
with SSc [15].

18.3 Tissue hypoxia, oxidative stress and SSc

One consequence of the ensuing decrease in vascular flow is lower oxygen tension in the
microcirculation. Scleroderma skin is characterized by low oxygen tension [16] and the
resulting hypoxia stimulates collagen gene transcription in fibroblasts, stimulates their
proliferation and alters their response to growth factors [17,19]. One potential
mechanism may be induction of autocrine transforming growth factor b (TGF-b)
[17,18]. Thrombospondin-1 produced in response to hypoxia may further amplify
TGF-b signalling by releasing active TGF-b from its complex with latency-associated
peptide [20]. TGF-b, in turn, triggers a cascade of fibrotic consequences. In endothelial
cells hypoxia induces enhanced transcription of the gene for platelet-derived growth
factor (PDGF)-B mRNA [21], a powerful mitogen and chemotactic factor for sur-
rounding fibroblasts. Hypoxia may further stimulate mitogenesis through upregula-
tion of vascular endothelial growth factor (VEGF). Hypoxia also induces protective
mechanisms that limit cell damage and fibrosis, particularly in the lungs.Many of these
effects are mediated by the protective molecule haem oxygenase-1 (HO-1) [22,23],
which protects against endothelial cell and fibroblasts apoptosis [24,25] and ensuing
vascular damage [26].

Usually, tissue ischaemia leads to the expression of angiogenic growth factors
(e.g. VEGF), which then initiate angiogenic sprouting by inducing vasodilatation,
proliferation andmigration of endothelial cells, and stabilization of the lumina to form
new vessels [27]. VEGF is themajor regulator of neovascularization and the elevation of
plasma levels in SSc could stimulate angiogenesis [28]. The promotion of angiogenesis
byVEGF is, at least in part, dependent on the vitronectin receptor, also calledavb3 [29].
Some SSc patients showed high percentages of newly formed avb3-positive blood
vessels, suggesting a potential for reparative angiogenesis [30].

An increase in oxidative stress is closely associated with endothelium aging, largely
due to a progressive degeneration of the endogenous free radical scavengers over time.
Chronic exposure of endothelial cells to reactive oxygen species (ROS) induces
morphological changes and impairment of cell–cell adhesion [4,31], and oxidative
stress increases vascular endothelial permeability, which is coupledwith alterations in
endothelial cell signal transduction. Excess generation of ROS has the ability, either
directly or indirectly, to damage proteins, DNA and other cell biomolecules.
Oxidative changes to proteins can lead to diverse functional consequences, such as
inhibition of enzymic and binding activities, increased susceptibility to aggregation
and proteolysis, increased or decreased uptake by cells, and altered immunogenici-
ty [32]. In 63 patients affected by SSc, peroxidation products (diene conjugates) and
antibodies against oxidized low-density lipoproteins were significantly in-
creased [33]. The highest values of parameters of oxidative stress were found in the
early stages, when the episodes of reperfusion after ischaemic episodes (Raynaud�s
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phenomenon) are very frequent. In the early stages of SSc, microvascular damage is
higher than in later stages, when the number of microvessels is already significantly
reduced.

Tissue hypoxia due to decreased tissue perfusion aggravates tissue injury. Silverstein
et al. measured tissue oxygen pressure and found that SSc skin is hypoxic compared
with the unaffected skin or that of control individuals [16]. In normal primary skin
fibroblasts, hypoxic conditions induce collagen mRNA, suggesting that low oxygen
pressure may contribute to the increased fibrogenic properties of SSc fibroblasts and to
the pathogenesis of the disease [17].

18.4 Respiratory burst and post-translational
modifications in SSc

ROS are key cell transducers of fibroblast proliferation and collagen gene expres-
sion [34,35]. Svegliati et al. observed that a pathway linking the signalling proteins
Ha-Ras, growth factor–activated extracellular signal-regulated kinases 1 and 2 (ERKs 1
and 2) and ROS is amplified in SSc fibroblasts [35]. Furthermore, PDGF can induce
ROS and Ras–ERK1/2 signalling [36], and IgGs derived from SSc serum reacts with
humanfibroblasts [37]. Baroni et al.demonstrated that SSc serumcontains stimulatory
IgGs autoantibodies directed towards the PDGF receptor [39]. These autoantibodies
may trigger fibroblast activation through the PDGF receptor–ROS–ERK1/2 cascade
and play a causal role in the pathogenesis of the disease [38].

The respiratory burst may be an important pathogenic factor involved in the
modification of the hypoxic tissue in SSc. Therefore, endothelial damage and
oxidative stress are tightly linked in SSc pathogenesis. Endothelial cells possess several
defence mechanisms against oxidative stress, such as the inducible isoform of
HO-1 [39]. Regarded as one of the most effective, HO-1 has cytoprotective and
anti-apoptotic effects due to its production of carbon monoxide [40]. A diminished
haem oxygenase activity is associated with cell death in response to oxidative
stress [41]. Moreover, a blunted haem oxygenase activity exacerbates the inflamma-
tory response in the arterial wall in animal models of atherosclerosis [23]. Similarly,
HO-1 gene silencing increases ROS production, a phenomenon paralleled by an
increased apoptotic cell death [42], and lack of homeostatic HO-1 upregulation fails
to protect from oxidative damage and results in a higher rate of apoptotic cell
death [42].

Remarkably, hypoxia has been shown to activate the expression of a number of genes
at the posttranscriptional level. Panchenko et al. demonstrated that hypoxia induced
HO-1 mRNA in SSc fibroblasts to a greater extent than in their normal counter-
parts [24]. The role of this alteration in the pathogenesis of SSc is unclear, but the
authors hypothesized that the protective role of HO-1 overexpression in hypoxic SSc
skin may account for prolonged survival of a subset of hypoxia adapted cells and, thus,
contributes to skin fibrosis.
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18.5 The epigenome and its environmental
reprogramming

Genetics has been hypothesized to have a main role in SSc susceptibility. Yet, none of
the genetic candidates is sufficient to induce the disease. For this reason, exogenous
factors and epigenetic modifications have been claimed to have a role in determining
the disease phenotype. This hypothesis is corroborated by the fact that the concordance
rates differ significantly between dizygotic and monozygotic SSc twins [43].

In vertebrate cells the epigenome establishes gene-expression profiles. In contrast
with the genome, which is identical in different cell types, the epigenome is dynamic
and varies from cell to cell [44]. One of the major problems of genetics is the fact that,
despite harbouring identical DNA sequences, monozygotic twins may have different
phenotypes and in particular may develop different susceptibilities to diseases [45].
For this reason, an explanation has been searched outside classic genetics and the
concept of epigenetics has been considered as a partial answer to these questions [46].
The term epigenetics was proposed in 1942 by Waddington, who tried to describe
�the causal interactions between genes and their products, which bring the phenotype
into being’ [47]. This primordial definition was shaped up some years later when
epigenetics was used to define heritable changes in gene expression independent from
DNA sequence alterations [48]. The epigenome comprises two different components:
the chromatin structure, which is associated with the DNA, and a pattern of DNA
methylation, which is part of the covalent structure of DNA [44]. Two key changes in
chromatin are associated with epigenetic transcriptional repression: DNA methyla-
tion and histone modifications, including acetylation and methylation [49]. Abnor-
mal DNA methylation at gene-transcription sites can result in epigenetic silencing of
genes. Initially, it was found that DNA is hypomethylated in human tumours. This
observation led to the identification of hypermethylated tumour-suppressor
genes [50]. It has also been shown that DNA methylation takes place in a complex
chromatin network and that this methylation is influenced by modifications in
histone structure, in particular in neoplastic cells [51]. Few years ago, the inactivation
of microRNA (miRNA) by DNA methylation was also demonstrated [52]. This
evidence, highlighting epigenetic modifications and their contribution to the mod-
ifications of gene expression, has also suggested therapies directed at epigenetic
modifications [53].

DNA methylation has critical roles in the control of gene activity and the architec-
ture of the the cell nucleus. In humans, DNA methylation occurs in cytosines that
precede guanines, called dinucleotide CpGs, that are not randomly distributed in the
genome. Instead, CpG-rich regions, known as CpG islands, span the 50 end of the
regulatory regions of many genes. These islands are usually not methylated in normal
cells. The methylation of particular subgroups of promoter CpG islands can, however,
be detected in normal tissues [54].DNAmethylation is a powerfulmechanism thatmay
control tissue-specific gene expression. Similarly, gene-dosage reduction is involved
in X-chromosome inactivation (XCI) in females [55]. Indeed, hypermethylation of
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repetitive genomic sequences may prevent chromosomal instability and nuclear
abnormalities are seen in cells that are missing the stabilizing effect of DNA methyla-
tion [56]. Not only do histones store epigenetic information, but DNA methylation is
also linked to biochemical alterations of histone proteins [57], regulation of gene
expression (transcriptional activation or repression) and DNA repair. Thus, DNA
methylation and histone modifications are pivotal events that ensure normal cellular
and tissular activities.

The X chromosome includes genes that are crucial for determining sex hormone
levels and to maintain immune tolerance [58]. X-chromosome modifications, as
clinically observed in patients with Turner�s syndrome, are characterized by a marked
susceptibility to developing autoimmune disorders [59]. Together with the
histone code, DNA methylation is critical for XCI [60]. During this process of XCI,
epigenetic regulation leads to transcription inactivation of one of the pair of
X chromosomes [61], allowing the random silencing of the X chromosome inherited
from either parent. In women, it has been hypothesized that a disturbance in the XCI
process may be a mechanism through which lack of exposure to self-antigens
may take place. In this view, skewed XCI could lead to the escape of X-linked
self-antigens from presentation in the thymus or in peripheral sites that participate to
induction of tolerance, to inadequate thymic deletion, and to the loss of T cell
tolerance [62,63]. Importantly, two epigenetic modifications could contribute to
disease development: abnormal methylation of DNA and chromatin modification of
histones. Additionally, the plasticity of the epigenome enables it to be reprogrammed
by interaction with the environment, in particular with chemical, physical and
nutritional factors [64].

18.6 Epigenetics and SSc

In SSc, some studies have addressed the potential contribution of epigenetics to the
disease�s pathogenesis. Wang et al. investigated the effect of DNA methyltransferase
and histone deacetylase inhibitors on fibroblasts, studying the expression of collagen
and the level of epigenetic mediators in normal cells and in SSc fibroblasts after
transient transfection with the FLI1 gene (a suppressor of collagen transcription) or
with an FLI1 antisense construct [65]. The methylation status of the FLI1 promoter
was also verified in cutaneous biopsies derived from SSc and healthy controls. In SSc
fibroblasts, the levels of epigenetic mediators, including DNA methyltransferase 1
(DNMT1), methyl-CpG DNA-binding protein (MBD) 1 and 2, methyl-CpG-binding
protein 2 (MeCP-2) and histone deacetylases 1 and 6, were significantly increased,
indicating DNA methylation and chromatin deacetylation in SSc fibroblasts. Two
epigenetic inhibitors, 5-aza-20-deoxycytidine and trichostatin A, were then added to
SSc fibroblasts and three collagen expression genes (smad7 (inhibitor of TGF),
p53 (endogenous repressor of TGF) and FLI1) were studied. Initially increased,
p53 was reduced; and FLI1, initially low, was increased, along with a significant
reduction of proa1 collagen expression, while smad 7 was not changed. When SSc
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fibroblasts were transiently transfected with a tetracycline-regulated FLI1 gene
construct, a significant lowering of proa1 collagen expression was obtained. The
addition of a FLI1 antisense construct into normal fibroblasts resulted in a significant
increase of proa1 collagen expression. When deacetylation was investigated in SSc
fibroblasts, a significant reduction in the acetylated forms of histones H3 and H4 was
detected. Increased methylation of the FLI1 promoter was also detected in SSc
fibroblasts and in SSc skin samples. In DNA samples, pronounced methylation of
CpG islands in the SSc FLI1 gene promoter was detected. These data suggest that the
FLI1 gene is the target of epigenetic repression in SSc fibroblasts and that it may have a
pivotal role in the regulation of collagen gene expression. Histone deacetylation seems
involved in epigenetic repression of FLI1 expression. All these events may lead
downstream to augmented collagen synthesis by SSc fibroblasts, resulting in tissue
fibrosis.

Investigation of the transactivating role of the human zinc-finger-containing
transcription factor related to the Drosophila factor Kr€uppel and the Krox proteins,
called c-Krox (hc-Krox), on human COL1A1 gene in SSc dermal fibroblasts by
Kypriotou et al. provided evidence for interactions between hc-Krox, Sp1 and Sp3 [66].
hc-Krox is a zinc-finger transcription factor belonging to the Krox family proteins and
binds toGC-rich sequences. It is responsible for protein homo- andheterodimerization
and for the inhibition of transcriptional activity of extracellular matrix-targeted
genes [67]. hc-Krox exerted a stimulating effect on type I collagen protein synthesis,
and enhanced the correspondingmRNA steady-state levels of COL1A1 andCOL1A2 in
SSc fibroblasts.

In SSc, skin thickening manifests in most patients, and aberrant expression of
precursor IL-1a is thought to contribute to skin fibrosis. Recently, formation of
precursor IL-1a complex was found to consist of precursor IL-1a, IL-1RII and HAX-1
inside SSc fibroblasts [7]. This complex plays a critical role in the fibrogenic phenotype
of SSc fibroblasts. The nuclear localization of precursor IL-1a depends on the binding
to HAX-1 and its biological activities might be elicited by the binding to both HAX-1
and IL-1RII in SSc fibroblasts.

One of the most potent histone deacetylase inhibitors is trichostatin A that
prevents the removal of acetyl groups from core histones. Huber et al. [68] investi-
gated the effect of trichostatin A on normal and SSc skin fibroblasts exposed to TGF-
b. In SSc skin fibroblasts the synthesis of mRNA increased and levels of collagen 1a1,
collagen1A2 and fibronectin, induced by IL-4, PDGF and TGF-b, were downregu-
lated and abolished by trichostatin A added simultaneously with these profibrotic
cyokines. TGF-b-dependent induction of a DNA-binding fraction of the profibrotic
Smad3/4 was strongly abolished by trichostatin A addition. In the animal model of
sclerotic skin induced by bleomycin, injection of trichostatin A reduced significantly
dermal fibrosis compared to vehicle-treated control animals. This series of experi-
mentsmay suggest that drugs acting on epigenetic regulationmay be useful as an anti-
fibrotic treatment in SSc [68].

In SSc, a disease more frequently affecting females, it has been also hypothesized
that skewed XCI might have a role in its pathogenesis [69]. Indeed, the fact that
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oligoclonal T cells were found in SSc skin biopsies may suggest a lack of tolerance to
self antigens [70]. Ozbalkan et al. studied the methylation status of a highly
polymorphic CAG repeat in the androgen receptor (AR) gene in 70 women with
SSc [71]. Skewed XCI was detected in 64% of the patients and in only 8% of
the control population. Specifically, extremely skewed XCI, usually a rare event
defined as 90% inactivation of one allele, was present in 49% of the patients compared
with only 2.4% of the controls. In skin biopsies, however, XCI was found to be
random. This work demonstrates that XCI mosaicism is skewed in blood cells, but not
in the skin of SSc patients. In another report, Invernizzi et al. studied the frequency of
X chromosome monosomy in peripheral white blood cells of 44 female SSc
patients [72]. They found that the frequency of X-chromosome monosomy was
significantly higher in white blood cells of SSc (6.2� 0.3%) than in those of normal
women (2.9� 0.2%). These data suggested that in SSc and in other polygenic
autoimmune diseases multiple susceptibility genes might generate abnormal pheno-
types together with epigenetic or environmental factors. The fact that autoimmune
diseases may overlap in the same patient or may be present within the same family
strongly suggests that genetic factors may predispose individuals to immune tolerance
loss. More recently, Uz et al. confirmed observations on X skewing in 195 female
patients with SSc [73]. They found skewed XCI in 44.9% of the patients compared
with 8% of the controls. Moreover, extremely skewed X inactivation was detectable in
29.5% of the patients compared with 2.4% of controls. The authors concluded that
skewed XCI mosaicism may be involved in SSc pathogenesis and that it might
represent a significant risk factor for the disease [73]. However, it is clear that skewed
XCI mosaicism is not sufficient to favour the onset of SSc. Clearly, other factors –
genomic, viral or chemical – may overlap and contribute to the initiation of this
disease [74].

18.7 Conclusions

In addition to cancer, new avenues for epigenetic cross-talk are opening in other
fields, and we are far from the end of the story. Exciting recent data point to a role of
epigenetic programming in behaviour and adaptation to different behavioural
interactions [75]. Whole-genome approaches combining methylation and chromatin
arrays have contributed to elucidating the dynamics of DNA methylation in different
organs in response to the environment and in different pathologies. Understanding
these processes will require knowledge of how chromatin activation leads to the
reprogramming of DNA-methylation patterns. The search for additional DNA
demethylases, as well as their role in cellular transformation, should become a
priority in the next few years [44]. In SSc, the capacity to restore methylation is
an attractive task, particularly if its effects can also be demonstrated in vivo. In fact, the
capacity of DNA demethylases to interfere with the processes that damage the
endothelium and/or induce/maintain fibrosis might become a new avenue for
targeted management of SSc.
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Abstract

Systemic sclerosis (SSc) is a connective-tissue disease more frequent in women than in
men. Genetics have been hypothesized to have a main role in disease susceptibility, but
none of the genetic factors put forward is sufficient to induce the disease. Recently,
exogenous factors and epigenetic modifications have been proposed to have a role in
the determination of the disease phenotype. For example, fibrotic signal transduction
pathways in SSc converge on DNA methylation and histone deacetylation at the FLI1
gene. In addition, regulation of the COL1A1 gene in fibroblasts involves transcription
factors (hc-Krox, Sp1, Sp3) which upregulate COL1A1 transcriptional activity and
provide evidence for a profibrotic role of hc-Krox. These findings provide novel
insights into the epigenetic regulation of fibrosis. They may suggest that the drugs
acting on epigenetic mechanisms may be useful as antifibrotic treatments in SSc.

Keywords: systemic sclerosis; epigenetics; vascular damage; fibroblast; genetics; X-
chromosome inactivation.
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19.1 Introduction

During the last few years, several developments have brought attention to a differenti-
ated and intricate B lymphocyte contribution to the control of many aspects of the
immune response. Additionally, the crucial contribution of B lymphocytes to the
pathogenesis of systemic autoimmune diseases hasmoved into the fore.One realization
is that antibodies can mediate tissue injury by a wide variety of distinct mechanisms.
As the sole source of immunoglobulin, B lymphocytes, or B cells, are an essential
componentof the adaptive immune system, and the cellular andmolecularmechanisms
that control their development have been under intense scrutiny for the past two
decades. In addition to their capacity to secrete autoantibodies, B cells are able to take
part in various functions, such as presentation of antigenic peptides by major histo-
compatibility complex class IImolecules to T cells [1–3]. Despite thesemajor advances,
the mechanisms that account for disruption of B cell tolerance in systemic autoimmu-
nity remainunder scrutiny.Of late, studies in several species, includingplants, fruit flies,
honeybees and rodents, and different model systems have revealed that diverse
biological properties can be affected by epigenetic factors. In humans, epigenetic
studies are pursued in a variety of conditions, including autoimmune diseases. This
chapter will focus on potential epigenetic alterations that may underlie a break of
tolerance in B lymphocytes, the central players in this group of diseases.
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19.2 Initiation of B cell fate choice

B lymphocytes develop from lymphoid-primed multipotent progenitors in the bone
marrow that also give rise to myeloid progeny, such as macrophages and granulocytes.
Molecular components must therefore regulate B cell fate ‘choice’ at the expense
of myeloid cell fates [4]. Among these factors, the transcription factors PU.1 and
CCAAT/enhancer-binding protein (C/EBP) a were demonstrated to be essential for
specification of and commitment to the myeloid fate. Reversibly, the transcription
factors E2A, EBF and Pax5 represent chief determinants of B cell fate, and some of them
can repress expression of several genes. For the latter transcription factor, global
transcriptional profiling was successfully employed to identify Pax5-repressed
genes [5]. Using this approach, over 100 Pax5-repressed genes that are involved in
many biological processes have been identified and validated, with themajority of these
target genes normally expressed in non-B cell lineages.

In contrast to Pax5, the transcription factors E2A and EBF act in a different fashion.
EBF, also called EBF-1 or Olf-1, is an atypical helix-loop-helix zinc-finger protein
expressed exclusively in B lineage cells of the haematopoietic system. Targeted
inactivation of E2A or EBF-1 leads to blockade of B cell development at the stage
of onset of the expression of early B lineage genes and DNA rearrangements at the
immunoglobulin heavy-chain (IgH) locus, suggesting that E2A and EBF function
synergistically to activate the transcription of several early B lineage genes. Consistently,
EBF was found to promote B cell fate by antagonizing myeloid developmental
options [6]. Specification of the B cell fate also involves activation of the early B
lineage genes Cd79a, Cd79b, Igll1 (l5) and Vpreb1, which encode components of
the pre-B cell receptor, and variable-to-diversity and joining (VH-DJH) DNA rear-
rangements at the IgH locus.

19.3 Checkpoints of B cell tolerance to self

Paradoxically, in B lymphocyte development, the same B cell receptor (BcR) can either
signal immunogenically, stimulating the proliferation and differentiation of B cells
specific for foreign antigens, or signal tolerogenically to eliminate or silence cells that
bind to self-antigens (Figures 19.1 and 19.2). Following BcR engagement, recruitment
andactivationofSyk isakeyevent in theassemblyof theBcRsignalosome,acomplexthat
includes the adaptor protein BLNK (B cell linker protein) and downstream signalling
components phospholipase C-g2, Bruton’s tyrosine kinase (Btk) and Rho family GTP-
GDP exchange factor Vav [7,8]. Coordinately, these components induce Ca2þ influx
and activate nuclear transcription factors, including nuclear factor of activated T cells
(NFAT), activator protein 1 (AP-1) andnuclear factorkB(NF-kB), that are essential for
B cell development and activation. Additionally, Casitas B lineage lymphoma (Cbl)
proteins are involved in BcR signalling. This group of proteins were identified as E3
ubiquitin ligase [9], and interact with E2-ubiquitin-conjugating enzyme (Ubc) through
their RING finger domain. They regulate the signalling of a broad range of receptors by
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Figure 19.1 Mechanisms of B cell tolerance in the bone marrow (a) and in the periphery (b).
Throughout development, the immune system can generate self-reactive B lymphocytes that must
be either physically eliminated by clonal deletion, or silenced by clonal anergy or receptor editing. The
nature of the self-antigen and the affinity of its interaction with the B cell receptor determine the use
of a particular tolerance mechanism.
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promoting ubiquitination of components involved in signalling [10]. InB cells, Cbl and
Cbl-b were shown to regulate phospholipase C-g2 activation and Ca2þ response. To
furtherunderstandthebiochemicalandphysiological functionsofCblproteins inBcells,
a mouse model was recently generated in which Cbl and Cbl-b were simultaneously
inactivated inB lineage cells [11]. Themutations substantially increased the rate ofB cell
maturation and impaired B cell anergy, and the mice manifested systemic lupus
erythematosus (SLE)-like disease, suggesting that Cbl proteins control a checkpoint
ofBcell tolerance,possiblybyextendingthedurationofBcellmaturation, andproviding
sufficient time for the induction of B cell tolerance [11].

19.4 Negative regulation of immunoglobulin
gene joining

Since immunoglobulin gene assembly is a central event in the life of B cells, under-
standing the mechanisms that maintain immune tolerance in the B cell compartment
requires a detailed understanding of immunoglobulin gene rearrangement and its
regulation. In B lymphocyte biology, the mouse Igk locus represents a suitable system
for studying the relationship between chromatin structure and gene regulation [12].
Spanningmore than 3.2Mb, this locus is the largestmultigene family thus far identified
with respect to genomic length [13]. It contains 95 potentially functional Vk genes that
have been categorized into 18 families based on sequence homologies, four functional
and one non-functional Jk regions, and a single Ck exon. Genetic elements that regulate
rearrangement of the k locus include enhancers in the intron (iEk) and 30 of the k
constant region (30Ek). The probability that the k locus will recombine also correlates
with the appearance of so-called germline transcripts that initiate within unrearranged
Vk genes. Numerous ubiquitous and B cell-specific transcription factors have been
shown to bind thek enhancers at some point during B cell differentiation. In particular,
the E2A transcription factors, as well as the interferon regulatory factor-4 (IRF-4) and
the closely related IRF-8 appear to be important for the regulation of locus accessibility
and gene rearrangement [14].

Several cis-acting regulatory elements have been identified in the Igk locus,
including transcriptional promoters and enhancers, as well as elements that positively
regulate gene rearrangement. Epigenetic differences in the chromatin structure of the
‘accessible’ allele have been observed, including histonemodifications and alterations
in subnuclear localization [15]. However, additional elements that specify various
forms of negative regulation – including those responsible for conferring either B or T
cell specificity for gene rearrangement, for blocking rearrangement in pro/pre-B cells
during development and for governing the silencing of allelically excluded alleles –
remain to be unidentified. One such candidate element that could participate in
negative regulation is a pro/pre-B cell transcriptional silencer, earlier identified in
the intervening sequence between the closest Vk gene and the Jk region and termed
Sis (silencer in the intervening sequence). This cis-acting element has been identified
in the region between the V and joining (J) gene segments of the k locus. It associates
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with Ikaros and targets k transgenes to centromeric heterochromatin, thus nega-
tively regulating k gene rearrangement. It also has regulatory functions that require
its presence near the J-C region in germline alleles. That Sis negatively regulates V-J
joining during B cell maturation makes it the first example of an endogenous
sequence that silences immunoglobulin gene V-J joining specifically in B
lymphocytes [16].

19.5 B cell fate commitment and immunoglobulin
gene accessibility

B lineage precursors are generated from haematopoietic stem cells through an ordered
developmental pathway controlled by a hierarchical and dynamic regulatory network
that includes the cytokine receptors for Flt3 ligand and interleukin 7 (IL-7), and the
transcription factors PU.1, Ikaros, Bcl11a, E2A, EBF and Pax5. Among those factors,
EBF and Pax5 are obligate factors because their functions cannot be bypassed in simple
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Figure 19.2 Model for the emergence of pathogenic autoreactivity in the B cell compartment. On a
genetically predisposed individual, epigenetic factors can lead to subversion of the signalling
pathways that normally allow lymphocytes to mount potent responses to potential threats while
remaining tolerant to self. Such alterations in signalling have been shown to result in disruption of
lymphocyte tolerance to self, and clinical manifestations of autoimmunity in experimental models.
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complementation assays. They serve important functions in B cell fate specification and
commitment by activating B lineage genes and concomitantly repressing those of
alternative lineages. EBF induces Pax5, and initiates the restriction of alternative lineage
options and B cell fate commitment independently of Pax5 [17]. Together, EBF and
Pax5 directly control three distinct molecular processes in early B cell development:
activation of B lineage-specific genes, repression of alternative lineage genes, and
rearrangement of the IgH locus.

Recombination activating genes RAG1 and RAG2 are tightly linked in the genome
and are transcribed in concert, and distinct cis-acting elements and transcription
factors regulate their expression in developing B lymphocytes and T lymphocytes [18].
A second level of regulation of V(D)J rearrangement involves control of accessibility of
immunoglobulin or T cell receptor gene segments to the recombinase [19]. Both large-
scale and localized molecular changes are believed to control the sequential and
selective accessibility of various regions of the IgH locus to the recombinase. Accessi-
bility and recombination of immunoglobulin heavy-chain variable region (VH) gene
segments have been correlated with the repositioning of the IgH locus from the nuclear
lamina to the centre of the nucleus and its compaction to generate DNA loops [20,21].
Localized events regulating accessibility include changes in chromatin structure
through histone modification and activation of germline as well as antisense
transcription [22,23].

As in other cell types, B cell fate commitment is not simply a consequence of the
action of a single transcription factor. Instead, it depends on a network of regulatory
molecules. The transcription factor signal transducer and activator of transcription 5
(STAT5) and the chromatin modifier Ezh2 regulate accessibility of distal VH gene
segments through distinct non-redundant molecular mechanisms. Ikaros, on the
other hand, is essential for positively regulating VH-to-DJH rearrangement at the IgH
locus, which is the defining hallmark of B cell fate commitment [24]. Through
binding in vitro and in vivo to sites in the RAG locus, and regulating histone
acetylation, as well as transcription, Ikaros serves a central function in immunoglob-
ulin gene rearrangement at the pro-B stage by simultaneously regulating the
expression of RAG1 and RAG2 genes, and controlling VH gene accessibility and
compaction of the IgH locus [24].

19.6 Changes in chromatin structure during
B cell development

During early embryogenesis, tissue-specific genes are put into a repressed epigenetic
state that is then maintained during development. Their activation in a cell-type-
specific fashion requires ‘re-opening’ that involves sequential removal of multiple
layers of repression [20,25]. During B cell development, several epigenetic mechanisms
were found to be involved in the repression of V(D)J recombination. To reach an
accessibility threshold thatwill allow the cell to initiate immunoglobulin gene assembly,
each locusmust be de-repressed in a programmed way. For the k locus, gene activation
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is associated with a programmed series of epigenetic changes that take place in a
stepwise manner, ultimately rendering one Igk allele preferentially accessible to
rearrangement [15]. These events proceed first at the level of nuclear organization,
then at the level of chromatin (histone modification) and finally at the level of DNA
(demethylation). As seen in other cell types, inactivation of many genes is associated
with their physical recruitment to heterochromatin foci and nuclear organization is an
important parameter in this process.

Three-dimensional fluorescence in situhybridization analysis has shown that the Igk
locus undergoes dynamic changes during lymphoid development [26]. In very early
lymphoid progenitor cells, both Igk alleles seem to be closely associated with the
nuclear periphery, but progression to the pro-B cell stage is associated with a
repositioning into the body of the nucleus, in regions not associated with heterochro-
matin domains [26]. Genes that become inactivated in the B cell lineage seem to be
relocated to heterochromatin regions, where they are associated with Ikaros, a protein
known tomediate gene repression.Whereas Igk sequences appear to be positioned near
the periphery of the nucleus, both alleles become centrally located at the pro-B stage of
development [20]. It is thought that lineage-specific association with the nuclear
periphery is involved in repressing rearrangement, and relocation to the centre is likely
to render the Igk locus slightlymore accessible. In addition to relocation to a repressive
chromatin environment, other epigenetic factors are likely to mediate changes that
affect the accessibility of a gene and alter its function, including overall chromatin
conformation, as measured by DNase I sensitivity, DNA methylation and histone
modification.

Using a variety of cell types representing different stages of B cell development, it was
demonstrated that one of the first markers of chromatin accessibility is set up in the
pro-B cell stage [15]. This change is notedwhen Igk gene sequences aremoved from the
periphery to the centre of the nucleus. Their nuclear reorganization event is accompa-
nied by changes in local chromatin structure, such as histone acetylation and
methylation of histone H3 at Lys-4 (H3-K4). As pre-B cell development proceeds,
one Igk allele was found to be recruited to centromeric heterochromatin, in intimate
association with proteins linked to gene silencing (Ikaros and heterochromatin protein
1-g) [15]. The changes observed render the other Igk allele susceptible to trans-acting
factors, such as RelB, which can mediate DNA demethylation, and thus allow
immunoglobulin gene recombination directly or indirectly by the recruitment of
other factors.

As discussed above, Igk genes undergo considerable epigenetic changes even though
the Igk locus itself remains fully methylated throughout pre-B cell development [15].
This observation raised the possibility that chromatin alterations in cis are involved in
controlling accessibility of the Igk locus to the DNA demethylation machinery. In fact,
it appears that in pre-B cells the Igk locus undergoes chromatin changes in cis that
render one allele more susceptible to the trans-acting factors that assist in bringing
about DNA demethylation in B cells [15]. It could be that the relocalization of Igk to
heterochromatin involves association with Ikaros [15], a protein that forms multimers
able to colocalize with foci of pericentromeric heterochromatin in pre-B cells. As has
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been previously suggested, Ikarosmay be involved in the transcriptional inactivation of
specific genes in the B lymphoid lineage [27].

In addition to nuclear reorganization, pre-B cell development is also characterized
by progressive changes in histone modification, including general acetylation and the
specific methylation of H3-K4 at both the Igk and IgH loci [28,29]. This process was
found to occur preferentially on the non-heterochromatin allele [15], but the mecha-
nism for this selectivity is not known. Itmay be that, before recruitment, both Igk alleles
are present in an equally accessible and acetylated form, and that deacetylation/
recruitment of one Igk allele at the small pre-B cell stage directs the differential
regulation of the two alleles.

19.7 Epigenetic changes through association
of different immunoglobulin loci

In lymphocytes, common factors are required for V(D)J recombination at immune
receptor loci, and developmentally regulated changes in locus accessibility are
therefore crucial for regulating this process. Recent studies have shown that dynamic
movement of the immunoglobulin loci exerts control of recombination at many
levels [12]. For example, locus contraction mediated by looping occurs before the
onset of Igk germline transcription. Repositioning of one Igk allele to pericentro-
meric clusters occurs at the pre-B cell stage, before the onset of Igk rearrangement,
and may limit accessibility of the Igk locus to the recombinase to a single allele. In
contrast, successful recombination of one allele in the IgH locus is followed by
repositioning of the second allele to pericentromeric heterochromatin, a repressive
compartment of the nucleus, resulting in a decreased accessibility of the IgH locus to
the recombinase during Igk rearrangement. In addition, ‘decontraction’ of the IgH
locus occurs at the same developmental stage. This process contributes to allelic
exclusion by physically separating distal and middle VH gene segments from the
proximal D-J domain of the IgH locus, thereby preventing further synapse formation
and ongoing rearrangement between these regions.

The mechanisms underlying locus contraction are being investigated. The tran-
scription factor Pax5, together with another unknown factor, are required at the IgH
locus [30]. Remarkably, it was recently found that IgH locus decontraction depends on
association with the Igk locus at pericentromeric regions, and that pericentromeric
repositioning in the absence of Igk association does not induce decontraction [31].
This demonstrated interaction between the IgH and Igk loci involves interchromo-
somal association occurring at pericentromeric heterochromatin, and is a transient
event that is important for early silencing of one IgH allele in pre-B cells and for
changing its conformation [31]. It will be useful to define the precise regions of the IgH
locus thatmediate its association with Igk and to identify the proteins thatmediate this
association [31].

The pericentromeric repositioning of the IgH locus at the immature B cell stage [31]
suggests that at later stages of development additional mechanisms – such as a decrease
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in IL-7 and subsequent deacetylation, a modification known to decrease accessibility at
the IgH locus – enforce silencing of the IgH locus [32]. These observations are
reminiscent of studies showing that transcription of genes located on one chromosome
can be controlled by regulatory elements located on a different chromosome. Examples
include an association between the promoter of the gene encoding the T helper (Th)
type 1 cytokine interferon-g and the locus-control region of genes encoding Th2
cytokines [33].

Thus, it appears that the immunoglobulin loci are not static [31]. After they have
repositioned to pericentromeric regions at the pre-B cell stage of development, they do
not remain in the same nuclear location as the associated alleles do, but move apart to
different pericentromeric clusters at the immature B cell stage. One possibility is that
alleles shuttle between the periphery and pericentromeric heterochromatin, two
environments thought to be repressive. That association between the Igk and IgH
loci ismediated by the 30 Igk enhancer can induce decontraction of the IgH locus in pre-
B cells [31] is intriguing. It adds a further layer of complexity to immunoglobulin gene
regulation and may indicate that association of the two loci can lead to an epigenetic
change that alters locus conformation.

19.8 Epigenetic factors that allow full utilization
of the immunoglobulin repertoire

TodeterminewhetherDNA sequences immediately surroundingVH gene segments are
sufficient for the proper regulation of VH to DJH rearrangement or whether the
regulation of rearrangement depends on the chromosomal position and the context of a
VH gene segment, gene targeting was used to reposition a distal VH gene segment to a
region just upstreamof theVH gene cluster [34]. Targeting a distal VH gene segment to a
region 1 kb upstream of the DH geneDFL16.1 caused it to recruit activating chromatin
modifications, to rearrange more frequently than its endogenous counterpart, to
rearrange directly to unrearranged DH gene segments, to violate allelic exclusion and
to lose lineage specificity. Thus, chromosomal position can profoundly affect the
regulation of VH gene rearrangement. These observations [34] are compatible with the
view that locus contraction, mimicked by proximal targeting, can override regulation
imposed by DNA sequences immediately surrounding VH gene segments.

Changes in the structure of the chromatin surrounding VH genes are likely to
regulate the accessibility of the recombination signal sequences to undergo RAG
recombinase binding and subsequent recombination [35]. Such chromatin changes
can involve histone post-translational modifications and ATP-dependent nucleosomal
remodelling. Because the phenotype of Ezh2-deficientmice suggested thatmethylation
ofH3-K27may play a crucial role in controlling distal VH gene rearrangement [36], one
study compared the methylation status of distal and proximal VH genes to determine
whether they differ [37]. Chromatin immunoprecipitation (ChIP) and ChIP-on-chip
experiments revealed that the repressive H3-K27me post-translational modification
is observed exclusively on the proximal VH genes. In addition, H3-K36me – a
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post-translational modification associated with active genes [35] – is greatly enriched
on distal VH genes and is also present to a lesser extent in B-lineage cells on proximal VH

genes, thus displaying the reciprocal pattern of expression to H3-K27me3 [37].
Two histone post-translational modifications, H3-K27me3 and H3-K36me2, are
unique in that they show equal or higher enrichment on a subset of VH genes than
onDHor JH genes, andmost importantly reciprocal patterns of expression on distal and
proximal genes. These reciprocal epigenetic patterns of H3-K36me and H3-K27me
suggest that thesemodificationsmay act in concert to promote rearrangement of all VH

gene families.
Previous studies had shown that transgenic expression of Pax5 in thymocytes was

sufficient to activate VH to DJH rearrangement and cause compaction of the distal and
proximal regions of the IgH locus [30,38]. Pax5 had also been shown to be necessary
for removal of inhibitory histone methylation around the distal VH gene seg-
ments [34], suggesting that Pax5 regulates VH to DH rearrangement by bringing
distal VH gene segments into proximity with DH segments (compaction) [34].
Consistently, analysis of IgH locus recombination in Pax5-deficient pro-B cells
revealed that whereas D-to-J recombination is normal, VH gene usage exhibits a
progressive 30 to 50 defect very similar to that reported for IL-7 receptor-deficient
mice [39]. Recombination of distal VH gene families (3609, J558) was strongly
reduced. In striking contrast to previous findings in IL-7 receptor-deficient mice,
however, accessibility, as measured by sterile transcription and histone acetylation of
both 30 and 50 VH genes, was equivalent in wild-type and Pax5�/� pro-B cells. Hence,
Pax5 appears to play a role in regulating V(D)J recombination of the IgH locus at a
level distinct from histone acetylation and germline transcription. Together, the
cytokine IL-7 and the transcription factor Pax5 seem to be essential to set the
epigenetic profile that permits full utilization of the distal and proximal VH genes
to create a diverse antibody repertoire.

19.9 Multistep regulation of B cell maturation

Differentiation of B lymphocytes to plasma cells is a remarkable example of
transformation that necessitates adjustment of cell architecture to comply with new
functions. Resting B lymphocytes express, but do not secrete, immunoglobulins on
their surface as clonal antigen receptors. They have a small cytoplasm, with scarce
endoplasmic reticulum cisternae. Upon BcR engagement, B cells proliferate and
differentiate into plasma cells, each of which secretes thousands of immunoglobulins
per second.

To follow the differentiation processwith time and to investigate howB lymphocytes
reorganize their machineries to become professional secretors, a dynamic proteomics
approach was used to follow the transformation from dormant B lymphocytes to
plasma cells [40]. These studies disclosed that sequential waves of proteins are
coordinately expressed during the transformation of B cells into plasma cells. On the
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first day of activation, mitochondrial and cytosolic chaperones show high expression,
whereas metabolic enzymes peak on the third day. Endoplasmic reticulum-resident
proteins increase linearly during differentiation, accompanied by proteins involved in
the redox balance. A sharp increase in IgM synthesis occurs only after 2 days of
activation. Thus, the transformation from dormant B cells to secretory plasma cells is a
multistep process. Upon activation, B cells carefully prepare for their role as plasma
cells well before IgM secretion starts. They ensure that their metabolic capacity and
their secretory machinery have expanded enough to accommodate the launch of IgM
production [40].

19.10 Altered B cell functions in systemic autoimmunity

SLE is considered a prototype of systemic autoimmune disease [41]. Both in human
and in murine models of the disease, B cell overactivity is responsible for hypergam-
maglobulinaemia and the production of a large variety of autoantibodies, some of
which are convincingly involved in the pathogenesis of immune complex-mediated
histological damage [3]. Different factors contribute to lupus B cell overactivity,
including defective regulatory T cell subsets, excessive help provided by certain T cell
subsets, defective Fcg receptor-mediated suppression and overreactivity to cytokines
delivered to B cells in an endocrine, paracrine or autocrine fashion.

Despite the importance of B cells in the pathogenesis of SLE, the immune
abnormalities that lead to the activation and differentiation of self-reactive B cells
into autoantibody-producing cells in humans have not been identified. In normal
individuals, anergic autoreactive B cells are removed from the peripheral B cell
repertoire at the T1 to T2 transition stages, never advancing into the mature B cell
subset [1]. In patients with lupus, however, proportions of self-reactive B cells in the
mature naive B cell compartment are increased, as compared with normal con-
trols [42,43]. Notably, B cell-activating factor belonging to the tumour necrosis factor
family (BAFF) has been shown to play a critical role in this process, with high serum
levels of BAFF enhancing survival of self-reactive immature B cells and promoting their
entry into the mature B cell pool [44]. Thus, patients with SLE have a disturbance of
tolerance resulting in an increased proportion of the naive B cell population becoming
activated.

B cells from lupus patients are hyper-responsive to a variety of stimuli, demon-
strating enhanced proliferation to polyclonal activators, increased anti-IgM- and
anti-IgD-mediated intracellular Ca2þ responses, increased anti-IgM-induced pro-
tein tyrosine phosphorylation and decreased FcgRIIb1 inhibition of BcR signal-
ling [8,45]. Lupus patients also have increased proportions of B cells expressing
activation markers, with elevated expression of CD86 seen in both small ‘resting’ and
large ‘activated’ B cells. The abnormal activation of B cells in lupus does not appear to
reflect disease activity; nor does it arise from drug treatment effects, suggesting that it
reflects an intrinsic B cell defect [46]. Although increased B cell activation was seen in
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both the CD27� and CD27þ B cell compartments of lupus patients, the most
dramatic changes were within the ‘putatively’ naive CD27� B cell subset. Further-
more, the increased B cell activation in lupus is not just due to accumulation of B cell
populations that are normally activated, but arises from enhanced activation of
multiple B cell populations, many of which demonstrate minimal activation in
healthy controls. It is possible that the increased co-stimulatory molecule expression
results from a defect in the induction of anergy in the self-reactive B cells of
individuals with lupus.

In fact, evidence gathered from the study of both the human disease and its murine
models suggests that B cellsmay be intrinsically defective. For example, unmanipulated
lupus B cells display aberrant BcR-induced cell signalling events, whichmay contribute
to the abnormal function of SLE B cells [8,45]. Thus, fundamental disorders of the
cellular immune response in SLE are ‘intrinsic’ B cell defects in cell-surface molecules
and cytokine production and responsiveness [45]. For example, in contrast to normal B
cells, freshly isolated SLE B cells display a higher epitope density of cell-surface CD40,
CD86 and BAFF receptor and spontaneously produce increased amounts of cytokines
(IL-10, IL-6).

19.11 Impaired B cell tolerance to self in systemic
autoimmunity

Two important mechanisms of tolerance are defective in this group of disorders. First,
studies of anergy indicate that this tolerance mechanism is deficient in systemic
autoimmunity [47]. Second, patients with rheumatic autoimmune diseases, including
rheumatoid arthritis and SLE, fail to efficiently remove autoreactive B cells at both early
and mature tolerance checkpoints, in the bone marrow and in the periphery, and
exhibit alterations of receptor editing, a chief mechanism of B cell tolerance [48–50].
It is easy to envision that this altered editing may promote disease by an uncontrolled
creation of autoreactive antibodies. It is also conceivable that impaired receptor editing
in SLE and rheumatoid arthritis results in ineffective silencing of B cells that have
acquired autoreactive receptors. Studies of lupus susceptibility loci suggest that
impairment of receptor editing may be a major mechanism through which anti-
nuclear antibodies arise [51–54].

Converging observations indicate that receptor editing seems to contribute to the
pathogenesis of rheumatic autoimmune diseases in human through at least two
different mechanisms [50]. Whereas impaired secondary rearrangements may result
in ineffective silencing of B cells, exacerbation of receptor editing can give rise to the
emergence of autoreactive receptors from clones that were initially devoid of auto-
reactivity. Both alterations can promote the pathogenesis of autoimmune diseases by
favouring the uncontrolled emergence and/or persistence of autoreactive B cell clones.
Additionally, othermechanisms, such as clonal deletion or anergy, may be disturbed so
as to contribute to autoreactivity formation.
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19.12 Epigenetic factors underlying impaired
B cell tolerance

Several observations point to the existence of altered transcriptional regulation in
SLE lymphocytes, with increased levels and types of defective transcripts relative
to normal individuals, an abnormality that could alter functions of their lympho-
cytes [55–57]. Thus, studies of forkhead transcription factors (FOXO) that regulate cell
proliferation and activation, cell survival and B cell class-switch recombination
revealed that FOXO1 transcript levels are decreased in SLE patients with active disease
activity [56], suggesting that deregulation in gene expression may be connected to the
development of tissue damage mediated by the over-activation of autoreactive B
lymphocytes.

One mechanism that might account for the skewed expression of CD40, IL-10 and
CD86 in SLE B cells is altered chromatin structure, in part as a result of an imbalance of
histone acetylation andormethylation. It can be hypothesized that deficient acetylation
and/or methylation exist and result in skewed gene expression in SLE B cells. It will be
useful to test whether anti-IgM treatment of human B cells from SLE patients and
control individuals leads to dynamic changes in histone H3 lysine acetylation and
whether it affects the status of chromatin histone lysine methylation, particularly
histone H3 Lys-4 dimethylation (H3K4me2) and Lys-9 dimethylation (H3K9me2). It
will also be useful to determine whether altered expression of CD40, IL-10, BAFF
receptor and C86 is associated with relative under-acetylation, and whether increasing
histone acetylation by inhibiting histone deacetylase activitymight correct the disorder.
The possibility that aberrant expression of the encoding genes in SLE B cells reflects
skewed gene expression because of altered acetylation of these genes could be tested by
probing the capacity of histone acetylation inhibitors to reverse this autoimmune
disorder.

As several studies indicate, it is conceivable that impaired receptor editing in SLE and
rheumatoid arthritis could result in ineffective silencing of B cells that have acquired
autoreactive receptors [48,50,58–61]. Further insight into the molecular basis of
inefficient editing as a potential cause of autoimmunity comes from studies based on
different approaches. First, studies of two lupus susceptibility loci suggest that
impairment of receptor editing may be a major mechanism through which anti-
nuclear antibodies arise in lupus [52,54]. For example, Sle2 z is a NZM2410-derived
locus on mid-chromosome 4, which impacts autoantibody production and lupus
nephritis. When introgressed onto the normal C57BL/6 background, the Sle2 z locus
leads to age-dependent hypergammaglobulinemia and generalized B cell hyperactivity.
To understand how Sle2 z breaches B cell tolerance, this locuswas bred to two anti-DNA
immunoglobulin H-chain transgenic models, B6.3H9 and B6.56R [54]. The introgres-
sion of the Sle2 z lupus susceptibility interval onto C57BL/6mice carrying an anti-DNA
heavy chain-chain transgene augmented the breach in B cell tolerance to DNA.
Additionally, anti-nuclear antibodies exhibited diminished receptor editing in the
context of the transgene. The data suggest that the presence of Sle2 z may diminish the

19.12 EPIGENETIC FACTORS IN IMPAIRED TOLERANCE 351



pressure to edit an initial BcR that may have been autoreactive, and that impairment of
receptor editing may be a major mechanism through which anti-nuclear antibodies
arise in lupus.

A second line of evidence comes from investigation of the effect of hydralazine, an
anti-hypertensive drug that triggers lupus in humans, on receptor editing in mice
harbouring human transgenic immunoglobulins. The studies revealed that, by dis-
rupting the extracellular-signal-regulated kinase (ERK) signalling pathway, hydral-
azine reduces receptor editing in B lymphocytes and contributes to generation of
pathogenic autoreactivity [62]. The data also support the view that epigenetic altera-
tions contribute to exacerbated activation or deregulation of the mechanisms that
maintain tolerance to self-antigens in patients with lupus, a systemic autoimmune
disease that can be triggered by medications taken to treat a variety of conditions.
Future studies will determine whether other drugs and xenobiotics that trigger
autoimmunity in humans also can act through similar mechanisms.

19.13 Future prospects

The potential roles of molecular processes and subsequent selective influences on the
generation of autoreactive B cells remain the focus of investigation. Since epigenetic
mechanisms can affect various biological properties – from the eye colour of fruit flies
to themorphology of flowers [63] – further investigation into the impact of epigenetics
on lymphocyte tolerance to self might provide us with unexpected clues to elucidate
more fully the basis of dysregulated receptor editing in autoimmune disease.

In the mouse, a DNA element predicted to have an exclusive role in receptor editing
is the recombining sequence (RS), the murine homologue of the human Igk-deleting
element (IGKDE). RS lies 25 kb downstream of Ck, carries a canonical immunoglobu-
lin gene recombination signal, and rearranges by V(D)J recombination to Vk elements
and to sites in the Jk-Ck intron. RS recombination results in deletion of the Ck exon and
silencing of the Igk locus. Almost allmouse andhumanlB cells (75–95%) and 10–15%
of kB cells carry RS recombinations [64]. Compared to mice, humans have a higher
fraction of B cells that express a l chain (40 compared with 6%) or rearrange IGKDE
(50 compared with 20%) [64]. In actively rearranging B cell lines, RS, IGKDE and Igl
recombinations are temporally correlated, but with rearrangements of RS preceding
those of Igl [65].

Indirect arguments led to the view that RS and IGKDEplay roles in key physiological
processes, such as light-chain isotype exclusion and receptor editing. Recently, amouse
strain was generated in which the recombination signal of RS was removed (D),
blocking RS-mediated Igk inactivation [66]. The RSDmutation blocked RS recombi-
nation, and allowed evaluation of its putative functions. RSD/Dmice had poor l B cell
production, but surprisingly normal k l exclusion.Most importantly, RSD/Dmice had
a targeted defect in receptor editing that abrogated tolerance and promoted autoanti-
body formation, particularly in conjunction with an apoptotic defect contributed by
Bcl2 transgenic expression.
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Other observations indicate that transcription factors serve a central function in
rearrangement of the immunoglobulin locus by simultaneously regulating the expres-
sion ofRAG1 andRAG2 genes, and controllingVH gene accessibility and compaction of
the IgH locus [24]. For example, Ikaros binds in vitro and in vivo to many sites in the
RAG locus, and regulates histone acetylation as well as transcription. Additional studies
revealed that transcription of genes located on one chromosome can be controlled by
regulatory elements located on a different chromosome [15], and that the cytokine IL-7
and the transcription factor Pax5 are essential to set the epigenetic profile that permits
full utilization of the distal and proximal VH genes to create a diverse antibody
repertoire. It will be important to determine whether such and related epigenetic
regulations are functioning properly in systemic autoimmunity.
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Abstract

B lymphocytes play a crucial role in the pathogenesis of systemic autoimmune diseases.
Despitemajor advances, themechanisms that account for disruption of B cell tolerance
in systemic autoimmunity remain under scrutiny. Mounting evidence indicates that
epigenetic factors shape B cell development and repertoire diversity. They include
factors that serve a central function in rearrangement of the immunoglobulin loci
by simultaneously regulating the expression of immunoglobulin recombination
activating genes, controlling immunoglobulin variable-region gene accessibility and
compaction of the immunoglobulin heavy-chain locus, and factors that bind sites in the
recombinase locus and regulate histone acetylation, as well as transcription.
Other studies have revealed that transcription of immunoglobulin genes located on
one chromosome can be controlled by regulatory elements located on a different
chromosome. This article focuses on potential epigenetic alterations that may underlie
a break of tolerance in the B lymphocyte compartment in autoimmune disease.

Key words: B lymphocytes; lupus; receptor editing; tolerance; rheumatoid
arthritis; B cells
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20.1 Introduction

Inflammatory bowel disease is a chronic condition, accompanying patients throughout
their whole life. Although the pathogenesis has not been definitely clarified, various
studies have led to the consensus that, in genetically predisposed individuals, exoge-
nous and host factors together result in a chronic state of dysregulated mucosal
immune function that is further modified by specific environmental factors [1].

The two major types of inflammatory bowel disease are ulcerative colitis and
Crohn’s disease. Whereas ulcerative colitis is limited to the large bowel, Crohn’s
disease can affect the entire gastrointestinal tract. In contrast to ulcerative colitis where
the inflammation is limited to superficial layers of the intestinal wall, Crohn’s disease
affects the entire bowel wall (transmural inflammation). Although there are additional
macroscopic as well as histological differences between the two diseases, it is sometimes
impossible to decide whether a patient is suffering from Crohn’s disease or ulcerative
colitis. In severe disease, suppression of the immune system by classic immunosuppres-
sive agents such as azathioprine and steroids serve as standard treatment. Interestingly, a
subset of patients with Crohn’s disease and ulcerative colitis respond with a clinical
improvement after receiving the neutralizing tumour necrosis factor a (TNF-a)
antibody infliximab or adalimumab, respectively. The disadvantage of this treatment
is the long half-life of the antibodies. In addition, a significant subset of patients is
primarily resistant to this treatment or develops a secondary resistance during the
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following disease course. Thus, the search for novel therapeutic options represents a key
interest of a number of research groups worldwide [2].

20.2 Mechanisms of protein acetylation and deacetylation

Over the last few years, epigenetic modifications on gene expression have emerged as
a focus of basic as well asmedical research, in particular to develop novel pharmacologi-
cal compounds or diagnostic tools. The modification of histone-acetylation patterns in
particular seems to represent a promising new therapeutic strategy to modulate cell
functions in autoimmune diseases or cancer.

To investigate and possibly regulate the cellular effects of these modifications, it is
crucial to understand the molecular mechanisms of histone acetylation and deacetyla-
tion. The N-terminal ends of histones are positively charged, allowing an interaction
with the negatively charged phosphate groups of the DNA backbone (Figure 20.1).
Histone acetylation neutralizes the positive charges of the histone tails, thus weakening
the bindings to the DNA. Accordingly, acetylated histones represent the decondensed,
‘open’ state of chromatin, where the DNA is accessible for transcription factors [3].

Two classes of enzymes account for the process of histone acetylation and deacetyla-
tion. Histone acetylation is mediated by histone acetyltransferases (HATs), a group of
enzymes that acetylates lysine amino acids of histones by transferring an acetyl group
from acetyl-CoA. In contrast, histone deacetylases (HDACs) remove acetyl groups
from the histone tails and restore their positive charge, resulting in a high-affinity
binding between histones and DNA [4] (Figure 20.1). This deacetylation results in
a ‘closed’ state of the chromatin, where DNA-binding sites are inaccessible for
transcription factors [5]. This condition is consequently followed by a decrease in
gene expression.

Figure 20.1 Schematic representation of acetylated and deacetylated histones. The N-terminal
ends of the histones in their deacetylated state are positively charged and adhere to the negatively
charged DNA (right). Acetylated (Ac) histones are neutralized and the DNA is accessible for
transcription factors (left).
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Taken together, histone acetylation plays an important role in the regulation of
transcription and gene expression. Acetylated chromatin is accessible and deacetylated
chromatin is inaccessible for the binding of transcription factors and subsequent gene
expression. One example is provided by polarized T helper (Th) cells that exhibit
a characteristic acetylation pattern of key cytokine promoter regions. Thus, in Th1 cells
the histones localized at the site of the interferon g (IFN-g) promoter and in Th2 cells
the histones localized at the interleukin (IL)-4 promoter region are hyperacetylated [6]
(Figure 20.2).

Not only histones represent targets of HATs and HDACs: more than 50 other
non-histone proteins have been identified whose function is regulated by acetylation
and deacetylation [7]. They include well-characterized transcription factors, such as
hypoxia-inducible factor-1a (HIF1a), GATA-binding protein 3 (GATA3), nuclear
factor kB (NF-kB) subunit p65, signal transducers and activators of transcription
3 (STAT3) and SMAD7 (mothers against decapentaplegic homologues), as well as the
structural protein a-tubulin.

Eighteen different HDACs have been described in humans, which can be assigned
to four classes based on sequence homology to yeast HDACs [8,9] (Table 20.1).
Whereas class I HDACs are expressed constitutively and are localized in the nucleus,
members of class II are inducible in a tissue-dependent manner and can be found not
only in the nucleus but also in the cytoplasm. Their activity can be inhibited by different
pharmacological groups ofHDAC inhibitors (HDIs) that can be assigned to four classes
depending on their structural characteristics [10] (Table 20.2). The majority of HDIs
exert their effect rather unspecifically on zinc-based HDACs. There are exceptions,
however, such as MS-275, which has been characterized as a specific inhibitor of
HDAC1 [11].Onewould expect that the presence ofHDIs is followed by global changes
in gene transcription and protein modification. However, less than 10% of genes have
been shown to be differentially expressed in cells treated with HDIs [12–14].

Recently HDIs have been evaluated in clinical trials as anti-cancer agents [7]. The
effects depend on the HDI concentration, exposure time, cell type and structure.
Inhibition of HDAC induces cycle arrest, apoptosis and terminal differentiation
of transformed cells. These pro-apoptotic and anti-proliferative properties of this
pharmacological class suggest their potential use as novel therapeutic drugs to treat
malignancies. Consequently there are several HDIs currently in clinical trials against

Figure 20.2 Schematic representation of the differential acetylation patterns during Th1/Th2
helper cell polarization. The arrows indicate promoter acetylation at day 6 after stimulation under
polarizing conditions (Th1: IL-12 and anti-IL-4; Th2: IL-4, anti-IFN-g and anti-IL-12) [6].
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various types of solid tumour and haematological cancer [15,16]. In addition to these
studies, there is increasing evidence for an additional anti-inflammatory potency of
HDIs [17–20].

20.3 Anti-inflammatory effect of epigenetic modifications
in vitro

Recent data from our own group indicate that HDIs, independent of their class, exert
an anti-inflammatory potency via suppression of pro-inflammatory cytokines [17].
These anti-inflammatory properties were demonstrated in vitro by suppression of
pro-inflammatory cytokines such as IL-1b, IFN-g or TNF-a in lipopolysaccharide
(LPS)- or cytokine-stimulated humanperipheral bloodmononuclear cells (Figure 20.3).

Table 20.1 Classes of HDAC.

Class Examples Characteristics

Class I HDAC1, HDAC2, HDAC3,
HDAC8

. 22–55 kDa

. Related to yeast RPD3 deacetylase

Class II HDAC4, HDAC5, HDAC6,
HDAC7, HDAC9, HDAC10

. Share homology with yeast HDA1
deacetylase

. Larger molecules: 120–135 kDa
Class III Sirtuins (SIRT1, SIRT2, SIRT3,

SIRT4, SIRT5, SIRT6, SIRT7)

. Sirtuins appear not to have
histones as their primary
substrate

. Not affected by the standard
HDIs

. Under investigation for their
effect on aging processes and
degenerative diseases

Class IV HDAC11 . HDAC 11 represents its own class
Shares characteristics with classes
I and II

Table 20.2 Classes of HDI.

Class Examples

Hydroxamic acids Suberyolanilide hydroxamic acid, ITF2357, trichostatin A
Cyclic peptides Apicidine
Benzamides MS-275
Short-chain fatty acids Valproic acid, butyrate
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One could argue that the reduced production of pro-inflammatory cytokines is the
result of apoptosis induction by the HDIs. However, the suppression of pro-inflamma-
tory cytokines by the HDIs occurs at significantly lower concentrations than those
required for apoptosis induction (Figure 20.3).

These anti-inflammatory properties could be confirmed by our group for various
HDIs, independent of their structural class, in different human and murine cell types.
Agents included in these studies were suberyolanilide hydroxamic acid (SAHA),
ITF2357, valproic acid, trichostatin A and apicidin. They all suppress pro-inflammatory
cytokines. However, they differ significantly in their effective active concentration (e.g.
SAHA is 1000 times more effective than valproic acid). Although the precise mechan-
isms leading to this anti-inflammatory efficacy are still unknown, several studies offer
possible explanations. For instance, the differentiation of Th cells is paralleled by a
change in the acetylation pattern at key promoter sites [6] (Figure 20.1). Hence,

Figure 20.3 Anti-inflammatory properties of HDIs. Peripheral blood mononuclear cells were
isolated from normal human blood and stimulated with concanavalin A for 24 h. Trichostatin A
(TSA), suberoylanilide hydroxamic acid (SAHA), apicidin and valproic acid were added 1 h before the
stimulation. Apoptosis induction was assessed by annexin V/propidium iodide staining and flow
cytometry analysis, IFN-g production was determined by ELISA (n¼ 6).
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transcription of the respective genes might be directly modulated by a change in the
acetylation pattern of the related promoter region.

Recently, the group of Hancock demonstrated that the activation state of the
transcription factor Foxp3 is directly affected by the HDI trichostatin A in a murine
model [21]. Foxp3 represents a key marker for regulatory T cells, which are currently
considered as the critical suppressive cell type in the control of inflammatory responses.
The activation of Foxp3 itself depends on its acetylation state and is regulated by
HDAC7 and HDAC9. Tao et al. reported a ‘boosting’ effect of an HDI on Foxp3þ

regulatory T cells [21]. In parallel,HDAC9-knockoutmicewere protected in amodel of
experimental colitis mediated by an upregulation of regulatory T cells [21]. These
findings are even more important considering the fact that there are very few reported
effects of HDIs that result in activation rather than downregulation of cells [21].

The effect of HDIs on the acetylation state of p65, a subunit of the transcription
factorNF-kB, is controversial [22–27]. p65 is acetylated in the nucleus by theHATp300
and deacetylated by HDAC3 [28]. Blocking this deacetylation step should keep the
activated p65 in the nucleus, and result in hyperactivation of NF-kB. Although some
studies [26,27] have confirmed this effect, others have reported the opposite: in these
studiesNF-kB activationwas reduced and the translocation of p65 into the nucleus was
inhibited [22,23]. The conclusion drawn from these studies was that SAHA affects the
NF-kB signal transduction pathway upstream of the separation of IkB and the p50/p65
complex [29] (Figure 20.4, pathways a and c). Importantly, inhibition of HDAC was

Figure 20.4 Impact of HDIs on the NF-kB pathway. HDIs are able to impact NF-kB (p50 þ p65)
activation in differentways. An inhibition of inhibitor ofkB (IkB) binding (a) leads to increased NF-kB
translocation into the nucleus, therefore enhancing NF-kB activity. An inhibition of IkB degradation
(c) enhances the probability of IkB binding to NF-kB, leading to an impaired NF-kB activity. In the
nucleus (b) HDAC inhibition prevents NF-kB deactivation.
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found to suppress phosphorylation and nuclear translocation of p65 in the nucleus
(Figure 20.4, pathway b), an effect our group could confirm, demonstrating a reduced
amount of p65 in the nucleus after treatment with SAHA and ITF2357 in vitro as well as
for the first time in vivo [18] (Figure 20.5).

20.4 Impact of HDAC inhibition in models of experimental
colitis

The anti-inflammatory efficacy of HDAC could be demonstrated in various in vivo
models including concanavalin A-induced hepatitis, LPS-induced shock, experimental
autoimmuneencephalomyelitisandvariousmodelsofexperimentalcolitis[17,19,20,30].
As outlined in section 20.1, inflammatory bowel disease is a chronic disease accompa-
nying patients throughout their life. The treatment options and understanding of the
pathogenesis of the disease have improved dramatically over recent years. There is still a
significant subgroup of patients for whom an appropriate treatment is missing. The
profound inhibition of pro-inflammatory cytokines in vitro as well as in the above-
mentioned in vivomodels suggest thatHDI treatmentmight representanattractivenovel
pharmacological approach for the therapy of inflammatory bowel disease. Thus, we
decided to evaluate several HDI in models of experimental colitis in mice.

There are several models of chemically induced experimental colitis available, each
reflecting specific characteristics of the human disease. The model of acute dextran
sulphate sodium (DSS)-induced colitis is well-known and often used to evaluate novel
pharmaceutical compounds for their anti-inflammatory capacity [31]. However, this
model is not considered to be an immunologicalmodel of inflammatory bowel diseases
because during the acute disease course the epithelial barrier is disrupted, resulting
in an inflammatory response of the mucosa. Yet, stimulation of a T cell response
occurs and represents characteristics of the humandisease, indicating its uselfulness as a
model of chronic DSS-induced colitis. On the other hand, the models of trinitroben-
zene- and oxazolone-induced colitis represent Th1- and Th2-mediated models of
colitis, respectively [32,33].

Figure 20.5 Reduced nuclear translocation of p65 in cells treated with the HDI ITF2357. HeLa cells
were pretreated with ITF2357 (1mM) for 1 h, and subsequently stimulated with TNF-a for 40min.
Nuclear extracts were analysed for p65 by Western blotting.
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In general, the anti-inflammatory potency ofHDIswas evaluated in differentmodels
of colitis [17]. Our data indicated that HDIs of different classes could ameliorate the
symptoms of acute DSS-induced colitis. Weight loss, bleeding and colon shortening
could be reduced using SAHA, ITF2357 and the short chain fatty acid valproic acid.
These macroscopic data were paralleled by a reduction of pro-inflammatory cytokines
at the site of inflammation in colon cultures and further underlined by a reduced
histological inflammation score. Figure 20.6 shows data from one acute DSS-induced
colitis experiment using SAHA as the HDI. SAHA treatment resulted in a reduced
weight loss and a decrease in macroscopic mucosal inflammation as indicated by the
endoscopic pictures (Figure 20.6b). The effect on trinitrobenzene-induced colitis was
very similar. Even though an ameliorating effect of all HDIs was observed in both
models, SAHA and ITF2357 were superior to valproic acid.

Apoptosis induction mediated by the inhibition of HDAC might contribute to the
therapeutic efficacy in these models. For example in healthy humans, lamina propria
mononuclear cells exhibit a high susceptibility to Fas-mediated apoptosis, whereas
lamina propria mononuclear cells from patients with Crohn’s disease have been

Figure 20.6 Effect of SAHA treatment on acute DSS-induced colitis. Mice (n¼ 7) were exposed to
DSS (4%) in drinkingwater, and SAHAor vehicle were administered (50mg/kg of bodyweight) via oral
gavage. (a) The normalized weight curves from days 3 to 9. On day 7 the mice were examined via lower
endoscopy (b). The DSS-treated animals show a clear reduction of inflammation compared to the
untreated mice.
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shown to be resistant to multiple apoptotic pathways [34]. Here, treatment with the
anti-TNF-a antibody infliximab resulted inmonocyte- and caspase-3-dependent T cell
apoptosis [35]. In our models, HDI treatment was followed by a significant increase in
lamina propria mononuclear cell apoptosis, which might contribute to the described
anti-inflammatory efficacy.

Similar results were obtained by another group with trichostatin A in the DSS-
induced colitis model. Here the authors explained the beneficial effect with an
enhanced functionality of regulatory T cells [21]. In addition, they could mimic the
HDI effect using HDAC9-knockout mice, thus suggesting a critical role of HDAC9 in
the function of regulatory T cells. The authors do not claim to have identified the only
relevant target for the HDI, but the data clearly demonstrate a predominant role of the
regulatory T cells in these models. When considering HDIs as novel possible thera-
peutic target for the treatment of inflammatory bowel disease their apoptosis-inducing
property is of particular interest. This is based on the clinical observation that ulcerative
colitis is associated with an increased risk of developing colon cancer after a disease
course of more than 10 years in patients suffering from pan-colitis [36].

These clinical observations are underlined by experimental data characterizing the
key inflammatory transcription factor NF-kB as a link between inflammation and
carcinogenesis [37,38]. These studies were performed in models of inflammation-
associated colon cancer. Here, in the absence of NF-kB activation in colon epithelial
cells, tumour developmentwas clearly suppressed, while no effect on inflammationwas
observed. In contrast, when NF-kB activation was abrogated in macrophages of the
lamina propria, suppression of tumour development was paralleled with a reduction in
intestinal inflammation.

Given the prominent anti-inflammatory effect in the models of experimental colitis
as well as the well-known anti-proliferative capacity of HDIs, one would assume a
strong tumour-preventing capacity of HDAC inhibition in models of inflammation-
induced tumorigenesis. In this regard, there are several models of inflammation-
associated cancerogenesis, mediated by chronic colitis, where tumours develop at the
site of inflammation. The azoxymethane-/DSS-induced model is based on a single
injection of the carcinogen azoxymethane followed by induction of a chronic DSS-
induced colitis (Figure 20.7a). The development from initial dysplasia to full-grown
adenomas can be monitored by lower endoscopy in the living mice (Figure 20.7c). In
the azoxymethane-/DSS-induced model continuous treatment with the HDIs SAHA
and ITF2357 attenuated both tumour growth and development. Again, ITF2357, as
seen in the colitis models, was more potent than SAHA [18].

Another model of inflammation-mediated tumorigenesis is the IL-10-knockout
model. These mice spontaneously develop colitis and, with age, dysplasia can progress
to infiltrating carcinomas. This progression of tumour development can be enhanced
or accelerated by a 5-day treatment with the cyclooxygenase-2 inhibitor celecoxib [39].
Despite the fact that the administration of HDIs did not start until the age of 12 weeks,
HDI treatment was associated with an inhibition of tumorigenesis in the following
4weeks.Hence, treatmentwith theHDI ITF2357was highly effective in this therapeutic
model of inflammation-mediated carcinogenesis.
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20.5 Perspectives

For several years, HDIs were of interest solely for researchers working in oncology.
Currently, the focus has changed to the anti-inflammatory impact of these
agents [40]. Several experimental models have revealed the anti-inflammatory effects
of HDIs, including LPS-induced shock, concanavalin A-induced hepatitis [20],
murine models of systemic lupus erythematosus [30], arthritis [41] and ovalbu-
min-induced airway inflammation [42]. Our own data in models of experimental
colitis further support the concept that inhibition of HDAC is associatedwith an anti-
inflammatory effect.

Yet the exact mechanisms behind these anti-inflammatory properties are not
completely solved. In most experimental set-ups it is hard to determine whether

Figure 20.7 Azoxymethane (AOM)/DSS-induced model of inflammation-mediated colon cancero-
genesis. (a) A single injection of the carinogen azoxymethane (12.5mg/kg of body weight) was
followed by the induction of chronic colitis by repeated low-dose treatments (5 days) withDSS (3%) in
drinking water. (b) The distal part of the colon at day 50, displaying the prominent presence of
adenoma (arrow). (c) The mice were continuously monitored via lower endoscopy. Shown are images
of the colon of a control mouse (left) and an azoxymethane-/DSS-treated mouse (right) at day 40.
The arrow indicates prominent adenomas.
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histone- or non-histone-mediated effects are more important, whether gene induction
or suppression is the crucial factor, or whether apoptosis induction and cell toxicity
imitate anti-inflammatory effects. For the majority of the HDIs, the target HDACs
remain unknown. At this point, two possible explanations seem to contribute to the
therapeutic effects observed in vivo: an inhibitory effect on theNF-kBpathway [18] and
an enhancing effect on regulatory T cells mediated by HDAC9 [21].

In addition to the unclear mode of action behind the beneficial effects observed in
the diseasemodels described, it has to be pointed out thatHDIs are cytotoxic agents and
induce cell-cycle arrest and apoptosis, which might represent a risk during long-term
treatments [43]. New insights into the roles of the distinct HDAC in the different cell
types will help to improve therapeutic strategies in chronic inflammation and, in
parallel, reduce potential side effects. Nevertheless in a medium-term perspective,
treatment with HDIs is a promising therapeutic strategy for chronic inflammation in
general as well as chronic intestinal inflammation and associated tumour development
in particular.
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Abstract

Histonedeacetylase(HDAC)inhibitorsweredescribedinitiallyfortheiranti-proliferative
effect in cancer cell lines as well as for their reduction of experimental tumour growth
in vivo. Furthermore, severalHDAC inhibitors (HDIs) are currently in clinical trials for a
variety of solid and haematological cancers. In addition, recent studies provide evidence
for an anti-inflammatory potency of HDI in vitro and in vivo in various models of
experimental colitis, as well as colitis-associated tumorigenesis. Still, the exact mechan-
isms behind these anti-inflammatory properties of HDI are not completely solved.
Currently, several possible modes of action are under investigation; for example, the
impact on regulatory T cells or on the nuclear factor kB pathway. Inhibition of HDACs
might provide a novel strategy in chronic inflammatory disorders such as inflammatory
boweldisease,where chronic inflammation is linked toan increasedrisk forcoloncancer.

Key words: histone; acetylation; colitis; IBD; NF-kB; Th cells; HDAC; HDI;
epigenetics; inflammation.
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21.1 Introduction

Autoimmune diseases can be considered a result of a dysfunctional immune system
attacking self-antigens. About 5% of the population suffers from autoimmune
diseases [1]. Regulatory T cells (Tregs) play an essential role in immunological
tolerance to self-antigens [2]. The compromise of Treg functions contributes to the
pathogenesis of various autoimmune diseases [3]. Therapeutically modulating or
adoptively transferring Tregs has been broadly proposed as an advanced tool to treat
autoimmune disorders [4].

Abnormal epigenetic changes may alter the functional regulation of the immune
system, leading to human diseases including autoimmune disorders [5,6]. Epigenetic
studies generally focus on themitotic and/ormeiotic heritablemessages carried byDNA
methylation and chromatin structure that are ‘memorizable’ and can be passed on
through generations [7]. More recently, the study of epigenetics has also been extended
to new fields such as RNA-interference-mediated heterochromatin formation, histone
variants exchange, histone modification and chromatin remodelling [7,8].
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Histone deacetylases (HDACs) or lysine deacetylases remove the acetyl group from
the side-chain e-amino groups of the lysine residue in either histone or non-histone
proteins [9]. Most histone-modification enzymes are also actively involved in
the post-translational modification of non-histone proteins [10]. To date, more
than 70 non-histone proteins have been found to be acetylated in vivo [9].
Lysine acetylation and deacetylation function as a molecular switch to control
gene transcription and protein function. Lysine acetylation modifies chromatin
accessibility and the function of non-histone proteins including transcription
factors [11] and cell-surface receptors [12]. Various dietary or synthesized HDAC
inhibitors have recently been used to treat autoimmune diseases including rheumatoid
arthritis [13], systemic lupus erythematosus [14–17] and experimental autoimmune
encephalomyelitis [18]. Epigenetic studies including DNA methylation [19] and
epigenome sequencing [20] have been reviewed extensively elsewhere. Here we
summarize recent work on treating autoimmune disease by HDAC inhibitors.
We emphasize recent progress in modulating Treg function through deacetylase
inhibition.

21.2 Regulatory T cells

Tregs play a critical role in controlling the immune response to self-antigens and
pathogens via multiple non-overlapping mechanisms [21,22]. Several sets of Tregs
exist. These include forkhead box protein P3 (FOXP3) expressing CD4þCD25þ

natural Tregs (nTreg) that originally develop in the thymus [23], transforming growth
factor b (TGF-b)-induced FOXP3þ Tregs (iTregs) in the periphery [24–26],
interleukin (IL) 10-secreting type 1 regulatory T (Tr1) cells [27], T helper type 3
(Th3) TGF-b-secreting regulatory cells [28] and Qa-1-restricted CD8þ Tregs [29].

The forkhead-family transcription factor FOXP3 was recently identified as amarker
of nTregs [30]. More importantly, FOXP3 is also both necessary and sufficient to
convert na€ıve T cells to functional Tregs in mice and in humans [31], although the
transcriptional signature of the development and function of nTregs may include both
FOXP3-dependent and FOXP3-independent transcriptional events [32,33].

FOXP3þ Treg cells suppress the activation, proliferation and function of various
immune cells including CD4þ effector T cells, CD8þ cytotoxic T cells, B cells, dendritic
cells andmacrophages [34]. A growing list of potential mediators of immunosupression
by FOXP3þ Tregs has been identified, which include cell-surface receptors such as
lymphocyte-activation gene 3 (LAG-3), glucocorticoid-induced tumour necrosis factor
receptor (GITR) and cytotoxic T lymphocyte protein 4 (CTLA-4); secreted suppressive
cytokines such as TGF-b1, IL-10, interferon g and IL-35; enzymes such as granzyme B
and haem oxygenase-1; CD39- and CD73-mediated production of adenosine and
metabolites such as cAMP. Thus, understanding the mechanisms underlying FOXP3
expression and function is critical to therapeutically modulating Treg function for
autoimmune disease.
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21.3 Epigenetic regulation of FOXP3 expression

Murine Foxp3 was initially identified as a gene specifically expressed in CD4þCD25þ

nTregs but not in other immune cells. Ectopically expressing Foxp3 in murine CD4þ

CD25� effector T cells could convert these cells to be functionally suppressive [23].
More recently, FOXP3 expression has also been broadly found in various epithelial cells
including breast, lung respiratory and prostate epithelial cells [35], and tumour
cells [36,37]. The induction of FOXP3 expression in murine and human Tregs has
been studied extensively in recent years [38].

Many factors, including cytokines such as IL-2 and TGF-b, have been identified as
the inducers of murine Foxp3 gene expression [38,39]. Detailed analyses of the Foxp3
promoter and enhancer regions have provided molecular clues on the modulation of
murine Foxp3 transcription by these extracellular factors. Consensus binding sites for
various key transcription factors, including signal transducer and activator of
transcription (STAT) 3 and STAT5, nuclear factor of activated T cells (NFAT),
activator protein 1 (AP-1), specificity protein 1 (SP1) and cAMP-response-element-
binding protein (CREB)/activating transcription factor (ATF) basic leucine zipper
domain (bZIP) transcription factor (CREB/ATF), have been identified on the Foxp3
promoter [38]. Two enhancers regulating murine Foxp3 gene expression have been
identified recently [40]. The first enhancer maps to the region from þ 2079 to þ 2198
and the second from þ 4054 to þ 5216 in the murine Foxp3 gene. Both enhancers are
associatedwithNFAT and Smad3, which play a key role in inducingmurine Foxp3 gene
expression.

The second enhancer, which was also independently identified by another group,
contains STAT5 and CREB/ATF-binding sites [41]. The synergistic cooperation of
transcription factors activated by extracellular stimuli, including T cell receptor and
other co-stimulation signals, may promote histone H4 acetylation in a site-specific
manner, leading to chromatin remodelling andmurine Foxp3 transcription. Consistent
with this notion, treatment with theHDAC inhibitor promotes histone acetylation and
murine Foxp3 expression in Tregs [42]. Moreover, the induction of FOXP3 expression
may depend on the DNAmethylation status of the FOXP3 gene as well, since 5-aza-20-
deoxycytidine treatment increases FOXP3 expression [43].

21.4 FOXP3 acetylation and function

Whereas initially it was thought that molecules such as histone acetyltransferases and
HDACs affect only histones, many proteins including transcription factors are now
found to be modulated by acetylation and deacetylation. Histone acetylation, which
takes place on the N-terminal tails of histones H3 and H4, is generally thought to
increase the accessibility of transcriptional machinery to alter gene transcription [44]
and is mediated by histone acetyltransferases. For instance, histone acetylatransferase

21.4 FOXP3 ACETYLATION AND FUNCTION 375



HIV-1 Tat-interacting protein, 60 kDa (TIP60) can directly acetylate certain transcrip-
tional proteins, such as p53. TIP60 has been found to associate with class II HDACs,
such as HDAC7. Under basal conditions the major pools of TIP60 and HDAC7 reside
in the nucleus, but the complex undergoes translocation from the nucleus to the
cytoplasm [45]. HDAC7 is also able to affect central T cell unresponsiveness by
inhibiting T cell death [46].

The dogma is that acetylation of histones is generally linked to opening chromatin,
making the nucleosome more accessible to transcripton factors and active transcrip-
tion [47]. Deacetylation of histones is otherwise associated with condensed chromatin
or heterochromatin, less accessible nucleosomes and decreased transcription [48].

The role of acetylation on non-histone transcription factors is more varied. Acetyla-
tion may regulate protein subcellular localization, dimerization, protein–protein
interaction, signal transduction,DNAbinding and protein enzymatic activities. Acetyla-
tionmay combinewithotherpost-translationalmodifications, such as phosphorylation,
methylation and ubiquitination to modulate protein activities [49]. Deacetylation has
also been linked to the activation of non-histone enzymes such as acetyl-CoA
synthetase [50].

Therefore, histone acetyltransferases and HDACs have multiple functions beyond
histone modifications and may affect other proteins including transcription factors.
Direct acetylation of transcription factors is emerging as a major determinant
of regulating transcriptional activity much like phosphorylation in signal transduc-
tion. Different acetylases/deacetylases may associate with the same transcription
factor, leading to different modifications in different cell populations or at different
times.

Our recent studies have identified dynamic ensembles of the FOXP3 complex
containing histone modification and chromatin-remodelling enzymes [39]. FOXP3
directly associateswith histone acetyltransferase TIP60 in vivo [51] and in vitro (B. Li and
M.I. Greene, unpublished results). FOXP3 is subject to acetylation that is promoted by
TIP60 [51]. FOXP3-mediated transcriptional repression is dependent on recruitment of
TIP60 by theN-terminal proline-rich domain of FOXP3 [51]. Acetylationmay promote
FOXP3 function since HDAC inhibitor treatment leads to increased FOXP3 levels and
enhanced Treg function in vitro and in vivo [42,52].

21.5 Protein lysine deacetylation

Four classes of HDAC, including four in class I, six in class II, seven in class III and one
in class IV, have been identified. Since HDACs can also deacetylate non-histone
proteins, histone acetyltransferases and HDACs have been renamed lysine
acetyltransferases (KATs) and lysine deacetylases, respecitvely, according to new
nomenclature [10,53]. Class I lysine deacetylases – HDAC1, HDAC2, HDAC3 and
HDAC8 – are broadly expressed in various types of cell and tissue. Class II lysine
deacetylases – including HDAC4, HDAC5, HDAC6, HDAC7 and HDAC9 – and class
IV lysine deacetylase –HDAC11 – are expressed in a tissue- or cell-specificmanner. The
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HDAC activity of class II lysine deacetylases is generally regulated by post-translational
modification, especially phosphorylation, and is also regulated by their subcellular
localization. Class III lysine deacetylases feature the sirtuins (which stands for silent
mating type information regulation 2 homolog 1) of Saccharomyces cerevisiae – SIRT1,
SIRT2, SIRT3, SIRT4, SIRT5, SIRT6 and SIRT7 – are the homologues of yeast silent
information regulator 2 (SIR2) protein, and require NAD as a co-enzyme [54]. The
FOXP3 complex contains various class I and class II HDACs including HDAC1,
HDAC7 andHDAC9 [51,55].HDAC inhibitor treatmentmay enhance FOXP3binding
to chromatin (A. Samanta et al., unpublished results) and promote murine Foxp3
expression and Treg function in vivo [42].

21.6 HDAC inhibitors in autoimmune disease

In vivo administration of the HDAC inhibitor trichostatin A (TSA) ameliorated
autoimmune lupus features in the MRL-lpr/lpr mouse strain, an effect that was
attributed to affecting histone acetylation [16]. TSA’s effects on histone acetylation
also benefited experimental autoimmune encephalomyelitis [56]. TSA was believed to
protect neurons by promoting antioxidants and counteracting pro-proliferative and
apoptotic signals. TSA reduced CD4þ T cell responses in vitro and in vivo through
down-modulation of CD28 by an undefined mechanism involving histone modifica-
tions [57]. Another HDAC inhibitor, valproic acid, was also able to suppress cytokine
production and limit autoimmune colitis in rodents through amodification of histone
acetylation [58,59].

More recent studies have indicated that HDAC inhibitors can affect a variety of
reactions including dampening alloreactivity and graft rejections by directly enhanc-
ing Treg function [42,52]. The effects of HDAC inhibitors on Treg function were
assessed in vivo in three small-animal models [42]. First, CD4þCD25� T cells were
co-transferred with HDAC inhibitor- or DMSO-treated congenic Tregs into immu-
nodeficient mice. By day 7, co-administration of wild-type Tregs with CD4þCD25� T
cells significantly decreased homeostatic T cell proliferation compared with transfer of
CD4þCD25� cells alone; transfer of TSA-treated Tregs also further decreased T cell
proliferation. Second, in the dextran sulphate sodium (DSS)-induced CD4-dependent
model of colitis, use of HDAC inhibitors increased CD4þFOXP3þ Tregs in
lymphoid tissues and diminished disease severity. The effects were Treg-dependent,
as prior CD25 monoclonal antibody therapy rendered mice unresponsive to TSA.
Third, the effects of the HDAC inhibitor TSA on T cell-dependent alloresponses in
vivo using responder fully MHC-mismatched cardiac and islet transplant models were
studied. Cardiac allografts in control DMSO-treated mice were rejected similarly to
untreated C57BL/6 mice, but TSA therapy for 14 days prolonged allograft survival.
In addition, in studies now being completed, we found that valproic acid treatment
decreased the incidence and severity of collagen-induced arthritis and acted
therapeutically on the ongoing condition in mice (S.J. Saouaf and M.I. Greene,
unpublished work).
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21.7 Dietary butyrate promotes lysine acetylation
by inhibiting deacetylases

Butyrate promotes histone lysine acetylation in a rapid and reversible way [60]. Dietary
fibre canbeprocessedby lactate-utilizing bacterial fermentation in thehuman intestine,
which produces butyrate [61]. Riggs and colleagues showed that n-butyrate treatment
could reversibly increase histone H4 acetylation in HeLa and leukaemic cells [60].
Candido et al. observed that sodium butyrate promotes the accumulation of acetylated
histones by inhibiting deacetylation both in vivo and in vitro [62]. Hyperacetylation of
histones after treatment with sodium butyrate is due to the inhibition of HDAC.

21.8 The HDAC inhibitor butyrate affects TGF-b
signalling and increases Smad3 levels

Sodium butyrate may affect cell growth and phenotype by regulating the activity of
transcription factors. Nguyen et al. have found that sodium butyrate could induce
Smad3 and potentiate TGF-b signalling [63]. Increases of Smad3 mRNA and protein
levels were apparent in a variety of non-transformed cell lineswithin 24 hof exposure to
relatively low levels of sodium butyrate (5mM). Moreover, sodium butyrate was also
found to enhance TGF-b signals that led to Smad3 phosphorylation. Finally sodium
butyrate and TGF-bwere able to cooperatively reduce phenotypic features of cells such
as anchorage-independent growth [63]. Acting in an autocrine and paracrine manner,
TGF-b, as well as its downstream signalling pathway, plays a critical role in leucocyte
biology [39]. TGF-b signalling regulates the development, differentiation, survival and
proliferation of multiple cell lineages, including Tregs [64]. Some of the effects of
TGF-b on Tregs have been mapped to the murine Foxp3 enhancer [40].

21.9 HDAC inhibitors affect immune-cell proliferation
and conversion of antigen triggered T cells into
an unresponsive state

Butyrate has multiple biological effects in cultured cells by serving as an effective
suppressor of cell proliferation and an inhibitor of cell-cycle progression, and by
promoting cell differentiation in cancer cells [65]. These effects were also observed in
immune cells [66]. Gilbert andWeigle found that n-butyrate blocked primary Th1 cells
in theG1 phase of the cell cycle and, in associationwith T cell receptor signalling, caused
anergy rather than activation [66]. Onemechanism by which butyrate blocks cell-cycle
progression involves increased levels of cyclin-dependent kinase inhibitors p21Cip1 and
p27Kip1 in Th1 cells. p21 prevents cyclin-dependent kinase-mediated activation of
retinoblastoma protein via phosphorylation, thus preventing cell-cycle entry to the
S phase.
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Gilbert and colleagues observed that butyrate species converted the phenotype of
T cells which had encountered antigen into unresponsive cells [67]. While sodium
butyrate has a very short half-life in vivo and its activity is thus limited, a number
of modifications yield butyrate forms that have butyrate as breakdown species,
thereby yielding longer in vivo activities. These modified forms include n-butyrate
2-(4-morpholinyl) ethyl butyrate hydrochloride (MEB) which has been studied in vivo
and is active in immunemodulation [67]. Populations of Th1 cells exposed to butyrate
alone or to butyrate and IL-2 did not lose their ability to respond to a subsequent
antigen challenge. Splenic T cells stimulated in vitrowith an alloantigen in the presence
of butyrate lost their ability to proliferate in response to the subsequent challenge with
the initial alloantigen, but retained their ability to proliferate when stimulated with a
third-party alloantigen. These data indicate that butyrate converts T cells, which
have encountered antigen, into cells unable to react to antigen. Cells that have not
encountered antigen are not directly converted into an unresponsive state.

21.10 Conclusions

Recently we identified FOXP3, the key transcription factor for Treg development
and function, as an acetylated protein [51]. FOXP3 function in Tregs depends

Figure 21.1 A working model of preventing autoimmune disease by inducing functional FOXP3þ

Tregs through deacetylase inhibition. T cell receptor signals, anti-inflammatory cytokines and
pharmaceutical agents may modulate the epigenetic status of the FOXP3 gene locus to induce FOXP3
expression, leading to the development and function of natural and inducible FOXP3þ Tregs.
However, functional FOXP3þ Tregs may not only depend on FOXP3 expression alone, but also on
post-translational modifications, such as acetylation (Ac) of FOXP3, as well as the complex ensemble
of active FOXP3 with its binding partners, including transcription factors (TF), histone acetyltrans-
ferase (HAT) and HDAC. HDAC inhibitors (HDIs) promote FOXP3 expression, FOXP3 acetylation and
the production of functional Tregs in vitro and in vivo. Consequently, functional FOXP3þ Tregs control
the immune system to prevent autoimmune disease.
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on its dynamic complex ensemble with other enzymatic subunits. The N-terminal
transcription-repression domain of FOXP3 recruits the histone acetyltransferase–
HDAC complex, which is essential for its suppressive function [51]. Moreover, HDAC
inhibitor treatment promotes the binding of FOXP3 to chromatin (A. Samanta, B. Li
and M.I. Greene, unpublished results) and increases murine Foxp3 gene expression, as
well as the suppressive function of Tregs in vivo [42]. Our studies provide an important
framework for molecular insights into how HDAC inhibitors regulate autoimmune
disease by modulating the expression and post-translational modification of FOXP3,
which leads to the enhanced Treg function (illustrated in Figure 21.1).

Since HDAC inhibitors have multiple molecular targets in vivo and demonstrate
different binding affinities [68], wemust keep inmind that theymaymediate immuno-
suppression through multiple mechanisms. Moreover, histone deacetylation on select
gene promoters may contribute to the transcriptional repression of pro-inflammatory
genes in tolerant immune cells as well [69].
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Abstract

Abnormal epigenetic changesmay alter the functional regulation of the immune system
to self-antigens, leading to human autoimmune disorders. Regulatory T cells play an
essential role in the control of autoimmunity. The forkhead family transcription factor
FOXP3 regulates the development and function of natural regulatory T cells. Under-
standing the mechanisms underlying FOXP3 expression and function will lead to the
ability to therapeutically modulate regulatory T cell function to treat autoimmune
disease. Many factors, including cytokines and pharmaceutical agents, have been
identified as the inducers of FOXP3 gene expression. The induction of FOXP3
expression also depends on the epigenetic status of the FOXP3 gene promoter. Here
we review recent work on treating autoimmune disease by histone deacetylase
inhibitors, including new findings on modulating FOXP3 and regulatory T cells
function through deacetylase inhibition.

Key words: autoimmune disease; regulatory T cell; epigenetics; FOXP3;
acetyltransferase; deacetylase; deacetylation inhibitor; complex ensemble;
butyrate.
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22.1 Introduction

Adequate functionality of the immune system is required for the protection of the
organism against invaders and pathogens.However, inappropriate functioning leads to
disease: loss of immune function increases the risk of infections and cancer, while over-
activation of immune cells leads to systemic inflammation. If immune cells react with
self-epitopes, autoimmune disorders may develop. Therefore, several barriers must
prevent against autoimmunity, including the induction of central and peripheral
tolerance to autoantigens during T lymphocyte development, regulatory Foxp3þ T
lymphocytes that inhibit CD4þ and CD8þ cell activation, tight regulation of lym-
phocyte activation and commitment and apoptosis after antigen encounter. These
defending mechanisms are realized through the coordinated action of different regula-
tory pathways that finally converge to altered expression of genes responsible for immune
response. An increasing amount of data supports the notion that epigeneticmodification
(particularly acetylation and deacetylation) of chromatin structure is of central impor-
tance in different levels of defense against autoimmunity. This review summarizes data
collected so far.

22.2 Chromatin acetylation and deacetylation

The human genome is packaged in the nucleus into chromatin, a dynamic macromo-
lecular complexmade up of repetitive units, the nucleosomes [1]. The nucleosome core
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is composed of 146 or 147 base pairs (reports are contradictory) of DNA wrapped in
1.65 turns around the histone octamer formed by an H3–H4 tetramer and two
H2A–H2B dimers.

Histones are small basic positively charged proteins rich in lysine and arginine. The
four nucleosomic histones involve two domains: the C-terminal domain, which is
located inside the nucleosome core, and the N-terminal domain. There are 14 contact
points between histones and DNA. These multiple interactions make the nucleosome
one of the most stable protein–DNA complexes under physiological conditions [2].

The nucleosome is not simply a static unit. It possesses dynamic properties that are
tightly regulated by various protein complexes. Lysine residues on H3 and H4 histone
tails extending out of the nucleosome are subject to a vast array of post-translational
modifications, including acetylation. Histone acetylation results in a change of the net
charge of nucleosomes. Neutralization of positive charge and an increase in hydro-
phobicity by histone acetylation reduce the affinity of histones to DNA template and
greatly loosen inter- or intranucleosomal DNA–histone interactions. The resulting
altered nucleosome structure facilitates the binding of transcription factors to nucleo-
somalDNA and enhances transcription.Higher-order chromatin structuremay also be
altered as a result of covalent modifications of histone subunits.

22.3 Histone deacetylases and histone
acetyltransferases

Histone deacetylases (HDACs) and histone acetyltransferases (HATs) are two op-
posing groups of enzymes involved in chromatin remodelling by modifying the
acetylation state of histones [3]. HATs are responsible for histone acetylation, while
HDACs catalyse deacetylation by cleaving acetyl groups. In general, histone acetylation
is associated with transcriptional activation, while deacetylation results in tightening of
nucleosomal integrity, restriction of the access of transcription factors and suppression
of transcription [4].

Currently, 17 human genes that encode proven or putative HDACs have been
identified. Based on the analogy to Rpd3 and Hda1 yeast proteins, they are classified as
class I HDACs (that include HDAC1, HDAC2, HDAC3 and HDAC8) and class II
HDACs (that include HDAC4, HDAC5, HDAC6, HDAC7, HDAC9 and HDAC10
human enzymes). Class I HDACs are present exclusively in the nucleus, while class II
HDACs are shuttled between the cytoplasm and the nucleus. SIRT1, a human protein
analogue to a yeast transcriptional repressor, is also categorized as aHDACand belongs
to a distinct family called sirtuins.

In addition to histones, HDACs can deacetylate non-histone proteins as well [5]
(Figure 22.1). SomeHDACs reside in the cytoplasmwhere theymay exert their effects on
a growing list of acetylated non-histone proteins. Both cytoplasmic and nuclear proteins
can undergo reversible acetylation. Acetylation of a protein can have many different
effects. First, it can affect protein stability. Since both acetylation and ubiquitylation
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target the same amino acid residue (lysine), competition between these two phenomena
influences the stability of the substrate and therefore regulates its function indirectly.
HDACs can decrease the half-life of several substrates by exposing the lysine residue to
ubiquitylation. Second, acetylation affects protein–protein interactions. A characteristic
example is the transcription factor signal transducer and activator of transcription 3
(STAT3), which is activated by cytokine signalling. Cytosolic acetylation of STAT3
triggers its dimerization and subsequent nuclear translocation. Acetylation of hypoxia-
inducible factor 1 (HIF1) by the acetyltransferase ARD1 apparently leads to increased
associationwith the vonHippel–Lindau (VHL)ubiquitylation complexandproteasome-
mediated degradation, which has a regulatory role in the cellular response to changes
in oxygen availability and angiogenesis [4]. Third, acetylation can have effects on
protein localization. Reversible acetylation affects the subcellular localization of several
proteins. In some cases the nuclear-localization signal contains acetylatable lysine
residues that,whenacetylated, favournuclear retention. In the case of themultifunctional
high-mobility group box 1 (HMGB1) protein, acetylation favours nuclear export and
cytosolic accumulation before secretion during inflammatory and/or necrotic processes.
Proteins involved in nuclear import can themselves be regulated by acetylation [4].
Fourth, acetylation can affect DNA binding. Thus, several transcription factors show
increased DNA binding and subsequent transcriptional activity that correlate with the
hyper-acetylation of histones in target chromatin. GATA3 and the p65 component of
nuclear factor kB (NF-kB) are targets for acetylation and deacetylation, which thereby
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Figure 22.1 Effects of HDAC and HAT on histone and non-histone proteins.
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modulate their transcriptional activity. ThusHDACs are also associatedwith inactivep65
and play a role in the regulation of NF-kB-mediated gene transcription without altering
DNA binding. cAMP-response-element-binding protein (CREB)-binding protein
(CBP) acetylates specific lysine residues on p65, increasing its binding to DNA and
causing transcriptional activation. HDAC1 and HDAC2 are able to reverse this process.
They can deacetylate acetylated NF-kB and promote its association with the inhibitor of
NF-kB-a (IkB-a) within the nucleus to increase its export into the cytoplasm and, thus,
terminate NF-kB activity. More surprisingly, in some cases acetylation impairs the
binding of transcriptional activators to the DNA, indicating that HATs and HDACs
might work in an orchestrated way to achieve the same cellular effect. Acetylation also
impairs the catalytic and DNA-binding activities of enzymes involved in DNA metabo-
lism and repair. Finally, acetylation can have other effects. In some cases, the function of
HAT/HDAC substrates is influenced by acetylation at several levels. Similarly, the DNA-
binding affinity of NF-kB (in its multiple forms) is regulated by HATs/HDACs, as is its
transcriptional activation and its associationwith its regulator, IkB.RecentlyHDAC6has
been shown to deacetylate the cytoplasmic chaperone protein heat-shock protein 90
(HSP90). Hyperacetylation of this latter protein in HDAC6-deficient cells leads to the
loss of chaperone activity [4].

Deacetylation inhibitors

The impact of HDACs on cell function is generally explored by the use of HDAC
inhibitors (HDIs), a relatively wide range of compounds that derive from both natural
and synthetic sources. With a few exceptions, they all can be divided into chemical
classes including hydroxamic acid derivatives, carboxylates, benzamides, electrophilic
ketones and cyclic peptides. The majority of HDIs are equally active against class I and
class II HDACs. Widely used experimental substances for HDAC inhibition include
trichostatin A (TSA), butyrate, suberoylanilide hydroxamic acid (SAHA), apicidin,
valproic acid and hydroxamic acid-containing and benzamide-containing HDIs (for a
detailed review see [1]).

HDIs induce up- as well as downregulation of a small subset of genes [6], suggesting
that chromatin structure modulation by HDACs is a gene-specific event with variable
transcriptional outcomes, and that only a few genes (approximately 2%) are regulated
primarily through HDAC-dependent mechanisms.

HDAC inhibition of transcription is gene-specific in that expression of some
genes is induced while that of others is repressed by HDIs. This suggests that HDACs
can function not only as transcription repressors, as one would expect, but also as
transcription activators depending on the specific promoter. The role of HDACs as
repressors is understood as their recruitment to a promoter leads to histone deacetyla-
tion and chromatin condensation, a series of events which are favourable for tran-
scriptional silencing [7]. However, it is still unclear howHDACs function as activators.
It may be due to secondary effects. One possibility is that HDAC inhibition activates a
transcription repressor which functions to silence the expression of targeted genes. It is
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also possible that HDAC inhibitionmodifies the acetylation state of signalling proteins
or transcription factors and affects their ability to activate specific promoters [8].

22.4 Histone acetylation, deacetylation and transcription
factors in autoimmunity

HATs and HDACs form an integral part of nuclear co-activator and co-repressor
complexes. An increasing number of data indicate their possible contribution to
regulatory functions of transcription factors, including those responsible for the
induction and maintenance of tolerance to self (Figure 22.2).

AIRE in central T cell tolerance

A central element in the development of T cell tolerance to self is the deletion of
autoreactive clones in the thymus. Immature lymphocytes normally encounter only
self-antigens at high concentrations and clones of lymphocytes whose receptors
recognize these self-antigens with high affinity are deleted: this process is termed
negative selection. A general assumption for negative selection is that thymocytes
should encounter all self-antigens including those of extrathymic origin. Transcription
factor autoimmune regulator (AIRE) is responsible for the expression of extrathymic
proteins in the thymus (often termed the creation of an immunological shadow of
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Figure 22.2 Steps in the development of autoimmunity that are affected by HDAC. See text for
definitions.

22.4 TRANSCRIPTION FACTORS IN AUTOIMMUNITY 389



self) [9,10] and processing and/or presenting of self-antigens to maturing lymphocytes
by thymic endothelial cells [11].

Fundamental roles of AIRE in the elimination of autoreactive T cells in vivo
have been demonstrated by the use of a T cell receptor-transgenic mouse model [12].
In humans, the autoimmune syndrome autoimmunepolyendocrinopathy/candidiasis/
ectodermal dystrophy (APECED), characterized by mucocutaneous candidiasis, de-
struction of endocrine organs, including thyroid and parathyroid glands, and the
production of antibodies to a variety of normal tissues, is the result of mutations of the
AIRE gene [13,14].

Some observations suggest that HATs/HDACs may have an impact on both AIRE
expression and the cellular effects of AIRE. For example, an increase of AIRE mRNA
expression was seen in an experiment when cells were treated with TSA [15]. This
indicates that, along with histone methylation, histone acetylation should participate
in transcriptional control of AIRE. The possible involvement of HDACs in AIRE
regulation could be explained by the documented presence of transcription factor-
binding sites (nuclear factor-Y (NF-Y), activator protein 1 (AP-1) and Sp1) in AIRE
promoter sequence. First, NF-Y, a common repressor of cell-cycle promoters, as-
sociates with HDAC1 [16], and is in dynamic interaction with HATs/HDACs [17].
The importance of HDACs has been established in the NF-Y-mediated repression of
platelet-derived growth factor b (PDGF-b) receptors [18]. Second, HATs/HDACs are
also of central importance in AP-1-driven gene regulation. For example, histone
acetylation was found to be involved in fibroblast growth factor-mediated signalling
leading to mesoderm induction [19]. Consistently, FR901228, an HDI, suppressed the
expression of NF-kB and AP-1 in a leukaemia cell line [20]. Third, the transcription
factor Sp1 is involved in gene expression in early development. Recent data suggest that
the interaction of HDACs with Sp1 is critical for Sp1-mediated regulation of gene
expression and/or that HDACs exert some of their regulatory functions through Sp1-
binding sites [21].

No data regarding the direct importance of HDACs in AIRE-mediated regulation of
gene expression are available. However, AIRE interacts with the common co-activator
CBP [22]. CBP has intrinsic HAT activity, resulting in opening up of the chromatin
structure, which allows binding of RNA polymerase II and initiation of gene transcrip-
tion [23]. It is worth mentioning, however, that several other transcription factors
interact with CBP, including NF-kB, AP-1 and STATs [4]. Conversely, a complex
containing HDAC may repress CBP-induced gene expression.

Furthermore, the efficiency of antigen presentation may also be influenced by
HDACs. Major histocompatibility complex (MHC) class II molecules play a funda-
mental part in the development of specific immune responses through their ability to
present peptides to CD4þ T lymphocytes and are critical for the specificity and
efficiency of the immune response. Several reports have established the importance
of epigenetic modulation as a positive regulator of MHC class II transcription [24].
Thus, HATs increase while HDACs repress MHC class II molecules via an interaction
withmaster regulator class II transactivator (CIITA) [25]. Additionally, HATs/HDACs
may have a CIITA-independent effect on MHC class II expression [26].
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Foxp3 and regulatory T cells

Clonal deletion of autoreactive T cells is just the first line of defence against autoim-
munity. In the periphery, Foxp3þCD4þ regulatory T cells (Tregs) are responsible
for the suppression of improper immune responses. High numbers of Tregs have been
linked to increased risk of cancer, while lack of this cell population (due to Foxp3
mutations) is the cause of IPEX, a rare and severe human autoimmune syndrome that is
characterized by neonatal type I diabetes and autoimmune thyroiditis, recurrent
infections, eczema, diarrhoea, chronic wasting and bleeding abnormalities [19].

Naturally, occurring Tregs emerge during thymic development and enter the
periphery. In addition to emigration of thymus-derived Tregs to the periphery, con-
version of CD4þCD25–Foxp3� cells into CD4þCD25þFoxp3þ Tregs can also occur
in the periphery. An increasing body of evidence suggests that histone acetylation and,
particularly, HDACs determine the generation and repressive function of Foxp3
regulatory cells. A sophisticated series of experiments [27] in mice demonstrated the
following. First, Tregs have a significantly higher HDAC activity than CD4þFoxp3–

cells. Primarily, they have nuclear an HDAC activity, but T cell receptor activation
increases the expression of HDAC2 andHDAC3. Class II HDAC expression also differs
modestly between Foxp3þ and Foxp3�CD4þ cells. Second, HDAC9 is particularly
important in regulating Treg-dependent suppression. Third, in vivo, HDIs induce
expression of multiple Treg-associated genes without reversing Treg anergy. Finally,
TSA increases the induction of Tregs either in the thymus or in the periphery. As a
consequence of these alterations, HDI-treated Tregs aremore effective at suppressing T
cell proliferation than control Tregs. These results suggest that the use of specific
inhibitors that target HDAC9 may interfere with the Foxp3–HDAC9 interaction and
might have a beneficial effect in autoimmune disorders.

Acetylation state also is an important determinant of Foxp3-mediated gene repres-
sion mechanisms [28]. Foxp3 actively represses transcription through its association
with HIV-1 Tat-interacting protein, 60 kDa (TIP60), a HAT enzyme, and HDAC7 and
HDAC9 in vivo. The N-terminal 106–190-amino acid proline-rich region of Foxp3 has
little similarity with other Foxp subfamily members and was identified as a critical
region for Foxp3 forkhead domain-mediated transcriptional repression, dependent on
its dynamic association with TIP60 and HDAC7. It was speculated that the association
of Foxp3withHAT/HDACs occurs to facilitate the preferential transcription of Foxp3-
targeted genes and serves as amechanismwhereby cellular repression is established and
regulated [29]. It has also been demonstrated that Foxp3 can even be acetylated in
primary human Tregs and that acetylation can promote Foxp3-mediated transcrip-
tional repression.

Apart from those identified in AIRE and Foxp3, there are no known mutations
in transcription factors that induce autoimmune disease in humans [10]. However,
other transcription factors that control lymphocyte differentiation and activity may
also contribute to autoimmunity. HAT/HDAC function is also implicated in gene
regulation by these transcription factors, such as STAT1 and -3, HIF-1, NF-kB and
other intracellular proteins with immunoregulatory properties, such as nur77 and
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glucocorticoid receptors. Their relationship with the acetylation status extends beyond
the scope of this review.

22.5 Acetylation state and lymphocyte functions

Responses of effector CD4þ cells are also modulated by HDACs. In peripheral blood
mononuclear cells activation of lymphocytes increases HDAC mRNA levels, suggest-
ing that HDACs are involved in cell-cycle progression and activation [30]. Indeed,
HDACs have a profound impact on the activation of CD4þ lymphocytes: they may
contribute to increased CD4 density on the cell surface [31], to expression of a number
of adhesion/co-stimulatory molecules and to expression of activation markers
(CD154 [32], MHC class II [33] and CD86 [34]).

It has been revealed that HDAC inhibition in CD4þ cells is associated with
immunosuppression due to impaired activation of lymphocytes, growth arrest of
T lymphocytes, inhibition of interleukin (IL)-2 mRNA levels or diminished levels of
NF-kB compared to a control T cell population, indicating that HDIs affect NF-kB
signalling. This lattermechanism is probably due to alteration of the acetylation state of
p65 subunit of NF-kB: increased acetylation due to TSA reduced binding of p65 to
NF-kB-containing DNA, facilitating its removal by IkBa and subsequent export to the
cytoplasm [35]. As a net result of these effects, T cells undergo apoptosis.

In addition, T helper (Th) 1/Th2 ratios are profoundly influenced by HDACs.
A balanced Th1 and Th2 response is critical to maintain immune homeostasis, and
dysregulation of Th1 and Th2 activation leads to pathological immune responses.
Lineage commitment in T cells is directed by the cytokine environment in which the
T cell encounters antigens. IL-12 and IL-4 can strongly drive differentiation of Th1 and
Th2 cells, respectively, via transcription factors such as STAT4 and STAT6. GATA3,
expressed predominantly in Th2 cells, is critical for Th2 lineage development and may
be the principal mediator of STAT6 function. Tbet is expressed predominantly in Th1
cells and influences interferon (IFN)-g production and Th1 development. It is thought
that the transcription factors GATA3 and Tbet are ‘master regulators’ of Th lineage
determination [36].

Epigenetic events are important determinants of cytokine gene expression and
lineage commitment of T lymphocytes. It has been shown that histones in the cytokine
loci of naive T cells are unacetylated. Upon T cell receptor stimulation, the loci are
rapidly and progressively acetylated on histones H3 and H4 and enable early tran-
scription of cytokines, possibly contributing to the cytokine milieu in which T cell
differentiation can proceed. The maintenance of acetylation depends on cytokine/
STAT signalling. Tbet and GATA3 contribute to the polarized acetylated state. As
transcription factor binding would highly favour an acetylated locus, maintained
acetylation would provide locus and lineage specificity [37].

Importantly for immune memory, the histone-modification profile at a given locus
can be inherited through mitosis. In cloned human T cells, the polarized acetylation
pattern is retained through more than 20 cell divisions in the absence of polarizing
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cytokines, suggesting that epigenetic modifications contribute to the maintenance of
cytokine memory [38,39]. Quite recently it has been verified in clinical samples that
endogenous HDAC activity plays a critical role in maintaining the level and balance of
cytokine gene transcription in humans [40].

In addition to T lymphocytes, HDAC activities are required for innate immune cell
control of Th1 effector cell function. Professional antigen-presenting cells, particularly
macrophages and dendritic cells, are central players in the initiation of an inflammation
cascade. They respond to diverse antigens, secrete cytokines and chemokines,modulate
the expression of co-stimulatory molecules, and thereby instruct other innate and
adaptive immune cells to mount appropriate responses [41,42]. Depending on the
nature of the antigen (e.g. bacterial, viral or cell-associated) and the tissue microenvi-
ronment where they are activated, antigen-presenting cells develop into functionally
different subsets. These distinct subsets can, in turn, promote specific immune
processes, such as the activation of functionally distinct types of CD4þ T cells. For
example, addition of anHDIhydroxamic acid derivative to dendritic cells reduced their
capacity to activate and attract Th1 effector cells, but preserved Th2 activation and
migration signals [43].

22.6 HDACs and their inhibition in autoimmune disease

Although an increasing amount of data has been collected regarding HDACs in
lymphocyte development and commitment, the direct role of HDAC in human
autoimmune diseases is less well known. The majority of data regarding the possible
relevance of HDACs in autoimmune disease have been obtained in HDI-treated
experimental models of autoimmunity. One study reported human data on HDAC
expression in type 1 diabetes mellitus (T1DM) [44]. Alterations in the balance of
histone acetylation and deacetylation could affect many aspects of cellular function
including cell growth, differentiation, cell death, cell–cell and cell–matrix interac-
tions, and inflammatory responses. Thus,HDACs can represent therapeutic targets not
only for cancer but also for other disorders, such as inflammatory diseases. Indeed, in
recent years the anti-inflammatory effects ofHDIs have attractedmuch attention. They
appear to be quite effective in blocking inflammation and they may have an impact on
the Th1/Th2 commitment of T lymphocytes (see above). Recent results have indicated
that HDIs can reduce the cytokine and NO production that contributes to various
inflammatory diseases [45]. Some of the most relevant observations in autoimmunity
are summarized below.

Type 1 diabetes

Immune-mediated elimination of pancreatic b cells in T1DM involves release of
cytotoxic cytokines such as IL-1b and IFN-g , which induce b cell death in vitro by
mechanisms that are both dependent and independent of NO. NF-kB is required for
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the expression of the gene encoding inducible NO synthase and for that of pro-
apoptotic genes in T1DM. Based on previous data showing the importance of
epigenetic modulation in NF-kB signalling [46], a b cell line, INS-1, or intact rat
islets, were precultured with HDIs (SAHA or TSA) in the absence or presence of IL-1b
and IFN-g . HDAC inhibition reduced cytokine-mediated decrease in insulin secretion
and increase in inducible NO synthase levels, NO formation and apoptosis. IL-1b
induced a biphasic phosphorylation of the inhibitor IkaBal with the second peak being
sensitive to HDAC inhibition. The authors concluded that HDAC inhibition prevents
cytokine-induced b cell apoptosis and impaired b cell function associated with a
downregulation of NF-kB transactivating activity.

In non-obese diabetic (NOD) mice, an animal model of T1DM, the administration
of two structurally different HDIs (FR901228 and TSA) resulted in a profound
inhibition of both CD4þ and CD8þ T-cell activation [47]. The HDIs inhibited IL-2
production from activated CD4þ T cells and downregulated CD154 expression by a
mechanism that is distinctly different from that of cyclosporin or FK-506. These
preliminary in vivo studies suggested that FR901228 treatment can inhibit hypergly-
caemia and reverse diabetes development in NOD mice.

However, a recent human observation does not fully support these results. In this
report the human peripheral blood CD4þ T cell genome-wide gene expression pattern
and its relationship to the function of human CD4þ T cells was studied [38]. Genes
regulating the cell cycle were among the top-ranked genes affected. The cell-cycle
analysis of CD4þ T cells showed that T1DMCD4þ cells were slow to enter intomitosis
compared with CD4þ cells of healthy controls or type 2 diabetic CD4þ cells. This
indicates a profound defect in the overall function of these cells. The results also
suggested the involvement of some key regulatory elements. These include decreased
expression of one key regulator, HDAC1, at the gene level and a similar tendency at the
protein level. The authors concluded that decreased expression of HDAC in the CD4þ

cells in T1DMmay play a key role in the defective function of these cells through altered
epigenetic modification. The apparent contradiction between the result of this human
study and those of in vitro and animal experiments cautions that observations made
under laboratory conditions should not systematically be extrapolated into clinical
therapy. Further studies should be conducted to resolve this issue.

Multiple sclerosis and experimental autoimmune encephalomyelitis

Multiple sclerosis is a Th1 cytokine-driven inflammatory, demyelinating and neuro-
degenerative disease of the central nervous system. Sincemultiple sclerosis is associated
with transcriptional dysregulation [48] leading to Th1/Th2 skewness, an animal
experiment was performed to test whether TSA would be clinically beneficial for
experimental autoimmune encephalomyelitis, an animal model of multiple sclero-
sis [49]. In this experiment TSA harnessed neuronal survival and anti-inflammatory
pathways in experimental autoimmune encephalomyelitis, resulting in clinical ame-
lioration during the chronic relapsing phase. It has been speculated that this HDI
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provided neuroprotection by promoting antioxidant, anti-excitotoxicity, hormonal
and growth responses, by counteracting pro-proliferative or pro-apoptotic E2F target
genes and caspase-dependent and -independent apoptotic signals, and derepressing
neuronal integrity traits.

Rheumatoid arthritis

The aberrant autoimmune response in rheumatoid arthritis is centred within the
synoviummembrane lining the joint. The first event in the pathogenesis of rheumatoid
arthritis is probably the antigen-dependent activation of T cells, which subsequently
leads to synovial infiltration of T and B lymphocytes and induction of pro-inflamma-
tory mediators from macrophages and fibroblasts in the synovium. Dissection of the
cytokine network in rheumatoid arthritis has localized several cytokines to the synovial
tissue and led to the notion that hierarchical paracrine and autocrine pathways, with IL-
1 and tumour necrosis factor a (TNF-a) assuming particular importance, can lead to
the perpetuation of synovial inflammation and proliferation.

The therapeutic effects of topical phenylbutyrate and TSA were tested in rats with
adjuvant arthritis, an animal model of rheumatoid arthritis [50]. In this study, it has
been revealed that administration of these HDIs inhibits synovial fibroblast prolifera-
tion, reduces joint swelling, upregulates cell-cycle inhibitors p16INK4 and p21Cip1,
suppresses pathological alterations in the joints, selectively induces cell-cycle inhibition
in the synovium and pervasively suppresses TNF-a in affected tissues. In summary, this
experiment has demonstrated that HDIs not only alleviated tissue inflammation, but
also, if given earlier, prevented joint destruction in adjuvant arthritis. The effects of
suppressing adjuvant arthritis correlated with the extent of histone hyperacetylation by
the HDIs.

Another study investigated the possible effects of the HDI depsipeptide, also called
FK228, on autoantibody-mediated arthritis. In that model, FK228 successfully inhibited
joint swelling, synovial inflammation and subsequent bone and cartilage destruction in
mice with autoantibody-mediated arthritis. It also affected two cell-cycle regulators,
p16INK4a and p21WAF1/Cip1, by inducing the expression of p16INK4a and upregulating that
of p21Cip1 [51].

More recently, the anti-rheumatic effects of SAHA andMS-275 were also assessed in
both mouse and rat collagen-induced arthritis models [52]. SAHA exhibited moderate
prophylactic efficacy. It attenuated paw swelling due to inflammation, decreased bone
erosion in both mice and rats and reduced slightly rheumatoid arthritis-induced bone
resorption in rats. However, SAHA could not inhibit the onset of arthritis. In contrast,
MS-275 displayed dramatic anti-rheumatic effects. In prophylactic intervention, high
doses ofMS-275 prevented bone erosion andmarkedly delayed the onset of arthritis. At
low doses,MS-275 strongly attenuated paw swelling, bone erosion and bone resorption
associated with rheumatoid arthritis. Furthermore, the therapeutic efficacy of MS-275
was also documented. After the onset of arthritis, it could stop the disease progression
and joint destruction. An anti-inflammatory effect of MS-275 was also confirmed
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through its ability to decrease serum IL-6 and IL-1b levels in the collagen-induced
arthritis mouse model. The anti-rheumatic activity of MS-275 was also confirmed
through histological observations. No synovial hyperplasia, pannus formation, carti-
lage or bone destruction were observed in the high-dose prophylactic intervention in
mice. The authors concluded that inhibition of HDAC may be important as a novel
anti-rheumatic therapy.

Systemic lupus erythematosus

Systemic lupus erythematosus is an autoimmune disease characterized by height-
ened levels of cytokines produced by T cells, polyclonal B cell activation, dysre-
gulated autoantibody production and renal inflammation. Interestingly, TSA and
SAHA inhibited IL-6, IL-10, IL-12 and IFN-g production by splenocytes of MRL-
lpr/lpr mice, a model of systemic lupus erythematosus [53], as well as by human
lupus T cells [54]. In splenocytes, HDIs induced histone H3 and H4 acetylation,
but did not alter cell viability. Moreover, in glomerular mesangial cells stimulated
with lipopolysaccharide and cytokines, TSA inhibited the production of TNF-a,
IL-6, IL-12 and NO in a dose-dependent manner [55]. Finally, in MRL-lpr/lprmice,
subcutaneous injections of TSA (0.5mg kg�1) significantly reduced proteinuria,
glomerulonephritis and splenomegaly, as well as the renal pathology index, without
changing the circulating level of autoantibodies, immune-complex deposition
and/or complement fixation in the glomerulus. However, autoantibody produc-
tion may be also influenced by administration of HDIs. In the T347 cell line,
which produces anti-DNA autoantibody, TSA markedly reduced the production of
IgG2a anti-double-stranded DNA autoantibody in a dose-dependent manner [56].
Thus, HDIs could have therapeutic benefits in the treatment of systemic lupus
erythematosus.

Scleroderma

Scleroderma is a systemic autoimmune disease of unknown aetiology and patho-
genesis. It is characterized by progressive vasculopathy and widespread tissue
fibrosis. Recent data suggest that an epigenetic mechanism may indeed lead to
augmented collagen expression by scleroderma fibroblasts [57]. First, inhibitors
of DNA methyltransferases and HDACs led to normalization of type I collagen
expression levels in scleroderma fibroblasts, providing evidence of epigenetic in-
fluence on collagen gene expression. Second, the levels of factors involved in the
maintenance of epigenetic mechanisms are clearly elevated in the nuclear extract
from scleroderma fibroblasts, demonstrating the ability of the cells to sustain an
epigenetic process. The signal transduction leading to the scleroderma fibrotic
phenotype appears to converge to DNA methylation and histone deacetylation at
the Ets gene family member FLI1.
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Inflammatory bowel diseases

Inflammatory bowel diseases are a group of idiopathic inflammatory diseases of the
colonic mucosa. The observation that butyrate and TSA inhibit IL-8 expression in
colonic epithelial cells suggested thatHDIs could be used for the effective treatment of
ulcerative colitis through increased histone acetylation and reduced production of
pro-inflammatory cytokines by the intestinal epithelium [58]. Additionally, butyrate
inhibited dendritic cell maturation and IL-12 production [40], and reduced IL-2
transcription in T cells [39]. These results suggested that bacteria could escape the
host defence in the gastrointestinal tract by producing high amounts of the HDI
butyrate. Indeed, daily oral treatment of mice with 50mg kg�1 SAHA reduced the
clinical and cytokine abnormalities in dextran sulphate sodium-induced colitis
significantly [59]. Furthermore, a human clinical trial indicated that butyrate enema
treatment (100mM) for up to 8 weeks resulted in marked improvement or remission
in ulcerative colitis [60]. The usefulness of local butyrate administration was also
observed in ulcerative colitis that was refractory to conventional salicylate treat-
ment [61]. Thus, HDIs hold great promise for treating human inflammatory bowel
disease. However, at present there are few clinical data indicating that other HDIs
could be used as effective anti-inflammatory drugs and appropriate studies are
urgently required.

Psoriasis

It was postulated initially that keratinocyte hyperproliferation and the associated
abnormal epithelial cell differentiation were the major culprits involved in the
pathogenesis of psoriasis. More recently, the role of the immune system has become
a major area of investigation, with keratinocyte hyperproliferation and epithelial
cell differentiation being regarded as potential secondary events to immune dysfunc-
tion. Factors produced by T cells, such as IFN-g , induce keratinocyte proliferation,
blood-vessel formation and neutrophil infiltration in the skin. Furthermore, certain
T lymphocyte subsets are present at high levels in the dermis of patients with psoriasis.
Consequently, T cell-mediated inflammation is regarded as a key contributor to
psoriasis [62].

In addition to the anti-inflammatory properties of HDIs discussed above,
several studies have demonstrated that TSA and butyrate cause cell-cycle arrest
in primary keratinocytes [26]. Growth arrest is accompanied by a decrease in RNA
levels of the cyclin-dependent kinase 1 and an increased level of the differentiation
marker TG1, suggesting that HDIs prompt differentiation in primary keratino-
cytes. The ability of HDIs to induce cell-cycle arrest associated with differentiation
has been well documented in haematological malignancies and would clearly
have an advantageous outcome in psoriasis [63]. HDI may also exert an anti-
angiogenic potential and this property may also be of benefit for patients with
psoriasis.

22.6 HDACS AND THEIR INHIBITION 397



22.7 Conclusions

HDACs are implicated in different stages of mechanisms that culminate in the
development of an autoimmune disease. They determine the accessibility of transcrip-
tion factors to target gene sequences and, hence, play an important role in the
regulation of gene expression. HAT/HDAC enzymes are integral parts of complexes
implicated in regulation of Foxp3 andAIRE as well. In addition, Th1/Th2 commitment
of T lymphocytes also depends on the histone-acetylation state and, therefore, on
HDAC function.

A number of HDIs have been developed and tested in vitro and in different types of
model. Administration of these substances reversed Th1/Th2 skewness towards Th2
cells, inhibited proliferation of autoimmune T cell clones and conveyed powerful anti-
inflammatory effects. The results suggest that HDIs could provide a safe and efficient
means for immunemodulation andmay in the future join the therapeutic arsenal used
to treat autoimmune disorders.
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Abstract

Adequate functionality of the immune system is required for the protection of the
organism against invaders and pathogens. If immune cells react with self-epitopes,
different types of autoimmune disorder may develop. An increasing amount of data
supports the notion that epigenetic modifications of chromatin, particularly acetyla-
tion and deacetylation, are of central importance at different levels of prevention of
autoimmunity. This review summarizes data obtained in studies of the role of histone
deacetylation in the development of autoimmune disorders, and suggests the possible
roles of histone deacetylase inhibitors in their treatment.

Key words: histone; histone deacetylases; histone acetyltransferases; autoimmune
disorders; histone deacetylase inhibitors
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Histone deacetylase inhibitors
as a therapeutic modality
in multiple sclerosis

Steven G. Gray
Translational Cancer Research Group, Department of Clinical Medicine, Institute of
Molecular Medicine, Trinity Centre for Health Sciences, St James’s Hospital, Dublin,
Ireland

23.1 Introduction

Multiple sclerosis (MS) is a common cause of neurological disability in young adults,
and is a disease of the central nervous system. Put simply, MS damages the protective
insulation (known as myelin) surrounding the nerves, resulting in reduced or lost
bodily function. The severity of these effects differs per individual. Some people
experience symptoms for a short period of time and afterward may remain symptom-
free for periods or months or years, while others may experience a more steady
progression of the disease. MS is commonly considered to be an autoimmune disease:
one in which white blood cells target and attack the body’s own cells. In MS this causes
central nervous system inflammation, damage of the myelin and neurodegeneration.

In MS, areas of inflammation are known as lesions or plaques. Changes in the size,
number and location of these lesions can determine both the type and severity of
symptoms. Frequently, however, MS may be clinically silent, showing no increase
in symptoms while continuing to show signs of disease activity within the central
nervous system. Additionally, areas of thick scar tissue may eventually form along the
areas of damaged myelin. The term multiple sclerosis originates from the discovery
of these hardened plaques: multiple refers to many and sclerosis refers to scars
(www.msassociation.org/).
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Mortality in patients is only slightly higher inMS patients when compared with that
in the general population. However, it increases significantly for older patients and
those with longer disease duration [1]. The cost of caring for this disease was recently
estimated for Europe. The total annual cost of MS in Europe was estimated at D12.5
billion for the year 2005.Direct costs represented slightlymore than half of the total cost
(D6.0 billion), whereas informal care was estimated at D3.2 billion and indirect costs
due to morbidity at D3.2 billion [2].

Despite intensive research, our understanding of MS has only recently resulted
in new advances for the treatment of this disease. One area which has garnered
significant insights concerns how the enzymes which regulate the aberrant gene
transcription in MS affect the way DNA is packaged into chromatin in the cell.

The histone code is a well-established hypothesis describing the idea that specific
patterns of post-translational modifications to histones act like a molecular code
recognized and used by non-histone proteins to regulate specific chromatin functions.
The pro-inflammatory environment is increasingly being recognized as a critical
element for autoimmune degenerative diseases. In this chapter I will discuss the
current knowledge supporting the notion that epigenetics play important regulatory
roles in MS pathology, and the current development of histone deacetylase (HDAC)
inhibitors (HDIs) as a potential therapeutic modality in the treatment this disease by
modulating the pro-inflammatory environment.

23.2 Linking the histone code with MS

While a large body of evidence has emerged linking aberrant histone modifications to
altered gene expression and prognosis in cancer [3,4], our knowledge surrounding
these post-translational epigenetic modifications in MS is not as well established. In
the following sections I will describe the current knowledge concerning various histone
post-translational modifications, and the cellular machinery necessary for these
modifications which have been implicated in the potential molecular pathogenesis
of MS.

Histone citrullination

Methylation of arginine residues on histones occurs through the activities of protein
argininemethyltransferases (PRMTs) [5], such as PRMT1, and PRMT4. Their removal
is mediated via a process of deimination which converts the methyl-arginine to
citrulline. The enzymes necessary for this conversion are called peptidylarginine
deiminises (PADs). PAD4 was one of the first enzymes shown to regulate gene
expression through its activities on histone arginine methylation [6]. PAD4 has now
been shown to be over-expressed and activated in the central nervous system of MS
patients [7]. Nuclear PAD4 expression resulted in enhanced expression of tumour
necrosis factora (TNF-a), increased histone citrullination, irreversible changes within
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oligodendrocytes and demyelination [7]. A second member of this family, PAD2, has
also been shown to localize to myelin, and to functionally deiminate arginine
methylation in myelin basic protein. In agreement with PAD4, levels of PAD2 are
also increased in the myelin of MS patients [8]. These results parallel the activities of
histone acetyltransferases (HATs) and methyltransferases which can also modify
additional proteins.

Histone acetylation

One of the most extensively studied histone modifications is histone acetylation. Clear
links between aberrant histone acetylation and disease pathogenesis have been dem-
onstrated, and extensive pharmaceutical efforts have brought forward agents targeting
this modification to clinical trials resulting in US Food and Drug Administration
approval for suberoylanilide hydroxamic acid (SAHA) or Vorinostat (Zolinza), for the
treatment of cutaneous T cell lymphoma (CTCL) [9]. In the following sections I shall
explore the current literature linking histone acetylation within neural settings, with a
specific emphasis on how this modification plays important roles in MS pathogenesis.

23.3 Neuronal traits are modulated by HDAC
transcription-factor complexes

A study carried out in 1975 examined the acetylation status of histones in neuronal
fractions [10]. Most recently, it has been demonstrated that HDACs play important
roles in neurone differentiation [11] and expression of neurone-specific genes [12], and
indeed regulate diverse cues such as maternal grooming [13] and addiction [14].

One of the best-established mechanisms concerns the genes which are controlled by
a silencer element (repressor element-1 (RE1)/neuronal restrictive silencer element
(NRSE)). A specific protein repressor element silencing a transcription factor (NRSF,
also known as REST) binds to this element and prevents the expression of these genes in
non-neuronal cells [15,16]. REST is a critical protein in development as it is required for
viability in knockout mice, transient expression of a dominant negative form of this
protein causes precocious neuronal differentiation [17] and down-regulation of this
gene is essential for proper neuronal differentiation [18]. A functional link to aberrant
REST activity and selective loss of neurones has been shown in a study of Down’s
syndrome [19].

REST contains two distinct repressor domains, one located at the N-terminus and
the other at the C-terminus of the protein [20,21]. Two distinct neuronal repressor
complexes have nowbeen isolated containing both REST andHDACs. The first of these
complexes involves direct interactions with mSin3A/B at the N-terminus which then
recruitsHDACs to repress gene expression [22–25]. TheC-terminal repression domain
associates with a novel protein called CoREST [26]. This protein also interacts
with HDACs through its SANT domain and has been shown to be essential for
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repression [27], and in particular actively represses genes essential for neuronal
phenotype [28]. The ATP-dependent remodelling complex SWI/SNF also plays a role
in REST-mediated neuronal gene regulation as it has recently emerged that CoREST
recruits several SWI/SNFmembers, indicating that active chromatin remodelling is an
element in REST-mediated repression [29,30].

CoREST complexes have also been shown to contain lysine methyltransferases,
and recently a LSD1–CoREST–CtBP co-repressor complexwas shown to be required for
late cell-lineage determination and differentiation during pituitary organogenesis [31].

Class II and class IIIHDACsplay pivotal roles in the proliferation anddifferentiation
of neurones [32–35]. SIRT1 has also been shown to protect primary cultures of cerebral
granule neurones from FOXO-induced cell death [36], while inactivation of an
MEF2D–HDAC5 complex by depolarization-mediated calcium influx protects cere-
bellar granule neurone survival [37].

23.4 Motor neurone genes modulated by HDACs

In addition to RE1-/NRSE-directed repression of specific genes, motor neurones have
been shown to express unique combinations of LIM-type homeodomain factors to
define motor-column identity by regulating particular gene-expression profiles [38].
LIM homeodomain transcription factors have been shown to be regulated through a
complex containing HDACs [39], and as such motor neurone pathfinding may be
guided through an HDAC-directed process.

23.5 The transcription factor E2F1, HDACs and neuronal
survival mechanisms

An essential feature for neuronal survival has also been linked to constitutive
repression of E2F1 transcriptional activity through HDAC proteins [40]. Elevated
levels of E2F1 lead to neuronal apoptosis [41,42] and enhanced immune cell
proliferation [43], factors that could be deleterious in MS. Using microarray
analysis enhanced E2F pathway transcription was observed in peripheral blood
mononuclear cells from patients with MS [44]. Subsequently, we demonstrated
that HDIs reduce levels of E2F class I proteins in vivo [45], data that have been
recapitulated by others in vitro [46,47]. These observations may therefore help to
explain why HDIs block immune-cell proliferation [48] and enhance neuronal
survival [49]. Valproic acid is commonly used as a mood stabilizer and anticon-
vulsant, but has also been identified as an HDI [50,51]. Treatment of cultured rat
neurones with valproic acid prevents spontaneous apoptosis, indicating a role for
HDAC inhibition in mediating the neuroprotective action of this drug [52]. In the
following sections we will discuss the protective role of HDIs in the neuronal
setting in more detail.
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23.6 HDACs play important roles in stem cell neuronal
differentiation

HDACs have also been shown to play important roles in neuronal stem cell differenti-
ation. Using dominant negative stem cell lines expressing mutant, FLAG-tagged
HDACs with reduced enzymic activity, Howard and colleagues found that mutant
HDAC1 reduced differentiation to neurones by 50% [53]. The importance of HDACs
in neuronal differentiation has also been demonstrated usingHDIs. In an in vitro study
on the effects of the HDI trichostatin A (TSA) on the differentiation pattern of
embryonic mouse neuronal stem cells during culture in a minimal, serum-free
medium, it was found that under these conditions TSA treatment increased neuronal
differentiation of the neuronal stem cells and decreased astrocyte differentiation [54].

In lineage-committed oligodendrocyte precursor cells inhibition of HDAC activity
acted as a priming event in the induction of developmental plasticity [55]. A similar
study examining the ability of oligodendrocyte progenitors to acquire the identity of
myelin-expressing cells or choose alternative fates found that the activity of HDACs
was critical to these processes [56]. Emphasizing this finding, the transcription factor
Yin Yang 1 (YY1) was shown to be a critical regulator of oligodendrocyte progenitor
differentiation, acting as a lineage-specific repressor of transcriptional inhibitors of
myelin gene expression (Tcf4 and Id4), through the recruitment of HDAC1 to their
promoters during oligodendrocyte differentiation [57]. These studies underline the
importance of HDACs in neuronal differentiation.

A direct role for HDACs in the regulation of neural stem cell proliferation has been
shown where the orphan nuclear receptor TLX, a critical regulator of stem cell
proliferation, was found to associate with HDAC3 and HDAC5. Inhibition of HDAC
activity or knockdown of HDAC expression led to marked induction of TLX target
gene expression and dramatically reduced neural stem cell proliferation [58].

REST is also critically involved with neural stem cell differentiation. Its activation is
sufficient to cause neuronal differentiation [59]. REST complexes are able to both
silence and repress neuronal genes in embryonic neural stem cells through the creation
of chromatin environments that contain both repressive and active local epigenetic
signatures [28,60,61].

23.7 HDIs lead to acetylationof the Sp1 transcription factor

The activity of the transcription factor Sp1 has been shown to be regulated by
acetylation, while its gene expression is also intimately regulated via HDACs [62].
Acetylation of Sp1 is also seen in response to oxidative stress in neuronal cortical cell
cultures [49]. Strikingly, HDIs can protect these neuronal cortical cells from oxidative
stress-induced cell death, suggesting that acetylation of Sp1 in response to oxidative
stress is a compensatory anti-oxidant response.
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23.8 Immune-system effects of HDIs

T cells are classified by the cytokine profiles generated by each group upon activa-
tion [63,64], and within MS, pro-inflammatory (T helper (Th) 1 phenotype) CD4þ

T cells play important roles in pathogenesis [65]. Studies on Th1 cells have shown the
importance of histone acetylation in Th1 cell-specific gene expression [66], and in the
regulation of innate immune-cell control of Th1 cell function [67]. In the following
sections I will describe the potential for targeting histone acetylation in the setting
of MS.

CD4þ T cells are maintained in peripheral lymphoid organs. Their levels are
critical to adaptive immunity, and are maintained by a homeostatic balance
between production and elimination. Disturbances in the elimination of CD4þ T
cells can result in autoimmunity. A recent report has shown that b-arrestin 1
(an adaptor protein), positively regulated the survival of CD4þ T cells by enhancing
the expression of the proto-oncogene Bcl2. This was shown to occur by b-arrestin
regulation of the Bcl2 promoter through histone H4 acetylation, and in amouse model
of MS, experimental autoimmune encephalomyelitis (EAE), over-expression of b-
arrestin-1 led to increased susceptibility to EAE, while mice engineered to over-express
b-arrestin-1 were much more resistant [68]. Memory CD4þ T cell survival has also
been shown to require the activity of the polycomb group (PcG) gene Bmi1, where it
recruits activities to alter histone acetylation, histone methylation and DNA CpG
methylation at the pro-apoptotic Noxa gene. In a memory Th2-dependent
airway inflammation model, knockout of Bmi1 resulted in significant attenuation of
inflammation [69]. As Bmi1 would appear to recruit HDACs to regulate expression of
Noxa, therapeutic targeting ofHDACsmay be a potential strategy for targetingmemory
CD4þ cells in MS.

Interleukin (IL)-10 is a potent anti-inflammatory cytokine produced by T cells and
activated macrophages, and administration of exogenous IL-10 in the central nervous
system ameliorates EAE progression [70,71]. CD40 is an important co-stimulatory
molecule between T cells and antigen-presenting cells, and is required for the adaptive
immune response. Aberrant expression of CD40 is associated with MS [72]. In a series
of experiments, Etty Benveniste and colleagues have shown that lipopolysaccharide
induces CD40 expression in macrophages and microglia cells via induction of
acetylation and phosphorylation on histones H3 and H4 through recruitment of
the HATs cAMP-response-element-binding protein (CREB)-binding protein (CBP)
and p300. This activation of CD40 could be ameliorated by treatments with
IL-10 [73,74].

Th1 cells have been shown to be pathogenic in the EAE animal model of MS
through increased production of interferon (IFN)-g , IL-2 and TNF-a [75]. In
antigen-presenting cells, IFN-g induces the secretion of IL-12, a cytokine that
potently stimulates differentiation of naive (Th0) cells into Th1 cells [76,77]. Murine
models lacking the IL-12p40 gene are resistant to EAEwhile neutralizing antibodies to
IL-12 inhibit the in vivo development of EAE [76,77]. Regulation of IL-12 gene
expression has been shown to require the activities of HATs andHDACs [78], and the
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potential use of HDIs in limiting IL-12 effects in vitro has been shown where sodium
butyrate inhibits both T cell proliferation and expression of IL-12 and IFN-g in
human immune cells [48,79,80].

The pro-inflammatory cytokine IL-2 is also secreted by Th1 cells [81]. HDIs have
been shown to both inhibit the expression of IL-2 [82,83], and alter IL-2mediated gene
expression [84]. Two mechanisms by which HDIs affect this activity have been
identified. In the first, they disrupt a HDAC4–nuclear receptor co-repressor 2
(NCOR2) complex critically important for IL-2 promoter activation [85]. In the
second identified mechanism, HDIs increased expression of the Foxp3 gene, and
concommitantly increased acetylation of the Foxp3 protein itself. This was found to
enhance Foxp3 binding to the IL-2 promoter resulting in suppression of its transcrip-
tion [86]. Indeed, a complex containing both HATs (Tip60) and HDACs (HDAC7
and HDAC9) was found to be responsible for the regulation of IL-2 in T cells [87].
We also have shown down-regulation of the IL-2 receptor by TSA [45], underlining
the importance of HDACs in the regulation of the IL-2 pathway at several levels,
and demonstrating the potential therapeutic benefits of HDIs in targeting this
pathway.

Additional evidence for the potential use of HDIs in blocking CD4þ T cells comes
from early experiments which showed that sodium butyrate could induce antigen-
specific unresponsiveness in CD4þ T cells in vivo. Previous stimulation by antigen was
found to be necessary for this effect as cells treated with sodium butyrate alone were
unaffected [88]. The induction of antigen-specific T cell inactivation demonstrated
that the butyric acid derivatives sequestered essentially all activated Th1 cells into the
G1 phase of the cell cycle, suggesting that HDIs have the potential to induce anergy
in already activated CD4þ T cells [89]. A comparative study using various well-
established HDIs confirmed that all tested drugs were able to induce antigen-specific
immune anergy in cloned and na€ıve murine CD4þ T cells [90].

Th2 cells, a different type of CD4þ T helper cells have anti-inflammatory, pro-
humoral and protective roles in EAE, and produce various cytokines including IL-4,
IL5, IL-10 or IL-13. Chromatin remodelling has been shown to be critical to the
regulation of Th2-specific genes [91]. HDIs have been shown to increase the
expression of IL-10 [80]. Regulation of major histocompatibility complex (MHC)
class II gene expression is intimately linked to both HATs and HDACs. The
transactivator CIITA is a critical component in MHC II gene expression and can
function to regulate these genes at two levels: (1) it can be recruited to these gene
promoters as part of an enhanceosome complex that includes the HATs p300 and
CBP [92–94] and (b) CIITA itself has an intrinsic HAT activity [95]. Detailed analyses
of these mechanisms have revealed that both the enhanceosome and CIITA make
variable, promoter-dependent contributions to histone acetylation and transcription
apparatus recruitment. As such, CIITA is generally implicated at multiple levels of
MHC II gene activation, whereas the enhanceosome contributes in a CIITA-inde-
pendent manner only at certain promoters [96]. The formation and function of the
CIITA MHC II enhanceosome complex has been shown to be disrupted by a
HDAC1–mSin3A complex [97].
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Another positive regulator of MHC II genes is the RFXANK protein. This protein
has been shown to associate in a complex with the class II HDACs HDAC4 and
HDAC5, where they repressMHC II promoter activation [98,99]. The transcriptional
repressor Blimp-1 (PRDI-BF1) has been shown to directly regulate the expression of
CIITA [100,101]. This protein has been shown to associate with HDACs both
indirectly through the recruitment of the Groucho family of co-repressors [102,103],
and by directly recruiting HDAC1 or HDAC2 [104]. The expression of the class II
histocompatibility locus antigen direct repeat (HLA-DR) genes has been shown to be
repressed through the action of HDAC1 [105], and also byHDAC4 andHDAC5 [98].
HDIs have been shown to up-regulate MHC II gene expression [106,107]. This raises
the issue thatHDIsmay appear to enhance the risk of disease progression inMS rather
than abrogate it, as they may elevate antigen presentation by MHC to the T cell
receptor, resulting in activation rather than abrogation of T cell activation.

Nevertheless, besides this first stimulatory event provided by MHC presentation of
antigen, additional co-stimulatory signals are required for T cell activation. The
binding of such co-stimulatory molecules on antigen-presenting cells on the T cell
surface are required for T cells to undergo activation, clonal expansion and cytotoxicity.
One such pathway consists of the binding of CD28 on T cells with B7.1 or B7.2 co-
stimulatory molecules on the antigen-presenting cell. In a study of MS plaques
compared against inflammatory stroke lesions from the same brain, it was found that
while B7.2 expressionwas observed in both, expression of B7.1 was restricted to just the
MS plaques [108,109]. Data suggesting that this would be a critical element found
enhanced expression of B7.1 on B cells isolated from the peripheral blood and spinal
fluid ofMSpatients compared to controls, while B7.2 levels were similar [110]. As such,
a reduction in the expression of B7.1 might help ameliorate the pathogenesis of MS. In
this regard, HDIs have been shown to prevent IFN-g-induced up-regulation of B7.1
expression while enhancing constitutive as well as cytokine-induced expression of
B7.2 [111]. This may have beneficial effects in MS, as B7.2 is suggested to have a pro-
Th2 function.

Perivascular infiltration of inflammatory cells into the central nervous system is a
hallmark of MS and requires both the adhesion and transmigration of these cells
through the blood–brain barrier [112]. Matrix metalloproteinases (MMPs) may be
critical to this transmigration process, allowing the inflammatory cells access to the
central nervous system [113]. The majority of macrophages found in active and
necrotic lesions of MS patients stain positive for MMPs 1, 2, 3 and 9, while a small
number of astrocytes were also found to be MMP-2, -3 and -9-positive in acute and
chronic MS lesions [114]. HDIs have been shown to have important effects on MMP
expression. One early report indicated that treating epithelial cells with sodium
butyrate led to a slight induction of MMP-9 [115]. However, other studies using the
HDI apicidin or romidepsin found either no effect onMMP-9 expression, or significant
down-regulation, whereasMMP-2was found to be specifically down-regulated by both
inhibitors [116,117], and indeed a separate study using sodium butyrate in rat colon
cancer cells, found down-regulation of both MMP-2 and MMP-9 in these cells [118].
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Further evidence supporting the potential of HDIs to regulateMMPswas demonstrated
when a key negative regulator ofmatrixmetalloproteinases (RECK)was found to be up-
regulated following treatment with TSA, which inhibited MMP-2 activation in the cell
line used [119]. As a caveat, butyrate has been shown to enhance the expression of
stromelysin-1 (MMP-3) inmesenchymal cells, but only after the expressionof thisMMP
had been induced by cytokines. By itself, butyrate was unable to stimulate stromelysin
expression [120]. However, a recent study on the effects of TSA on joint inflammation
and cartilage degeneration in a collagen antibody-induced arthritis mousemodel found
significant down-regulation of MMP-3 in the TSA-treated group, and TSA was also
found to suppress IL-1b and TNF-a stimulated up-regulation of MMP-3 [121].

Regulation of MMP activity occurs via tissue inhibitors of metalloproteinases
(TIMPs), whose up-regulation has clearly been observed in cells treated with various
HDIs [122–127]. Treating MS patients with HDIs may therefore prevent the break-
down of the blood–brain barrier and thus effectively block entry of inflammatory cells
into the central nervous system.

23.9 HDACs and pro-inflammatory and stress-related
pathways in immune settings

Inflammation is a critical component which is increasingly being associated with
cancer [128,129], diabetes [130] and neurodegenerative disease [131]. Endoplasmic
reticulum (ER) stress is another cellular event which has also been implicated as a
critical component in cancer [132], diabetes [133], and neurodegeneration [134,135].
HDACs have been shown to be critical regulators ofmany important cellular processes,
and evidence is emerging linking these enzymes in the regulation of inflammation and
ER stress responses. Over the following sections of this chapter I shall link HDACs to
both of these important pathways in the context of endocrine-related cancer, and
immune and metabolic disorders. Subsequently, we shall discuss how targeting the
HDACs may be important clinically, as they may be able to consequently alleviate
symptoms of inflammation and ER stress in these conditions.

23.10 HATs, HDACs and the NF-kB pathway

Critical regulators of pro-inflammatory cascades identified to date include histone-
modifying enzymes such asHDACs. The activation of nuclear factor B (NF-kB) is a key
mediator of inflammatory cascades, and HDACs have been demonstrated to play
important roles in regulating this activation process as shown in Figure 23.1. NF-kB
typically consists of a heterodimeric protein comprised of a p50 and a RelA/p65
subunit, and initial studies identified the HATs p300 and CBP as key co-activators in
regulating NF-kB-driven gene expression [136–138]. Another HAT, SRC-1, was found
to also potentiate NF-kB transactivation through interactions with the other subunit
p50 [139]. Following the identification of these interactions, it was subsequently shown
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that the RelA/p65 subunit could also associate with HDAC1 and HDAC2 to repress
expression of NF-kB-regulated genes as well as to control the induced level of their
expression [140]. It has since been shown that the HDAC SIRT1 regulates NF-kB
transactivation by physically interacting with the RelA/p65 subunit of NF-kB and
inhibiting transcription by deacetylating a critical lysine at position 310 [141]. One of
the critical regulators of NF-kB activation is IkB kinase a (IKKa), where NF-kB
transcription requires IKKa to phosphorylate silencing mediator for retinoic acid and
thyroid hormone receptor (SMRT) which stimulates the exchange of co-repressor
for co-activator complexes. In the initial stage of NF-kB activation, following
this phosphorylation event HDAC3 is displaced, allowing p300 to acetylate
RelA/p65 [142,143].

Daxx is another protein which has been shown to regulate NF-kB activation by
binding to a region which includes the major sites of acetylation mediated by p300/
CBP [144].However, itmust benoted thatDaxxhas alsobeen shown todirectly associate
with HDAC2 [145], and so may represent a mechanism by which HATs and HDACs
compete for critical lysines on NF-kB subunits. In this regard, small ubiquitin-like

Figure 23.1 Diagramatic representation of the interplay between HATs and HDACs in the regulation
of NF-kB.HATs are represented by light grey, HDACs are represented by dark grey and other interacting
proteins are represented by hatching. BCA3, breast cancer-associated gene 3 (or protein kinase A-
interacting protein 1); BRMS1, breast cancer metastasis suppressor 1; SMRT, silencing mediator for
retinoid and thyroid hormone receptors (or nuclear receptor co-repressor 2, NCOR2).
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modifier (SUMO)modification of CBP negativelymodulates its transcriptional activity
by recruiting a Daxx complex which contains HDAC2 [146].

Pro-inflammatory genes associated with NF-kB include IL-6 and IL-8 [147–149].
NF-kB has also been shown to utilize the HAT activity of CBP/p300 to stimulate the
transcription of these genes [150].

The forkhead box protein P3 (FOXP3) is a master cell lineage modulator in
CD4þCD25þ natural regulatory T cell (Treg) development, and has also been shown
to associate with HDACs 7 and 9 [87]. As FOXP3 has also been shown to interact with
NF-kB to repress cytokine gene expression and effector functions of Th cells [151], it
may be that the repression is mediated via HDAC activity. Evidence supporting this
notion comes from a recent study where Foxp3 was shown to induce the silencing of
IL-4 in primary Th2 cells via inhibition of nuclear translocation ofNF-kB. This resulted
in a decrease of in vivo binding of NF-kB to the IL-4 promoter, which was coupled
with decreased levels of acetylated histone H3 at the IL-4 promoter [152].

Direct evidence for the role of NF-kB in MS has come from both experimental
models ofMS and frompatient studies. One of the first indications of the importance of
this pathway in MS pathogenesis came from a candidate gene study approach which
identified both MS predisposing and protective alleles within NF-kB inhibitor genes
(NF-kBIL1, predisposing; NF-kBIA, protective) [153]. However, in a study of periph-
eral blood mononuclear cells from MS patients, no abnormalities in NF-kB activity
were observed between patients and controls [154].

It is well established that aberrant expression of CD40 (a member of the TNF
receptor superfamily) is associated with MS [72]. In macrophages and microglia it has
been recently demonstrated that induction of CD40 occurs via the activation ofNF-kB,
and additionally involves the induction of histone acetylation and phosphorylation at
the CD40 promoter [73]. Using gene-expression profiling on CD3þ T cells from
Hungarian monozygotic MS twins, an altered transcriptional regulatory network
involving NF-kB signalling was identified, which reinforces the notion that aberrant
NF-kB signalling is an important contributor to MS pathogenesis [155].

TNF-a activates several key genes through the nuclear transcription factor NF-kB,
which plays pivotal roles in the regulation of many responses including inflammation
and immune reactivity [156,157]. In vitro treatments of cell lines with HDIs induce the
expression of various genes including IL-6 and IL-8 [140,150]. Intriguingly, several
studies have shown that butyrate can suppress NF-kB activation and its related
responses [158–161]. It appears that in normal cells butyrate suppresses the secretion
of IL-8, but enhances its expression in cancer cells [162]. HDIs may therefore be able to
inhibit NF-kB-mediated inflammatory responses in normal cells, an important
implication for neurodegenerative conditions. Additional evidence in support of this
notion came from a study in Crohn’s disease which demonstrated that butyrate was
capable of inhibiting NF-kB-mediated inflammation and reducing pro-inflammatory
cytokine mRNA expression [163]. In the EAE mouse model of MS, treatment with a
standard MS intervention, IFN-b, resulted in a reduction of active NF-kB subunits in
treated animals, indicating that this may be one of the mechanisms by which IFN-b
exerts its anti-inflammatory effects in MS [164].
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Finally, an important study has demonstrated that inhibition ofNF-kB in the central
nervous system amelioratesMS symptoms in the EAEmousemodel. This seminal study
provides strong evidence that NF-kB-dependent gene expression is critical for inflam-
mation and tissue damage in MS [165].

23.11 HATs, HDACs and ER stress

The maintenance of cellular homeostasis requires that a cell be able to sense cellular
stress, and react appropriately to alleviate its consequences. There are many ways by
which endogenous or exogenous stress can occur in a cell, including pathogenic
infection, chemical insult, genetic mutation, nutrient deprivation and even normal
differentiation.

Within the cell, the ER is a large organelle consisting of a network of interconnected,
closed membrane-bound vesicles. It is the site for the synthesis, folding and modifica-
tion of secretory and cell-surface proteins and provides many essential cellular
functions, including the production of cell membrane components, proteins, lipids
and sterols [166]. Only correctly folded proteins are transported out of the ER, and
incompletely folded proteins are retained within the ER to either complete the folding
process or to be targeted for destruction [167]. Due to its importance, this organelle is
vital to cellular homeostasis. However, many conditions can interfere with normal ER
function and lead to a situation called ER stress. A recent study has linked the increased
expression of ER sress-related proteins in MS lesions, with the greatest expression
observed at the edges of chronic active lesions [168].

Thus, ER stress can arise from a disturbance in protein folding which results in an
accumulation of unfolded or misfolded proteins within the organelle [169]. If this
occurs, the ER has evolved specialized mechanisms that promote proper folding of
aberrant protein, thus preventing its aggregation. Simply put, when ER stress occurs,
the ER responds by inducing the expression of specific genes in an attempt to restore
normal function and to maintain cellular homeostasis [170]. The principal mechan-
isms of stress response involve (1) protein degradation, (2) endoplasmic overload
responses, (3) unfolded protein responses and (4) cellular death. This four-stagemodel
helps to explain the role of ER stress in the onset of clinical manifestations. Two ER
stress-induced signal transduction pathways have been described: the unfolded
protein responses [171] and the endoplasmic overload responses [172]. The function
of these pathways is to attempt to re-establish normal ER function [173]. However,
excessive or prolonged ER stress may overwhelm the cell, and subsequently inititate
apoptosis [174]. The evidence linking HATs/HDACs to ER stress is not as well
established as that for inflammation, with most studies utilizing HDIs. However, in
a recent study in hepatocytes on Mallory body (cytokeratin aggresome) formation,
decreasedHAT and increasedHDAC activity was observed [175]. In a similar model of
oxidative stress-induced inclusion formation, treatment of cells with 4-phenylbutyrate
was found to alleviate formation of these inclusions [176].
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Direct physical evidence for the association of HATs and HDACs with critical
regulatory elements within the ER stress pathway is emerging. C/EBP homologous
protein (CHOP) is an ER-stress-inducible protein which plays a critical role in
regulating programmed cell death. CHOP has recently been shown to directly associate
with the HAT p300, and inhibition of HDACs prevents its degradation [177].
Chromatin immunoprecipitation strategies have also shown that p300 binds to the
promoter of GRP78/BiP, a prosurvival ER chaperone gene induced under conditions of
ER stress [178]. In similar studies examining various promoters of ER-stress-responsive
genes, histone H4 hyper-acetylation was observed following the induction of ER
stress [179].

The B lymphocyte-inducedmaturation protein-1 (BLIMP-1) is a protein associated
with cellular stress. In some cellular models, BLIMP-1 is rapidly up-regulated during
the unfolded protein response [180]. This repressor protein has been shown to directly
associate with HDACs to repress transcription [104], and this may indicate that
BLIMP-1 may utilize HDACs to repress important genes during ER stress.

Data from in vitro studies are emerging demonstrating the efficacy of the HDI
sodium 4-phenylbutyrate in relieving ER stress in cell-line models of cystic fibro-
sis [181], and mutant a1-ATZ liver disease [182]. Since these initial observations,
several studies have shown that sodium 4-phenylbutyrate may act as a chemical
chaperone to relieve ER stress induced in models of ischaemia [183,184]. Similar data
have emerged for models of cataract formation [185], Parkinson’s disease [186],
retinitis pigmentosa [187], glaucoma [188] and cystic fibrosis [189].

In diabetes, sodium 4-phenylbutyrate has also been shown to both relieve ER stress
and restore glucose homeostasis in amousemodel of type 2 diabetes. This occurs by the
restoration of systemic insulin sensitivity, resolution of fatty liver disease and enhance-
ment of insulin action in liver, muscle and adipose tissues [190].

ER stress in liver-induced ischaemia has been shown to be ameliorated by treatments
with sodium 4-phenylbutyrate [184]. This compound has also been shown to alleviate
oxidative stress-induced ER stress in cultured hepatocytes and hepatoma cells [176],
and prevents ER-stress-mediated aggregate formation in a model of hereditary
haemochromatosis [191].

Valproic acid, another HDI, has also been shown to have potential in the treatment
of ER stress. Initial studies demonstrated that treatment of cells with valproic
acid caused the up-regulation of GRP78/BiP, a key ER-mediated chaperone [192].
Subsequent studies confirmed that valproic acid could increase the expression of
additional important ER stress proteins, GRP94 and calreticulin [193–195]. Valproic
acid has also been shown to protect against oxidative stress-induced protein damage,
and had provided neuroprotection in the same model system [196–198].

23.12 Clinical trials and caveats of HDIs

Several HDIs have undergone both phase I/phase II clinical trials as anticancer
agents [199], and as previously mentioned SAHA (Vorinostat) has been approved by
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the US Food and Drug Administration for the treatment of cutaneous T cell
lymphoma. Several of these trials have included, or currently include, patients with
neurodegerative diseases, including MS, and as these trials proceed a greater
understanding of the potential side effects and dose-limiting toxicities of these
drugs will emerge. For the most part, these first-generation inhibitors have shown
well-tolerated safety profiles.

Intriguingly, HDIs have been shown to be ineffective in causing apoptosis in
cancer cell line models. This was shown to be due to the transcriptional activation of
NF-kB through the Akt pathway, with up-regulation of IL-8, Bcl-xL and MMP-9
transcripts [200]. A follow-up study using SAHA (Vorinostat) has shown that this
drug stimulates NF-kB transcription through a signalling cascade involving the
activation of Akt and the p300 acetyltransferase [201]. As such these studies provide
evidence that HDIs such as SAHA not only inhibit deacetylase activity but also
stimulate active NF-kB transcription and cell survival through signalling pathways
involving Akt and increased p300 acetyltransferase activity. This may have important
implications in the use of HDACs in the treatment of cancer as they may promote
cancer cell survival; in contrast, they may have important therapeutic implications in
neurodegenerative disease as they may promote the survival or protection of
neuronal cells.

Despite the evidence strongly suggesting that HDIs may have an important
therapeutic role in the treatment of neurodegenerative disease, some caveats exist
which temper this notion. For instance, HDIs have also been shown to up-regulate NF-
kB-driven pro-inflammatory cascades [202,203], albeit within a neural setting. Nev-
ertheless, this may also be true for multiple tissue types. In addition, HDIs have also
been shown to activateNF-kB, and to sustain the activation ofNF-kB by delaying IkBa
mRNA resynthesis [204–206]. Again, also within the clinical setting, phenylbutyrate
was shown to be ineffective in relieving ER stress in patients with a1-antitrypsin
deficiency [207].

An early study utilizing T cell lines found that TSA down-regulated IL-2, suppressed
the expression of the T cell receptor z chain gene and up-regulated the expression of its
homologous gene Fce receptor I g chain. These and other data were considered to be
reminiscent of the signalling aberrations that have been described in patients with
systemic lupus erythematosus [208], and as such HDIs such as TSA may aggravate
rather than ameliorate autoimmune conditions. Finally, a phase II clinical trial of
phenylbutyrate in patients with spinal muscular atrophy was shown to be ineffec-
tive [209], and indicates that much more work is required to realize the potential of
HDIs in the neuronal setting.

Other HDIs also continue to show potential in the treatment of neurodegenerative
conditions. In a phase I trial of valproic acid on patients with human T-lymphotropic
virus type 1 (HTLV-1), which is responsible for HTLV-associated myelopathy/tropical
spastic paraparesis, clinical efficacy was observed. Sixteen patients were recruited and
valproic acidwas administrated orally at amaximal dose of 20mg/kg per day. Therewas
a significant drop in patient viral load from month 0 to month 3. For the first time,
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this trial provides evidence that valproic acid leads to depletion of HTLV-1-infected
cells in vivo [210].

23.13 Do HDIs target genes or help chaperone activity as
their primary response?

Despite these caveats, a plethora of studies have clearly shown that HDIs can reactivate
or alter gene expression. However, in addition, several studies now indicate that
HDACs and HDIs may play important roles in regulating chaperone expression and
function. This has important implications in conditions such as MS where aberrant
misfolding of proteins can result in ER stress. This can be highlighted by the fact that
HDAC6 is recognized as a leading regulator of cellular efforts to counteract the
deleterious effects of misfolded protein accumulation [211–214]. Inhibition or deple-
tion of HDAC6 leads to an induction of heat shock protein 90 (HSP90) acetylation,
inhibiting its chaperone activity and eliciting cellular responses [215–220]. The class I
HDACs (HDACs 1–3) have been shown to associate with the ATP-dependent
chaperone HSP70, and this association enhances deacetylase catalytic activity [221].

Emerging data clearly link the use of HDIs in the relief of ER stress in cell-line
models. Many of these studies have utilized sodium 4-phenylbutyrate. In a hepatocyte
cell-line model of oxidative stress-induced ER stress, treatment of cells with sodium 4-
phenylbutyrate was found to alleviate the ER stress [176]. Other examples of the
benefits of sodium 4-phenylbutyrate as a chemical chaperone have been described for
relieving apoptosis and/or ER stress in models of eye disease [187,188], rescue of
defective trafficking of nephrin in kidney [222], rescue of protein trafficking in the
lysosomal storage disorder Fabry disease [223], correction of autodominant hypo-
parathyroidism-induced apoptosis [224] and ER-stress-mediated programmed cell
death in Arabadopsis [225].

Other evidence for the potential of HDIs influencing chaperone-like activities to
relieve ER stress is emerging. For example, studies on cystic fibrosis have shown that
phenylbutyrate can restore cystic fibrosis transmembrane conductance regulator
(CFTR) protein trafficking and function [181,226–233] through the induction of
HSP90 [233]. Other lung conditions for which beneficial responses have been observed
using HDIs as chemical chaperones include respiratory distress syndrome [234] and
emphysema [182].

Benefits accruing to the use of HDIs as chemical chaperones in the liver have also
been described. In one instance, sodium4-phenylbutyratewas used to protect liver cells
from ER-stress-mediated apoptosis induced by liver ischaemia [184], to enhance the
cell-surface expression and transport capacity ofmutated bile-salt-export pumps [235],
and to reduce ER-stress-induced formation of Mallory bodies in hepatocytes [176].

Increasing evidence is linking the activities of HDIs to ER stress in obesity. For
instance, in a cell-linemodel, phenylbutyrate has been shown to restore functionality to
misfolded low-density lipoprotein receptors, and shuttle them to the cell surface. The
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authors concluded that their results indicate that phenylbutyrate did not just solely
mediate this response by its ability to induce gene expression of proteins involved in
intracellular transport, but could also mediate this effect via a direct chemical
chaperone activity [236]. Valproic acid was also shown to protect cells from ER
stress-induced lipid accumulation and apoptosis via inhibition of glycogen synthase
kinase-3 [237]. In a mouse model of type 2 diabetes, phenylbutyrate was found to
reduce ER stress and restore glucose homeostasis in themutantmice [190]. This critical
result underlines the potential importance of HDIs as both regulators of gene
expression and as chemical chaperones to dampen down inflammation and to relieve
ER stress.

Finally, in the neuronal setting, initial studies on mood-stabilizing drugs such as
valproic acid demonstrated increased expression of ER stress proteins in cerebral
cortex, hippocampus and neuronal and glial cells [192–195,238,239]. Neuroprotective
effects of these HDIs have been observed to protect against ischaemia [183,240,241],
malonate toxicity [242], the pesticide and insecticide rotenone [243,244] and the
tumour promoter thapsigargin [245], and to relieve ER stress induction in a model of
autosomal recessive juvenile parkinsonism [186].

All of the above evidence clearly indicates that HDIs may play positive roles in
modulating both ER stress and inflammation, and further underlines the potential
importance of these inhibitors as an important therapeutic target in MS.

23.14 Future directions

One critical element which needs to be addressed in future studies examining the
efficacy of HDIs in combinatorial trials should include studies to address the impor-
tance of timing for the scheduling of HDIs in a clinical trial protocol. For instance, in a
recent study of non-small-cell lung cancer in vitro it was found that the timing of
addition of HDIs was a critical determinant that could cause either cell protection or
sensitization to camptothecin, an inhibitor of the DNA enzyme topoisomerase I [246].
If timing of administration is critical, this may have important implications for the
treatment of MS episodes. These and other questions remain to be addressed, but it is
clear that these inhibitors may play important roles in targeting gene transcription and
potentially through alleviating ER stress. Further experiments will be required to
functionally address these possibilities.

Another very obvious question which needs to be addressed is the role of
other histone post-translational modifications in MS pathogenesis. Histone methyla-
tion is one emerging modification which warrants serious study. Several inhibitors
targeting PRMTs have been developed [247–251], and may be an indirect way of
targeting histone arginine methylation prior to conversion to citrulline [247–251].
Alternatively, inhibitors directed against protein arginine deiminases have also been
developed [247–251]. These are important clinical avenues of investigation in the
pathogenesis of MS, especially in light of recent studies showing that PRMT4 enhances
NF-kB-mediated transcription at the promoters of inflammatory genes [252].
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Abstract

Multiple sclerosis is an autoimmune demyelinating disease associated with significant
neurological diasbility in adults. In recent years, significant advances have beenmade in
the identification of immunomodulatory or immunosuppressive therapies for this
disease. Despite these new compounds, therapeutic efficacy is often limited to
individual patients. The activation of the pro-inflammatory environment in the central
nervous system of affected individuals results in the induction of expression of
deleterious pro-inflammatory genes, and switches off expression of criticalmodulatory
genes. Histone deacetylases are a class of enzymes which are critical regulators of gene
expression. This chapter explores the evidence that these proteins are good candidate
therapeutic targets for multiple sclerosis.

Key words: histone deacetylase; histone; chromatin; therapy; neuronal;
endoplasmic reticulum; stress.
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