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SERM, Hôpital Bichat-Claude Bernard, 75108 Paris, France

Christophe Marchand (147) Laboratory of Molecular Pharmacology, Divi-
sion of Basic Sciences, National Cancer Institute, Bethesda, Maryland
20892

John McAllister (315) The Pennsylvania State University, College of Medi-
cine, Department of Microbiology and Immunology, Hershey, Pennsylva-
nia 17033

Nouri Neamati (147) Laboratory of Molecular Pharmacology, Division of
Basic Sciences, National Cancer Institute, Bethesda, Maryland 20892

Michael A. Parniak (67) McGill University AIDS Centre, Lady Davis Insti-
tute for Medical Research, Montreal, Quebec H3T, IE2, Canada

George Perez (1) Department of Internal Medicine, Saint Michael’s Medical
Center, Newark, New Jersey 07102 and Seton Hall School of Graduate
Medical Education, Seton Hall University, South Orange, New Jersey
07079



Contributors xvii

Roger J. Pomerantz (229) The Dorrance H. Hamilton Laboratories, Center
for Human Virology, Division of Infectious Diseases, Jefferson Medical
College, Thomas Jefferson University, Philadelphia, Pennsylvania 19107

Yves Pommier (147) Laboratory of Molecular Pharmacology, Division of
Basic Sciences, National Cancer Institute, Bethesda, Maryland 20892

Esther Race (41) Laboratoire de Recherche Antivirale, IMEA/INSERM,
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Preface

As we enter a new millennium, it is clear that the AIDS pandemic is not
going away. United Nations AIDS statistics indicate that in 1999 alone 2.6
million individuals succumbed to this disease. Cumulatively, since 1980, 16
million have died from AIDS, and despite remarkable medical advances,
HIV-1 infections remain on the increase. Today, more than 33 million
persons globally are living with HIV-1; 5.6 million of these were newly
infected in 1999. Regrettably, the disease burden is highest in nations that
have the most limited medical resources. Hence, 25% of all adults in
Botswana, Zimbabwe, Swaziland, and Namibia are AIDS carriers. Every
minute, in sub-Saharan Africa, 10 new individuals become infected with
HIV-1. Worldwide, 95% of HIV-1 infections are in developing countries.

In view of these rather daunting numbers, one might think that research-
ers have made little progress in the study of HIV. This, in fact, is far from
the truth. Since its initial identification and isolation in 1983, HIV-1 has
become one of the best-elucidated viruses. Arguably, today we understand
more about the workings of HIV-1 than of any other virus. In parallel,
chemotherapeutic advances in the treatment of AIDS have also been impres-
sive. From the combined efforts of many investigators, we currently have a
large armamentarium of specific anti-HIV-1 reverse transcriptase (RT) and
protease inhibitors. These antivirals work. Mortality from AIDS in devel-
oped countries that use RT and protease inhibitors has been significantly
reduced. However, it is equally evident that, as yet, no chemotherapeutic
regimen is curative.

How then might one view the AIDS question in the coming years? Better
chemical antivirals are unlikely to be the final answer. The cost of chemical
antivirals (currently around US$ 20,000 per person per year) makes this
route prohibitive for developing nations. Chemical antivirals also have seri-

xix
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ous side effects that render questionable the ability of patients to sustain
lifelong therapy. Additionally, we do not yet fully understand the ultimate
scope of multi-drug-resistant viruses that are emerging in RT- and protease-
inhibitor-treated individuals. Considered thusly, it is understandable how
one prevailing view is that a practical, globally applicable solution for AIDS
rests with the development of effective mass vaccination. However, the
possibility that there are other yet-thought-of means for resolving the AIDS
pandemic cannot be excluded.

This two-volume set of Advances in Pharmacology brings together 26
teams of authors for the purpose of describing where we have been in HIV-1
research and to explore where we might want to go in the future. The goal
was to combine expositions on fundamental mechanisms of viral expression
and replication with findings on viral pathogenesis in animal models and
applications of chemotherapeutics in human patients. The authors were
asked to survey the structures and functions of all the open reading frames
of the HIV-1 genome as well as the roles of several noncoding regulatory
RNA sequences. More importantly, each was encouraged to propose new
ways for therapeutic intervention against HIV-1. In this regard, many inter-
esting and novel ideas on HIV vaccines, gene therapy, and small-molecule
inhibitors for viral envelope–cell fusion, viral assembly, integration, and
gene expression are presented.

It is no accident that most of the authors in this set are some of the
younger (late-30s, mid-40s), albeit authoritative, researchers on HIV. Likely,
AIDS will defy a quick solution. Considering this and the fact that a major
goal of this set is to explore new ideas rather than simply review past
progress, I particularly wanted to assemble colleagues who, after having
proposed interesting solutions for HIV, will be around to test, refine, and
execute those ideas even if such were to require 10, 20, or 30 years. With
some measure of luck, I and most of my co-authors will be here when the
AIDS pandemic is solved. I wait with anticipation and interest to see whose
ideas raised in these two volumes will be the ones that withstand the test
of time.

Putting together this set has been an interesting learning experience for
me. I thank all the authors for their enthusiastic participation. At the outset,
I had thought that it would be difficult to recruit a sufficient number of
busy researchers to write chapters for this project. However, I was pleasantly
surprised when 26 of the 30 invited colleagues promptly agreed to contribute.
Along the way, another colleague remarked to me that he did not want to
write a chapter because ‘‘nobody important reads HIV books anymore.’’
That comment taken, it remains my hope that some ‘‘unimportant’’ readers
of these two volumes might nevertheless be spurred by its content to do
important work in the fight against AIDS.

In closing, I thank Tom August for inviting me to edit these volumes.
I am grateful to the late George Khoury, who asked me 14 years ago to



Preface xxi

work on the HIV Tat protein, and to Malcolm Martin, with whom I have
discussed and debated various aspects of HIV biology for the past 12 years.
Tari Paschall, Judy Meyer, and Destiny Irons from Academic Press have
been wonderfully helpful, and Michelle Van and Lan Lin have provided
excellent secretarial assistance. Finally, I appreciate the endless patience and
understanding of my wife (Diane) and children (David, Diana, and John),
who have, year-upon-year, put up with the abnormal working hours of an
HIV researcher.

Kuan-Teh Jeang
January 14, 2000
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HIV Therapeutics: Past, Present,
and Future

Since the early 1990s, the number of available drug therapies for human
immunodeficiency virus type 1 (HIV-1) infection has increased from 1 to
14. The number of drug types or classes has simultaneously increased from
one to three. With this explosion in pharmaceutical armamentarium,
potent anti-HIV-1 combination therapies became possible. In 1994, there
was debate over whether drug therapy conferred long-term benefit to
HIV-1-infected patients (1994). By 1996, researchers were suggesting that
with prolonged combination drug therapy, eradication of HIV-1 might be
possible (Perelson et al., 1997). While the initial hypothesis regarding eradi-
cation of HIV-1 has proved to be wrong (Finzi et al., 1999), many patients
can now achieve indefinite suppression of HIV-1 replication using combina-
tion therapy (Stanley and Kaplan, 1998).

This chapter is an overview of antiretroviral therapy in three parts.
Under the first section we discuss the individual drugs and their pharmacol-
ogy, including mechanism of action, pharmacokinetics, major adverse ef-
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2 Abu-ata et al.

TABLE I Nucleoside Reverse Transcriptase Names, Abbreviations,
and Formulations

Compound Abbreviation Trade name Analog of Formulation(s)

Zidovudinea ZDVb or Retrovir Deoxythymidine 100-mg capsules, 300-mg
AZT tablet; 10-mg/ml IV

solution; 10-mg/ml
oral solution

Lamivudinea 3TCb Epivir Deoxycytidine 150 mg tablets; 10-mg/
ml oral solution

Didanosine ddlb Videx Deoxyadenosine 25-, 50-, 100-, 150-mg
tablets, 167-, 250-mg
sachets

Zalcitabine ddCb HIVID Deoxycytidine 0.375-, 0.75-mg tablets
Stavudine d4Tb Zerit Deoxythymidine 15-, 20-, 30-, 40-mg

tablets
Abacavir ABCb Ziagen Deoxyguanosine 300-mg tablets; 20-mg/

ml oral solution

a Zidovudine (300 mg) and lamivudine (150 mg) formulated together in Combivir tablets.
b Abbreviation used in text of article.

fects, and significant drug interactions. Under the second section we summa-
rize the major clinical trials of anti-HIV-1 compounds in adults. Finally,
under the third section we discuss the current role of these drugs in the
management of HIV-1 infection of adults.

I. Individual Drugs and Their Pharmacology

HIV-1 has three viral enzymes, reverse transcriptase, protease, and integ-
rase; each of these enzymes is essential in the virus life cycle (Watkins et
al., 1995). To date, anti-HIV-1 drugs have targeted reverse transcriptase
and the viral protease. As mentioned above, there currently are three classes
of anti-HIV-1 drugs:

1. Nucleoside reverse transcriptase inhibitors (NRTIs) (Table I).
2. Nonnucleoside reverse transcriptase inhibitors (NNRTIs) (Table II).
3. Protease inhibitors (PIs) (Table III).

TABLE II Nonnucleoside Reverse Transcriptase Inhibitors Names
and Abbreviations

Compound Abbreviation Trade name Formulation

Nevirapine NVP Viramune 200-mg tablets
Delavirdine DLV Rescriptor 100-mg tablets
Efavirenz EFV Sustiva 50-, 100-, 200-mg capsules
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TABLE III Protease Inhibitors Names, Abbreviations, and Formulations

Compound Abbreviation Trade name Formulation(s)

Ritonavir RTV Norvir 100-mg capsules; 600-mg/
7.5-ml oral solution

Saquinavir-HGCa SQV-HGC Invirase 200-mg capsules
Saquinavir-SGCa SQV-SGC Fortovase 200-mg capsules
Indinavir IDV Crixivan 200-, 250-, 400-mg

capsules
Nelfinavir NFV Viracept 250-mg tablets; 50-mg/

gm oral powder
Amprenavir AMP Agenerase 50-, 150-mg capsules

a Saquinavir is available in hard-gel capsules (HGC) and soft-gel capsules (SGC).

For convenience, dosing recommendations in patients with renal or liver
dysfunction are summarized in Table IV. Since antiretrovirals are usually
used in combination, we have included Table V, which summarizes drug
interactions between these compounds.

A. Nucleoside Reverse
Transcriptase Inhibitors (NRTIs)

NRTIs were the first anti-HIV-1 drugs developed. This class consists of
six Food and Drug Administration (FDA)-approved drugs. As shown in
Table I, each drug has a commonly used abbreviation, a compound name,
and a trade name. For instance, the drug zidovudine is more frequently
referred to as ZDV or AZT. Each NRTI is referred to by its abbreviation
(see Table I); the other drugs are referred to by their generic names (Tables
II and III). The NRTIs suppress HIV-1 replication via a similar mechanism
of action. Each of these drugs is an analog of a cellular nucleoside. As
nucleoside analogs, the drugs are incorporated into the proviral DNA by
the viral enzyme reverse transcriptase (Furman et al., 1986). However,
nucleoside analog incorporation results in chain termination, since the ana-
logs lack the 3� -OH group and cannot be linked to additional nucleosides.
In this way, nucleoside analogs terminate reverse transcription. Without
reverse transcription, the virus life cycle is also terminated. The mechanism
of action of ZDV is discussed in detail as an example of all nucleoside-
analog inhibitors.

B. Zidovudine (ZDV)

ZDV was the first agent approved for treating HIV-1 infection (McLeod
and Hammer, 1992). ZDV was synthesized in 1964 as a potential therapeutic
(Horwitz et al., 1964). In 1974, it was shown that ZDV inhibited a retrovirus



TABLE IV Oral Dosage Recommendations for Antiretroviral Agents in Patients with Organ Dysfunctiona

Dosage in patients with renal
dysfunction

Dosage in patients
CLcr,b 50 � CLcr, 26-49 CLcr, 10–25 CLcr, � 10 with hepatic

Drug ml/min ml/min ml/min ml/min Hemodialysis dysfunction References

Zidovudine 200 mg q 8 h 200 mg q 8 h 100 mg q 8 h 100 mg q 8 h 100 mg q 8 h 100 mg q 8 h 1998h; Bareggi et al.
(1994); Dudley (1995);
Fletcher et al. (1992);
Gallicano et al. (1992);
Kremer et al. (1992);
Taburet et al. (1990)

Didanosine 200 mg q 12 h 200 mg q 24 h 100 mg q 24 h 100 mg q 24 h 100 mg q 24 h Consider empirical 1998j; Singlas et al. (1992)
dosage reduction

Zalcitabine 0.75 mg q 8 h 0.75 mg q 0.75 mg q 0.75 mg q 24 h 0.75 mg q 0.75 mg q 8 h 1998d
12 h 12 h 24 h

Stavudine 40 mg q 12 h 40 mg q 24 h 20 mg q 24 h 20 mg q 24 h 20 mg q 24 h 40 mg q 24 h 1998m
Lamivudine 150 mg q 12 h 150 mg q 24 h 100 mg q 25–50 mg q 24 hc 25–50 mg q 150 mg q 12 h 1998b

24 hc 24 hc

Abacavir 300 mg q 12 h NRd NR NR NR NR 1999i
Nevirapine 200 mg q 12 h 200 mg q 12 h 200 mg q 12 h 200 mg q 12 h NR Consider empirical 1998l; Havlir et al. (1995)

dosage reduction
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Delavirdine 400 mg q 8 h 400 mg q 8 h 400 mg q 8 h 400 mg q 8 h NR Consider empirical 1998g
dosage reduction

Efavirenz 600 mg q 24 h NR NR NR NR NR 1999h
Saquinavir 600 mg q 8 h 600 mg q 8 h 600 mg q 8 h 600 mg q 8 h NR Consider empirical 1998c

dosage reduction
Ritonavir 600 mg q 12 h 600 mg q 12 h 600 mg q 12 h 600 mg q 12 h NR Consider empirical 1998f

dosage reduction
Indinavir 800 mg q 8 h 800 mg q 8 h 800 mg q 8 h 800 mg q 8 h NR Mild-moderate 1998a; Balani et al. (1996);

dysfunction: 600 mg Lin et al. (1996)
q 8 h

Severe dysfunction:
Consider further
dosage reduction

Nelfinavir 750 mg q 8 h 750 mg q 8 h 750 mg q 8 h 750 mg q 8 h NR Consider empirical 1998k
dosage reduction

Amprenavir 1200 mg q NRe NR NR NR 300–450 mg q 12 h 1999a
12 h for severe-moderate

dysfunction

a Originally published in Hilts and Fish (1998)� American Society of Health-System Pharmacists, Inc. All rights reserved. Adapted with permission (R9934).
b CLcr, creatinine clearance.
c Initial dose of 150 mg and then followed by listed dosing regimen.
d Not reported.
e No reported recommendations, but �3% amprenavir is excreted renally.
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TABLE V Effect of Anti-HIV Drugs on Other Anti-HIV Drugsa, b

ZDV ddIc d4T Nevirapine Delavirdine Efavirenz Saquinavir Ritonavir Indinavir Nelfinavir Amprenavir Reference

ZDV — — Ad — — — — — 1998I; Cato et al. (1998);
Miller et al. (1998);
Sadler et al. (1998)

ddI — — — — — — — — — — Cato et al. (1998)
d4T Ad — — — — — — — — — — Miller et al., (1998)
Nevirapine — — — — — — — — — — Sahai et al. (1997)
Delavirdine — — — — — — — — 1998g
Efavirenz — — — — — — — — — 1999h; Fiske et al. (1998a)
Saquinavire — — — Not to be — Dose: SQV Dose: SQV — 1999h; Buss (1998); Cox et

(SQV) used 400 mg 800-mg al. (1997); Merry et al.
together BID TID (1997); Sahai et al.

(1997)
Ritonavir — — — — — — — — Fiske et al. (1998a); Morse

et al. (1998); Murphy et
al. (1997)

Indinavir — — Dose: IDV Dose: — Dose: IDV 4 — — 1998a; Cox et al. (1997);
(IDV) 600 mg IDV 800-mg Hsu et al. (1998);

TID 1000- BID Murphy et al. (1999);
mg Riddler et al. (1997)
TID

Nelfinavir — — — — — — Cox et al. (1998); Fiske et
al. (1998b); Murphy et
al. (1997); Sahai et al.
(1997)

Amprenavir — — — — — — — — — Piscitelli et al. (1998);
Sadler et al. (1998)

a , Clinical significance not established or clinically insignificant changes in ‘‘row’’ drug level; , Clinically significant decrease or increase in ‘‘row’’
drug level. 3TC, ddC, and ABC do not have any significant interaction with other antiretroviral agents.

b Drug interactions reviewed in Guidelines (1999d).
c ddI only interferes with absorption when administered within 2 h of ‘‘row’’ drug.
d ZDV and d4T antagonize each other and should not be used together.
e Saquinavir dosage refers to Fortovase formulation only.
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in tissue culture (Ostertag et al., 1974). In 1985, investigators showed that
ZDV inhibited HIV-1 replication in vitro (Mitsuya et al., 1985). This obser-
vation led to clinical trials and finally to FDA approval in 1987.

1. Mechanism of Action

ZDV is a deoxynucleoside that is structurally related to thymidine, but
differs in having an azido (-N3) group in place of the 3� -OH group (1998h).
ZDV enters the cell by passive diffusion and is phosphorylated via three
cellular kinases into its biologically active triphosphate form (zidovudine
triphosphate). The second phosphorylation step (by the enzyme thymidylate
kinase) is the rate-limiting step. ZDV triphosphate is recognized by HIV-1
RT as a thymidine analog and is incorporated into proviral DNA in place
of deoxythymidine triphosphate. As above, once ZDV is incorporated into
proviral genome, the DNA cannot be extended. ZDV monophosphate may
also decrease viral replication by inhibiting the RNase activity of reverse
transcriptase. ZDV only inhibits cellular DNA polymerases at concentra-
tions 50- to 100-fold greater than required to inhibit reverse transcriptase.

2. Pharmacokinetics

ZDV is well absorbed after oral administration with 60–65% bioavail-
ability (1998h). The serum half-life is 1–1.5 h; however, the intracellular
half-life is 3 h. The ratio of the cerebrospinal fluid (CSF) concentration of
ZDV to plasma concentration ranges from 0.1 to 1.35 (average � 0.6). This
wide range reflects differences in the blood–brain barrier permeability in
HIV-1-infected patients. ZDV is primarily metabolized in the liver to 3�-
azido-3�deoxy 5�-O-B-D-glucopyranuronosylthymidine (GZDV). GZDV
has no antiviral activity and is excreted renally. ZDV (8–15%) is also
excreted renally. Dosing regimens have varied over the years. Initially ZDV
was given 250 mg every 4 h. However, with the recognition of the long
intracellular half-life, ZDV is currently given as 200 mg every 8 h (TID) or
300 mg every 12 h (BID). ZDV (300 mg) is also formulated with lamivu-
dine, also known as 3TC, (150 mg) in Combivir tablets, which are given
one tablet BID. Dosage reduction is suggested for patients with severe
liver disease and recommended for patients with end-stage renal disease
(Table IV).

3. Adverse Effects

The toxicity of ZDV has lessened with lower dose regimens (Fischl et
al., 1990a). In the early studies, hematologic abnormalities, especially ane-
mia and granulocytopenia, were common (30% of patients) (Fischl et al.,
1987). Myelosuppression is worsened by coadministration of ganciclovir or
interferon-� (1998h). With the lower dose regimen, these abnormalities are
rare (�2%). Macrocytosis occurs in more than 90% of patients on ZDV,
but does not correlate with the development of anemia (McLeod and Ham-
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mer, 1992; Fischl et al., 1990a). In fact, macrocytosis or its absence can be
used to assess whether the patient is taking the ZDV. Myopathy occurs in
6–18% of patients who have been taking the drug for more than 6 months
(Helbert et al., 1988; Till and MacDonell, 1990). This process can progress
insidiously. Discontinuation of the drug results in gradual resolution of
symptoms over a 6- to 8-week period in �70% of patients. Rare occurrences
of fatal lactic acidosis associated with hepatic steatosis have been re-
ported (1998h).

4. Drug Interactions

ZDV has few drug–drug interactions. Ribavirin inhibits ZDV phosphor-
ylation and these drugs should not be used together. ZDV should not be
used with d4T because the two drugs may antagonize each other (Miller et
al., 1998).

C. Didanosine (ddI)

1. Pharmacokinetics

Didanosine has an oral bioavailability of 33% (1998j). Acid degrades
ddI, which must be coadministered with an antacid. The commercial tablet
is buffered with calcium carbonate and magnesium hydroxide. The CSF to
plasma ratio is 0.21. The plasma half-life is 1.6 h and the intracellular half-
life is 25–40 h. The drug is cleared by renal mechanisms and is excreted
largely unchanged. ddI should be taken 0.5 h before or 1 h after a meal.
The usual dose is 200 mg twice per day for individuals �60 kg and
125 mg twice per day for those �60 kg. However, ddI has been used
effectively at twice the regular dose given once per day (Federici et al., 1998;
Hoetelmans et al., 1998).

2. Adverse Effects

The most serious of ddI is pancreatitis, which has been fatal (1998j).
Pancreatitis occurs in 6–7% of patients on ddI (Dolin et al., 1995; Kahn et
al., 1992). As with ZDV, acute, fulminant liver failure associated with lactic
acidosis has been reported (Kahn et al., 1992). ddI also causes peripheral
neuropathy commonly (14–20%) (Dolin et al., 1995; Kahn et al., 1992).
Manifestations of this neuropathy include numbness and tingling sensations
in hands and feet. Symptoms usually improve with drug discontinuation.

3. Drug Interactions

The buffer, which is given with ddI, can interfere with the absorption
of certain drugs, such as ketoconazole, dapsone, some quinolones, and
tetracyclines (1998j). These drugs should be administered 2 h before or after
ddI. Methadone decreases ddI levels by 41% and ddI dose increase should
be consider when the two drugs are used together.
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D. Dideoxycytidine (ddC)

1. Pharmacokinetics

ddC has excellent oral bioavailability (�80%) (1998d). The CSF to
plasma ratio is 0.09:0.37. ddC is excreted primarily unchanged through the
kidneys. The serum half-life is 1.2 h and the intracellular half-life is 3 h.
The normal dose is 0.75 mg (one tablet) TID.

2. Adverse Effects

The most frequent adverse reaction is peripheral neuropathy, which
occurs in up to 30% (Fischl et al., 1995). This neuropathy is usually a
sensorimotor neuropathy manifested often by a burning sensation and pain.
These symptoms may be irreversible, but usually resolve slowly after drug
discontinuation. Pancreatitis and hepatic toxicity have also been reported
(Fischl et al., 1995).

3. Drug Interactions

ddC has minimal drug interactions (1998d).

E. Stavudine (d4T)

1. Pharmacokinetics

d4T has excellent oral bioavailability (�80%) (Dudley, 1995; Lea and
Faulds, 1996). d4T is eliminated through renal (40%) and unknown mecha-
nisms. The serum half-life is 1.0 h, but it has an intracellular half-life of
3.5 h, which allows twice-daily dosing. Dosage should be adjusted for renal
failure. The usual dose is 40 mg (one capsule) BID for weight �60 kg and
30 mg BID for weight �60 kg.

2. Adverse Effects

The toxicities of d4T are similar to ddI and ddC (Skowron, 1995). d4T
can cause peripheral neuropathy in 15% of patients. Pancreatitis occurs un-
commonly.

3. Drug Interactions

As above, d4T should not be coadministered with ZDV because of
potential antagonism (Miller et al., 1998).

F. Lamivudine (3TC)

1. Pharmacokinetics

3TC is well absorbed orally (�80%) (1998b). Absorption is unaffected
by food. It is excreted in the urine unchanged. The serum half-life of 3TC
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is 3–6 h and the intracellular half-life is 12 h. The usual dose is 150 mg
(one tablet) BID.

2. Adverse Effects

3TC is well-tolerated and few adverse effects are seen. As with other
nucleoside analogs, lactic acidosis and severe hepatomegaly has been re-
ported. Compared with ZDV monotherapy, a 3TC and ZDV combination
had no increased incidence of adverse effects (Eron et al., 1995).

3. Drug Interactions

Trimethoprim (160 mg)/sulfamethoxazole (800 mg) increases the level
of 3TC (Moore et al., 1996). The clinical relevance of this change is not clear.

G. Abacavir (ABC; 1592U89)

1. Pharmacokinetics

ABC had an 83% bioavailability and a CSF:plasma ratio of 0.27 (Parker
et al., 1993), (1999i). ABC is metabolized by alcohol dehydrogenase and
its metabolites are excreted in the urine. The serum half-life of ABC is
1.5 h and the intracellular half-life is 3.3 h. The standard dose is 300 mg
(one tablet) BID.

2. Adverse Effects

The most common side effects of ABC are gastrointestinal and CNS
related (1999i). Nausea, vomiting, and/or diarrhea occur in up to 40%.
Headache and dizziness can occur in 30%. However the most serious side
effect is a hypersensitivity syndrome, which can occur in up to 5% of patients
(1999f). Typically, this syndrome develops within the first 6 weeks of ther-
apy. Patients with this syndrome can develop fever, fatigue, nausea, myalgia,
shortness of breath, lymphadenopathy, and oral ulcers. The symptoms begin
mildly, but quickly worsen with continued ABC usage. Laboratory tests
may show increased liver function tests and increased creatinine. Liver and
renal failure have also occurred in association with this hypersensitivity
reaction. Symptoms improve rapidly once ABC is discontinued. However,
if patients with this syndrome are rechallenged with ABC, death can occur.
Patients who develop these symptoms while on ABC should be educated to
seek medical attention immediately and to stop taking ABC.

3. Drug Interactions

No significant drug interactions have been reported with ABC.

H. Nonnucleoside Reverse
Transcriptase Inhibitors (NNRTIs)

NNRTIs have been demonstrated to be potent and selective inhibitors
of HIV-1 replication (reviewed in De Clercq, 1999). These drugs noncompet-
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itively inhibit the viral enzyme RT. Presumably, NNRTIs bind to HIV-1
reverse transcriptase at a site away from the catalytic domain. This drug–
enzyme interaction produces a conformational change which results in the
inactivation of HIV-1 RT. These drugs have great selectivity for HIV-1 RT
and are not active against HIV-2 or other animal retroviruses. As a class of
drugs, listed in Table II, they are highly active in vivo, for short periods,
but are limited by the relatively rapid emergence of resistant HIV-1 strains.
NNRTIs do not require enzymatic modification to become active. NNRTIs
also share a common toxicity, an eryathematous skin eruption, which is
usually self-limited.

I. Delavirdine

1. Pharmacokinetics

Delavirdine is rapidly and readily absorbed after oral intake (Cheng et
al., 1997; 1998g). It can be administered with or without food. The usual
adult dose of delavirdine is 400 mg (four 100-mg tablets) orally TID. Delavir-
dine inhibits its own metabolism by cytochrome P450 3A and consequently
its half-life increases with increasing doses. In individuals on the usual dose,
the half-life is 5.8 h.

2. Adverse Effects

Rash is the most frequent side effect and is seen in 18–36% (1998g;
Para et al., 1996). The rash is usually self-limited, occurs within 1–4 weeks
of initiation of therapy, and is often pruritic and maculopapular eruptions
over the upper half of the body. Rarely, hepatitis and neutropenia have been
associated with delavirdine therapy.

3. Drug Interactions

Delavirdine interacts with many compounds. Antacids and ddI lower
gastric pH and reduce the absorption of delavirdine (1998g). When used
with ddI, delavirdine should be taken 1 h before or after ddI. Inducers of
the cytochrome P450 system, including rifamycins, phenobarbital, phenyt-
oin, and carbamazepine, increase the metabolism of delavirdine and should
not be used concurrently (1998g). Conversely, delavirdine, via its inhibition
of the P450 system, inhibits the metabolism of many drugs. Consequently,
concurrent use of drugs, including cisapride, astemizole, ergot derivatives,
terfenadine, simvastatin, lovastatin, and benzodiazepines, with delavirdine
can result in serious side effects and should be avoided. Delavirdine may
increase the levels of warfarin, dapsone, and quinidine.

J. Nevirapine

1. Pharmacokinetics

Nevirapine is well absorbed orally (�90%) (Lamson, 1993). Food does
not alter its absorption. Nevirapine has a wide volume of distribution, can
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be found in breast milk, and crosses the placenta (1998l). Nevirapine is also
metabolized by the P450 system and is also an inducer of the P450 system.
Consequently, nevirapine therapy increases its own metabolism. After the
first 14 days of therapy, the dose must be increased from 200 mg once per
day to 200 mg (one tablet) twice per day. There are no data available on
dosing nevirapine in renal or liver failure. The terminal half-life of nevirapine
is 25–30 h (Lamson, 1993).

2. Adverse Effects

Rash is again the most common side effect and is seen in up to 35%
of patients (D’Aquila et al., 1996; Montaner et al., 1998a; Carr et al., 1996;
1998l). Like delavirdine, nevaripine’s rash usually occurs in the first 6 weeks
of therapy, is maculopapular, and is distributed over the torso and upper
extremities. In clinical trials, 7% of patients stopped taking nevirapine be-
cause of the rash. Stevens-Johnson occurs in only 0.3%. Hepatitis occurs
in 1%.

3. Drug Interactions

Although nevirapine induces the P450 system, there are few drugs that
are absolutely contraindicated (1998l). Rifamycins will also induce the P450
system and can reduce the plasma concentration if used concurrently with
nevirapine. When used together, dosage adjustment is necessary. Other in-
hibitors of the P450 system, such as ketoconazole, cimetidine, and macro-
lides, are not contraindicated. No dosage adjustment of nevirapine is neces-
sary when these drugs are given together. When used with anticonvulsants,
levels of the anticonvulsants should be monitored carefully. Methadone
levels are decreased substantially by nevirapine and methadone dose should
be titrated to the appropriate effect.

K. Efavirenz

1. Pharmacokinetics

Efavirenz is very well absorbed orally (1999h). Efavirenz has a long
half-life and steady state is not reached until day 7 of therapy. Efavirenz is
metabolized by the P450 isoenzymes Cyp3A4 and Cyp2B6. The terminal
half-life of efavirenz is 40–55 h. The usual adult dose of efavirenz is
600 mg (three 200-mg capsules) orally once per day. A concurrent high-fat
meal increases absorption of efavirenz and should be avoided. There are no
data on dose adjustment in the setting of renal and hepatic insufficiency.

2. Adverse Effects

Again, skin rash is a frequent side effect of efavirenz and is seen in 27%
of patients (1999h; 1998i). Typically, the rash occurs early in therapy,
does not require cessation of therapy, and resolves within 1 month. More
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problematic are the central nervous system (CNS) side effects, which include
dizziness, headache, insomnia, nightmares, amnesia, confusion, hallucina-
tions, and euphoria. Though seen in 52% of patients, CNS side effects led
to the discontinuation in only 2.6% because the CNS side effects resolve after
a few days to weeks of therapy. Efavirenz can also cause mild gastrointestinal
symptoms, such as nausea and diarrhea.

3. Drug Interactions

Efavirenz can induce the production of Cyp3A4, which increases the
metabolism of many drugs. Conversely, rifampin induces the metabolism
of efavirenz. The concurrent rifabutin dose should be increased to 450
mg per day. Certain drugs, including astemizole, terfenadine, cisapride,
midazolam, triazolam, and ergot derivatives, should not be used with efavi-
renz. The prothrombin time should be monitored carefully in patients on
warfarin and efavirenz. Efavirenz and saquinavir reduce each other’s plasma
levels and should not be used concurrently.

L. Protease Inhibitors (PIs)

HIV makes many of its structural and enzymatic proteins as part of a
large polyprotein (Watkins et al., 1995). The viral protease cleaves the
polyprotein into the active smaller units. Proteolytic cleavage of the polypro-
teins is essential to virus infectivity. The HIV-1 protease activity occurs after
virus budding. In the absence of proteolytic activity, the HIV-1 virus fails
to mature and is not infectious. HIV-1 protease inhibitors act by blocking
the viral protease. Hence, virions that are released in the presence of a
protease inhibitor remain immature and cannot infect other cells. In this
way the virus life cycle is terminated.

In the recent past, most antiviral drugs were discovered through empiri-
cal testing of many compounds [such as ribavirin (Potter et al., 1976)] or
through testing of analogs of necessary substrates (such as ZDV). However,
each of the HIV-1 protease inhibitors was developed through a systematic
process, which occurred simultaneously at several pharmaceutical compa-
nies (Wlodawer et al., 1998). The protease enzyme was first crystallized and
the three-dimensional structure of the protein was determined. Protease’s
structure was analyzed by computer. Inhibitors were designed through this
computer analysis. After the chemicals were synthesized, they were tested
in vitro. Finally, the candidate drugs were tested in humans. In short, the
success of this process demonstrates the power of molecular biology in
designing novel drugs to combat infectious diseases.

1. Mechanism of Activity

This class of anti-HIV-1 compounds includes ritonavir, saquinavir, indi-
navir, nelfinavir, and amprenavir (Table III). Each of these has a similar



14 Abu-ata et al.

mechanism of action. As above, the protease inhibitors bind to the enzymatic
site in the HIV-1 protease and reversibly inhibit the enzymatic activity of
the HIV-1 protease (Kaul et al., 1999). Viruses, which are produced in the
presence of a protease inhibitor, are defective and cannot infect new cells.

2. Adverse Effects

Each of the protease inhibitors that have been studied to date has a low
incidence of side effects that appear to be class related (Kaul et al., 1999).
These rare adverse reactions include hyperlipidemia, lipodystrophy, hemo-
lytic anemia, hyperglycemia, and spontaneous bleeding in hemophiliacs.
Each reaction has been associated with each of the protease inhibitors. The
PI-associated hyperlipidemia is usually an elevation of the triglycerides. In
PI-associated lipodystrophy, patients develop aberrant fat deposits around
their waists and on the back of their necks (‘‘buffalo humps’’). This problem
is more cosmetic than medical and may resolve with discontinuation of the
PI. PI-associated hyperglycemia can be mild or can present as ketoacidosis
with new onset diabetes mellitus.

3. Drug Interactions

Protease inhibitors interact and inhibit the P450 system to varying de-
grees. Certain drugs should not be coadministered or coadministered with
caution in patients taking PIs. Table VI summarizes these contraindicated
drugs.

M. Saquinavir

1. Pharmacokinetics

Saquinavir powdered capsules (Invirase) have a low oral bioavailability
(4%) (1998e). A new formulation of soft gelatin capsules (Fortovase) has

TABLE VI Drugs Contraindicated with HIV-1
Protease Inhibitors

Drugs not to be coadministered with
Drug Class protease inhibitors a

Antihistamines Terfenadine, Astemizole
GI motility agents Cisapride
Antimigraine Egrot derivatives
Benzodiazepine Midazolam, Triazolam
Antimycobacterial Rifampin
Antiarrythmic agentsb Amiodarone, Quinidine
Lipid-lowering agents Simvastatin, Lovastatin
Cardiovascularb Bepridil

a List is not necessarily complete; for a complete listing see the product
information sheets in the Physicians Desk Reference.

b Not absolutely contraindicated with each protease inhibitor.
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an increased bioavailability of 12% (1998c). Saquinavir has no appreciable
penetration of the blood–brain barrier and is 97% protein bound. Saquinavir
is metabolized via the P450 system and excreted through the biliary system.
The drug’s plasma half-life is 1–2 h. The usual dose of Invirase is 400 mg
BID and should only be used in combination with ritonavir. The dose of
Fortovase is 1200 mg TID (six 200-mg capsules). Fortovase should be taken
with food, which increases serum levels.

2. Adverse Effects

Saquinavir has a high frequency of adverse effects (1998c; Perry and
Noble, 1998). It commonly causes gastrointestinal symptoms (10–20%),
including diarrhea, nausea, and abdominal pain. Rarely, saquinavir usage
has been associated with hemolytic anemia, thrombocytopenia, confusion,
seizures, renal failure, and pancreatitis.

3. Drug Interactions

Inhibitors of CyP3A4, which metabolizes saquinavir, can increase the
saquinavir plasma level. Rifampin and rifabutin, which induce CyP3A4,
decrease saquinavir concentration by 80 and 40% respectively. Saquinavir
itself inhibits CyP3A4 and therefore should not be administered with cisa-
pride, astemizole, triazolam, and other drugs metabolized by this path-
way (1998c).

N. Ritonavir

1. Pharmacology

Ritonavir is well absorbed orally (1998f). Administration with food
has only a slight effect on absorption rates. Ritonavir is metabolized by the
CyP3A4 enzyme and is also a strong inhibitor of this enzyme. The plasma
half-life is 3–5 h. Most (86%) of the drug is excreted in the feces and 11%
is excreted in the urine. The usual adult dose is 600 mg BID. However, the
dose of ritonavir should be escalated gradually from 300 mg BID to 600
BID over 14 days. Ritonavir is available in an oral solution (80 mg/ml or
600 mg/7.5ml) and a new soft gel capsule (100 mg). Ritonavir should be
taken with food, which may decrease ritonavir’s tolerability. Ritonavir and
ddI doses should be separated by 2 h.

2. Adverse Effects

The major side effects are gastrointestinal, including nausea, vomiting,
diarrhea, and abdominal cramping (1998f). Gastrointestinal symptoms de-
velop early in therapy and subside over time. Hepatitis with elevation of
the transaminases is seen in 5–6% and is more common in patients with
preexisting liver disease. Patients on ritonavir may also develop circumoral
paresthesias. Hypertriglyceridemia occurs in 2–8% and hypercholesterol-
emia occurs in �2%.
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3. Drug Interactions

Ritonavir is a potent inhibitor of the P450 isoenzymes (1998f). Coad-
ministration of a drug metabolized by this system results in increased levels
of that drug. Additionally, ritonavir may increase the activity of glucuronyl
transferase. Consequently, ritonavir may decrease the level of drugs metabo-
lized by this enzyme. Many drugs are contraindicated for patients on rito-
navir (Table VI) (1998f).

O. Indinavir

1. Pharmacokinetics

Indinavir is well absorbed in the fasting state (1998a). Administration
with food reduces absorption by approximately 60–70% (Yeh et al., 1998).
Indinavir is metabolized mainly through the liver and excreted in the feces,
but 11% is excreted unchanged in the urine (Balani et al., 1996). The primary
pathway responsible for indinavir metabolism is the CyP3A4 enzyme system.
The plasma half-life is 1.8–1.9 h. The usual dose of indinavir is 800 mg
TID (two 400-mg capsules). In patients with mild to moderate hepatic
insufficiency, the recommend dose is 600 mg TID (Table IV). Indinavir
doses should be separated from ddI doses by 1 h.

2. Adverse Effects

The most problematic side effect of indinavir is nephrolithiasis, which
occurs in 9% (1998a). The stones are made of the drug itself and can
be prevented by hydration. Renal function is usually not affected by the
nephrolithiasis, but hematuria and flank pain are common. To prevent stone
formation, patients are instructed to consume 1.5 liters of liquids per day.
Hyperbilirubinemia (indirect bilirubin �2.5 mg/dl) occurs in 10%, is usually
asymptomatic, and often resolves spontaneously. Indinavir also causes gas-
trointestinal symptoms, which are tolerated by most patients.

3. Drug Interactions

Indinavir is metabolized by CyP3A4 enzyme and also inhibits CyP3A4.
Consequently, drugs such as cisapride, terfenadine, astemizole, and others
metabolized by CyP3A4, should not be administered with indinavir (1998a).
Rifampin lowers indinavir levels by 90% and should not be used with
indinavir. Coadministration of rifabutin with indinavir results in increased
levels of rifabutin and decreased levels of indinavir. If given together, the
rifabutin dose should be decreased to 150 mg per day and the indinavir
dose should be increased to 1000 mg every 8 h. Efavirenz increases the
metabolism of indinavir as well. The dose of indinavir should be increased
to 1000 mg every 8 h when coadministered with efavirenz (Ruiz, 1997;
Riddler et al., 1998).
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P. Nelfinavir

1. Pharmacokinetics

Nelfinavir is well absorbed orally with a bioavailability of 78% (Quart
et al., 1995; 1998k). Food enhances nelfinavir absorption. The plasma half-
life of nelfinavir is 3.5–5 h. Nelfinavir is metabolized by the CyP3A4 enzyme.
Its metabolites and nelfinavir itself (22%) are excreted in the feces. Little
of the drug (1–2%) is excreted in the urine. The usual adult dose is 750
mg BID (three 250-mg tablets). Although not approved by the FDA, a
regimen of 1250 mg BID has been effective in clinical trials ( Johnson et al.,
1998). Nelfinavir should be taken with a meal or light snack, which improves
absorption two- to threefold.

2. Adverse Effects

The most common side effect of nelfinavir is diarrhea, which is seen in
21% of patients (Powderly et al., 1997; 1998k). The diarrhea is usually
worse in the first few weeks of therapy, but may continue. Other side effects,
including those discussed above, are infrequent.

3. Drug Interactions

Nelfinavir is metabolized by and also inhibits CyP3A4 enzymes. Drugs,
which are metabolized by this system, are contraindicated in a patient taking
nelfinavir (1998k). As with indinavir, rifabutin (50%) causes less of a reduc-
tion in nelfinavir levels than does rifampin (82%). Other inducers of the
CyP3A4 should not be given with nelfinavir.

Q. Amprenavir

1. Pharmacokinetics

Amprenavir has an oral bioavailability of 25–40% and can be taken
with or without food (1999a). Amprenavir is metabolized by the P450
system and has many metabolites, which are excreted in urine and feces.
The plasma half-life of amprenavir is 7–9.5 h. The usual dose is 1200 mg
BID (eight 150-mg capsules).

2. Adverse Effects

In clinical trials to date, the most common side effects are headache,
nausea, diarrhea, and rash (1999a). Rash occurs in 18% of patients and
develops in the second week of therapy. The rash is usually mild and resolves
spontaneously.

3. Drug Interactions

Amprenavir is also an inhibitor of the P-450 CyP3A4 enzyme system.
Therefore, patients on amprenavir should not take drugs metabolized by
this pathway (1999a). Rifampin coadministration should be avoided as well.
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II. Clinical Studies

This part of the Chapter summarizes the major clinical studies in chrono-
logical order. From the late 1980s to the late 1990s, monotherapy NRTI
therapy was replaced by dual NRTI therapy, which was replaced by triple
therapy. In addition to the development of new drugs, another finding
aided the study of new therapies. In 1989 investigators established that HIV
infection is a chronic, active infection (Coombs et al., 1989; Ho et al., 1989).
However, the concentration HIV in plasma was not well understood. In the
mid-1990s, a technique, branched-DNA or bDNA, was developed at Chiron
(Todd et al., 1995). Branched DNA quantified the number of HIV RNA
genomes in the plasma. For the first time it was shown that HIV virion were
abundant in the plasma. In fact, billions of virions are produced each day
in an infected individual (Perelson et al., 1996). Furthermore, Mellors et al.
established that the level of HIV in the plasma was strongly associated with
disease progression (Mellors et al., 1996). Quite simply, the more virus
present in the plasma, the more rapidly an infected individual became immu-
nodeficient. Other investigators and companies developed different tech-
niques, such as quantitative reverse transcription-polymerase chain reaction
(RT-PCR; Roche) and nucleic acid sequence-based amplification (NASBA;
Organon-Teknika), to quantify virus level or load. Studies with these viral
load assays confirmed the relationship between the level of HIV in the
plasma to disease progression rate (Katzenstein et al., 1996b).

While viral load studies established an important prognostic indicator,
these techniques also allowed investigators a way to follow the efficacy of
new therapies. HIV infection is a chronic, insidious disease. Without a good
surrogate marker, trials, especially early in the disease course, can take
years to reach statistical significance (Lange, 1995; DeGruttola et al., 1998).
Plasma viral load measurements allow researchers to study the impact of
new therapies on viral production. In turn (as discussed below), it has been
shown that therapies, which dramatically lower virus levels, effect disease
progression (Katzenstein et al., 1996a; Hammer et al., 1997; Marschner et
al., 1998). Therefore, trials are now designed to evaluate the effect of a new
therapy on the plasma viral load (Tavel et al., 1999). End points, such as
time to an opportunistic infection or acquired immunodeficiency syndrome
(AIDS), are no longer used or are secondary.

Without therapy, most HIV-infected individuals have plasma virus levels
in the order 103–106 copies/ml (Mellors et al., 1996). Effective antiretroviral
combination therapies can lower this level by several magnitudes (reviewed
in (1999d)). The viral load of many patients can become undetectable on
these therapies. This level of efficacy has been sustained in most of these
patients who continue to take their medications correctly. Current limits of
detection for HIV-1 plasma viral load are in the range of 20–50 copies/ml.
Patients with low or undetectable viral loads have stable CD4 lymphocyte
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counts over time. It is felt that if a person’s plasma viral load can be sup-
pressed indefinitely, then that individual will not develop immunodeficiency.
Consequently, HIV plasma viral load measurements have become the single
marker for determining the efficacy of a given drug combination. As dis-
cussed below, patients’ viral loads are assessed every 3 to 4 months. In those
whose viral loads begin to rise, changes in the drug therapy may be made.

A. Zidovudine (ZDV) Monotherapy

In 1983, HIV-1 (then called human T-cell leukemia virus type III) was
discovered in patients with AIDS (Gallo et al., 1988). HIV-1 was eventually
corroborated as the etiologic agents of AIDS. In 1985, in vitro studies
demonstrated that ZDV inhibited HIV (Mitsuya et al., 1985). This finding
led to the clinical trial BW02, conducted by Fischl and colleagues (Fischl et
al., 1987). In this multicenter double-blind, placebo-controlled trial, ZDV
was given to 250 mg every 4 h to patients with AIDS or AIDS-related
complex (ARC). Patients also were required to have a CD4 lymphocyte
count �200 cells/mm3. The study showed that ZDV improved survival
and reduced the incidence of opportunistic infections. ZDV therapy was
associated with an increase in CD4 cells and a survival benefit of 21 months.
This trial led to FDA approval in 1987.

ACTG 016 was the next trial and included patients with CD4 counts
greater than 200 and less than 800 cells/mm3 (Fischl et al., 1990b). Again,
the study was placebo controlled and double blind. The subgroup with CD4
counts less than 500 cells/mm3 developed AIDS more slowly. However, no
benefit was demonstrated to those with CD4 counts greater than 500 cells/
mm3. This finding led to ACTG 019, which directly examined asymptomatic
patients with CD4 counts �500 cells/mm3 (Volberding et al., 1990). ACTG
019 also studied two different dosing regiments of ZDV, 100 mg five times
per day or 250 mg every 4 h. Both ZDV regimens were associated with a
decrease in the development of AIDS and ARC and an increased CD4 count.
The lower dose ZDV group had fewer side effects. These studies led to
an NIH-sponsored state-of-the-art conference, which recommended ZDV
therapy at 500 mg per day to HIV-infected patients with a CD4 count less
than 500 cells/mm3 (1990).

The VA Study examined the issue delayed versus early therapy for those
with a CD4 count between 200 and 500 cells/mm3 (Hamilton et al., 1992).
Patients were initially randomized to the early group (ZDV 250 mg every
4 h) or the late group (placebo). Each patient in the late group was placed
on ZDV (same dose) when his CD4 count fell below 200 cells/mm3 or he
had an AIDS-defining event. The study found no difference in the mortality
of both groups, but did show a decrease in the development of AIDS in the
early group.
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The Concorde Study was a major European study (1994). In this study
asymptomatic HIV-infected individuals were randomized to receive ZDV
immediately or until they developed symptomatic disease. The regimen of
ZDV was 250 mg 4 times per day and the trial was placebo controlled.
Despite enrolling large numbers of patients, this trial found no statistically
significant difference in outcome between the two groups. This trial cast
significant doubt on the benefit of treating asymptomatic HIV infection with
ZDV monotherapy.

Overall ZDV monotherapy offered a survival advantage to those with
advanced disease. However, no consistent or large benefit was seen in pa-
tients with early disease. Clearly, there was an enormous need for improved
therapies at this time.

B. Didanosine (ddI) Monotherapy

After ZDV, ddI was the second drug approved by the FDA for the
treatment of HIV-1 infection. This approval was based primarily on the
following three studies. ACTG 116A was a randomized controlled, double
blind study which compared ddI to ZDV monotherapy (Dolin et al., 1995).
ddI was studied at two doses. Patients were required to have a CD4 lympho-
cyte count below 200 cells/mm3 and be asymptomatic, or they were symp-
tomatic and a CD4 count between 200 and 300 cells/mm3. Patients were
allowed to have been on ZDV for up to 16 weeks. The study concluded
that ZDV naı̈ve patients did better on ZDV. However, patients who had
been on ZDV for longer than 8 weeks did better on ddI. The higher dose
(750 mg/day) of ddI was associated with more side effects and no better
outcome than the lower dose (500 mg/day).

ACTG 116B/117 was another randomized controlled, double blind
study comparing ZDV to ddI monotherapy (Kahn et al., 1992). This study
simply addressed the same question as ACTG 116A, except all patients had
been on ZDV for over 16 weeks. In this setting of prior ZDV experience,
the patients did better on ddI.

BMS 010 again studied ddI versus ZDV monotherapy (Spruance et al.,
1994). All patients were on ZDV for greater than 6 months at the time of
enrollment and also were clinically deteriorating. The patients were random-
ized to receive ddI or continue on ZDV. This study confirmed ACTG 116’s
findings that switching to ddI is superior to continuation of ZDV in patients
who are worsening clinically.

C. Zalcitabine (ddC) Monotherapy

ddC was also studied for monotherapy of HIV-1 infection. In ACTG
114, patients who had taken ZDV for less than 3 months or had never
taken ZDV were randomized to ZDV or ddC (1998d). All patients had
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advanced disease with CD4 counts �200 cells/mm3. Both groups, those with
and without a history of ZDV, did better on ZDV therapy. In ACTG 119,
ddC monotherapy was again compared to ZDV monotherapy (Fischl et al.,
1993). All patients had advanced HIV disease and had been on ZDV for
up to 48 weeks. No difference was found in disease progression between
the two groups.

In CPCRA 002, ddC was compared to ddI monotherapy in patients
with advanced HIV disease (Abrams et al., 1994). Additionally, all had
evidence of disease progression despite ZDV therapy. The median CD4
lymphocyte count was 37 cells/mm3. This study found ddC to be at least
as good as ddI and perhaps slightly better in delaying death.

D. Stavudine (d4T) Monotherapy

Only one trial studied d4T monotherapy. BMS 019 compared d4T to
ZDV in patients who had been on ZDV treatment for greater than 6 months
(Spruance et al., 1997). The study concluded that the patients in the d4T
arm progressed more slowly to AIDS and had higher CD4 counts. However,
no differences were seen in mortality.

E. NRTI Combination Therapy

Through the clinical trials and other observations it was obvious that
patients on monotherapy progressed. While ZDV, ddI, and ddC showed
some survival advantage over no therapy, the gains were not great. Conse-
quently, in the early 1990s, investigators began studying combination thera-
pies with two NRTIs.

ACTG 175 had four treatment arms: ZDV alone, ddI alone, ZDV/ddC,
and ZDV/ddI (Hammer et al., 1996). Both naı̈ve and drug-experienced
patients were included. Patients CD4 counts ranged from 200 to 500
cells/mm3. The primary endpoint was �50% decline in CD4� T-cell count.
Thirty-two percent of patients on ZDV alone reached the primary endpoint,
compared to 18% on ZDV/ddI, 20% on ZDV/ddC, and 22% on ddI alone.
However, ZDV/ddC patients only fared better if they were treatment naı̈ve.
Overall, ZDV/ddI, ddI alone, and ZDV/ddC were superior to ZDV alone.

ACTG 155 compared ZDV or ddC or both (Fischl et al., 1995). To be
eligible, each patient had a CD4 count less than 300 cells/�l and had been
treated with ZDV for more than 6 months. The primary end point was time
to disease progression or death. In patients with CD4 counts greater than
150 cells/mm3, ZDV/ddC therapy reduced the disease progression by 50%
compared to ZDV monotherapy. No difference was seen in patients with
CD4 counts less than 150 cells/mm3. This study supported the early usage
of combination therapy. However, the difference between treatment groups
was not large and only found in subgroup analysis.
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NUCA 3001 compared ZDV alone, 3TC alone, and ZDV/3TC combina-
tion therapy (Eron et al., 1995). Patients had CD4 counts between 200 and
500 cells/mm3 and had been on ZDV less than 4 weeks. This study examined
the viral load and CD4� cell responses to therapy over 24 weeks. Patients
on combination therapy had greater increases CD4 counts and lower plasma
viral RNA than did patients on either of the single agent treatment arms.
Clinical data were not assessed.

In NUCA 3002, the safety and activity of ZDV/3TC therapy was com-
pared to that of ZDV/ddC therapy (Bartlett et al., 1996). Each patient
had been on ZDV for at least 6 months and had a CD4 count of 100–300
cells/mm3. The study concluded that the 3TC arm had better CD4 response.
However, suppression viral RNA was similar in both groups. This study
also established the dose of 3TC as 150 mg twice per day.

In the CAESAR trial, the clinical benefit of 3TC combination therapy
was assessed (1997). All patients had advanced disease with CD4� T-cell
counts between 25 and 250 cells/mm3. All patients were on ZDV alone, ZDV/
ddC, or ZDV/ddI at the time of enrollment. Patients were then randomized to
receive 3TC, placebo, or 3TC and loviride (an investigational NNRTI). The
primary end point was progression to an AIDS-defining event or death. The
study was prematurely terminated when an interim analysis revealed a highly
significant reduction in events in the 3TC treatment arms. Progression to
AIDS was lowered from 20 to 9% (�50% reduction) in both 3TC arms.
Survival was also improved with 3TC combination therapy. No difference
was seen with the addition of loviride. This study demonstrated that the
addition of 3TC to a ZDV-containing regimen improved survival and slowed
the progression of AIDS. However, the authors noted that these combination
therapies were unlikely to produce long-term viral suppression and that
many patients still progressed despite the addition of 3TC.

Several other trials involving NRTIs confirmed that combination therapy
was superior to monotherapy. By the mid 1990s combination therapy with
two NRTIs had become the standard of care for HIV-infected patients
(reviewed in Nadler, 1996 and Carpenter et al., 1996). However, even these
therapies were not potent or long lasting.

F. Two-Class Combination Therapy

Soon after clinical trials established combination NRTI (single class)
therapy as the standard of care for HIV-1 infection, two new classes of
HIV-1 therapeutics emerged. Clinical trials with the nonnucleoside reverse
transcriptase inhibitors and the protease inhibitors began in 1995–1996.
Over the next few years, multiple clinical studies proved that the addition
of an NNRTI or PI to a regimen of two NRTIs was more effective than
two NRTIs alone. As of early 1999, over 50 trials have been performed
with different drug combinations, which employ two or more drug classes
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in at least one arm. For a summary of these studies the reader is referred
to a compilation by Tavel et al. (1999). In the following paragraphs we
illustrate some of the key trials.

G. Protease Inhibitor Combination Therapy

In ACTG 229, saquinavir was tested with ZDV and ddC (Collier et al.,
1996). Patients had a median CD4 count of 156 cells/mm3 and a median
viral load of 4.5 log10. Treatment regimens consisted of (1) saquinavir plus
ZDV plus ddC, (2) saquinavir plus ZDV, or (3) ZDV plus ddC. The three-
drug regimen resulted in a greater CD4 cell count increase and a lower viral
load than either two-drug regimen. The study supported the use protease
inhibitors in combination with two NRTIs.

The SV 14604 trial compared saquinavir/ZDV/ddC to ZDV/ddC in
3485 patients (Clumeck, 1997). The average HIV-1 RNA concentration
(viral load) was approximately 5 log10. The median CD4 count was 200
cells/mm3 (range � 50–350). The study found a 50% reduction in the risk
of progression to the first AIDS defining even or death in the three-drug
arm compared to the ZDV/ddC arm. This result established the clinical
benefit of combination therapy, which includes a protease inhibitor.

In 1997 and 1998, several small studies compared two NRTI regimens
with and without ritonavir. These studies showed that ritonavir-containing
regimens provided improved suppression of plasma HIV RNA. In 1998, a
study by Cameron et al. demonstrated that ritonavir added to a NRTI
regimen conferred a survival advantage (Cameron et al., 1998). This was
the first study to show an improvement in survival in a protease inhibitor-
containing regimen.

The third protease inhibitor to be studied, indinavir, was next shown
to be equally efficacious to ritonavir and better tolerated (Clumeck et al.,
1998). In several studies, indinavir with ZDV and 3TC was shown to be a
potent combination (Gulick et al., 1997; Hecht et al., 1998; Perrin et al.,
1997). For instance, in AVANTI 2, 75% of patients on indinavir/ZDV/3TC
had a plasma viral load below the limit of detection at week 52 of therapy
(Gerstoft and Group, 1997). However, only 23% of patients on ZDV/3TC
achieved this level of reduction. In naı̈ve or NRTI-experienced patients, this
three-drug regimen strongly suppressed viral replication. In most studies the
majority of patients achieved viral load reductions to below the limit of
detection. This success was seen if the drugs were started together (Gulick
et al., 1998). If drugs were added sequentially, they were much less effective.
Additionally, in ACTG 343, indinavir was studied with ZDV and 3TC to
determine if maintenance therapy had a role in HIV-1 treatment (Havlir et
al., 1998). In this study, after an induction period with all three drugs,
patients were randomized to take (1) indinavir alone; (2) ZDV and 3TC;
or (3) indinavir, ZDV, and 3TC. Patients on all three drugs did better than



24 Abu-ata et al.

those on either maintenance regimen. This trial and another with indinavir
(Pialoux et al., 1998) have shown that less aggressive maintenance therapies
are not as effective as three-drug regimens.

Nelfinavir has also performed well in combination therapy. In AVANTI
3, nelfinavir/ZDV/3TC therapy was compared to ZDV/3TC therapy
(Clumeck et al., 1998). At 28 weeks, 83% of the nelfinavir arm had viral
loads less than 500 copies/ml, while the ZDV/3TC arm had only 18% below
this level. Similarly, in Protocol 511, 79% of patients on nelfinavir (750 mg
TID) plus ZDV/3TC had viral loads less than 500 copies at 12 months
(Clendeninn et al., 1998).

The most recently approved PI, amprenavir, has worked well in combi-
nation therapy. A four-drug regimen, consisting of amprenavir/ABC/ZDV/
3TC, produced good viral suppression in both chronically and acutely in-
fected patients (Kost et al., 1998). An interesting combination of only two
drugs, amprenavir and ABC, has also demonstrated good short-term antivi-
ral activity (Murphy et al., 1998). This two-drug regimen has a practical
advantage in that both drugs are administered twice daily. Long-term data
are still needed for amprenavir trials.

Overall, each of the approved protease inhibitors has shown potent
anti-HIV-1 activity when used in combination with other drugs. No agent
has been clearly shown to be superior to the other PI drugs. However, some
appear to be less well tolerated. For instance in one study, 50% of patients
on ritonavir stopped taking the drug, secondary to gastrointestinal symptoms
or elevation of hepatic transaminases (Mathez et al., 1997). In another
study, the rate of drug discontinuation secondary to side effects was 38%
in the ritonavir arm compared to 5.4% in the indinavir arm (Clumeck et
al., 1998).

H. NNRTI Combination Therapy

Nevirapine was shown to be effective in combination with ZDV and
ddI (D’Aquila et al., 1996; Montaner et al., 1998b). This three-drug regimen
resulted in HIV plasma RNA below 20 copies per ml in 52% of patients,
compared to 12% on ZDV/ddI (Montaner et al., 1998b). Accordingly, the
rate of disease in the three-drug arm was 12% compared to 25% in patients
taking ZDV/ddI (Montaner et al., 1998b). Similar virologic benefit has been
seen in patients on nevirapine/d4T and 3TC (Kaspar et al., 1998). These
responses with nevirapine were observed in naı̈ve patients.

Delavirdine has received less attention. No significant benefit when
delavirdine was added to ZDV and ddI therapy (Davey et al., 1996). How-
ever, a recent trial has reported potent inhibition of HIV-1 with delavirdine/
indinavir and ZDV (Daly et al., 1998).

Efivarenz is the newest NNRTI. This compound has been shown to be
very effective in combination with ZDV and 3TC in DMP 266–005 (Hicks
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et al., 1998). In this study of naı̈ve patients, 100% of those receiving the
highest dose of efavirenz achieved suppression of HIV RNA levels to below
400 copies/ml. In DMP 266-006, efavirenz/ZDV/3TC therapy achieved simi-
lar viral load reductions as indinavir/ZDV/3TC therapy did (Staszewski et
al., 1998). Finally, a regimen without a NRTI, efavirenz plus indinavir, has
shown good HIV-1 viral load suppression (Riddler et al., 1998). However,
because this trial is recent, the data are not long term.

III. Current Recommendations for Treating HIV-1 Infection

With the advent of potent antiretroviral therapies, the standard of care
for treating HIV-1 has changed. In May 1999, the Centers for Disease
Control and Prevention published a updated version of the Guidelines for
the Use of Antiretroviral Agents in HIV-Infected Adults and Adolescents
(1999d). This publication is a useful guide for helping a clinician decide
which HIV-infected adults and adolescents should be treated and which
drugs should be used. Below is a summary of the Guidelines with regards to
certain questions facing clinicians and patients. The CDC has also published
guidelines for treatment of children infected with HIV (1999e). Both Guide-
lines and other valuable information can be found at the HIV/AIDS Treat-
ment Information Service website (http://www.hivatis.org).

A. When to Treat?

This is still a controversial area. Some experts feel therapy should be
offered to all infected patients with detectable viral loads. However, others
feel that therapy should only be offered to patients with viral loads greater
than 10,000 copies/ml or a CD4� T-cell count of less than 500 cells/mm3.
The combination drug therapies, although potent, have significant side ef-
fects, which may affect the patient’s quality of life. The drug regimens are
inconvenient and can be difficult to adhere to. Finally, it is unknown whether
HIV-infected individuals, with CD4� counts greater than 500 cells/mm3,
would clinically benefit. However, theoretically these patients would. In the
end, the decision must be made on an individual basis.

B. What to Take?

The Guidelines recommend that initial therapy in a patient, who has
not been on antiretrovirals previously, consist of two nucleoside reverse
transcriptase inhibitors (NRTIs) and a protease inhibitor or efavirenz, which
has been recently shown to work well in combination therapy (Staszewski
et al., 1998). In naı̈ve patients, these regimens have consistently performed
the best. However, potent suppression of viral replication has been observed
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in other combinations. One such regimen is nevirapine (Montaner et al.,
1998a) or delavirdine with two NRTIs. Another is abacavir with ZDV and
3TC. This latter regimen consists of three NRTIs and only short-term data
are available. Additionally, success has been achieved with efavirenz and a
PI (indinavir) (Staszewski et al., 1998). Other two-drug regimens, such
as two protease inhibitors alone, may prove effective in the future. All
monotherapies and two NRTIs without a third drug are not recommended.

C. How to Monitor Therapy?

In naı̈ve patients who begin antiretroviral therapy their viral loads should
fall to below the level of detection (current limits 20–50 copies/ml). This
virologic response should be seen by 12–16 weeks. A detectable viral load
past this time point is reason to consider a change in therapy. However, in
some patients, the viral load may stabilize at this low, yet detectable level.
It is not known whether these patients should stay on their current therapies
or should be switched to new therapies. For patients on a stable regimen,
viral loads should be assayed every 3–4 months to evaluate the effectiveness
of their therapies. A reproducible rise in viral load greater than threefold
from the baseline is a strong reason to change therapy. Of note, therapeutic
failures have occurred in every drug combination so far tested in large
numbers of patients (Tavel et al., 1999). Additionally, it is recommended
that a patient’s CD4� T-cell count be monitored every 3–6 months. With
strong viral load suppression, a patient’s CD4� T-cell count usually in-
creases and then reaches a plateau level (Powderly et al., 1998). However,
in patients whose therapy is failing, the CD4� T-cell count may fall and a
consistent decrease of �30% should be considered as evidence of therapeu-
tic failure.

D. What Drugs to Change to?

This question is perhaps the most difficult. Only a few small studies
have addressed the question of ‘‘salvage regimens.’’ Although not evaluated,
one recommendation is to change to at least two new drugs simultaneously
(Saag, 1999). Another question involved in ‘‘salvage regimens’’ is the utility
of resistance testing. Drug resistance is a complex issue and is beyond the
scope of this article. However, a few simple principles hold. As alluded to
above, HIV-1 has become resistant to each drug tested in vivo (Hirsch et
al., 1998). Resistance to each drug is associated with certain mutations
in the viral genes for reverse transcriptase or protease. However, these
associations are not universal. Once resistance develops, it is long lasting.
Cross-resistance within a drug class is high. For instance, HIV-1 isolates
that are resistant to delavirdine are usually resistant to nevirapine (Miller
et al., 1998). Currently, the resistance of HIV-1 to drugs can be assessed
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by genotypic (sequence based) or phenotypic (viral culture based) testing.
The utility of resistance testing is unclear. However, many physicians, in
making therapeutic changes, are using these tests to guide their choices. A
NIH sponsored panel recently produced guidelines for the use of resistance
testing (Hirsch et al., 1998). However, the sensitivity and specificity of these
assays has not yet been determined. Future studies will determine the utility
of these assays in guiding therapeutic changes.

E. Special Situations

Treatment of HIV infection during pregnancy and in acute HIV infection
involves unique issues (reviewed in (1999d). We review some of these top-
ics below.

After 48 weeks, monotherapy of primary or acute HIV infection with
ZDV resulted in higher CD4� T-cell counts, but had no impact of HIV
viral load (Niu et al., 1998). However, with new potent antiretroviral combi-
nation therapy, treatment of primary or acute HIV infection has received
much attention. In primary HIV infection virus replicates extensively and
immune system abnormalities develop (Schacker et al., 1998; Pantaleo et
al., 1998). Acutely infected patients have dramatic decreases in their viral
loads on combination therapy (reviewed in Daar, 1998). Several investiga-
tors have also noted favorable changes in such patients’ immune systems
(Carr et al., 1998; McElrath et al., 1998; Sekaly et al., 1998; Sachsenberg
et al., 1998; Zaunders et al., 1998). Interestingly, the specific anti-HIV
immune response appears attenuated in patients treated aggressively in the
acute period (Daar et al., 1998; Lafeuillade et al., 1997). While no clinical
benefit has been demonstrated, many experts feel that initiation of therapy
during acute infection is appropriate (1999d). Theoretical benefits include
the lowering of the viral load set point, which could favorably influence the
disease course, and reduction of the overall viral burden, which may reduce
the possibility of resistance development. However, once a patient is started
on therapy during the acute infection, then that patient must presumably
stay on therapy indefinitely. Consequently, a patient and physician must
weigh the options before deciding on treatment in the acute setting. Treat-
ment options are the same as those for chronic or established HIV infection.

Vertical transmission is an efficient means of HIV transmission. Without
maternal treatment, the rate of HIV vertical transmission is approximately
25% (Fang et al., 1995; Shaffer et al., 1999). Maternal viral load is signifi-
cantly correlated with transmission; the higher the maternal viral load, the
more likely transmission occurs (Fang et al., 1995; Sperling et al., 1996;
Katzenstein et al., 1999). In ACTG 076, mothers were randomized to receive
either ZDV monotherapy or placebo, starting at 14 weeks. ZDV therapy
was associated with a 67.5% reduction in vertical transmission. However,
the reduction of the vertical transmission rate was not explained solely by
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ZDV’s effect on maternal viral load. Recently, a European trial found that
elective caesarean section reduced the vertical transmission rate from 10.5%
to 1.8% (1999b). However, the mothers in this trial were not treated with
potent combination therapy. A consistent, but less striking affect of caesar-
ean section on HIV vertical transmission was found in a meta-analysis
(1999g). Again, mothers were not necessarily on potent combination therapy
at the time of delivery. The Guidelines suggest that pregnant women should
be treated in the same manner as nonpregnant women. The teratogenic
effect of anti-HIV compounds is not well understood. Consequently, if a
woman was not on therapy at the time she became pregnant, a physician
should consider holding therapy until after the first trimester. Many anti-
HIV compounds have been found to be teratogenic in animal studies (Table
VII). Fortunately, major teratogenic effects secondary to anti-HIV drugs
have not been seen yet in humans (Culnane et al., 1999). Of note, gross
malformations have been observed in cynomologous macaques following
intrauterine exposure to efavirenz (1999d). However, these data are limited.

TABLE VII Anti-HIV Therapeutics
in Pregnancy

Drug FDA pregnancy categorya

ZDV C
ddI B
ddC C
d4T C
3TC C
ABC C
Nevirapine C
Delavirdine C
Efavirenz C
Saquinavir B
Ritonavir B
Indinavir C
Nelfinavir B
Amprenavir C

a FDA-defined pregnancy categories: A, human stud-
ies showing no risk; B, animal studies showing no
risk, but human studies are inadequate or animal
risk, but human studies showing no risk; C, animal
studies demonstrating toxicity and human studies
are inadequate; D, human studies demonstrating
some risk, but benefits may outweigh risks; X, fetal
toxicity established and risk not greater than
benefit.
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F. Future Therapeutics

As we have seen since 1993, several new drugs for treating HIV infection
will be available in the near future.

Adefovir, which has a phosphate ester, is a nucleotide analog reverse
transcriptase inhibitor (De Clercq et al., 1987). Adefovir’s mechanism of
action is similar to NRTIs. This drug will probably be approved soon by
the FDA for the treatment of HIV infection. Adefovir has been studied in
small clinical trials and is active against HIV in monotherapy in short-term
trials (Deeks et al., 1997; Barditch-Crovo et al., 1997). Adefovir can cause
renal dysfunction and can decrease the levels of L-carnitine (1999c).

Hydroyurea is an old drug which has been found to have anti-HIV
activity (Lori et al., 1994). Hydroxyurea appears to inhibit the cellular
enzyme, ribonucleotide reductase inhibitor. Inhibition of this enzyme reduces
the intracellular pool of dATP and thus reduces the efficiency of HIV reverse
transcription ( Johns and Gao, 1998). Clinical trials have shown that hy-
droxyurea augments the antiviral effect of ddI, but has little effect alone
(Rutschmann et al., 1998; Federici et al., 1998). Hydroxyurea, however,
does appear to blunt the CD4� T-cell increase seen with other potent
antiviral therapies. Hydroxyurea is thought to be a teratogen, but its effect
on the human fetus is controversial (Diav-Citrin et al., 1999).

As mentioned above, to date all drugs employed against HIV target
either reverse transcription or viral protease cleavage. However, in the past
few years much has been discovered about viral entry. Drugs which inhibit
HIV entry have been developed. One such drug, T20, is a synthetic peptide
(Chen et al., 1995). By interacting with a portion of the viral envelope (GP
41), T20 appears to inhibit fusion of the viral membrane with the cellular
membrane (Rimsky et al., 1998). This compound has proven to be effective
in vivo (Kilby et al., 1998) and is currently in phase 2/3 clinical trials. It is
expected that other compounds which inhibit HIV entry will enter clinical
trials in the near future (Saag, 1999).

Ritonavir, as above, is a potent inhibitor of the P450 enzyme system
and all PIs are metabolized by the P450 system. When given with either
saquinavir or indinavir, ritonavir increases the half-life of the other PI.
Ritonavir with saquinavir or indinavir therapy has already been shown to
be effective clinically (Gisolf et al., 1998; Cameron et al., 1999; Workman
et al., 1998). In future and ongoing trials, ritonavir at a lower dose
(1–200 mg BID) will be used only as a P450 inhibitor to increase the half-
life of another PI. In this way the other PI can be given less frequently and
at a lower dose.
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I. Introduction

Drug resistance is one of the main challenges faced today in the therapy
of HIV infection. Soon after the introduction of the first antiretroviral agents
active against HIV, it became clear that therapeutic regimens using single
or dual combinations of antiviral agents were usually unable to yield stable
and satisfactory virological and clinical responses. In all of these cases, a
relapse in virus replication was observed, accompanied by immunological
and clinical deterioration, and paralleled by emergence of viruses with de-
creased susceptibility to the treatment drugs. The first documented cases of
HIV drug resistance concerned AZT (zidovudine), a nucleoside analog that
inhibits HIV replication by virtue of its activity as a DNA chain terminator.
Several mutations in the viral reverse transcriptase (RT), the enzyme that
transcribes virion RNA into DNA in the newly infected cell, were identified
as able to promote significant resistance to AZT (Larder and Kemp, 1989).
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Thereafter, the introduction of new drugs active against HIV in combined
therapeutic regimens went along with the sobering finding that more muta-
tions were readily selected during therapy, leading to HIV resistance to
multiple nucleoside analogs (Eron et al., 1993). Subsequently, the use of
antiretroviral agents belonging to two new classes, protease inhibitors (PI)
and nonnucleosidic RT inhibitors (NNRTI), was also paralleled by the
discovery of mutations in the viral protease (PR) or in RT that could confer
high-level HIV resistance to these new drugs (Schinazi et al., 1997). Nonethe-
less, these two new classes of antiretroviral agents appeared to display a
stronger overall antiviral activity than the drugs in clinical use before them,
and their introduction, along with the availability of precise tools measuring
plasma virus load, aided in key discoveries on the dynamics of HIV infection
in vivo. Analysis of the kinetics of the decrease of viral load in peripheral
blood aided in the discovery that most HIV particles detected in peripheral
blood samples will have been produced a few hours earlier by cells that had
become infected only 1 or 2 days earlier (Coffin, 1995, Perelson, 1996; Ho
et al., 1995; Wei et al., 1995). The strong and rapid antiviral response seen
with PIs and NNRTIs was attributable to this high virus and cell turnover
(Nowak et al., 1997), now a recognized hallmark of HIV infection in vivo,
which makes this virus potentially remarkably sensitive to any agent that
could efficiently inhibit any step of its life cycle. On the other hand, because
continuously ongoing cycles of HIV replication are accompanied by repeated
rounds of viral DNA synthesis by RT, a notoriously error-prone enzyme
(Battula and Loeb, 1976; Bebenek et al., 1989; Preston et al., 1988; Roberts
et al., 1988), the introduction of random mutations in the viral genome
occurs at a high frequency. Therefore, the probability that virus quasispecies
carrying at least one mutation conferring decreased susceptibility to a single
antiretroviral agent are present before the introduction of this agent is gener-
ally high (Coffin, 1995; Lech et al., 1996; Ribeiro et al., 1998). However,
the impact of such single mutations on the level of resistance can be very
different from one drug to another. Indeed, while single mutations can
confer high-level resistance to a nucleoside analog such as 3TC (lamivudine)
or to some of the NNRTIs, it takes the stepwise accumulation of several
mutations to confer full resistance to PIs or even to AZT (Boucher et al.,
1993; Larder and Kemp, 1989; Richman et al., 1994). In this context,
because the accumulation of mutations is only possible following prolonged
viral replication under drug selection, it is now recognized that emergence
of HIV drug resistance can only be prevented by the use of maximally active
drug combinations that completely suppress virus replication (Gulick et al.,
1997; Hammer et al., 1997).

The other parameter that is key to the selection of resistance mutations
is their effect on the function of the enzyme, PR or RT. It was assumed, for
example, that because PR is a relatively small molecule, there might be less
leeway for selection of resistance mutations than for RT, a much larger
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molecule (Debouck, 1992). But even in RT, published reports suggested at
one point that HIV may completely lose its replicative capacity following
the emergence of combinations of mutations conferring resistance to several
nucleoside analogs and to NNRTIs, raising hope that because of evolution-
ary limitations, HIV resistance to complex drug combinations may be impos-
sible (Chow et al., 1993). In fact, such findings were not confirmed (Larder
et al., 1993), and there have been no further observations of viruses in which
combinations of mutations conferring resistance to agents used today in
HIV therapy could lead to a complete replicative incapacitation of the virus.
However, there is increasing evidence that under some circumstances, resis-
tance mutations in HIV RT or PR can indeed reduce the replicative and
maybe the pathogenic potential of this virus. Most HIV drug resistance
mutations affect amino acid residues that are conserved throughout the HIV-
1 lineage, suggesting that they are optimal for the full replicative potential of
the virus in the absence of drug (Barrie et al., 1996; Korber et al., 1997;
Winslow et al., 1995). Although they all involve structural changes in PR
or RT (Erickson, 1995; Huang et al., 1998), the mechanisms of induction
of resistance by these mutations appears very different from one drug to
another. Resistance to AZT, for example, seems to be the consequence of
an increased capacity by RT to excise newly incorporated AZT molecules
from the nascent chain of viral DNA (Arion et al., 1998). Resistance to
3TC, which is most often associated with an amino acid substitution at
position 184 (methionine into valine: M184V), located next to the catalytic
triad of aspartic acids constituting the core of the RT active site (Boucher
et al., 1993), involves reduced incorporation of 3TCTP into DNA through
its misalignment with the 3� end of nascent DNA (Huang et al., 1998).
Resistance to NNRTIs is consecutive to changes in the structural or physical
properties of a particular hydrophobic pocket in RT, toward which these
molecules display a high affinity (Kohlstaedt et al., 1992; Smerdon et al.,
1994). Similarly, reduced susceptibility to PIs is the consequence of muta-
tions that generally reduce the affinity of the inhibitor for the enzyme (Erick-
son, 1995; Ridky, 1998). Several (but not all) of these changes are located
within structures that are essential for a normal function of HIV RT or PR.
Therefore, the selection of resistance mutations is always a compromise
between the selective advantage conferred by the mutations in the presence
of drug and any possible selective disadvantage in the absence of drug.

Here, we must introduce with care the word ‘‘fitness’’ in the context of
HIV drug resistance, since several authors may consider the use of this
typically Darwinian term inappropriate in some respects. Strictly speaking,
the word fitness describes the selective advantage of an organism relative
to a competitor in a particular environment. In this case, any experiment
on HIV drug-resistant variants that would evaluate their relative competitive
advantage or disadvantage relative to wild-type or relative to other mutants,
in the presence or in the absence of drug, will indeed describe fitness. On
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the other hand, several authors have carried out comparative (but not com-
petitive) studies with such mutants, using simplified tissue culture systems
that measure, as quantitatively and as reproducibly as possible, the replica-
tive efficiency of the virus. The question of whether viruses with reduced
replicative efficiency or ‘‘fitness’’ may also behave as less pathogenic or less
virulent viruses further confuses the situation. Indeed, some viruses could
be less pathogenic while retaining apparently normal replication parameters
in tissue culture systems or the other way around. An additional level of
complexity arises with the consideration of whether different tissue culture
conditions can affect these measurements. Therefore, for the sake of clarity
and simplicity, even if the word may not be always strictly acceptable, we
will use here the term ‘‘fitness’’ to describe the replicative capacity of HIV,
even when not used within its strictly Darwinian, ecological meaning. As
mentioned earlier, the development of HIV drug resistance, as for the selec-
tion of any genetic trait in a living organism, is a compromise between
resistance in the presence of high concentrations of drug and replication in
the absence of drug. Mutant viruses characterized as ‘‘resistant’’ are in fact
optimally advantaged relative to their parental strains for limited ranges of
drug concentration, which will be different from one mutant to another and
from one drug to another. Apart from a few mutants that can generate
maximal levels of resistance at a relatively low cost for virus fitness, most
drug-resistant HIV variants are still sensitive to high concentrations of drugs.
Given that drug concentrations in vivo can vary considerably as a function
of time and from one tissue compartment to another (Kepler and Perelson,
1998; Wong et al., 1997), the conditions of selection are unstable and uneven
in a treated HIV patient. It is therefore easy to imagine how complex the
conditions of mutant selection may be in most instances, especially when
several drugs with different pharmacokinetic parameters are associated.

The selection of less fit resistant variants may not always be related to the
direct impact of resistance mutations on virus infectivity. Other mechanisms,
involving the stochastic selection of viruses having survived therapeutic
intervention, can lead to a reduction in their replicative capacity. It is well
recognized that repeated rounds of bottleneck selection exerted on a hetero-
geneous population of virus quasispecies can lead to the emergence of viruses
with reduced fitness (Clarke et al., 1993; Domingo and Holland, 1997;
Novella et al., 1999). This phenomenon, often referred to as ‘‘Muller’s
ratchet,’’ has been thoroughly described following serial low-multiplicity
passages of RNA viruses, including retroviruses and HIV (Yuste et al., 1999).
The Muller’s ratchet phenomenon is related to the marked heterogeneity of
RNA virus populations that can be harvested in culture or in vivo, where
the majority of viral genomes bear random mutations that can be lethal or
deleterious to their replicative fitness. In vivo, where viral turnover is high
with massive production of viral particles, these mutations are efficiently
competed out when a sufficient proportion of optimally fit quasispecies is
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present. Similarly, following virus passage in culture at a high multiplicity
of infection, the chance that an optimally fit virus is present in a large
inoculum is high. By contrast, when passage is reduced to a very small
number of infectious units, that chance is reduced, leading to passive selec-
tion of viruses with reduced replicative capacity. In theory, the Muller’s
ratchet phenomenon could indeed be responsible for transient losses of virus
fitness following selection of a resistant mutant in vivo. It is likely that a
large proportion of viruses with resistance mutations also harbor random
deleterious mutations in different viral genes (Meyerhans et al., 1989), lead-
ing to a reduction in replicative potential. Marked bottlenecks have indeed
been described in populations of HIV quasispecies (Nijhuis et al., 1998)
subjected to antiretroviral treatment. However, the size of potential founder
virus populations carrying one or more resistance mutations and available
for the further selection of a fully resistant virus has not been evaluated
with precision. It is likely that the size of these populations is large enough
to allow selection of optimally fit viruses in the presence of drug. Therefore,
the role of selection bottlenecks in resistance-associated loss of HIV fitness
is unclear. Until now, for most of the drug-resistant viruses in which a clear
loss of fitness has been described, it has been established that the main factor
driving that fitness reduction is related to the resistance mutations them-
selves.

II. Methods of Assessment of Viral Fitness

A. Mixed Viral Infections

According to the Darwinian definition of fitness, which applies to a
selective advantage in conditions of reproductive competition between sev-
eral variants, one would assume that all fitness assays should be competitive.
Indeed, many authors have used culture systems in which mixtures of two
or more viral variants are used to infect a population of target cells. In these
systems, HIV infection leads to massive production of viral particles in the
culture supernatant, reflecting exponential propagation of the infection in
the culture following several cycles of virus replication. Virus from this
initial peak production is used to inoculate a new culture, and after several
such passages, the balance of virus populations is assessed by sequencing
cell-associated viral DNA or supernatant viral RNA. Virus fitness is then
calculated based on the rate of replacement of one variant by another along
these several passages (Harrigan et al., 1998; Martinez-Picado et al., 1999;
Tachedjian et al., 1998). The balance between the different variants can be
modified by changing their ratios in the initial inoculum. The cultures are
usually conducted in the absence of drugs, but some authors have conducted
mixed infections in the presence of different concentrations of drug in order
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to mimick the conditions of virus competition in treated patients (Harrigan
et al., 1998).

Clearly, the strength of these competition assays is their high sensitivity.
Depending on the size of the inoculum, on the ratio between competing
variants, and on the type of cells used in the culture, minute selective advan-
tages can often translate into visible and reproducible shifts in virus popula-
tions. However, these assays require several weeks of continuous culture
and cannot be easily applied to the study of large series of viruses. In addition,
since they require cumulative rounds of virus replication and error-prone
reverse transcription, one should not neglect the risk of emergence and
further selection of spontaneous changes in the viral sequence in these assays.
Finally, because the read-out of the assay is based on sequencing mixtures
of viral genomes, quantitative assessment of the balance between variants
may not be always very accurate, especially when it is performed by bulk
sequencing of PCR products, which is prone to PCR biases and to inaccurate
quantitation of sequence minorities.

B. Replication Kinetics Assays

These relatively simple assays are based on infection of separate cell
cultures by a normalized inoculum of individual variants (Back et al., 1996;
Borman et al., 1996; Zhang et al., 1997). The efficiency of HIV replication
is reflected by the time required to achieve mass particle production in the
supernatant of parallel cultures. Although simpler than competition assays,
they are notoriously insensitive, yielding detectable differences between mu-
tants only for relatively important replicative defects.

C. Single-Cycle Replication Assays

Assuming that the rate of infection of HIV target cells by a virus variant
can be reflected by the number of cells infected after a single round of
replication, single-cycle assay systems have been developed for the study of
HIV fitness. In these systems, virus is produced following transfection of a
molecular clone and used to infect target cells in which an indicator gene
is turned on by the infection. In some assays, the indicator gene is carried
by the viral genome itself. In other assays, the indicator gene is present but
silent in target cells, and its expression can be turned on by production of
the HIV transactivator Tat following successful infection of the cell (Carron
de la Carriere et al., 1999; Mammano et al., 1998; Zennou et al., 1998).
The main advantage of such assays is their simplicity and their speed: the
rate of infection can be usually measured in less than 2 days. Their other
advantage is related to the fact that since there is only one cycle of replication,
there is no risk of genetic drift of the virus in the course of the assay. However,
their sensitivity is limited, restricting their use for the most prominent fitness
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changes, such as those observed in viral variants with resistance to protease
inhibitors (Fig. 1).

D. Enzymatic Assays

Since all drugs used today in HIV therapy target viral enzymes, several
authors have evaluated the effect of resistance mutation on the in vitro
function of these enzymes. Regarding RT, most assays have focused on the
processivity of the enzyme, a parameter that is reflected by the length of
individual segments of DNA synthesized by the enzyme in a single round
of polymerization (Arion et al., 1996; Back et al., 1996; Miller et al., 1998).
In these assays, the template for DNA synthesis by RT can be either the
natural template of HIV RT or synthetic DNA or RNA templates. Processi-
vity assays usually require purified enzyme expressed in bacteria, but have
also been successfully conducted with RT from concentrated viral particles.
Assays of HIV protease activity are always conducted with purified protease
expressed in prokaryotic cells (Gulnick et al., 1995; Lin et al., 1995; Sardana
et al., 1994). Purified protease is most often used in cleavage assays using
synthetic peptides that contain HIV-protease-specific cleavage sites. Al-
though in vitro protease assays can be useful for detailed biochemical studies,
their results may depend on assay conditions and on the nature of the
synthetic peptide substrate used for cleavage and may not be fully reflective
of the actual conditions of protease function in the context of the virus
(Klabe et al., 1998).

III. Resistance to Nucleoside Analogs

Nucleoside analogs are an essential component of HIV therapy. The
antiviral effect of these agents is the consequence of their incorporation into
the nascent viral DNA chain, where they act as chain terminators, due to
the absence of a 3� hydroxyl group. Because wild-type RTs lack efficient 3�
exonuclease activity, they cannot efficiently remove incorporated nucleoside
analogs, explaining in part the exquisite sensitivity of retroviruses to such
compounds. The mechanisms of HIV resistance to nucleoside analogs, al-
though they are not fully understood, can involve two basic processes:
excision of the newly incorporated chain terminators (the main mechanism
for HIV resistance to AZT and probably to d4T) and reduced incorporation
of the nucleoside analog triphosphate (a mechanism best documented for
resistance to 3TC). Whatever the basic mechanisms involved in resistance,
they imply modifications in key enzyme structures, therefore some loss of
drug-free viral fitness should be expected for any resistant virus. However,
because these mechanisms are often very different from one analog to an-
other, implying very different sets of mutations in RT, the impact of resis-



FIGURE 1 (A) Mixed viral infections. Culture of mixtures of viruses during multiple cycles
of infection in the presence or absence of drug. The proportion of each virus in the initial
inoculum can be varied. The proportion of each virus in the culture is determined at various
time points by sequencing cell-associated viral DNA or viral RNA. (B) Replication kinetics.
The quantity of virus produced in cultures is measured at various time points using a suitable
assay such as a p24 ELISA. (C) Single-cycle replication assays. The number of target cells
infected in a single cycle after inoculation with a known quantity of virus can be measured
using various indicator gene systems. Thus a ratio of infectious units to viral particles can
be calculated.
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tance on virus fitness clearly differs according to the drug used (Schinazi et
al., 1997).

A. Resistance to AZT

Resistance to AZT is commonly encountered in treated HIV-infected
patients, mainly because AZT was the first available antiviral with some
activity against HIV. Resistance to AZT is easy to identify from the RT
genotype, which usually bears characteristic amino acid substitutions:
M41L, D67N, K70R, L210W, T215Y, and K219Q (Larder and Kemp,
1989). The first HIV-1 variants clearly identified as AZT-resistant carried
mutations M41L and T215Y. In spite of a strong resistance phenotype,
these viruses appeared to replicate normally in culture in the absence of
drug. In vivo, reports of transmission of AZT-resistant viruses to treatment-
naı̈ve patients in which resistance mutations were maintained for long time
periods in the absence of AZT treatment also indicated that HIV resistance
to AZT was achieved at the expense of minimal, if any, loss of viral fitness
(Yerly et al., 1998). Some authors even proposed that following selection
for high-level resistance to AZT, HIV may become more fit than wild-type
in the absence of drug, due to an increase in the processivity of RT (Caliendo
et al., 1996). In fact, it is clear now that resistance to AZT does not markedly
affect HIV replicative capacity in the absence of drug. This was first indicated
by calculating fitness based on the rate of reversion of AZT-resistance muta-
tions in vivo in the absence of drug. Goudsmit et al., analyzing the stability
of mutation T215Y in a treatment-naı̈ve subject newly infected by an AZT-
resistant HIV variant, found that the change of tyrosine 215 into a serine,
which restored sensitivity to AZT, had a 0.4 to 2.5% selective advantage
in the absence of drug compared to its parental AZT-resistant variant (Goud-
smit et al., 1996). In further analyses, the same authors observed that, in
fact, the range of fitness values could be surprisingly wide among populations
of AZT-resistant variants, with differences in fitness between some of the
mutants amounting to 25% (Goudsmit et al., 1997).

In other studies, fitness was examined in tissue culture using clonal
populations of viruses carrying various combinations of mutations known
to confer resistance to AZT. In these experiments, fitness was calculated
from the rate of replacement of one mutant by another in mixed viral
cultures. They showed that mutation K70R, a mutation often found at early
stages of the selection for AZT resistance in vivo, is better fit in the absence
of drug than mutation T215Y, which itself is better fit than the combination
of mutations T215Y and M41L (Harrigan et al., 1998) In this case, the
more resistant virus clearly displays the lowest drug-free fitness. However,
a mutant with substitution M41L alone, which does not mediate high resis-
tance by itself, is clearly less fit than the T215Y�M41L mutation. These
findings are in full agreement with the sequence of the selection of these
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mutations in vivo, where K70R is often selected first, but is usually replaced
by combinations of mutations, including T215Y, within a few months of
viral escape to AZT (Boucher et al., 1992).

B. Resistance to Other Nucleoside Analogs

Apart from AZT, the impact of resistance on HIV fitness has been
examined mainly for two other nucleoside analogs, didanosine (ddl) and
lamivudine (3TC). These studies mainly focused on two mutations that
appeared to be selectively associated with resistance to either of these two
nucleoside analogs, L74V (conferring resistance to ddl) and M184V (confer-
ring resistance to 3TC). Mutation L74V, once considered a signature of
resistance to ddl, was in fact mostly observed when ddl was used in monoth-
erapy. This mutation confers only low-level resistance to ddl (usually less
than a 10-fold increase in IC50 compared with a reference virus strain) and
appears to counteract resistance to AZT of mutants carrying typical AZT-
resistance genotypes. Therefore, it is now seldom observed in patients receiv-
ing combined antiretroviral therapy. Nonetheless, using mixed culture
experiments, this mutation has been clearly shown to reduce the replicative
potential of HIV (Sharma and Crumpacker, 1997).

The phenomenon has been more thoroughly documented with mutation
M184V, which confers high-level resistance to 3TC. This mutation affects
a methionine located next to two of the three key catalytic aspartic acid
residues located at positions 185 and 186 of HIV-1 RT, creating the signature
motif YMDD (Tisdale et al., 1993). Interestingly, a mutation of the corres-
ponding methionine residue confers 3TC resistance in HBV (Tipples et al.,
1996). Although the mechanism of 3TC resistance induced by M184V is
not fully delineated, it appears to involve impaired incorporation of 3TCTP,
due to misalignment of the nucleotide with the 3� terminal hydroxyle group
of nascent DNA (Huang et al., 1998). Unlike that observed with resistance
to other nucleoside analogs, the level of resistance to 3TC conferred by
M184V alone is extremely high (Boucher et al., 1993). In fact, in most
phenotypic resistance assays, it is close if not equal to the maximal measur-
able resistance level. Therefore, when an antiretroviral treatment that in-
cludes 3TC fails to totally abolish viral replication, M184V mutants have
a very strong selective advantage, and the emergence of the mutation is
usually rapid. In line with its dramatic effect on resistance, and probably
because it affects a highly conserved residue so close to the catalytic core
of the enzyme, it is not surprising that mutation M184V can also significantly
reduce HIV replication in the absence of drug. In vitro experiments con-
ducted on reverse transcriptase from purified viral particles have shown that
the mutated enzyme displays a lower processivity than wild type, as measured
by the length of DNA segments synthesized during a single round of polymer-
ization (Back et al., 1996; Boyer and Hughes, 1995). In spite of this clear



HIV Drug Resistance 51

polymerization defect by RT, the replication defect of the M184V mutant
is only detectable when the virus is grown in primary human peripheral
blood mononuclear cells (PBMC) (Back et al., 1996). The reduced rate of
mutant replication in these cells has been attributed to the lower pool of
deoxynucleoside triphosphates (dNTPs) present in primary cells compared
to cells from established lymphocytic cell lines, where mutant replication is
comparable to wild type. In the presence of low concentrations of dNTPs,
the processivity defect of mutant enzyme is enhanced (Back and Berkhout,
1997). Interestingly, the enzymatic and replicative defect observed in these
studies was found to be even more pronounced for an M184I mutant, often
transiently observed in 3TC-treated patients shortly before emergence of
the M184V mutant. Because of the mutagenic bias of RT, M184I is often
selected before M184V. However, the M184V mutant, although clearly less
fit than wild type, is more fit than its parental M184I counterpart, which
is therefore rapidly outgrown in vivo by M184V (Keulen et al., 1997).
One interesting property of the M184V mutation is that it can counteract
resistance to AZT induced by classic AZT-resistance mutations such as
M41L and T215Y (Larder et al., 1995). This effect is only transient in
treated patients (Nijhuis et al., 1997), but may account for the sustained
effect of AZT�3TC dual-combination treatments in spite of the presence of
resistance mutations to both drugs. The mechanism of this well-documented
‘‘resensitization,’’ which has also been observed for other mutations such
as L74V (Lacey and Larder, 1994), is not understood. Whether it is related
to the individual effect of these mutations on RT processivity or on viral
fitness remains to be evaluated.

Patients who fail antiretroviral therapy and in which HIV develops
resistance to nucleoside analogs have often received antiretrovirals sequen-
tially before being prescribed combined therapy. Because early antiretrovi-
rals were not used in fully suppressive drug combinations, the emergence of
resistance was inevitable and was reinforced along with repeated treatment
switches. In such patients, the resistant virus has usually accumulated multi-
ple mutations conferring resistance to a wide range of nucleosides. Some of
these viruses display combinations of mutations combining substitutions
A62V, V75T, F77L, or F116Y in most cases associated with mutation
Q151M, often referred to as the ‘‘151 complex’’ or the MDR (multiple-
drug-resistance) mutations (Iversen et al., 1996). Other viruses with multiple
nucleoside analog resistance display an insertion of two or more amino
acids near serine 69 (Larder et al., 1999; Winters et al., 1998). Although
some reports have suggested that MDR viruses may exhibit higher fitness
than wild type (Kosalaraksa et al., 1999; Maeda et al., 1998), the full impact
of the accumulation of mutations in RT during prolonged treatment failure,
leading to resistance to multiple nucleoside analogs, has not yet been care-
fully examined.
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IV. Resistance to Other Reverse Transcriptase Inhibitors

A. Nonnucleoside RT Inhibitors (NNRTI)

Nonnucleoside RT inhibitors are noncompetitive, allosteric inhibitors of
HIV-1 RT. These molecules display a high affinity for a virtual hydrophobic
pocket situated close to the active site of the enzyme (Kohlstaedt et al.,
1992). After occupation of the pocket, the mobility of some of the domains
of HIV RT is impeded, thereby blocking DNA polymerization. Mutations
that confer resistance to these compounds result in amino acid substitutions
that change the physical properties of the hydrophobic pocket. Although
extensive cross-resistance to most NNRTIs have been described in viruses
selected for resistance to any one of these compounds, the number and the
positions of the mutations required for resistance often differ from one
compound to another: resistance to nevirapine can be achieved with a single
Y181C substitution (Richman et al., 1994), resistance to efavirenz and
delavirdine is most often characterized by combinations of mutations that
include K103N. Recently, it has been shown that mutation P236L, which
confers resistance to delavirdine in vitro but which is seldom observed in
treated patients, reduces viral fitness through a decrease in the RNAse H
activity that is associated with HIV RT (Gerondelis et al., 1999). However,
there is no clear evidence that resistance to the NNRTIs that are used today
in antiviral therapy is accompanied by significant loss of viral fitness. It is
suggested that resistance to high concentrations of NNRTI or to novel
NNRTI molecules requires the accumulation of large numbers of mutations,
resulting in reduction of viral fitness. In nevirapine-treated patients, more
mutations seem to be required to achieve high-level resistance and viral
escape when patients are prescribed higher drug doses. Although the
NNRTI-binding pocket of RT is not directly involved in any particular
function of the enzyme, as reflected by the natural NNRTI resistance of
HIV-2 and of HIV-1 group 0, one can see the number of mutations that is
sufficient for optimal virus replication in the presence of a given concentra-
tion of drug as the result of a balance between the effect of the mutations
on resistance and the possible deleterious effect of their accumulation on
virus fitness in the absence of drug or in the presence of low drug concentra-
tions. Therefore, as for nucleoside analogs, it is possible that viruses exposed
to high concentrations of a NNRTI, or to new NNRTI molecules displaying
high antiviral activity, need to develop combinations of multiple mutations
or novel mutations which may confer higher levels of resistance at the
expense of significant loss of viral fitness.

B. Pyrophosphate Analogs

Although pyrophosphate analogs are not used in current antiretroviral
therapy regimens, HIV resistance to this third category of RT inhibitors
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has been documented. The principal molecule that is representative of this
category, foscarnet, has not proven active in vivo and displays high toxicity.
Nevertheless, foscarnet is active against HIV in culture and RT mutations
that confer HIV resistance to foscarnet, affecting residues 88 and 89 of RT
(Tachedjian et al., 1995), have been shown to significantly affect virus fitness
in the absence of drug (Tachedjian et al., 1998).

V. Resistance to Protease Inhibitors

The protease encoded by retroviral genomes is required for proteolytic
processing of the large polyproteins that are the precursors of retroviral
structural and enzymatic proteins, leading to a second stage of particle
assembly that is indispensable for virus infectivity. The HIV-1 protease is
an aspartic protease, active as a symmetrically assembled homodimer, with
each of the two subunits equally delimiting the active site of the enzyme at
the centre of the dimer. Inhibitors of HIV-1 protease have been derived
from peptides representing the sites of proteolytic cleavage in the natural
substrates of the protease. These molecules bind to the active site of the
enzyme with high affinity, but since they cannot be cleaved, they exert a
potent and nearly irreversible inhibition of protease activity. Consequently,
they behave as extremely potent inhibitors of HIV-1 replication in culture
and in vivo. Protease inhibitors have proven essential components of the
highly active antiretroviral combinations used today in HIV therapy, leading
in most cases to complete suppression of detectable virus replication (Gulick
et al., 1997; Hammer et al., 1997). In spite of this high activity, early studies
conducted on in vitro passaged viruses or on treated patients showed that
accumulation of specific mutations in the protease can confer high-level
resistance to protease inhibitors (Borman et al., 1996; Condra et al., 1995,
1996; Craig et al., 1998; Eastman et al., 1998; Ho et al., 1994; Kaplan et
al., 1994; Markowitz et al., 1995; Molla et al., 1996; Otto et al., 1993;
Patick et al., 1995, 1998; Roberts, 1995).

In almost all cases, high-level resistance can only be achieved following
accumulation of several mutations in the protease (Boden and Markowitz,
1998; Condra et al., 1996; Erickson, 1995; Molla et al., 1996). This accumu-
lation is a stepwise process following which resistance increases gradually:
single mutations usually yield low levels of resistance, which becomes sig-
nificant only after the accumulation of two or more mutations. For some
inhibitors, like ritonavir or nelfinavir, the process of accumulation of muta-
tions appears to follow a particular order: resistance to ritonavir almost
always starts with selection of mutation V82A and resistance to nelfinavir
with mutation D30N (Molla et al., 1996; Patick et al., 1996). For other
inhibitors, such as indinavir, selection of authentically resistant viruses ap-
pears to be slower and more disordered. The locations of the most common
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resistance mutations within the protease are shown in Fig. 2. Some muta-
tions, such as V82A, are located directly within the substrate-binding site
of the enzyme, while many other mutations are clearly outside of the active
site, affecting amino acids that do not contact the inhibitor directly. These
mutations, usually termed secondary mutations because they often emerge
later in the selection process, are believed to reduce inhibitor efficiency
through indirect changes in the tertiary structure of the enzyme, affecting
the shape of the substrate-binding site and the corresponding affinity of the
inhibitors for the portease (Erickson, 1995).

Early reports on viruses selected for resistance to protease inhibitors in
tissue culture have emphasized the effect of resistance on the drug-free fitness
of HIV. Some of these mutations, such as R8Q or V32I, which dramatically
reduce HIV fitness, are not frequently observed in treated patients. However,
many viruses with single or combined resistance mutations in the protease
are clearly less fit than wild type, as shown in a variety of assay systems
(Borman et al., 1996; Croteau et al., 1997; el-Farrash et al., 1994; Ho et
al., 1994; Kaplan et al., 1994; Kuroda et al., 1995; Martinez-Picado et al.,
1999; Zennou et al., 1998). Reduced performance is most prominent in
enzymatic assays, where loss of enzymatic activity amounting to more than
80% has been described for mutations commonly observed in vivo (Gulnick
et al., 1995; Ridky et al., 1998; Sardana et al., 1994). In culture assays,

FIGURE 2 Structure of the HIV-1 protease complexed with an inhibitor. Amino acid
residues involved in resistance are indicated by a numbered circle, each number indicating the
position of the amino acid in the protease sequence. Dark circles indicate primary resistance
mutations. Light circles indicate secondary resistance mutations.
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including single-cycle systems, the loss of fitness of PI-resistant viruses is
generally markedly more prominent than what can be observed with viruses
carrying resistance mutations in RT. Some primary protease mutations,
which are also those to which the highest level of resistance can be attributed,
appear to have a more radical effect on virus fitness. This is the case,
in particular, for mutation G48V, which induces high-level resistance to
saquinavir at the expense of significant loss of fitness, and for mutation 184V,
which confers wide cross-resistance to most known protease inhibitors. In
addition, there is now clear evidence that loss of viral fitness can be observed
for some particular combinations of mutations: mutations V82A and L90M
appear as almost mutually exclusive in the course of selection for resistance
to saquinavir (Eastman et al., 1997); similarly, the combination of V82A
and I54V is associated with increased resistance to indivavir and ritonavir
at the expense of a significant loss of fitness (Nijhuis et al., 1997).

In many cases, however, loss of viral fitness that results from emergence
of resistance mutations can be gradually improved by the accumulation of
secondary mutations in the protease (Borman et al., 1996; Kaplan et al.,
1994; Nijhuis et al., 1997; Rose et al., 1996). Following the introduction
of V82A associated with I54V, the emergence of secondary mutations such
as A71V and M46I appears to restore virus infectivity to levels that have
been described in one report as higher than parental wild-type virus (Nijhuis
et al., 1997). In other reports, loss of fitness induced by the V32I or by the
V82A mutations has also been found to be partially corrected by the emer-
gence of secondary mutations (Borman et al., 1996; Kaplan et al., 1994).
Mutation L10I, often found in viruses with resistance to several protease
inhibitors, improves the replicative potential of viruses with various combi-
nations of resistance mutations (Rose et al., 1996). The role of secondary
protease mutations in resistance and the mechanism through which they
improve fitness is still unclear. These mutations do not seem to be able to
induce resistance by themselves, but they are present in most genotypes
found in viruses escaping in wide range of protease inhibitors, where the
level of resistance clearly increases wtih the number of mutations (Boden
and Markowitz, 1998; Erickson, 1995). In parallel, the accumulation of
secondary mutations in the protease dramatically widens viral cross-
resistance to distinct protease inhibitors, which is not surprising since the
same secondary mutations are usually observed in viruses selected for resis-
tance to different molecules. Whether accumulation of secondary changes
in the protease can improve viral fitness to the extent that it can recover
wild-type levels is still a matter of debate. In vivo, the number of mutations
required to achieve viral escape at the expense of minimal loss of fitness
will depend on the nature of the inhibitor and on the pharmacokinetic
properties of the inhibitor. Resistance should be envisioned as a dynamic
process within a complex, changing, and uneven environment: in compart-
ments where drug concentrations are high, it is likely that viruses with higher
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resistance will be favored at the expense of some loss of fitness, while in
compartments where drug concentrations are lower, less resistant viruses
with optimal fitness will be found. In treated patients, loss of viral fitness
can vary dramatically from one virus to another. Although secondary muta-
tions in the protease can in some cases improve fitness, there is now some
evidence that viruses with high resistance and numerous primary and second-
ary mutations often display markedly reduced fitness (Faye et al., 1999).
Again, even if viruses with moderate resistance to protease inhibitors can
retain wild-type fitness, any increase in drug pressure will create an imbalance
that is likely to result in decreased drug-free fitness. Availability of protease
inhibitors with improved tolerance, pharmacokinetics, and antiviral activity
should lower the risk of emergence of resistant viruses but may also result
in the selection of resistant viruses with heavily mutated protease sequences
and reduced fitness.

The loss of viral fitness that is consecutive to resistance to protease
inhibitors in the direct consequence of abnormal cleavage of some of the
structural Gag proteins. Cleavage of Gag and Gag-Pol polyprotein precur-
sors by the protease is mapped on Fig. 3. Accumulation of partially cleaved
capsid (CA) and nucleocapsid (NC) proteins in viral particles has been
clearly documented in resistant viruses (Rose et al., 1996; Zennou et al.,
1998). Since the efficiency of Gag cleavage by the protease is a function of
the affinity of the substrate for the enzyme, and since in this system the
enzyme and the substrate are both encoded by the virus, it was probably not
surprising to observe that changes in the Gag cleavage sites could accompany
changes in the protease. This phenomenon was first described for viruses
selected for high-level resistance to prototypic protease inhibitors in tissue
culture (Doyon et al., 1996). Subsequently, mutations in cleavage sites were
observed in indinavir, ritonavir, and saquinavir-treated patients (Mammano

FIGURE 3 Organization and processing of HIV-1 Gag and Pol proteins.
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et al., 1998; Zhang et al., 1997). In all of these reports, only two cleavage
sites appeared to be involved; one at the C-terminus of the NC protein (NC/
p1 site) and another at the N-terminus of the p6 protein (p1/p6 site). The
sites of cleavage of HIV proteins by the protease are defined by a sequence
of seven amino acids. Although cleavage often occurs at the junction between
a phenylalanine and a proline, not all cleavage sites in HIV Gag and Gag-
Pol are identical. In fact, most of the cleavage sites in Gag are different and
it is believed that their differences determine the order in cleavage events
followed in Gag maturation, which appears essential for the formation of
infectious viral particles. The mutations in HIV-1 Gag cleavage sites that
emerge in parallel to protease resistance mutations are single amino acid
substitutions; A432V, located at position P2� (two amino acids upstream
of cleavage) in the NC/p1 cleavage suquence, and F449L at position P1�
(one amino acid downstream of cleavage) in the p1/p6 site. No other Gag
or Pol cleavage sequence mutations have been found to be significantly
associated with protease resistance. Interestingly, mutation A432V is almost
exclusively associated with mutation V82A and appears to be more promi-
nent in indinavir-treated patients. In tissue culture, the introduction of cleav-
age site mutations significantly corrects loss of viral fitness that results from
protease resistance mutations (Mammano et al., 1998). However, that cor-
rection is only partial: indeed, some altered cleavage events, in particular
those affecting the capsid (CA) protein, are not corrected. It is presumed
that this absence of correction is related to structural and evolutionary
constraints affecting the CA/p2 cleavage sequence, located at the C-terminus
of CA.

The HIV enzymes, including protease itself, RT, and integrase, are also
subject to polyprotein cleavage by the protease. Therefore, the effect of
protease mutations on virus fitness is not limited to Gag cleavage. Viruses
with unfit proteases resulting in abnormal cleavage of RT have been de-
scribed (Carron de la Carriere et al., 1999). These viruses have reduced
particle-associated RT activity and appear to display alterations in their
capacity for resistance to AZT. Interestingly, one report reveals that resis-
tance to AZT can partially restore loss of fitness related to abnormal RT
cleavage through an improvement in RT processivity (Carron de la Carriere
et al., 1999).

VI. In Vivo Consequences of Resistance-Associated Loss of
HIV Fitness

A. Reversion of Resistant Genotypes after Interruption
of Treatment

As long as an antiviral treatment is maintained, resistance mutations
confer a selective advantage to the virus. Similarly, compensatory mutations
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that can correct viral fitness are also subject to positive selection. However,
little is known of the behavior of resistant viruses after interruption of the
antiretroviral treatment. Preliminary reports have recently shown that in
several instances, treatment discontinuation in patients with advanced resis-
tance to multiple antiretrovirals was accompanied by a rapid replacement
of the resistant virus with wild-type, drug-sensitive virus. In these cases,
most of the resistance mutations seem to disappear simultaneously from the
bulk of the viral genomes found in peripheral blood, suggesting that rather
than selective reversion of particular mutations, one was witnessing replace-
ment of resistant virus by a competing, more fit, wild-type virus. One expla-
nation of this phenomenon may be that in a virus with multiple resistance
and compensatory mutations, which has gone through a series of fitness
‘‘troughs’’ in the course of its evolution up to a satisfactory fitness and
resistance balance, no single reversion of resistance mutations is likely to
confer a sufficient fitness advantage. Similar to what has been described for
some antibiotic-resistant bacteria, resistance mutations and fitness-
correcting compensatory mutations are too interdependent to be able to
revert one by one. The other explanation is related to the fact that even in
patients with evolved HIV drug resistance, it is likely that a large reservoir
of wild-type, pretherapy virus is still present but unable to propagate or in
a latent form. It has been shown that in patients with complete suppression
of active viral replication, a strong reservoir of viral genomes is usually still
present in lymphoid cells even after several years of treatment (Finzi et al.,
1997; Furtado et al., 1999; Wong et al., 1997; Zhang et al., 1999). The
existence of this reservoir, which is immune to the action of antiviral drugs,
renders unlikely the possibility of short-term eradication of HIV infection
even by the most active antiviral drug combinations. When a resistant virus
emerges, it can be assumed that the wild-type virus reservoir is not affected
by the colonization of lymphoid organs by resistant genomes. Therefore,
depending on the size of this reservoir, and on its difference in fitness with
the resistant virus, wild-type virus is able to rapidly replace its resistant
counterpart in a matter of a few weeks. In such cases, one could be tempted
to reinitiate an antiretroviral treatment based on the new genotype or pheno-
type, but, again, it is likely that a similar reservoir of latent resistant virus
is ready to remerge following treatment reinitiation.

B. Effects of Resistance-Associated Loss of Viral
Fitness on Virus Pathogenicity and on Disease Profile

Since fitness is defined in terms of replicative potential, one could predict
that loss of viral fitness would result in a reduction in the rate of infection
of CD4� cells, leading to lower amounts of circulating virus and to a
reduction in the rate of CD4� cell depletion, whatever its mechanism.
However, even in patients in which viruses with significant loss of viral
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fitness was documented, the amounts of circulating virus were high, reflecting
their strong level of resistance. In parallel, mostly in patients escaping combi-
nations of drugs including protease inhibitors, the number of peripheral
CD4� cells appeared to be ‘‘discordant’’ with the high viral load. Indeed, a
significant proportion of patients escaping therapy with at least one protease
inhibitor displayed a continued improvement in the number of their circulat-
ing CD4� cells, paralleled by a continued clinical improvement, in spite of
high amounts of plasma virus (Deeks et al., 1999; Kaufmann et al., 1998;
Piketty et al., 1998). In these situations, however, the discordance between
the viral load evolution and the CD4 response is not complete: the best
CD4 responses are often found associated with moderate viral rebounds,
while rebounds to high viral loads, above baseline, are most often associated
with relatively low CD4 responses. Furthermore, preliminary results suggest
that the discordance between CD4 and evolution of viremia after the emer-
gence of resistance may be limited in time, with a gradual fall in CD4
numbers after 2–3 years of virological failure of the treatment (Faye et al.,
1999). How can this partial disconnection between CD4 and viremia be
explained? One possibility is that in these patients, the effect of viral rebound
on the number of CD4 cells is delayed. However, such discordance is usually
not observed in patients in which resistance to nucleoside analogs or NNRTIs
develops. A second possibility is that since viruses considered as ‘‘resistant’’
to protease inhibitors are usually sensitive to high concentrations of the
drug, there may be some tissue compartments where treatment activity is
maintained, leading to persistence of high CD4 counts. A third possibility
relates to an ecological model termed ‘‘predator–prey’’ balance, whereby
reduced viral fitness would first reduce viremia and increase the number of
HIV-susceptible CD4� cells, which in turn would lead to a higher produc-
tion of virus. However, the number of infected cells does not appear to be
a limiting factor in HIV disease: even in patients with high viremia and low
CD4 counts, the proportion of infected cells is remarkably low. Therefore,
even a substantial increase in the number of potential HIV target cells is
unlikely to affect viremia. A fourth possibility is based on the assumption
that HIV is able to infect a wide range of cell types in which the consequences
of a reduction in viral fitness may be very different. In particular, it is possible
that reduced fitness could affect selectively HIV infection of a type of cells
that could mediate CD4 depletion, while leaving unaffected infection of
other cell types. If these latter cell types constituted the majority of HIV-
infected cells, their infection would result in high viral load. In this context,
it is unclear whether one can envisage the use of resistance-associated loss
of viral fitness as an authentic therapeutic objective. Most available data
on HIV resistance and fitness, especially in the treated patient, are too
preliminary. In particular, the long-term evolution of HIV resistance and
fitness under drug pressure or in the absence of drug pressure is not known.
A large number of patients harbor viruses with increasing and widening
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resistance to antiretroviral drugs. Until new molecules are available, either
trageting novel viral structures or with improved pharmacokinetics and
antiviral properties, the management of HIV drug resistance in these patients
will be complex, with many virological parameters that will need to be
evaluated in parallel. As much as the resistance genotype, the resistance
phenotype and the pharmacokinetics of drugs, the monitoring of viral fitness
could prove one of such key parameters.
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I. Introduction

Retroviruses such as HIV carry their genomic information in the form
of (�)RNA, but are distinguished from other RNA viruses by the fact
that they replicate through a double-stranded DNA (proviral DNA) that is
integrated into the infected host cell’s genomic DNA (Coffin, 1996). Once
integrated, proviral DNA is therapeutically indistinguishable from cellular
DNA and results in persistent HIV infection and the establishment of chroni-
cally infected cells, which are major contributors to the continued spread
of HIV infection in an infected individual. Thus, intervention at stages of
viral replication prior to the integration of retroviral DNA, such as the
obligate conversion of HIV genomic RNA into double-stranded viral DNA,
is a logical therapeutic strategy. While this conversion is a complex process,
all chemical steps are catalyzed by the viral enzyme, reverse transcriptase
(RT). Since there is no cellular homolog of retroviral RT, the enzyme is an
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attractive target for the development of HIV therapeutics. Due to intense
screening efforts over the past 15 years, thousands of compounds have been
identified as inhibitors of HIV RT in vitro. However, only a small percentage
of these possess the appropriate pharmacological properties, such as a deliv-
erable formulation, bioavailability and attainment of effective plasma con-
centrations, and low toxicity, that render them useful as anti-HIV therapeutic
agents. This chapter discusses the current clinically used RT inhibitors and
some promising new inhibitors still in preclinical development, emphasizing
the mechanisms of action of RT inhibitors and the mechanisms of viral
resistance that develop upon continued exposure of the virus to these com-
pounds.

Inhibitors of HIV-1RT may be classified into three groups:

1. Nucleoside HIV-1 RT inhibitors (NRTIs) such as zidovudine (3�-
azido-3�-deoxythymidine; AZT), lamivudine (2�,3�-dideoxy-3�-thiacytidine;
3TC), stavudine (2�,3�-didehydro-2�,3�-dideoxythymidine; d4T), and abaca-
vir ((1S, 4R)-4-[2-amino-6(cyclopropylamino)-9H-purin-9y1]-2-cyclopen-
tene-1-methanol 1592U89; ABC) as well as nucleotide prodrugs such as
adefovir dipivoxil.

2. Nonnucleoside HIV-1 RT inhibitors (NNRTIs) such as nevirapine,
delavirdine, and efavirenz, which are in current clinical use, and NNRTI in
preclinical development such as the quinoxalines and the thiocarboxanilides.

3. Inhibitors with novel mechanisms of action, including tert-butyl-
dimethylsilyl-spiro-aminooxathiole dioxide (TSAOs) derivatives and the
N-acylhydrazones.

II. The Target

The conversion of retroviral genomic RNA into double-stranded DNA
is a highly complex process. Nonetheless, all chemical steps in this conversion
are catalyzed by the retroviral reverse transcriptase. Accordingly, RT must be
a multifunctional enzyme. Retroviral RT has two types of DNA polymerase
activity, RNA-dependent DNA polymerase (RDDP) activity to prepare a
(�)strand DNA copy of the viral genomic RNA template and DNA-
dependent DNA polymerase (DDDP) activity to prepare a (�)DNA strand
complementary to the newly synthesized (�)DNA. The enzyme also has
ribonuclease H (RNaseH) activity in order to degrade the RNA component
of the RNA–(�)DNA duplex formed by RT RDDP activity. The released
(�)DNA then serves as template for RT DDDP activity to allow completion
of retroviral double-stranded DNA that can then be integrated into the host
cell genome. Each of the RT activities, DNA polymerase (RDDP, DDDP)
and RNaseH, are essential for reverse transcription and thus are appropriate
targets for antiviral intervention. However, nearly all RT inhibitors devel-
oped to date, and certainly all of the inhibitors in current clinical use,
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work at the level of RT DNA polymerase; few RNaseH inhibitors have
been identified.

HIV-1 RT DNA polymerase activity follows an ordered sequential mech-
anism that involves three RT mechanistic forms prior to catalysis (Fig. 1).
Template/primer(T/P) binds to free RT to form the RT–T/P binary complex.
The latter interacts with dNTP to form the RT–T/P–dNTP ternary complex.
While free RT can interact with dNTP, this RT–dNTP complex is non-
productive and does not figure in the RT DNA polymerase mechanism
(Majumdar et al., 1988; Kati et al., 1992; Reardon, 1992, 1993). Upon
binding of the complementary dNTP to the RT–T/P binary complex to form
the ternary complex, RT undergoes a biochemically measurable conforma-
tional change (Wu et al., 1993). This positions the substrates to enable
nucleophilic attack of the 3�-hydroxyl of the primer terminal nucleotide on
the �-phosphate of the bound dNTP (Majumdar et al., 1988; Kati et al.,
1992; Reardon, 1992, 1993). As is discussed later, the multiple RT mechanis-
tic forms impact significantly on inhibition of RT, especially by NNRTI.

Crystal structures of each of the HIV-1 RT mechanistic forms prior to
catalysis have been solved. These include substrate-free (unliganded) RT
(Rodgers et al., 1995; Hsiou et al., 1996), the RT–DNA T/P binary complex
(Jacobo-Molina et al., 1993; Ding et al., 1998), and most recently an elegant
solution of the RT–DNA T/P–dNTP ternary complex (Huang et al., 1998).
These data have provided considerable insight into HIV-1 RT molecular
structure, the conformational changes associated with DNA polymerization,
and the relative position of selected residues during the various stages of
catalysis. In addition, numerous structures of RT complexed with a variety
of NNRTI are available (Kohlstaedt et al., 1992; Smerdon et al., 1994; Ren
et al., 1995a,b, 1998; Ding et al., 1995a,b; Das et al., 1996; Hopkins et
al., 1996; Esnouf et al., 1995, 1997; Hsiou et al., 1998). All of these struc-
tures are complexes between inhibitor and substrate-free RT. It is interesting
to note that to date there has not been a single published example of de
novo rational drug design based on any of these structures.

The gene for HIV-1 RT encodes a 66-kDa protein; however, the pre-
sumed biologically relevant form of HIV-1 RT is a heterodimer consisting

FIGURE 1 Schematic of the ordered kinetic mechanism of reverse transcriptase-catalyzed
DNA synthesis. The figure also illustrates the relationship between DNA synthesis and pyro-
phosphorolysis.
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of two subunits of 66 and 51 kDa. The latter subunit is derived from the
former by proteolytic removal of the 15-kDa C-terminal RNaseH domain
during HIV-1 assembly and maturation (reviewed by Le Grice, 1993), a
process catalyzed by the HIV-1 protease.

The overall structure of the p66 subunit may be likened to a ‘‘right
hand’’ (Kohlstaedt et al., 1992), with subdomains termed ‘‘fingers’’ (resi-
dues 1-85 and 118-155), ‘‘palm’’ (86–117 and 156–237), and ‘‘thumb’’
(238–318) that define the polymerase domain. Additional domains include
the connection (319–426), involved in T/P interaction and RT subunit inter-
actions, and finally the C-terminal RNaseH domain (427–565). These sub-
domains have different relative orientations in the p66 and p51 subunits of
the HIV-1 RT. The p66 subunit adopts an ‘‘open,’’ catalytically competent
conformation that can accomodate a nucleic acid template strand, whereas
the p51 subunit is in a ‘‘closed’’ conformation and is considered to play a
largely structural role. The p51 subunit has also been suggested to play an
important role in interaction with the tRNALys3 primer used for the initiation
of reverse transcription of the HIV-1 genomic (�)RNA (Kohlstaedt et al.,
1992).

Although the p66/p51 heterodimer is likely to be the species of RT in
HIV-1 virions and thus the relevant enzyme to catalyze reverse transcription,
this has not been proven unequivocally. Isolated recombinant p51 HIV-1 RT
has demonstrable DDDP, activity (Thimmig and McHenry, 1993; Fletcher et
al., 1996). In addition, the partially processed p66/p66 HIV-1 RT homodi-
mer has RDDP, DDDP, and RNaseH activities comparable to those of the
p66/p51 heterodimer (Fletcher et al., 1996). Since each of these three RT
species shows different levels of inhibition by certain RT inhibitors (Arion
et al., 1996), additional studies to unequivocally establish the biologically
relevant RT quaternary species could be of interest.

III. Nucleoside Reverse Transcriptase Inhibitors (NRTI)

Nucleoside reverse transcriptase inhibitors are analogs of naturally oc-
curring deoxyribonucleosides, but lack the 3�-hydroxyl group (Fig. 2). NRTI
have been used clinically in the treatment of HIV-1 infection since 1986,
and several NRTI are in current clinical use (Table I). NRTI are ineffective
as administered and must be metabolically converted by host-cell enzymes
to their corresponding 5�-triphosphates for antiviral activity (Mitsuya et al.,
1985; Furman et al., 1986). The extent of phosphorylation can vary in
different retroviral infectable cell types, depending on the NRTI in question
(Dahlberg et al., 1987).

Since NRTIs are analogs of natural deoxynucleosides, there is the poten-
tial that they will be used by normal cellular DNA polymerases, with accom-
panying toxicity. Thus, the selectivity of NRTI use by HIV-1 RT, compared
to that by cellular DNA polymerases, is an important issue in the develop-
ment of NRTI as therapeutic agents.
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FIGURE 2 Structures of some nucleoside reverse transcriptase inhibitors (NRTIs). Illustrated
are AZT (1), ddI (2), ddC (3), d4T (4), 3TC (5), abacavir (6), carbovir (7), adefovir (PMEA,
(8), and adefovir dipivoxil (9).



TABLE I RT Inhibitors in Current Clinical Use

Inhibitor Usual dose Side effects Resistance mutations in RT Cross-resistance

NRTIs
Zidovudine (AZT) 200 mg tid, or 300 mg Bone marrow suppression: anemia, Generally two or more of M41L,

bida neutropenia D67N, K70R, L210W, T215Y,
K219Q

Didanosine (ddI) 200 mg bid (�60 kg) Peripheral neuropathy, pancreatitis K65R, L74V ddC
125 mg bid (�60 kg)

Zalcitabine (ddC) 0.75 mg tid Peripheral neuropathy K65R, T69D ddI, 3TC, adefovir
Stavudine (d4T) 40 mg bid (�60 kg) Peripheral neuropathy (V75T)b ddI, ddC
Lamivudine (3TC) 150 mg bida Minimal toxicity M184V ddI, ddC
Abacavir (ABC) 300 mg bid Hypersensitivity (requires Two or more of K65R, L74V, M184V, ddI, ddC, 3TC

discontinuation) Y115F

NNRTIs
Nevirapine 200 mg qd (2 weeks) then Rash One of Y181C, L100I, K103N, Many NNRTI

200 mg bid V106A, V108I, G190A
Delavirdine 400 mg tid Rash One of K103N, V108I, Y181C, P236L Many NNRTI
Efavirenz 600 mg qHS CNS symptoms One or more of K103N, L100I, Most NNRTIc

V106A, V108I, Y181C, G190A

a AZT and 3TC exist in a combined formulation, Combivir, taken bid.
b Resistance to d4T is generally noted as part of HIV multidrug resistance (two amino acid insertion mutations).
c Two or more mutations in the nonnucleoside binding pocket results in cross-resistance to virtually all NNRTIs.
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A. NRTIs in Clinical Use

1. Zidovudine (3�-Azido-3�-deoxythymidine; AZT)

AZT (Fig. 2) was first synthesized in 1964 as a potential anticancer
drug, but was not further developed for human use because of concerns
about toxicity. Twenty years later, the compound was reassessed and found
to have potent anti-HIV activity (Mitsuya et al., 1985) and, in 1987, was
the first anti-HIV agent approved for clinical use.

AZT is a thymidine analog in which the 3�-OH has been replaced with
an azido (-N3) group. Thymidine kinase readily phosphorylates AZT to
AZT-MP. However, the rate-limiting step in the metabolic activation of
AZT is the conversion of AZT-MP to AZT-DP (Furman et al., 1985; Lavie
et al., 1997), thus AZT-MP accumulates in cells, with only small amounts
of AZT-TP being formed. However, the potency of AZT-TP against
HIV-1 RT is such that these low levels are sufficient to efficiently inhibit
HIV replication.

AZT has good oral bioavailability (about 60%) and shows good penetra-
tion into the central nervous system (CNS). The toxicity of AZT remains a
concern, with bone marrow suppression leading to anemia and/or neutro-
penia being the most significant dose-limiting effects of AZT therapy.

2. Didanosine (2�,3�-Dideoxyinosine; ddI) and Zalcitabine
(2�,3�-Dideoxycytidine; ddC)

The 2�,3�-dideoxynucleosides ddI and ddC (Fig. 2) (Mitsuya and Broder,
1986) were approved for clinical use in 1991 and 1992, respectively. While
neither drug has an antiviral potency equivalent to that of AZT, they are
active against AZT-resistant strains of HIV and provide an alternative ther-
apy for HIV-infected patients unable to tolerate or failing on AZT therapy.

The active intracellular antiviral metabolite of ddI is ddATP. Didanosine
(ddI) is very labile in gastric acid and must be administered in a buffered
formulation, without food. Oral bioavailability of ddI is rather less than
that of AZT. In contrast, ddC has good oral bioavailability, but absorption
is significantly diminished when administered with food. The active metabo-
lite of ddC is ddC triphosphate.

Neither ddI nor ddC penetrates the CNS as effectively as AZT. The
most severe side effect associated with ddI or ddC therapy is peripheral
neuropathy; this neuropathy is more common with ddC therapy (Simpson
and Tagliati, 1995).

3. Stavudine (2�,3�-Didehydro-2�,3�-dideoxythymidine; d4T)

Stavudine (d4T) (Lin et al., 1987), in 1994, was the fourth NRTI ap-
proved for clinical use. Like AZT, d4T (Fig. 2) is a thymidine analog and
undergoes metabolic activation by the sequential action of thymidine kinase
and thymidylate kinase, as does AZT. However, d4T-MP is a better substrate
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for the latter enzyme than AZT-MP. In addition, d4T seems to be better
tolerated by patients. CNS penetration is less than AZT, but similar to that
for ddI/ddC. The major side effect seems to be peripheral neuropathy.

4. Lamivudine ((�)-�-L-2�,3�-Dideoxy-3�-thiacytidine; 3TC)

3TC is a 2�,3�-dideoxynucleoside cytosine analog, with an oxathiolane
ring (Fig. 2). 3TC is the �-anomer of the racemate BCH189 and is about
10-fold less potent against HIV than AZT (Soudeyns et al., 1991). Interest-
ingly, both the �- and the �-enantiomers of BCH189 have similar potency
against HIV-1 in vitro; however, the �-enantiomer is significantly more
cytotoxic (Coates et al., 1992).

3TC was approved for clinical use in 1995 and seems to be quite
well tolerated, with minimal side effects at the doses used. HIV-1 develops
resistance to 3TC very rapidly, but the compound is widely used in coadmin-
istration with AZT.

5. Abacavir ((1S, 4R)-4-[2-Amino-6(cyclopropylamino)-9H-purin-
9yl]-2-cyclopentene-1-methanol 1592U89; ABC)

Abacavir (Fig. 2) is the most recent NRTI to be approved for clinical
use. The in vitro antiviral potency of ABC is similar to AZT, and the drug
has good bioavailability (Daluge et al., 1997). The active antiviral form of
ABC is in fact the triphosphate derivative of carbovir (Fig. 2); however,
carbovir itself is not a useful therapeutic because of poor oral bioavailability
(Daluge et al., 1998). Metabolic activation of abacavir is unique among the
current clinical NRTIs (Faletto et al., 1997). ABC is not a substrate for any
of the cellular nucleoside kinases. Instead, the enzyme adenosine phospho-
transferase catalyzes the formation of ABC monophosphate (ABC-MP).
ABC-MP undergoes elimination of the 6-aminocyclopropyl group, by a
specific cytosolic enzyme, to form carbovir monophosphate (CBV-MP). In-
terestingly, ABC itself is not a substrate for this enzyme. The active antiviral,
CBV-TP, is formed via CBV-DP by the action of normal cellular nucleo-
side kinases.

Side effects associated with abacavir therapy include GI disturbances,
rash, and fatigue. The most serious side effect is a hypersensitivity that
develops in up to 5% of the treated patients, characterized by fever, nausea/
vomiting, and general malaise. These symptoms disappear shortly after dis-
continuation of ABC. However, hypersensitized patients may no longer
receive ABC therapy, since subsequent administration leads to serious, even
fatal, reactions.

6. Adefovir Dipivoxil

9-[2-(Phosphonomethoxy)ethyl]adenine (PMEA; Fig. 2) is an acyclic
nucleoside phosphonate. These are interesting NRTIs in which the sugar
moiety is replaced by an acyclic alkyl side chain linked to a phosphonate
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group. In nucleoside phosphonates, the labile 5�-phosphodiester bond of
normal nucleotides is replaced with a stable carbon–phosphorous linkage.
Nucleoside phosphonates are thus analogs of nucleotide monophosphates.
PMEA has potent in vitro activity against HIV-1 RT (De Clercq et al., 1987;
Balzarini et al., 1989) and inhibits reverse transcription by acting as a
DNA chain terminator after intracellular conversion to the phosphonate
diphosphate form. Charged molecules such as nucleoside phosphonates have
poor oral uptake. The diester prodrug adefovir dipivoxil [9-(2-(bispivaloy-
loxymethyl) phosphonomethoxyethyl)adenine] (Fig. 2) is in late-stage phase
III clinical assessment for the treatment of HIV-1 infection. Renal toxicity
appears to be the major side effect associated with adefovir dipivoxil
treatment.

B. Mechanisms of NRTI Inhibition

NRTIs inhibit HIV-1 RT in two ways. First, after metabolic phosphory-
lation, the NRTI triphosphate competes with the corresponding dNTP sub-
strate for binding to RT. Although RT tends to have a higher affinity for
NRTI-TP than the natural dNTP substrate, competitive inhibition appears
to play only a very minor role in NRTI action (Reardon, 1992; Gu et al.,
1994). The major mechanism of NRTI antiviral activity is viral DNA chain
termination. Since NRTI lack a 3�-hydroxyl group, once incorporated into
the nascent viral DNA chain, that chain can no longer be extended.

The base moiety of the nucleoside is the major determinant for selection
by RT for incorporation into the growing viral DNA chain. Since HIV-1
genomic RNA is about 10,000 bases long, there are about 5,000 chances
for any given NRTI to be incorporated before the completion of HIV-1
double-stranded DNA synthesis by reverse transcription. Each HIV-1 virion
carries two copies of genomic RNA (Coffin, 1996); thus in theory only two
chain-termination events should suffice to eliminate completion of viral
DNA synthesis. In practice, conditions are not nearly this favorable for
NRTI incorporation, for a variety of reasons, some of which are discussed
later in this chapter. In addition, since NRTI are mimics of the natural
nucleosides, there is significant potential for toxicity due to interference with
normal cellular nucleoside metabolism; current clinically used NRTIs show
a range of toxic side effects.

Clinically, NRTIs are only transiently useful as monotherapy for HIV
infection. Drug failure is the result of the appearance of HIV drug resistance.
NRTI resistance correlates with specific mutations in HIV-1 RT. It is believed
that HIV-1 undergoes facile mutation due to the low transcription fidelity
of HIV-1 RT. Because of this, multiple HIV-1 variants exist in vivo and
drug-resistant mutants may be present at low levels before initiation of
therapy (Domingo et al., 1997). Under the selective pressure of anti-HIV
therapy, these drug-resistant mutants gain a competitive advantage and
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eventually become the dominant quasispecies. The time required for this
selection to occur is dependent on factors such as mutant frequency at the
time of treatment initiation, the replication fitness of the mutant, and the
magnitude of the selective pressure (potency of the drug).

Therefore, although NRTI monotherapy is initially effective in reducing
the viral load in treatment-naive patients, the rapid emergence of drug-
resistant strains of HIV-1 is inevitable under these conditions. Accordingly,
it is now considered that monotherapy is inappropriate in the treatment of
HIV-infected individuals and that drug combinations must be employed.
The most widely used combination therapies involve two NRTIs plus a
protease inhibitor, although two NRTIs plus an NNRTI as well as double-
and triple-NRTI combinations are also used.

C. Mechanisms of HIV-1 Resistance to NRTIs

The major mechanism for NRTI inhibition of HIV replication is termina-
tion of nascent viral DNA elongation due to the lack of a 3�-hydroxyl
group on the inhibitor. Competition of the NRTI-TP with the natural dNTP
substrate for binding to RT is presumed to be only a minor contributor to
the net antiviral effect, even though RT tends to have higher affinity for
NRTI-TP than for the corresponding dNTP substrate. Nonetheless, the
resistance phenotype for any individual NRTI (with the exception of AZT)
seems to involve a decreased binding of the drug to the drug-resistant mutant
RT. The recent solution of the RT–T/P–dNTP ternary complex (Huang et
al., 1998) supports this probability. The options available for decreased
binding are, however, somewhat limited. Mutations that minimize RT inter-
actions with the base component of the NRTI would also decrease interac-
tion with the analogous dNTP, which would be of obvious detriment to
HIV replication.

Numerous mutations in RT have been identified in HIV-1 resistance to
NRTI (Tantillo et al., 1994). HIV-1 resistance to all individual NRTI except
AZT and ABC generally correlates with single point mutations in RT. Muta-
tions that arise in resistance to individual NRTI are listed in Table I. These
mutations occur in two distinct subdomains of the p66 catalytic subunit of
HIV-1 RT. While the same residues are mutated in the p51 subunit of the
RT heterodimer, the significance of these is still unclear. In the p66 catalytic
subunit, M41L, I50T, A62V, K65R, D67N, T69D, K70R/E, L74V, V75I,
and F77L are situated in the ‘‘fingers’’ subdomain, while Y115F, F116Y,
Q151M, M184V, L210W, T215Y/F, and K219Q are in the ‘‘palm’’ sub-
domain.

Although wild-type HIV-1 RT tends to have a higher affinity for binding
NRTI-TP compared to the natural dNTP substrate, the enzyme is consider-
ably less efficient at catalyzing the incorporation of bound NRTI-TP into
the nascent DNA compared to the corresponding dNTP substrate (Reardon,
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1992; Krebs et al., 1997). Therefore, in many cases, an increase in binding
discrimination between the normal dNTP substrate and the corresponding
NRTI-TP provided by single point mutations in HIV-1 RT may account for
the observed phenotypic resistance. As mentioned above, this altered binding
discrimination cannot be completely due to changes in the interaction of
RT with the base of the NRTI, since this would lead to significant attenuation
in the rate of reverse transcription. Any alterations interactions with the
natural dNTP substrate would require some compensatory phenotype to
maintain HIV-1 replication efficiency. A good example of this is the K65R
mutation, which confers cross-resistance to ddI, ddC, and 3TC. K65R RT
shows an eightfold increase in the IC50 for ddCTP and ddATP in vitro, but
only a twofold loss in affinity for the natural substrates dCTP and dATP
(Gu et al., 1994). This modest loss of affinity for dNTP substrate is compen-
sated by an increase in the DNA synthesis processivity of the mutant enzyme
(Arion et al., 1996a).

For the most part, specific mutations in RT seem to confer specificity
in resistance, i.e., the K65R mutation while giving cross-resistance to ddI
and ddC, does not confer resistance to ddG nor ddT (Gu et al., 1994). How
is this selectivity in resistance conferred? In the HIV-1 RT ternary complex,
K65 contacts both the �- and �-phosphates of the bound dNTP (Huang et
al., 1998), positioning the substrate for base pairing with the complementary
template residue and for the catalysis of phosphodiester bond formation
with the 3�-OH of the primer terminal nucleotide. Crystal structures of
Thermus aquaticus DNA polymerase I complexed with different dNTPs (Li
et al., 1998) show that dNTP binding is also primarily due to interactions
of the enzyme with the phosphate component of the nucleotide. However,
despite the similarity in binding interactions, the orientations of the nucleo-
side (base and sugar) of each of the four bound natural dNTP molecules
are subtly different, suggesting that mutation of one of the phosphate-
contacting residues could lead to a considerable change in specific dNTP
positioning for catalysis. If the 3�-OH of the natural dNTP is also crucial
for correct positioning of the substrate for catalysis, then loss of this contact
(the 3�-OH is missing in all NRTI antivirals) could lead to even more
deleterious effects on interaction and thereby to high-level resistance. Recent
studies in our laboratory show that when HIV-1 RT K65 is replaced with
amino acids other than arginine, the enzyme not only loses catalytic effi-
ciency, but the ability to discriminate between dNTP substrate and the
corresponding NRTI-TP inhibitor is lost (Sluis-Cremer et al., 2000).

The recent crystal structure of the RT–T/P–dNTP ternary complex
shows that drug-resistance mutations in the ‘‘palm’’ subdomain also cluster
around the dNTP binding site (Huang et al., 1998). Interestingly, Q151
makes significant contacts with the nucleotide deoxyribose sugar; mutation
of this residue would also influence the binding orientation of dideoxynucleo-
tide triphosphate molecules.
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1. HIV-1 Resistance to Specific NRTIs

a. Resistance to 3TC HIV resistance to 3TC develops very rapidly both
in vitro and in vivo (Schinazi et al., 1993; Tisdale et al., 1993; Schuurman
et al., 1995). This resistance is due to a single mutation in RT, M184V,
which leads to up to 1000-fold resistance to 3TC as well as cross-resistance
to ddI and ddC (about 8-fold resistance) (Schinazi et al., 1993; Tisdale et
al., 1993; Gao et al., 1993). Importantly, the M184V mutation restores
AZT sensitivity to AZT-resistant HIV-1, despite the continued presence of
AZT-resistance mutations. This restoration of AZT sensitivity may be one
of the reasons for the success of AZT�3TC combination chemotherapy.

In wild-type RT, M184 makes contact with both the sugar and the base
of the 3�-terminal nucleotide of the primer (Tantillo et al., 1994; Huang et
al., 1998). In the 3TC-resistant M184V mutant, the �-branched side chain
of valine can also contact the sugar moiety of the bound dNTP substrate
(Huang et al., 1998). Molecular modeling shows that the configuration of
the oxathiolane ring of 3TC is such that the valine 184 residue in the mutant
sterically hinders 3TC-TP binding and prevents correct positioning of the
bound 3TC-TP for catalysis.

b. Resistance to ddI and to ddC The L74V mutation provides a 6- to 26-
fold reduction in sensitivity to ddI (St. Clair et al., 1991). This mutation
also leads to cross-resistance to ddC, but partially restores sensitivity to AZT.
The reductions in sensitivity conferred by the K65R mutation associated with
HIV-1 cross-resistance to ddI, ddC, and 3TC (Gu et al., 1994; Zhang et
al., 1994) are also relatively modest (approximately 5-fold for ddI and ddC
and 20-fold for 3TC). Also noted is T69D, which provides a 5-fold reduction
in sensitivity to ddC but does not impart cross-resistance to other NRTI
(Fitzgibbon et al., 1992). In vitro selection of HIV-1 resistant to d4T has
identified the V75T mutation which confers a 7-fold increase in IC50 as well
as reduced susceptibility to both ddI and ddC (Lacey and Larder, 1994).

c. Resistance to d4T Patients previously treated with AZT show a viro-
logic loss of response to d4T monotherapy with increasing length of d4T
treatment (Spruance et al., 1997). Although mutations in RT that confer
multidrug resistance (see below) also confers resistance to d4T, these muta-
tions are not selected for by d4T therapy alone. Thus, the molecular basis
for d4T resistance remains unclear.

d. Resistance to ABC Abacavir is the most recently approved NRTI and
the first guanosine analog NRTI used clinically (Daluge et al., 1997). Resis-
tance to ABC does not develop readily in vitro and requires at least two to
three mutations in RT to show a significant decrease (about 10-fold) in ABC
inhibitory potency (Tisdale et al., 1997). The decrease in antiviral potency
correlates with a decreased interaction of inhibitor with RT. The mutations
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that arise in ABC resistance include K65R, L74V, M184V, and Y115F.
ABC-resistant HIV-1 is cross-resistant to ddI, ddC, and 3TC, but not to
AZT or d4T (Daluge et al., 1997).

e. Resistance to Adefovir In vitro experiments show that resistance to
adefovir (PMEA) is associated with either of the K70E or the K65R muta-
tions that confer 9- and 16-fold resistance, respectively (Foli et al., 1996;
Mulato et al., 1998). These mutants show cross-resistance to ddC, ddI, and
3TC, but not to AZT (Mulato and Cherrington, 1997).

2. The Novel Mechanism of HIV-1 Resistance to AZT

HIV-1 resistance to AZT seems to involve a mechanism other than
simple alteration of NRTI binding discrimination. HIV-1 mutants with de-
creased susceptibility to AZT were first reported in 1989 (Larder and Kemp,
1989). Wild-type HIV-1 is very sensitive to inhibition by AZT (50% inhibi-
tory concentrations ranging from 1 to 40 nM ), whereas AZT-resistant virus
shows up to 200-fold decreased sensitivity to the drug. This resistance corre-
lates with mutations in the viral enzyme reverse transcriptase (RT), namely
D67N, K70R, T215F/Y, and K219Q (Larder and Kemp, 1989); an addi-
tional mutation (M41L) was subsequently detected (Kellam et al., 1992).
In general, high-level resistance requires the simultaneous presence of several
of these mutations in RT (Larder et al., 1991; Kellam et al., 1992). Despite
the well-validated genotype for AZT resistance and knowledge of the mecha-
nism of AZT inhibition, the phenotype for AZT resistance remained obscure
for more than a decade. Unlike the case in resistance to other NRTIs, RT
possessing AZT resistance mutations is equally as sensitive to inhibition by
AZTTP in vitro as wild-type RT (Wainberg et al., 1992; Lacey et al.,
1992). However, in the past year we and others have proposed phenotypic
mechanisms to account for AZT resistance (Arion et al., 1998; Meyer et
al., 1998; Arion and Parniak, 1999). These new insights have interesting
implications for future combination chemotherapy, as is discussed later in
this chapter.

High-level AZT resistance requires multiple mutations in RT, and these
mutations localize to two different subdomains of HIV-1 RT. The D67N/
K70R mutations occur in the flexible loop between the �3-�4 structures of
the ‘‘fingers’’ subdomain, whereas the T215F/Y and K219Q mutations are
found in the ‘‘palm’’ subdomain (Tantillo et al., 1994).

Arion et al. (1998) have shown that the D67N/K70R and T215F/K219Q
mutations impart distinct phenotypic alterations in RT activity and have
proposed a model for AZT resistance in which an increased rate of RT-
catalyzed pyrophosphorolysis results in removal of chain-terminating AZT
from the 3� end of the primer. Enzyme reactions are intrinsically reversible,
and pyrophosphorolysis is the reverse reaction of DNA synthesis (Fig. 1).
The substrate for pyrophosphorolysis is pyrophosphate, which is the normal
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product of DNA synthesis and is also present at an intracellular concentra-
tion of about 150 �M (Barshop et al., 1991). In this reaction (Fig. 1), the
RT–T/P complex binds pyrophosphate (PPi) which carries out nucleophilic
attack on the phosphodiester bond between the last two nucleotides of the
primer. This results in removal of the 3�-terminal nucleotide from the primer.
If the 3�-terminal nucleotide is a chain-terminator such as AZT, pyrophos-
phorolysis will result in removal of the chain-terminator with the concomi-
tant appearance of a free 3�-hydroxyl, contributed by the nucleotide that
was initially penultimate to the 3�-chain-terminating nucleotide.

The D67N/K70R mutations increase the rate of RT-catalyzed pyrophos-
phorolysis at normal intracellular concentrations of pyrophosphate (Arion
et al., 1998). In addition, these mutations increase RT sensitivity to pyro-
phosphate, leading to decreased binding of AZTTP. This pyrophosphate-
mediated attenuation of AZTTP binding is specific for AZTTP, since the
binding of the natural substrate TTP and the dideoxynucleotides ddCTP
and ddGTP is unaffected by pyrophosphate.

The T215F/K219Q mutations increase the DNA synthesis processivity
of RT; this is due to a decreased rate of T/P dissociation from the mutant
enzyme (Arion et al., 1998; Canard et al., 1998). The increased mutant RT
residence time of the T/P would also provide an increased opportunity for
the pyrophosphorolytic removal of chain-terminating AZT. In the presence
of dNTPs, pyrophosphorolytic removal of the 3�-chain-terminating AZT is
accompanied by renewal of primer extension (viral DNA synthesis). Since
the rate of DNA synthesis (forward reaction) is substantially greater than
the rate of pyrophosphorolysis (reverse reaction) (Arion et al., 1998), the
result is net DNA synthesis. The T215F/K219Q mutation phenotype may
provide a compensatory mechanism for the increased rate of pyrophosphoro-
lysis due to the D67N/K70R mutations. Therefore, high-level viral resistance
to AZT requires multiple mutations in different subdomains of the viral RT.

The second model for the AZT resistance phenotype is based on a newly
discovered reaction carried out by wild-type HIV-1 RT, a ribonucleotide-
dependent phosphorolysis reaction that can remove the chain-terminating
nucleotides from the 3� end of the primer, yielding an extendible primer
terminus and a dinucleoside tri- or tetraphosphate product (Meyer et al.,
1998). The reaction is inhibited by dNTPs that are complementary to the
next position on the template, suggesting competition between dinucleoside
polyphosphate synthesis and DNA polymerization. Since this reaction occurs
in vitro at presumed physiological concentrations of ribonucleotide triphos-
phates, the authors speculate that this reaction may determine the in vivo
activity of AZT and other NRTIs although this interesting mechanism has
not yet been shown to be directly involved in the AZT resistance phenotype at
the time of this writing. However, the chemistry involved in this mechanism,
nucleophilic attack of a polyphosphate oxygen on the phosphodiester bond
between the last two nucleotides of the primer, resulting in removal of
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the 3�-terminal nucleotide from the primer, is identical to that involved in
pyrophosphorolysis. Thus it is quite possible that AZT resistance mutations
that enhance the rate of pyrophosphorolysis may also lead to an enhance-
ment of the RT-catalyzed dinucleoside polyphosphate synthesis reaction.1

D. NRTI Combination Chemotherapy

Since NRTI monotherapy culminates in the emergence of drug-resistant
virus, combinations comprising two or more NRTIs are preferred (Collier et
al., 1996; Johnson, 1996; Perrin and Hirschel, 1996). The use of combination
therapies has resulted in dramatic improvements in stemming the course of
HIV infection in infected patients. It is now recommended that asymptomatic
treatment-naı̈ve patients be started with triple drug combinations when
plasma HIV RNA is above 5000 copies/ml and/or when CD4 levels drop
below 500. Most current combination therapies involve two NRTIs plus a
protease inhibitor, although two NRTIs plus an NNRTI as well as double-
and triple-NRTI combinations are also used.

AZT and d4T combinations are not used clinically because of adverse
effects on CD4� cell counts. However, this combination is also not advanta-
geous from theoretical biological considerations. Both drugs are thymidine
analogs; thus, they would compete with each other and with the natural
nucleotide TTP for interaction with HIV-1 RT during reverse transcription
and thus would likely act as antagonists to each other. Similarly, although
ddC�3TC combinations have been used, they also might be antagonists,
since both are cytidine analogs.

The most widely used NRTI combination is AZT�3TC. This combina-
tion is now available as a single formulation, Combivir, which reduces the
dosage to one pill taken twice daily, a significant improvement over the
multiple dosing regimen required for administration of the drugs in individ-
ual formulations. AZT�3TC combinations have certain therapeutic advan-
tages. The dual-drug regimen significantly delays the development of AZT
resistance compared to that noted with AZT alone (Larder et al., 1995).
Perhaps more importantly, the M184V associated with 3TC resistance re-
stores AZT sensitivity to AZT-resistant HIV-1, despite the continued pres-
ence of AZT resistance mutations (Larder et al., 1995). Recent studies
indicate that the M184V mutation eliminates the increased rate of pyrophos-
phorolysis associated with the D67N/K70R/T215F/K219Q AZT-resistant
RT, thereby restoring chain-terminating activity to AZT (Gotte et al., 2000).
This restoration of AZT sensitivity may be one of the reasons for the success
of AZT�3TC combination chemotherapy. The M184V mutation also in-

1 Note added in proof: The correlation between increased ribonucleotide-dependent phospho-
rolysis and AZT resistance mutations has been demonstrated (Meyer et al., 1999; Arion et
al., 2000).
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creases the fidelity of HIV-1 RT-catalyzed DNA synthesis relative to the wild-
type enzyme (Wainberg et al., 1996). It has been suggested that this increased
fidelity may therefore delay resistance development against other antiretro-
viral agents, such as protease inhibitors (Wainberg and Parniak, 1997).

The newest NRTI to be approved for therapy is abacavir (ABC), which
is administered twice daily. The multiple-NRTI regimen, composed of
ABC�AZT�3TC, requires two pills twice daily, a significant improvement
on other combination regimens and one which might greatly facilitate patient
compliance. ABC�AZT�3TC combinations may demonstrate some degree
of synergy in inhibiting both wild-type and AZT-resistant HIV replication
in peripheral blood mononuclear cells in vitro (Tremblay et al., 1998).
Ongoing clinical trials suggest that triple NRTI therapy is more effective
than two NRTIs alone (Fischl et al., 1999) and that ABC�AZT�3TC triple
therapy is as effective as AZT�3TC plus a protease inhibitor (Staszewski
et al., 1999). These trials are not complete, and additional studies must be
carried out.

Is the use of multiple-NRTI combinations justified from a theoretical
biological viewpoint? NRTIs are ineffective as administered and must be
phosphorylated for antiviral activity. The extent of phosphorylation varies
in different HIV-infectable cell types and differs for each NRTI. Thus, use
of multiple NRTIs may maximize the possibility of having a certain amount
of at least one chain-terminating NRTI in most, if not all, HIV-infectable
cell types. NRTIs are analogs of the natural substrates for DNA polymerases
such as HIV RT. The base moiety of the nucleotide (complementarity to
the template base) is the major determinant for selection by RT for incorpora-
tion into the growing viral DNA chain. Use of multiple NRTIs with different
bases would increase the probability of chain termination of viral DNA and
may in some cases provide for synergy in inhibition of HIV-1 replication
(Villahermosa et al., 1997). However, the use of multiple NRTIs with differ-
ent bases also increases the potential for incorporation into cellular DNA
(in proliferating cells and in mitochondria), which may increase the risk of
toxicity. In addition, as discussed below, the emergence of multidrug-
resistant HIV-1 strains resulting from the use of multiple NRTIs is an increas-
ing problem.

The extraordinary success of the NRTI�protease inhibitor combination
therapies is due in large part to the fact that these combinations are directed
at two different viral targets, reverse transcriptase and protease. Multiple-
NRTI therapies are directed at a single viral target, the active site of HIV
reverse transcriptase. While multiple-NRTI regimens such as ABC�
AZT�3TC increase the probability of chain termination of viral DNA, only
one NRTI can bind to RT at any given time; thus synergistic inhibition of
HIV replication may be less likely. Furthermore, RT is able to overcome
the theoretically irreversible blockage of continued viral DNA synthesis once
a chain-terminating NRTI has been incorporated by means of pyrophosphor-
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olysis (as discussed above for AZT resistance). This is an intrinsic activity
of RT from NRTI-resistant HIV as well as wild-type drug-sensitive virus.
The intrinsic pyrophosphorolytic activity of HIV reverse transcriptase may
prevent NRTI from being 100% effective in eliminating viral reverse tran-
scription.

1. NRTI Combination Therapy: The Emerging Problem of
Multidrug Resistance

Since NRTI monotherapy culminates in the emergence of drug-resistant
virus, combinations comprising two or more NRTIs are preferred (Collier
et al., 1996; Johnson, 1996; Perrin and Hirschel, 1996). Indeed, triple-NRTI
therapy consisting of AZT�3TC�ABC is being considered as an alternative
to NRTI�protease inhibitor combinations in certain cases (Fischl et al.,
1999; Staszewski et al., 1999). In general, the time to development of
HIV-1 resistance to multiple-NRTI treatment in vitro is prolonged relative
to the development of resistance to any individual drug; this generally trans-
lates into a prolonged and sustained antiviral effect in vivo. Nonetheless,
HIV-1 drug-resistance development remains a significant problem in NRTI
combination chemotherapy, all the more so since it is becoming increasingly
obvious that HIV-1 strains that replicate under combination-NRTI pressure
exhibit multidrug resistance (Shafer et al., 1994; Shirasaka et al., 1995;
Iversen et al., 1996).

A chronological study of the HIV-1 variants that developed over length
of exposure (up to 48 months) to combinations of AZT with either ddC or
ddI revealed the appearance of a series of five mutations; similar results were
noted in either simultaneous or sequential therapeutic regimens (Shirasaka et
al., 1995). The Q151M mutation appears first and by itself is sufficient to
confer multidrug resistance to HIV-1, providing 10-fold resistance to AZT,
20-fold resistance to ddC, and 5-fold resistance to ddI in cell-culture virus-
replication assays (Shirasaka et al., 1995). Subsequently, four additional
mutations, A62V, V75I, F77L, and F116Y, further increase the level of
drug resistance. HIV-1 containing all five mutations shows over 300-fold
resistance to AZT and about 40-fold resistance to ddC and to ddI in vitro
(Shirasaka et al., 1995). Recombinant RT possessing the Q151M mutation
exhibited high-level resistance to each of ddATP, ddCTP, ddGTP, ddTTP,
and AZTTP (Ueno et al., 1995, 1997).

A disturbing report of the development of an HIV-1 strain resistant to
all NRTI and the majority of NNRTI in a patient treated sequentially with
AZT, ddI, ddC, 3TC, and d4T, as well as a nonnucleoside inhibitor, has
been presented (Schmit et al., 1996). The RT mutations that arose in this
multidrug-resistant HIV-1 strain were identical to those described above,
but also included K103N, which confers HIV-1 resistance to many NNRTIs.

Multidrug therapy also leads to the generation of insertion mutations
in HIV-1 RT, with two serine residues inserted between RT residues 68 and
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70 (De Antoni et al., 1997; Tamalet et al., 1998; Winters et al., 1998).
These insertion mutants were initially considered to be due to d4T resistance;
however, it is now clear that these insertions are not selected by d4T in the
absence of prior NRTI therapy, particularly extensive treatment with AZT.
HIV-1 with insertion mutations are resistant to most clinically used NRTIs
(including AZT, 3TC, d4T, ddC, and ddI), and the multidrug resistance
phenotype is generally evident only when the insertion mutations are accom-
panied by the AZT resistance mutations L210W and/or T215Y.

Thus, resistance development remains a problem even with multiple-
NRTI treatment regimens. Use of multiple NRTIs appears to promote the
development of multidrug-resistant HIV-1 strains which seriously compro-
mise continued treatment of patients infected with these strains. Current data
concerning the benefit of multiple-NRTI treatment, without concomitant
administration of either protease inhibitors or NNRTI, are incomplete and
some caution should be exercised in promotion of these treatment regimens.

IV. Nonnucleoside HIV-1 RT Inhibitors (NNRTI)

NNRTIs are chemically distinct from nucleosides and, unlike the NRTIs,
do not require intracellular metabolism for activity—they work ‘‘right out
of the box,’’ so to speak. Literally thousands of NNRTIs have been described,
including derivatives of 1-(2-hydroxyethoxymethyl)-6-(phenylthio)thymine
(HEPT) (Miyasaka et al., 1989), tetrahydroimidazo[4,5,1-jk] [1,4]benzodia-
zepin-2(1H )-one and -thione (TIBO) (Pauwels et al., 1990), nevirapine (Mer-
luzzi et al., 1990), pyridinones (Goldman et al., 1991), bis(heteroaryl)pipera-
zine (BHAP) (Romero et al., 1991), �-anilinophenylacetamide (�-APA)
(Pauwels et al., 1993), carboxanilides (Bader et al., 1991), and many other
subclasses of compounds.

As can be seen for the representative structures illustrated in Fig. 3,
NNRTIs are a chemically heterogeneous group and thus may have very dif-
ferent pharmacokinetic and metabolism profiles. Nonetheless, they share a
number of common features, including significant hydrophobicity, aromatic
structure, and small size (�600 Da). NNRTIs are almost exclusively specific
for HIV-1 RT, with little or no activity against even closely related enzymes
such as HIV-2 RT, and therefore NNRTIs generally do not exhibit substan-
tial toxicity. Even so, NNRTIs are xenobiotics and as such have the poten-
tial to induce unexpected toxicity; this is especially obvious with efavirenz
(see below). Despite the apparently improved toxicity properties of NNRTIs
compared to NRTIs, the former have not been widely used in treatment of
HIV-1 infection, primarily because HIV-1 rapidly develops resistance to early
generations of NNRTI, sometimes within 2–3 weeks of therapy.

NNRTIs interact with HIV-1 RT by binding to a single site on the p66
subunit of the HIV-1 RT p66/p51 heterodimer, termed the nonnucleoside
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FIGURE 3 Structures of some nonnucleoside reverse transcriptase inhibitors (NNRTIs).
Illustrated are nevirapine (1); delavirdine (2); efavirenz (3); the HEPT derivative MKC-442
(4); loviride (5); trovirdine (6), HBY 097 (7); and the carboxanilides UC84 (8), UC38 (9),
and UC781 (10).

inhibitor binding pocket (NNIBP). This site is in the ‘‘palm’’ subdomain of
p66, close to but distinct from the RT polymerase catalytic site. Accordingly,
NNRTIs inhibit RT by noncompetitive or uncompetitive mechanisms. The
NNIBP has been well-defined by cystallographic characterization of numer-
ous RT–NNRTI complexes (Kohlstaedt et al., 1992; Smerdon et al., 1994;
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Ren et al., 1995a,b, 1998; Ding et al., 1995a,b; Das et al., 1996; Hopkins
et al., 1996; Esnouf et al., 1995, 1997; Hsiou et al., 1998). The NNRTI
binding site is a highly hydrophobic pocket composed primarily of amino
acids from secondary-structure elements of the p66 palm subdomain. A
probable solvent accessible entrance to the NNIBP is located at the p66/
p51 heterodimer interface, ringed by residues L100, K101, K103, V179,
and Y181 of the p66 subunit and E138 of the p51 subunit. Most of the
amino acid residues that form the NNIBP are hydrophobic and five of them
have aromatic side chains. The only hydrophilic residues around the pocket
(K101 and K103 of p66 and E138 of p51) are located at the entrance.

Although NNRTIs were discovered nearly a decade ago and have better
toxicologic properties than NRTIs, clinical use of these compounds has
been minimal due to rapid resistance development, which convinced many
pharmaceutical companies to abandon continued development of NNRTIs
as anti-HIV therapeutics. However, the increasing failure of HIV-1-infected
patients on NRTI�protease inhibitor combination therapies has stimulated
renewed interest in NNRTIs, especially in NRTI�NNRTI combination ther-
apy, possibly as a first-line treatment to preserve the more potent protease
inhibitors for second-line therapy against HIV-1 infection.

A. NNRTIs in Current Clinical Use

As of mid-1999, only three NNRTIs have been approved for the treat-
ment of HIV-1 infection, namely nevirapine, delavirdine, and efavirenz (Ta-
ble I). Several other NNRTI trials have been abandoned. Because of the
significant delay and expense between discovery of in vitro antiviral activity
of any given compound and the proof of its pharmacologic (in vivo) efficacy,
it is difficult to predict which, if any, NNRTIs in preclinical development
may be used in future treatment of HIV-infected patients. However, it is
certain that future NNRTIs must demonstrate high-potency antiviral activity
against wild-type HIV-1 and a broad spectrum of NRTI and NNRTI drug-
resistant viral isolates, delayed development of resistance, as well as satisfac-
tory pharmacological characteristics such as oral bioavailability, serum half-
life, and minimal side effects.

1. Nevirapine (BI-RG-587; Viramune)

The dipyridodiazepinone nevirapine (Fig. 3) was the first NNRTI ap-
proved for clinical use. The compound has a moderate anti-HIV-1 activity
in vitro (EC50 � 100 nM ). Nevirapine has excellent oral bioavailability
(�90%) and a significantly prolonged serum half-life compared to NRTI.
The major side effect seems to be rash, which can be severe enough to
warrant discontinuation of therapy in about 5% of patients.

Nevirapine induces the CYP3A family of cytochrome P450 enzymes.
The NNRTI is therefore a potent inducer of its own metabolism, leading
to a twofold increase in clearance rate after about 2 weeks of administration.
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This induction also creates the potential for clinically significant drug interac-
tions. Nevirapine decreases the plasma levels of rifampin and rifabutin and
certain HIV-1 protease inhibitors including saqinavir and indinavir. Thus,
nevirapine�protease inhibitor combination therapy is unlikely to be of use.

Resistance to nevirapine develops rapidly both in vitro and in vivo,
and resistant HIV-1 strains are detected within a month after the start of
nevirapine monotherapy (Richman et al., 1994). Numerous mutations in
the NNIBP have been associated with nevirapine resistance, including L100I,
K103N, V106A, Y188C, and Y181C; the latter appears to be the most
common. Any one of these single point mutations in the NNIBP confer
high-level HIV-1 resistance to nevirapine.

2. Delavirdine (U-90152; Rescriptor)

Delavirdine (Fig. 3) is a bis(heteroaryl)-piperazine (BHAP) derivative,
with an antiviral potency similar to nevirapine (Dueweke et al., 1993a).
Delavirdine has excellent oral bioavailability (�85%), but a relatively low
serum half-life, which requires more frequent dosing than nevirapine.

Delavirdine, like nevirapine, undergoes hepatic metabolism by the
CYP3A4 cytochrome P450 system. However, in contrast to nevirapine,
delavirdine reduces P450 activity, thereby inhibiting its own metabolism.
As well, delavirdine apparently increases the steady-state concentration of
the protease inhibitors saquinavir and indinavir and may therefore be useful
in combination with protease inhibitors. As for nevirapine, resistance to
delavirdine develops rapidly, due to point mutations in the NNIBP such as
K103N, V108I, Y181C, and P236L. The latter mutation is not noted in
resistance to other NNRTIs and does not confer NNRTI cross-resistance but
may actually increase sensitivity to other NNRTI (Dueweke et al., 1993b).

3. Efavirenz (DMP-266; Sustiva)

Efavirenz (Fig. 3) is a benzoxazinone with exceptionally potent antiviral
activity against HIV-1 (EC50 �1 nM ). Efavirenz has a serum half-life similar
to nevirapine and crosses the blood–brain barrier, but is less orally available
(� 40%). The drug has a high degree of protein binding (�99%). Efavirenz
also seems to produce more pronounced side effects than either nevirapine
or delavirdine. The most serious are a range of CNS symptoms including
insomnia, confusion, and abnormal dreams and hallucinations, which may
lead to patient-initiated discontinuation of therapy. Efavirenz may induce
the CYP3A family of cytochrome P450 enzymes, thereby affecting its own
metabolism and that of other drugs.

The value of efavirenz in HIV therapy is its exceptional antiviral potency
and activity against many single mutation NNRTI-resistant HIV-1 isolates,
particularly those resistant to nevirapine and delavirdine (Young et al.,
1995). However, certain mutations such as K101E, K103N, and Y188L
confer moderate to high-level resistance to efavirenz.
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B. NNRTIs under Clinical Trial Investigation

A number of other NNRTIs are under clinical trial investigation, includ-
ing the HEPT derivative 6-benzyl-1-ethoxymethyl-5-isopropyluracil (MKC-
442; Fig. 3), the �-anilinophenylacetamide Loviride (Fig. 3), and Trovirdine
[a phenylethylthiazolyl thiourea (PETT) analog; Fig. 3]. All of these show
good to excellent inhibition of HIV-1 replication in vitro, with EC50 values
ranging between 1 to 14 nM.

One of the most promising new NNRTIs is HBY 097 ([S]-4-isopropoxy-
carbonyl-6-methoxy-3-methylthiomethyl-3,4-dihydroquinoxaline-2[1H]-
thione; Fig. 3), an NNRTI of the quinoxaline class that is a potent inhibitor
of HIV-1 replication (EC50 �1 nM ) (Kleim et al., 1995). Resistance to HBY
097 selects for a G190E/Q mutation, which reduces the catalytic efficiency
of RT (Kleim et al., 1994); resistant HIV-1 strains might then demonstrate
attenuated replication efficacy, which could assist in maintaining reduced
viral loads. Phase 1 clinical trials indicate that HBY 097 is well tolerated
and effective at suppressing viral load (Rubsamen-Waigmann et al., 1997).

C. NNRTIs in Preclinical Development:
The Carboxanilides and Thiocarboxanilides

There are numerous NNRTIs that have been identified as having potent
inhibitory activity against HIV-1 in vitro. However, detailed mechanistic
analyses have been carried out primarily with the carboxanilide/thiocarboxa-
nilide class of NNRTI; these studies have provided useful biochemical and
virological information, and some surprises, that may provide a foundation
for the development of future NNRTIs. Information derived from studies
of this class of NNRTIs is provided throughout this and subsequent sections
of this chapter.

Carboxanilide NNRTIs are derivatives of oxathiin carboxanilide (2-
chloro-5-[[5,6-dihydro-2-methyl-1,4-oxathiin-3-yl)carbonyl]amino]benzoic
acid, 1-methylethyl ester; UC84; Fig. 3), which was identified as an antiviral
agent in the NIH high-throughput screening program (Bader et al., 1991).
Continued design and synthesis of new carboxanilide NNRTIs by chemists
at Uniroyal Chemical Company Research Laboratories have provided a
series of increasingly potent NNRTIs which have been exceptionally useful
in elucidating the mechanism of NNRTI action.

The anti-HIV-1 activity of the first-generation UC84 (EC50 � 400 nM )
is about 10-fold less than that of the second-generation compound UC38
(Fletcher et al., 1995b) (Fig. 3); inhibition by the latter is also somewhat
less affected by single point mutations in the RT NNIBP (Balzarini et al.,
1995). Continued development of UC analogs has resulted in UC781 (N-[4-
chloro-3-3-methyl-2-butenyloxy)phenyl]-2-methyl-3-furanocarbothiamide;
Fig. 3), one of the most potent NNRTIs yet described (Balzarini et al.,
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1996b; Barnard et al., 1997). UC781 is active against almost all HIV-1
strains with single point mutations in the NNIBP (Balzarini et al., 1996b)
and retains significant antiviral activity against certain double mutants (Mo-
takis et al., 1999). Preliminary studies show that UC781 has good oral
bioavailability in a number of animal species (Buckheit et al., 1997).

UC781 was the first NNRTI identified as being a tight-binding inhibitor
of HIV-1 RT (Barnard et al., 1997). UC781 binds rapidly to RT, but once
bound dissociates very slowly (on the order of minutes to hours). RT is
thereby inactivated for extended periods of time following a single ‘‘pulse’’
exposure to UC781. UC781 binds to each of the three RT mechanistic
forms, with the strongest interaction to the RT–T/P–dNTP ternary complex
(Barnard et al., 1997).

Variable-temperature NMR studies show that UC781 is more flexible
than other NNRTIs such as nevirapine and can exist in both cis and trans
configurations (specified by the position of the hydrogen on the thioamide
nitrogen relative to the sulfur of the thioamide). Both of these configurations
can be readily modeled into the NNIBP (Motakis et al., 1999) and likely
contribute to the overall tight-binding nature of the inhibition and to the
ability to bind to all three RT mechanistic forms. This flexibility of UC781
may also be a factor in the ability of the compound to inhibit many NNRTI-
resistant HIV-1 strains (Balzarini et al., 1996b). Importantly, UC781 is a
‘‘dead-end’’ inhibitor of wt RT, a characteristic not described for other
NNRTIs. The nevirapine–RT complex catalyzes a low but definite rate of
DNA polymerization even when RT is fully saturated with inhibitor. In
contrast, The UC781–RT complex has no detectable enzymatic activity.
Thus, the high potency of UC781 is due to multiple parameters including
interaction with multiple RT mechanistic forms, tight-binding, and the
‘‘dead-end’’ nature of the inhibition (Motakis et al., 1999).

C. Mechanism of NNRTI Inhibition

NNRTIs bind to the same region of RT, thus the basic mechanism of
inhibition might be expected to be similar for each compound. The molecular
events involved in NNRTI inhibition are, however, still not completely
understood and may depend on the mechanistic form(s) of RT to which the
inhibitors can bind.

Analysis of the structures of potent NNRTIs indicates a number of
features of the inhibitor pharmacophore important for interaction with the
NNIBP (Tucker et al., 1996). These include an aromatic ring capable of �-
stacking interactions, an amide N-H able to participate in hydrogen bonding,
and one or more hydrocarbon-rich regions to participate in hydrophobic
contacts. The NNIBP does not exist as a specific binding pocket in RT.
Rather, the side chains of the RT residues comprising the NNIBP adapt to
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each bound NNRTI in a specific manner, closing down around the surface
of the drug to make tight van der Waals contacts (Kroeger-Smith et al., 1995).

Several possible mechanisms for the inhibition of HIV-1 RT by NNRTI
have been suggested:

1. Conformational changes in the NNIBP induced by NNRTI binding
may reposition certain structural elements of RT, thereby distorting the
precise geometry of the nearby polymerase catalytic site, especially the highly
conserved YMDD motif. There is compelling crystallographic evidence for
this possibility (Esnouf et al., 1995).

2. Certain NNIBP residues participate in structural elements that com-
prise the ‘‘primer grip,’’ involved in precise positioning of the primer DNA
strand in the polymerase active site (Jacobo-Molina et al., 1993). NNRTI
binding deforms these structural elements, thereby inhibiting reaction chem-
istry by preventing establishment of a catalytically competent ternary
complex.

3. The NNIBP may normally function as a hinge between the palm and
thumb subdomains. Mobility of the thumb may be important to facilitate
template/primer translocation during DNA polymerization (Kohlstaedt et
al., 1992; Tantillo et al., 1994). Binding of NNRTIs may restrict the mobility
of the thumb subdomain, slowing or preventing T/P translocation and
thereby inhibiting facile elongation of nascent viral DNA.

In the absence of inhibitors, the rate-limiting step in RT-catalyzed DNA
synthesis is a conformational change in the RT–T/P–dNTP ternary complex
that enables a fast rate of nucleotide incorporation (Majumdar et al., 1988;
Kati et al., 1992; Reardon, 1992, 1993). NNRTIs appear to change the
rate-limiting step so that the chemical step for dNTP incorporation now
becomes limiting (Spence et al., 1995), suggesting that NNRTIs may promote
nonproductive binding of dNTP substrates.

The various mechanisms suggested are not mutually exclusive and
NNRTIs may function by exerting multiple inhibitory effects on RT-
catalyzed DNA synthesis.

1. The Role of Multiple RT Mechanistic Forms in
NNRTI Inhibition

A number of crystal structures of wild-type and drug-resistant RTs
complexed with a variety of NNRTIs have been available for some time
(Kohlstaedt et al., 1992; Smerdon et al., 1994; Ren et al., 1995a,b, 1998;
Ding et al., 1995a,b; Das et al., 1996; Hopkins et al., 1996; Esnouf et al.,
1995, 1997; Hsiou et al., 1998). These structures should be extraordinarily
useful in the de novo rational design of new NNRTIs. However, to date
there has not been a single published example of an RT inhibitor developed
in this manner. Why? We suggest that a major reason lies in the fact that
all of these crystal structures are of complexes of NNRTIs with substrate-
free RT, which is probably not the best RT target for antiviral intervention.
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There are three different RT mechanistic forms prior to the catalytic step:
substrate-free RT, the RT–T/P binary complex, and the RT–T/P–dNTP
ternary complex. These different mechanistic forms have different conforma-
tions, as determined biochemically (Wu et al., 1993) and by crystallography
(Jacobo-Molina et al., 1993; Rodgers et al., 1994; Hsiou et al., 1996; Huang
et al., 1998). While NRTI will bind productively only to the binary complex,
NNRTIs have the possibility to bind to any or all of the different RT
mechanistic forms.

It has been suggested that certain pyridinones and TIBO derivatives
bind more readily to the RT–T/P binary complex than to substrate-free RT
(Debyser et al., 1991; Goldman et al., 1991). We showed that UC38 and
UC84, which are structurally similar NNRTIs, inhibit via binding to different
mechanistic forms of RT (Fletcher et al., 1995a), with UC84 binding to free
RT and the RT–T/P binary complex and the more potent UC38 inhibiting
only the RT–T/P–dNTP ternary complex. We extended these observations
to show that UC38�UC84 combinations of NNRTIs bind to exhibit synergy
in inhibiting HIV-1 replication in several cell types (Fletcher et al., 1995b)
(Fig. 4). More recent studies in our laboratory show that UC84 and UC38
induce different resistance-related mutations in RT and that RT with high-
level resistance to one of these NNRTIs does not necessarily show high-
level resistance to that which binds to a different RT mechanistic form.
In addition, the development of resistance to synergistic combinations of
UC38�UC84 is delayed compared to that for either NNRTI alone, even
though they bind to RT in a mutually exclusive manner (unpublished data).

FIGURE 4 Synergistic inhibition of HIV-1 replication in cord blood mononuclear cells
by combinations of the structurally similar NNRTIs UC84 and UC38. The data show the
concentration dependence for inhibition of wild-type HIV-1 replication by UC84 alone (�),
UC38 alone (�), and a 1 : 1 molar combination of UC84�UC38 (�). The dashed line is the
calculated inhibition profile for additive inhibition by a 1:1 molar combination of UC84�UC38
using the experimentally determined inhibition constants for each drug. Reproduced with
permission from Fletcher et al. (1995b, Fig. 5, p. 10110).
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These observations provide strong evidence that multiple RT mechanistic
forms exist within the HIV-1-infected cell and that NNRTI targeting of
different RT mechanistic forms may be an important new strategy for anti-
viral intervention.

Our recent studies with tight-binding inhibitors of HIV-1 RT suggest
that the most potent NNRTIs are those which bind with the highest affinity
to the RT–T/P–dNTP ternary complex (Fletcher et al., 1995a; Barnard et
al., 1997; Motakis et al., 1999). These biochemical findings are consistent
with the differences in antiviral potencies of UC84 (which binds to free RT
and RT–T/P binary complex) compared to UC38 (which interacts primarily
with the ternary complex).

A recent crystallographic study found few differences in the interaction
of different carboxanilide NNRTIs with free RT (Ren et al., 1998). However,
we have concerns about the relevance and use of these crystallographic data
for future rational drug design, as they are not consistent with biochemical
and virological data. For example, the data show that UC84 makes signifi-
cantly more contacts with NNIBP residues than does UC781, despite the
fact that UC781 is more than 100-fold more potent against both RT DNA
polymerase activity and HIV-1 replication in vitro (Balzarini et al., 1996b;
Barnard et al., 1997). Harrison and colleagues have developed an elegant
method for trapping the ternary complex for crystallization (Huang et al.,
1998). We suggest that crystallographers should now concentrate on solving
structures of potent NNRTIs bound to the RT–T/P–dNTP ternary complex
in order to provide the basis for future de novo rational drug design.

D. Mechanisms of HIV-1 Resistance to NNRTIs

HIV-1 resistance to NNRTIs correlates directly and unequivocally with
mutations of one or more RT residues in the NNIBP. Mutations associated
with resistance to one or more classes of NNRTIs include L100I, K101E/
I/Q, K103N/Q/R/T, V106A/I, V179D/E, Y181C/I, Y188C/L/H, V189I,
G190A/E/Q/T, and P236L, all of which are in the p66 RT subunit, and
E138K in the p51 RT subunit. As discussed above, the NNIBP residue side
chains may adapt to each NNRTI in a specific manner, as confirmed by
crystallography and molecular modeling (Kohlstaedt et al., 1992; Smerdon
et al., 1994; Ren et al., 1995a,b, 1998; Ding et al., 1995a,b; Kroeger-Smith
et al., 1995; Das et al., 1996; Hopkins et al., 1996; Esnouf et al., 1995,
1997; Hsiou et al., 1998). Due to the specificity in these contacts, mutations
of some NNIBP residue side chains may confer resistance to one class of
NNRTI, while not affecting potency of another (Balzarini et al., 1996,
1997). Nevertheless, mutations of certain residues such as K103 tend to
confer broad-spectrum NNRTI resistance. These residues likely form critical
contacts with the NNRTI pharmacophore.

Mutations of specific NNIBP residues may lead to NNRTI resistance
in a number of ways:
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1. Removal of one or more favorable interactions between the
inhibitor and NNIBP. For example, the Y181C/I and Y188C/L
mutations might eliminate �-stacking interactions between the
NNIBP and the aromatic ring of the NNRTI pharmacophore.

2. Introduction of steric barriers to NNRTI binding. For example,
the G190A/E/Q/T mutations all introduce bulky side chains,
which may prevent binding of NNRTI by sterically interfering
with NNRTI functional groups such as the cyclopropyl ring of
nevirapine.

3. Introduction or elimination of interresidue contacts in the NNIBP.
Such changes could interfere with the ability of other NNIBP side
chains to fold down over the NNRTI.

Any or all of these possibilities might diminish the overall affinity of
the NNIBP for NNRTI. It has also been suggested that mutations in the
NNIBP may not affect the rate of binding of NNRTI such as nevirapine,
but rather may lead to increases in the rate of inhibitor dissociation (Spence
et al., 1996).

While high-level HIV-1 resistance to many NNRTIs such as nevirapine
requires only a single mutation in the NNIBP, significant resistance to more
potent NNRTIs such as the tight-binding inhibitor UC781 requires multiple
mutations in the NNIBP (Buckheit et al., 1997; Balzarini et al., 1998a).
NNRTI conformational ‘‘flexibility’’ may be important in this regard, with
more flexible molecules able to bind more readily to mutant RT. The high
potency of UC781 is due to multiple parameters including binding to multi-
ple RT mechanistic forms, especially the RT–T/P–dNTP ternary complex,
the tight-binding nature of the UC781-RT interaction, and the ‘‘dead-end’’
nature of the inhibition. We have recently determined that multiple muta-
tions in the NNIBP are necessary in order to sequentially eliminate the
multiple parameters of UC781 inhibition (Motakis et al., 1999). RT possess-
ing single mutations such as K103T or V106A shows virtually no resistance
to UC781, and the NNRTI retains its tight-binding nature against these
mutant enzymes. However, these single mutations abolish the ability of
UC781 to act as a ‘‘dead-end’’ inhibitor, with the RT–UC781 complex
showing a low but definite rate of polymerization activity. The presence
of both K103T and V106A abolishes the tight-binding nature of UC781
inhibition and results in greater than 100-fold resistance to UC781. These
mutations decrease UC781 binding to each of the RT mechanistic forms to
a similar extent. In addition, the DNA polymerase activity of the
K103T�V106A RT–UC781 complex is significantly increased compared
to that of the single-mutation RT–UC781 complexes.

E. Combinations of NRTIs and NNRTIs as
HIV Therapy

NNRTIs and NRTIs do not show cross-resistance, thus NRTI�NNRTI
combinations should be well suited for combination chemotherapy. Even
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though NNRTIs have been known for nearly a decade, NRTI�NNRTI
combinations are only now beginning to be used, due to the fact that many
pharmaceutical concerns abandoned NNRTI development after the initial
clinical observations of rapid resistance development. Thus, there is at pres-
ent very little clinical information on the prolonged utility of the use of
NNRTIs in combination therapy. One of the considerations is that NNRTIs
may be used with NRTIs as a first-line treatment of HIV-1-infected patients
in order to save the more potent protease inhibitors for use in case of
treatment failure.

NRTI�NNRTI combinations are promising from a theoretical biologi-
cal viewpoint. NRTIs and NNRTIs bind to two different sites on RT, thus
binding is not mutually exclusive and has the possibility of synergy. Additive
to synergistic antiviral activity in vitro was noted with nevirapine in combina-
tion with one or more NRTIs (Koup et al., 1993; Merrill et al., 1996). Not
surprisingly, significantly greater viral load reductions were seen in patients
treated with AZT�ddI�nevirapine compared to patients treated with
AZT�ddI only (D’Aquila et al., 1996). Similar results were noted in patients
treated with AZT�3TC�delavirdine compared to those treated with
AZT�3TC only. However, the AZT�delavirdine combination was much
less effective than the AZT�3TC combination (Green et al., 1998).

Clinical trials have shown that the AZT�3TC�efavirenz combination
may provide a better virologic response (reduced viral load, improved CD4
levels) than AZT�3TC�indinavir (a protease inhibitor) (Morales-Ramirez,
et al., 1998).

The prolonged use of AZT monotherapy has resulted in the generation
of AZT-resistant HIV-1 strains, resulting in many newly infected treatment-
naı̈ve patients being infected with these resistant strains. Recent studies have
shown that certain NNRTIs may be useful in treating such patients when
used with current NRTIs including AZT. UC781 not only inhibits RT-
catalyzed DNA synthesis, but is also a potent inhibitor of the pyrophosphor-
olytic cleavage of chain-terminating nucleotides from the 3� end of the DNA
polymerization primer, a process that is important in the AZT resistance
phenotype (Arion et al., 1998). Combinations of UC781 and AZT (1 : 1
molar ratio) show high-level synergy in inhibiting the replication of AZT-
resistant virus (Fig. 5), implying that UC781 can restore antiviral activity
to AZT-resistant HIV-1 (Borkow et al., 1999). This restoration effect is not
noted with other NNRTIs such as nevirapine when combined with AZT.
The development of HIV-1 resistance to UC781�AZT combinations is
significantly delayed compared to development of resistance to either drug
alone. Resistant HIV-1 strains that develop in vitro under UC781�AZT
drug pressure show multiple mutations, including V118I, which is not seen
in resistance to either drug alone (Borkow et al., 1999).

Combinations of NNRTIs might in some cases also be useful in therapy,
in a manner somewhat analogous to the use of multiple-NRTI regimens.
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FIGURE 5 The NNRTI UC781 restores antiviral activity to AZT against AZT-resistant
HIV-1. The data show the concentration dependence for inhibition of replication of AZT-
resistant HIV-1 isolate 691A by AZT alone (�), UC781 alone (�), and a 1:1 molar combination
of AZT�UC781 (�). Reproduced with permission from Borkow et al. (1999, Fig. 1, p. 261).

As discussed above, combinations of certain NNRTIs can show synergy
inhibiting HIV-1 replication (Fletcher et al., 1995b). Even though the NNR-
TIs bind to the same site on RT, this synergy is possible because the NNRTIs
interact with this site on different RT mechanistic forms. Thus, it may be
appropriate to use multiple NNRTIs in a therapeutic regimen, depending
on the NNRTI in question.

F. Use of NNRTI as Microbicides

Heterosexual contact is the primary mode of transmission of HIV infec-
tion worldwide. Vaginal microbicides that inhibit HIV transmission during
sexual activities would help to minimize the spread of HIV from infected
to noninfected individuals. Accordingly, the World Health Organization has
established a research priority for the development of effective anti-HIV
vaginal microbicides. Microbicidal agents should act directly on the virus
without the need for prior metabolic activation and should act at replication
steps prior to proviral DNA integration. In addition, the ideal retrovirucidal
agent should be absorbable by uninfected cells in order to provide a barrier
to infection by residual active virus and HIV-infected cells in sexual fluids,
and it should be effective at nontoxic concentrations readily attainable by
topical application in vivo.

Since NNRTIs fulfill many of these parameters, they may be potential
microbicides. Biochemical and virological studies (Barnard et al., 1997;
Borkow et al., 1997a) combined with preliminary preclinical evaluation
(Balzarini et al., 1998b) suggest that UC781 may be very useful in this
respect. HIV-1 infectivity is eliminated in a concentration-dependent
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manner following transient exposure of isolated virions to low concentra-
tions of UC781 (�50 nM ); this may be due to inhibition of endogenous
reverse transcription in these virions, a process which may be important
in sexual transmission of HIV-1. In addition, when chronically infected
H9 cells or peripheral blood lymphocytes isolated from HIV-1-infected
individuals are transiently exposed to UC781, the virus subsequently
produced in the absence of the drug are noninfectious. Importantly,
transient exposure of uninfected cells to UC781 renders these cells refrac-
tory to subsequent HIV-1 infection; this ‘‘chemical barrier’’ to HIV-1
infection persists for extended periods of time following a single low-
dose UC781 treatment. The establishment of this barrier suggests that
while UC781 is taken up rapidly by cells, it enters some cellular compart-
ment, accessible to HIV-1, in which it may remain for extended periods
to exert a continuing protective effect.

Not all NNRTI are useful as microbicides. Transient exposure of
HIV-1 virions to nevirapine did not affect viral infectivity. Similarly, no
‘‘chemical barrier’’ to HIV infection was established by transient nevirapine
treatment of uninfected cells; these cells were as readily infected by HIV-1
as untreated cells (Borkow et al., 1997a). The tight-binding nature of UC781
inhibition likely figures in the microbicidal activity of the drug.

G. Other Inhibitors of HIV Reverse Transcriptase

1. Inhibitors of RNaseH

While many inhibitors of HIV-1 RT DNA polymerase activity have
been developed, very few inhibitors of HIV-1 RT ribonuclease H have been
described. These include the natural product illimaquinone (Loya et al.,
1990), the metal chelator o-phenanthroline (Hizi et al., 1991), and
AZT-MP (Tan et al., 1991). However, none of these inhibitors have good
potency against HIV-1 RT RNaseH (IC50 values �50 �M ).

We recently discovered that certain N-acyl hydrazones are reasonably
potent inhibitors of HIV-1 RT RNaseH. One of these, N-(4-tert-butylben-
zoyl)-2-hydroxy-1-naphthaldehyde hydrazone (BBNH; Fig. 6), inhibits
HIV-1 replication in vitro with good potency (EC50 � 1.5 �M ) (Borkow et
al., 1997b). BBNH is actually a multitarget inhibitor of HIV-1 RT, inhibiting
both the RNA-dependent DNA polymerase and the RNaseH activities of
the enzyme. A series of biochemical studies established unequivocally that
inhibition of RT RDDP activity is due to BBNH binding to the NNIBP,
whereas inhibition of RNaseH activity is due to binding of the inhibitor to
the RT RNaseH domain (Borkow et al., 1997b).

One of the reasons for the paucity of small molecule inhibitors of
HIV-1 RT RNaseH is that the region around the RNaseH active site residues
is rather open and unable to provide sufficient contacts with small molecules
for resonable binding affinity. X-ray diffraction studies show that BBNH is
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FIGURE 6 Structures of HIV-1 RT inhibitors with novel mechanisms of action. Illustrated
are BBNH (1) and TSAOe3T (2).

a flat molecule (Lanthier et al., 1997), and molecular modeling studies
indicate that this planar structure, along with metal interaction, may be
important in binding to the RNaseH domain (Parniak et al., 1998a). We
have used this information to synthesize a number of BBNH analogs, some
of which show significantly improved potency against HIV-1 RT RNaseH
and against HIV-1 replication; characterization of these compounds is in
progress.

2. Inhibitors of HIV-1 RT Dimer Stability and Assembly

The gene for HIV-1 RT encodes a 66-kDa polypeptide; however, the
presumed biologically relevant from of HIV-1 RT is a heterodimer consisting
of two subunits of 66 and 51 kDa. The latter subunit is derived from the
former by proteolytic processing during HIV-1 assembly and maturation.
While the precise kinetics of HIV-1 RT processing and dimerization are still
not well characterized, it is clear that the expression of RT RDDP activity
requires a dimeric enzyme. Inhibition of RT dimerization during HIV-1
assembly and maturation, or disruption of RT dimer stability, might be
novel targets for new RT inhibitor development. Several peptides of 15 to
19 amino acids in length, derived from sequences from the RT connection
subdomain, inhibited the reassociation of organic-solvent-denatured RT
subunits (Divita et al., 1994). There are, however, problems with the use
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of peptides as therapeutics, including limited bioavailability, limited cell
uptake, and the possibility of immune recognition, all of which would limit
accessibility of the peptide to its target.

We have recently identified two small molecules, with very different
structures, that disrupt HIV-1 RT p66/p51 heterodimer stability. These
‘‘molecular crowbars’’1 may be useful leads in the development of RT inhibi-
tors that function at multiple stages of HIV-1 replication. The first molecule
is 1-[2�,5�-bis-O-(t-butyldimethylsilyl)-�-D-ribofuranosyl]-3�-spiro-5	-(4	-
amino-1	,2	-oxathiole-2	,2	-dioxide)-3-ethylthymine (TSAOe3T; Fig. 6).
The TSAO series of RT inhibitors has been known for some time (Balzarini
et al., 1992a, b). Although TSAO derivatives are highly modified nucleosides,
they are generally considered to be NNRTIs because they do not require
metabolic activation and they inhibit RT DNA polymerase activity in a
noncompetitive manner (Balzarini et al., 1992b). However, we have pre-
viously shown that the inhibition of RT-catalyzed DNA polymerization by
TSAO derivatives differs significantly from that of NNRTIs such as nevira-
pine analogs and have suggested that TSAO may interact differently with
RT than other NNRTIs (Arion et al., 1996b). We have now found that
interaction of TSAOe3T with RT results in a 4 kcal mol�1 decrease in the
strength of the p66-p51 subunit association, a significant destabilization.
NNRTIs such as nevirapine and UC781 do not alter the subunit association
strength (Sluis-Cremer et al., 2000).

The N-acyl hydrazone BBNH (Fig. 6) is a multitarget RT inhibitor, as
described above. N-Acyl hydrazones from very stable complexes with Fe(III).
We have found that the Fe(III)BBNH complex retains inhibitory activity
against RT DNA polymerase and RNaseH activities and also destabilizes
HIV-1 RT p66-p51 subunit interactions, similar to TSAO (Parniak et al.,
1998b). Appropriately formulated Fe(III)BBNH inhibits acute HIV-1 infec-
tion, as expected. In addition, transient treatment of HIV-1 chronically
infected H9 cells with Fe(III)BBNH results in the subsequent production of
HIV virions with attenuated infectivity. Fe(III)BBNH thus inhibits HIV
replication at both preintegrational and postintegrational stages. We suggest
that the postintegrational antiviral activity of Fe(III)BBNH may be due to
interference with RT dimerization during HIV assembly and maturation.

V. Conclusions and Future Directions

Reverse transcriptase has been and will continue to be a major target
for anti-HIV drug development. NRTIs will continue to be crucial compo-
nents of anti-HIV combination chemotherapy. Continued development of
NRTI prodrugs may circumvent the variability of cellular phosphorylation

1 We thank Dr. E. Arnold, Rutgers University, for suggesting the term ‘‘molecular crowbar.’’
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to the active metabolite, providing more consistent antiviral activity in multi-
ple cell types and tissue compartments.

Current NNRTIs in preclinical evaluation are exceptionally potent. Sig-
nificant in vitro inhibition is seen with 1:1 molar ratios of NNRTIs to wild-
type RT. It is therefore difficult to imagine future substantive improvements
of NNRTI potency against wild-type enzyme. Drug resistance will continue
to plague HIV therapy. Unfortunately, this problem is likely to limit current
NNRTI long-term efficacy, since just a few mutations in the NNIBP of RT
are sufficient to result in high-level cross-resistance to almost all NNRTIs
extant. However, appropriate combinations of NRTI�NNRTI may act in
synergy to delay the development of resistance, thereby prolonging the clini-
cal utility of NNRTIs. Careful monitoring of patients on such therapies over
the next couple of years will allow assessment of this possibility. Rigorous
investigations of the mechanisms of NNRTI inhibition and resistance will
assist in defining possible new therapeutic combinations. In addition, the
recent solution of the RT–T/P–dNTP ternary complex may finally allow de
novo rational design of new NNRTIs with efficacy against drug-resistant
mutants and which are also refractory to resistance development. This design
should ensure that the binding of new NNRTIs involves significant contacts
with immutable residues of RT in or near the NNIBP, such as W229 and
Y318.

HIV-1 RT RNaseH is an underexplored target for antiviral development.
The identification of N-acyl hydrazones as a class of RNaseH inhibitors
with reasonable potency should provide the basis for the development of
more potent analogs. Similarly, the concept of multitarget inhibitors of RT,
i.e., compounds that inhibit both DNA polymerase and RNaseH activities
(such as BBNH) due to multisite binding to RT, needs further exploration.
Resistance to such multitarget inhibitors might be difficult to develop, due
to the need to introduce mutations at multiple sites in RT.

The development of new RT inhibitors for effective anti-HIV-1 therapy
will remain a considerable challenge. RT has proven to be an amazingly
plastic enzyme, able to accommodate numerous changes in primary structure
while retaining catalytic activity. However, the numerous advances that are
being made in our understanding of RT structure and function will certainly
figure prominently in future RT inhibitor design and may finally yield a
drug with long-term benefit in infected patients.
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I. Introduction

Human immunodeficiency virus type 1 protease (HIV-1 PR) plays an
indispensable role in the viral replication cycle. The PR catalyzes the hydroly-
sis of specific peptide bonds within the HIV-1 Gag and Gag-Pol polyproteins
for its own maturation and to produce the other mature structural and
functional proteins (Darke et al., 1988; Oroszlan and Luftig, 1990). The
active form of the 99-amino-acid-long mature PR is a homodimer. Optimal
catalytic activity of the mature PR and ordered processing of the polyproteins
are critical for the liberation of infective progeny virus (Oroszlan and Luftig,
1990; DeBouck, 1992; Kaplan et al., 1993; Rose et al., 1995). The initial
critical step in the maturation reaction is the formation of an active PR
dimer, formed from two Gag-Pol precursors, which is necessary for the
release of the mature PR from the precursor. Furthermore, the cleavage at
the N terminus of the PR is essential for the liberation of maturelike catalytic
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activity (Louis et al., 1994) and optimal ordered processing of Gag and viral
infectivity (Tessmer and Krausslich, 1998). The level of expression of the
Gag-Pol precursor relative to the Gag and the spatial arrangement of the
PR domain within the Gag-Pol are also important (Krausslich, 1991). Over-
expression of the Gag-Pol precursor results in intracellular activation of
the PR and inhibition of virus assembly, suggesting that concentration-
dependent dimer formation plays a key role in regulating the autocatalytic
maturation of the PR in the viral life cycle (Karacostas et al., 1993).

The mature PR has proven to be a most effective target for antiviral
therapy of AIDS. However, the long-term potency of current PR inhibitors
as therapeutic agents is limited by the rapid development of drug-resistant
variants of the PR. Therefore it is critical to understand the molecular
mechanisms of the proteolytic processes of the wild-type and drug-resistant
mutants of PR in order to aid the development of new inhibitors and thera-
peutic strategies. Viral replication is limited by the relative activity of the
PR for the sequential processing of the polyproteins. Up to 400-fold differ-
ences in the rates of hydrolysis were shown for different cleavage sites in
Gag (Pettit et al., 1994). Thus, it is critical to examine the drug-resistant
mutant forms of the precursor and the mature enzyme for changes in the
structural properties, kinetics, and specificity for natural substrates as com-
pared to the wild-type enzyme.

In this article, we focus on three critical features of the HIV-1 PR,
namely autocatalytic maturation from the precursor, substrate specificity,
and emergence of drug resistance, utilizing protein and peptide design, en-
zyme kinetics, X-ray crystallography, and NMR spectroscopy.

II. Organization of the Gag-Pol Precursor and Molecular
Structure of the Mature PR

The structural and functional proteins of retroviruses are produced
through translation of polycistronic messenger RNAs into precursor proteins
(Oroszlan and Luftig, 1990). In HIV-1, the Gag polyprotein consists of
the structural proteins in the arrangement MA-CA-p2-NC-p1-p6 (Fig. 1
[Genbank: HIVHXB2CG]; Henderson et al., 1992; Wondrak et al., 1993).
The Gag-Pol polyprotein is translated via a mechanism in which a -1 frame-
shift of an adenosine residue changes the open reading frame from Gag to
Pol at a frequency of 5 to 10% ( Jacks et al., 1988; Hatfield et al., 1992).
This ribosomal frameshift site corresponds to the second codon within p1,
leading to the synthesis of the transframe region (TFR or p6*), which links
the structural Gag domain to the functional Pol domain (Fig. 1). Thus, the
structure of Gag-Pol is MA-CA-p2-NC-TFR-PR-RT-IN (Fig. 1; Gorelick
and Henderson 1994). A protease cleavage site separates each of the sub-
domains of the precursors.
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FIGURE 1 Structural organization of the Gag and Gag-Pol polyproteins of HIV-1 (bold
lines). The nucleotide and protein sequence surrounding the translation frameshift site are
shown. Arrows indicate the specific sites of cleavage by the viral PR. The DNA and encoded
amino acids spanning the NC�p1 junction in the Gag polyprotein and NC�TFP and TFP�p6pol

junctions in the Gag-Pol polyprotein are aligned. Bold letters in the DNA sequence denote the
conserved signal sequence required for ribosomal frameshifting. TFP denotes the eight conserved
amino acids flanking NC. The remainder of the transframe region (TFR) constitutes p6pol. The
N-terminal dipeptide sequence of TFP is common with Gag p1. The second amino acid of
TFP is either Leu or Phe at a ratio of �7 : 3, which is dependent upon variation in the
frameshifting mechanism and does not alter the remaining sequence of TFP. The underlined
amino acid sequence represents the tripeptide core of TFP that inhibits the PR. The coding
sequence for the tripeptide Glu-Asp-Leu corresponds to a region in the viral RNA between
conserved regions of the signal sequence and the RNA secondary structure. Nomenclature of
viral proteins is that of Leis et al. (1988).

Retroviral proteases including HIV-1 PR are 99–125 residues in size
and contain the characteristic active site triad, Asp-Thr/Ser-Gly (amino acids
25–27 in HIV-1). They are enzymatically active as homodimers in acidic
conditions and are structurally similar to pepsinlike proteases which function
as monomers. In addition to the catalytic triad, retroviral proteases contain
a second highly conserved region (Gly86-Arg87-Asn88 in HIV-1) that is
not present in the cellular aspartic proteases (Pearl and Taylor, 1987; Cope-
land and Oroszlan, 1988). Even a conservative mutation of Arg87�Lys in
this region renders the enzyme inactive (Louis et al., 1989). Conserved
regions of the PR are important for both catalysis and dimer formation
(Weber, 1990; Gustchina and Weber, 1991). Crystal structures have been
determined of HIV PR in the presence and absence of inhibitors (reviewed
in Wlodawer and Erickson, 1993). The two chemically identical subunits
of the PR dimer are in a nearly symmetric arrangement. Each subunit folds
into a compact structure of �-strands with a short �-helix near the C termi-
nus (Fig. 2). Residues 44–57 of each subunit form a pair of antiparallel
�-strands called the flap. The �-turn at the tip of the flap contains conserved
glycines. The flaps are flexible and are thought to fold down over the sub-
strate or inhibitor and act during catalysis both to bind substrate and exclude
water from the active site. Mutation of flap residues results in dramatic
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FIGURE 2 Crystal structure of HIV-1 PR. Shaded regions in one monomer indicate the
secondary structure of the dimeric enzyme. The three mutations Q7K, L33I, and L63I in the
PR to prevent its intrinsic autoproteolysis (degradation) and the active site aspartic acid residues
of each monomer are shown in a stick representation. Positions of drug-resistant mutations
are indicated in black.

reductions in enzyme activity (Tözsér et al., 1997a). Intersubunit interactions
are found between the two catalytic triads (Asp 25-Gly 27); Ile 50 and Gly
51 at the tip of the flaps; the complex salt bridge between Asp 29, Arg 87,
and Arg 8� from the other subunit; and the �-sheet formed by the four
termini in the dimer (residues 1–4 and 96–99). These terminal residues form
one half of the substrate sequence for cleavage at the p6pol�PR and PR�RT
junctions in the Gag-Pol precursor. The substrate binding site is formed by
residues 8, 23–30, 32, 45–50, 53, 56, 76, 80–82, and 84. In addition, a
number of other PR residues contribute to both the substrate binding and
the interface contacts. These important regions are highly conserved in
sequence among different isolates of HIV-1 (Gustchina and Weber, 1991)
and retroviral proteases share similar structures in these regions (Weber,
1990; Wlodawer and Erickson, 1993).

III. Mechanism and Regulation of PR Maturation

PR-mediated processing of Gag and Gag-Pol and particle maturation
are complex events (Vogt, 1996). The TFR, which flanks the N terminus
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of PR in Gag-Pol (see Fig. 1), is thought to have a role similar to that
observed at the N termini of zymogen forms of cellular aspartic proteases.
In accordance, early studies have demonstrated that a deletion of the TFR
domain leads to a significantly higher rate of processing activity of the Gag-

Pol precursor, suggesting that TFR negatively regulates PR function (Partin
et al., 1991). TFR consists of two domains, the N-terminal transframe
octapeptide (TFP), which is conserved in all variants of HIV-1, and a 48-
to 60-amino-acid variable region p6pol (Gorelick and Henderson, 1994;
Candotti et al., 1994; Louis et al., 1998). TFP and p6pol are separated by a
PR cleavage site (Phylip et al., 1992; Louis et al., 1999a). An isolated
68-amino-acid TFR has no overall stable secondary or tertiary structure,
although a small potential for helix formation at its N terminus was shown
by NMR (Beissinger et al., 1996).

A. Kinetics and Mechanism of Autoprocessing of a
Model Precursor

Since kinetic studies to understand the mechanism of the autocatalytic
maturation reaction of the full-length Gag-Pol polyprotein are difficult to
perform due to the presence of at least nine PR cleavage sites (Fig. 1), a
model PR precursor that contains only the two cleavage sites flanking the
PR domain was developed. This model polyprotein (MBP-
p6pol-PR-
RT;
Fig. 3) was constructed by adding 19 residues of the native reverse transcript-

FIGURE 3 Model and native precursor constructs of the PR. The Gag-Pol polyprotein of
HIV-1 is shown on top (see legend to Fig. 1). The domains TFP, p6pol, and RT flanking the
PR (gray) are shown as closed, hatched, and open boxes, respectively. The dashed gray line
denotes the 38-kDa maltose-binding protein (MBP). The catalytic activities of MBP-
p6pol-
PR-
RT (referred to as MBP-
TF-PR-
Pol in Louis et al., 1994), TFP-p6pol-PR*, p6pol-PR,
and 
p6pol-PR are significantly lower relative to that of the PR-
RT and mature PR.
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ase sequence (
RT) to the C terminus of the PR domain and 12 residues
of the native p6pol region (
p6pol) to its N terminus, which was additionally
fused to the maltose binding protein (MBP) of Escherichia coli (Louis et al.,
1991a). Aggregation of the precursor upon its expression in E. coli allowed
its isolation in an intact form. Upon refolding the protein from 8 M urea,
the model precursor undergoes time-dependent autoprocessing to release
the mature PR in two consecutive steps. Initial mutational studies of the
cleavage sites in the model polyprotein showed that the N-terminal cleavage
is more sensitive to mutations and that it precedes the cleavage at the C
terminus of the PR (Louis et al., 1991a,b). Investigation of the time-
dependent autocatalytic maturation of MBP-
p6pol-PR-
RT by kinetics led
to the mechanism summarized in Fig. 4 (Louis et al., 1994).

1. Processing of the N-Terminal Strands Is Intramolecular

In the mechanism illustrated in Fig. 4, the full-length precursor dimerizes
to form tetrapod 1. The dimeric protein binds inhibitors and substrates in
a similar manner to the mature enzyme, although its enzymatic activity is
significantly lower than that of the mature PR. For autoprocessing to occur,
tetrapod 1, which is not an obligatory intermediate, undergoes a conforma-
tional change to tetrapod 2, in which one of the two N-terminal strands
occupies its active site. Cleavage of the scissile peptide bond at the N terminus
is the rate-determining step for the appearance of enzymatic activity. The
bipod (PR-
RT, see Figs. 3 and 4), which is converted relatively slowly to
the mature PR, has catalytic activity comparable to that of the mature
enzyme. Restricting the cleavage at the p6pol�PR site in the model precursor
leads to reduced cleavage at the C terminus of PR (Louis et al., 1991b). In

FIGURE 4 Proposed mechanism for the autocatalytic maturation of the HIV-1 PR from
the model polyprotein MBP-
p6pol-PR-
RT. The MBP and PR are denoted as large hatched
ovals and small hatched ovals, respectively. Lines represent 
p6pol and 
RT sequences that
flank the PR domain. The PR catalyzes the hydrolysis of its N terminus from a transiently
dimeric MBP-
p6pol-PR-
RT via an intramolecular mechanism to release the intermediate PR-

RT (Step 1). Subsequent conversion of the PR-
RT (bipod) to the mature PR occurs via an
intermolecular mechanism (Step 2). The two conformational isomers of the dimeric MBP-

p6pol-PR-
RT are referred to as Tetrapods 1 and 2. Hatched ovals of the PR domain denote
the low catalytic activity of the PR precursor as compared to the bipod and mature PR.
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vivo, a blocking mutation at the p6pol�PR site in the Gag-Pol precursor
allows maturation of PR to occur at the native TFP�p6pol and PR�RT
sites to release a p6pol–PR intermediate, which, however, is defective in Gag
processing and viral infectivity (Tessmer and Krausslich, 1998).

A similar mechanism for the processing of the PR at its N terminus has
been proposed in studies using a mini-precursor in which a mutated PR
(Ala28�Ser) was fused to 25 amino acids of the native p6pol sequence (
p6pol-
PRAla28�Ser; Co et al., 1994). The mutation Ala28�Ser in the mature PR
lowers the kcat/Km by about 250-fold relative to the wild-type mature PR
and thus permitted the isolation of the precursor upon its expression in
E. coli (Ido et al., 1991). This mini-precursor reportedly undergoes time-
dependent maturation but with no significant change in the catalytic activity,
contrary to our results using the model construct. The proposed mechanism
for the maturation of the HIV-1 PR at its N terminus is strikingly similar
to that observed for the conversion of pepsinogen to pepsin, a monomeric
mammalian aspartic acid protease (Louis et al., 1994).

2. Processing of the C-Terminal Strands Is Intermolecular

Unlike the C terminus of pepsinogen, which is not modified during the
activation process, the C terminus of the HIV-1 PR precursor is processed
to generate the mature PR. The kinetic order of the reaction involving the
bipod monomer (PR-
RT, see Fig. 3; Wondrak et al., 1996) was determined
by following the initial rates of the reaction. A linear relationship between
the rate of conversion (disappearance of the bipod and the appearance of
the mature PR) and the square of the protein concentration (varied over
sevenfold) indicates that the reaction is bimolecular (intermolecular). Unlike
the MBP-
p6pol-PR-
RT, which has very low catalytic activity, both the
kinetic parameters for the hydrolysis of the peptide substrate catalyzed by
the PR–
RT and the inhibition constant determined with a pseudopeptide
inhibitor are indistinguishable from those determined for the mature enzyme.
In addition, the pH profile for kcat/Km is similar to that of the mature PR.
Activity of the bipod or change in the intrinsic protein fluorescence, both
monitored as a function of enzyme dilution, indicated that the majority of
the bipod is in the dimeric form under the protein concentrations employed
in the kinetic studies.

Our results show that the model precursor exhibits very low catalytic
activity prior to the cleavage at the p6pol�PR junction, the N terminus of
PR. In contrast, several mutated PR fusion proteins that either contain a
mutation at the p6pol�PR junction or contain short native or nonnative
sequences flanking the N terminus of PR were shown to exhibit cata-
lytic activities comparable to that of the wild-type mature PR (Vogt, 1996;
Wondrak and Louis, 1996). This raised the question whether the MBP in
our model construct impeded PR folding/dimerization, catalytic activity,
and/or the observed kinetics of the maturation reaction. Therefore the auto-
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processing reaction was also analyzed using a PR precursor linked to the
native transframe region containing the native cleavage sites as described
in the next section.

B. Kinetics of Maturation of Native Precursors

1. Maturation of p6pol-PR Precursor

A native p6pol-PR precursor (see Figs. 1 and 3) containing a native
cleavage site at the p6pol�PR junction was expressed and purified. To circum-
vent aggregation of the precursor associated with Cys thiol oxidation that
may lead to anomalous kinetic measurements of the autoprocessing reaction,
Cys residues 67 and 95 in the PR were replaced with Ala. These mutations
do not alter the kinetic parameters or the structural stability of the mature
mutant enzyme (Louis et al., 1999a). The renatured p6pol-PR undergoes a
time-dependent maturation reaction concomitant with a large increase in
enzymatic activity similar to that of the model precursor (Fig. 5). At �pH
5.0, the reaction proceeds in a single step to produce the mature enzyme,
whereas at pH �5.0 it is characterized by the appearance and disappearance
of a single protein intermediate that migrates between p6pol-PR and PR
bands (indicated by arrow in Figs. 5 and 6; see Louis et al., 1999a). This
intermediate (termed 
p6pol-PR) is generated via cleavage at the Leu24�-
Gln25 site within p6pol (Fig. 3; Zybarth et al., 1994; Louis et al., 1999a).

The formation of these intermediate precursors under suboptimal condi-
tions for the autoprocessing reaction is similar to that observed for the
conversion of the zymogen form of the gastric protease pepsin, which, unlike
retroviral proteases, is a monomeric enzyme (Khan and James, 1998). The
zymogen pepsinogen differs from mature pepsin by a 44-amino-acid-long
positively charged N-terminal proregion. Below pH 2.0, pepsinogen is con-
verted in a single step through an intramolecular maturation process to
pepsin with a homogenous N terminus, whereas at pH 4.0 the activation
product is heterogeneous with multiple N-terminal products (al-Janabi et
al., 1972).

The maturation reaction of p6pol-PR displays good first-order kinetics
similar to those of the model precursor between pH 4.0 and pH 6.5, as
indicated by a linear relation between the rate of increase in maturelike
catalytic activity and protein concentration (inset Fig. 5). Plots of the mea-
sured densities corresponding to the starting material and the product (ma-
ture PR) and the rate of increase in maturelike catalytic activity versus time
are shown superimposed on each other (Fig. 5). The first-order rate constants
for the maturation reaction of p6pol-PR and MBP-
p6pol-PR-
PR are similar
(Louis et al., 1999a). The first-order rate constant displays a bell-shaped
dependency on pH with two ionizable groups having pKas of 4.9 and 5.1
(Louis et al., 1999a). This pH profile is quite similar to that obtained for
the maturation of the mini-precursor 
p6pol-PRAla28�Ser (Co et al., 1994).
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FIGURE 5 (A) Time course of the autocatalytic maturation of p6pol-PR at pH 5.8 in
50 mM sodium acetate at 25�C. Aliquots of the reaction mixture were drawn at the desired
time and subjected to 10–20% SDS–PAGE and immunoblotting. The relative mobilities of
the full-length precursor and mature PR are indicated by arrows. Band intensities were quantified
by densitometry. (B) Time course of the reaction measured by following the increase in enzymatic
activity (�), appearance of PR (�), and disappearance of p6pol-PR (�) at pH 4.8. Inset in B
is a plot of the dependence of the initial rate of the reaction measured by following the increase
in enzymatic activity upon varying the protein concentration. The first-order rate constant
measured by following the appearance of enzymatic activity for the maturation of p6pol-PR
under the same conditions as described for the model precursor are similar (Louis et al.,
1994, 1999a).

The higher pKa of 5.1 observed for the maturation reaction is in agreement
with the pKa values of 4.8 and 5.2 obtained for the mature PR (Polgar et
al., 1994) and PR-
Pol (Wondrak et al., 1996), respectively, and for those
reported using other fusion proteins of the PR (Wondrak and Louis, 1996).
The lower pKa of 4.9 observed for the maturation reaction is about 1.8 pH
units higher than that observed for the wild-type mature PR (Polgar et
al., 1994).



120 Louis et al.

FIGURE 6 Time course of the autocatalytic maturation of TFP-p6pol-PR* at pH 5.0 in
50 mM sodium formate, 0.5 M urea (A), and at pH 6.5 in 25 mM sodium phosphate (C)
buffers. Aliquots of the reaction mixture were drawn at the desired time and subjected to
10–20% SDS–PAGE in Tris–Tricine buffer. Protein bands were visualized by Coommasie
brilliant G250 staining. The relative mobilities of the full-length precursor and product peaks
are indicated by arrows. (B) The time course of the autoprocessing of TFP-p6pol-PR* monitored
by following the appearance in enzymatic activity at pH 4.0 (�) and pH 6.5 (�). The lag in
the reaction time course coincides to the accumulation of the transient intermediate p6pol-PR*
(see A) that is subsequently converted to the mature PR*.
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2. Maturation of TFP-p6pol-PR* Precursor

To conduct structural studies of the PR precursor fused to the intact
transframe region (TFP-p6pol), a construct which spans the Gag-Pol sequence
starting from the NC�TFP junction and ending with the C-terminal amino
acid of the PR was expressed (see Figs. 1 and 3). The PR domain in this TFP-
p6pol-PR* construct bears the following mutations, Gln7�Lys, Leu33�Ile,
Leu63�Ile, Cys67�Ala, and Cys95�A, designed to limit autoprotolysis
(degradation of PR) and to prevent Cys thiol oxidation. Importantly, these
five mutations do not alter the kinetics or the structural stability of the
mature PR* as compared to that of the wild-type mature PR (Rose et al.,
1993; Mildner et al., 1994; Mahalingam et al., 1999; Louis et al., 1999a,b).
However, the accumulation of a small fraction of the full-length precursor
(�5% of the total expressed protein) permitted its purification in just suffi-
cient amounts for kinetic analyses (Louis et al., 1999b).

The full-length precursor TFP-p6pol-PR* has two known native PR cleav-
age sites, TFP�p6pol and p6pol�PR (Figs. 1 and 3). Since PR-catalyzed
hydrolysis of peptides with amino acid sequences corresponding to the two
cleavage sites, TFP�p6pol and p6pol�PR, have comparable kinetic parame-
ters (Phylip et al., 1992; Louis et al., 1998), we anticipated complex kinetics
and multiple products for the maturation of the PR from TFP-p6pol-PR*. In
contrast, TFP-p6pol-PR* undergoes an ordered two-step maturation reaction
(Fig. 6A). At pH 5, the first step involves the cleavage of the peptide bond
at the TFP/p6pol site to produce the transient intermediate p6pol-PR, which
is subsequently converted to the mature PR*. A plot of the rate of appearance
of enzymatic activity versus time is characterized by a lag period followed
by a first-order process indicating that (1) TFP-p6pol-PR* has the same
low catalytic activity as that of the intermediate precursor p6pol-PR* and
(2) cleavage at the N terminus of the PR (p6pol�PR site) is concomitant
with the appearance of maturelike catalytic activity (Fig. 6B). Following the
reaction at pH 6.5 no lag period is observed due to preferential cleavage at
the p6pol�PR site which precedes that of the TFP�p6pol site releasing the
mature PR* (Figs. 6B and 6C).

C. TFP, a Hydrophlic Competitive Inhibitor
of the Mature PR

TFP, the N terminus of TFR, may have a regulatory role for the auto-
processing of the PR from the Gag-Pol precursor in vivo. TFP and its analogs
are competitive inhibitors of the mature PR (Fig. 7A; Louis et al., 1998).
The smallest and most potent of the analogs are tripeptides Glu-Asp-Leu
and Glu-Asp-Phe with Kis of ca. 50 and 20 �M, respectively. Other substitu-
tions or deletions in the tripeptide Glu-Asp-Leu lead to higher Kis. Substitu-
tion of the acidic amino acids in the TFP by neutral amino acids and D- or
retro-D configuration of Glu-Asp-Leu results in a �40-fold increase in Ki.
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FIGURE 7 The hydrophilic TFP is a specific competitive inhibitor of the mature HIV-1
PR. (A) Inhibition of the action of HIV-1 PR by TFP Phe-Leu-Arg-Glu-Asp-Leu-Ala-Phe and
its analogs. The Ki was obtained from a plot of the apparent Km vs [I] for peptides or from a
plot of 1/V vs [I] at saturating concentration of the substrate. Assays were performed in
50 mM sodium formate at pH 4.25 and 2.5 mM DTT. The final enzyme and substrate
concentrations were 150 nM and 390 �M, respectively. All amino acids are of the L-configura-
tion. (B) A plot of inhibition (Ki) by Glu-Asp-Leu for PR-catalyzed hydrolysis of substrate Lys-
Ala-Arg-Val-Nle-Phe(NO2)-Glu-Ala-Nle-NH2 vs pH. The Kis were obtained from plots of
1/V versus [I] at a saturating concentration of the substrate (390 �M ). Reactions were carried
out in 50 mM sodium formate or 100 mM sodium acetate buffers containing 2.5 mM DTT
and 150 nM of PR at 25�C. The line is a calculated curve with a pKa of 3.8 and a Ki of 20 �M.

Unlike other known inhibitors of the HIV-1 PR which are highly hydropho-
bic, Glu-Asp-Leu is extremely soluble in water and its binding affinity to
the active site of the PR is not enhanced by increasing NaCl concentration.
Inhibition of the PR by Glu-Asp-Leu is dependent on the protonated form
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of a group with a pKa of 3.8 (Fig. 7B). This result complements the observa-
tion of the stepwise maturation of TFP-p6pol-PR* at different pH values.
Decreasing pH leads to a higher affinity of TFP to the active site of the PR,
promoting the processing at the TFP�p6pol site prior to the p6pol�PR site.
It was not feasible to investigate the interaction of intact TFP with the PR
under conditions of crystal growth due to its hydrolysis, giving rise to two
products, Phe-Leu-Arg-Glu-Asp and Leu-Ala-Phe. But the interaction of the
tripeptide core of TFP, Glu-Asp-Leu, as studied by X-ray crystallography
is similar to those of other product–enzyme complexes (Louis et al., 1998;
Rose et al., 1996). Similarly, peptides derived from the proregion of pepsino-
gen and prorenin have been shown to act as competitive inhibitors of mature
pepsin and renin, respectively (Dunn et al., 1978; Richards et al., 1992).

D. Influence of Flanking Sequences on the Structural
Stability of Protease Precursors

Loss in enzymatic activity of the mature PR correlates to loss of stable
tertiary structure with increasing urea concentration (Wondrak et al., 1996;
Wondrak and Louis, 1996). The dimeric form of p6pol-PR, which is manda-
tory for the formation of an active site capable of supporting a hydrolytic
reaction, is highly sensitive to urea denaturation compared to the mature
enzyme, which suggests that p6pol-PR is structurally less stable than the
mature PR (Louis et al., 1999a). This result is in agreement with earlier
studies showing that the PR domain, when fused to the 19 amino acids of the
flanking C-terminal RT sequence (PR-
RT) or the short native or nonnative
sequences at its N terminus, is also less stable toward urea denaturation
(Wondrak et al., 1996; Wondrak and Louis, 1996). The above results are
also consistent with results showing that the mature PR is largely dimeric
above 10 nM (Wondrak et al., 1996), whereas inactive N-terminally ex-
tended forms of the PR linked to the TFR fail to dimerize in a qualitative
assay (Zybarth and Carter, 1995).

Dissociation of the dimeric form of the mature PR* (autoproteolysis
resistant) was also measured by following enzymatic activity as a function
of enzyme dilution. Mature PR* exhibits a Kd �5 nM at pH 5.0, similar to
that observed for the mature wild-type PR under identical conditions (Louis
et al., 1999b). Since TFP-p6pol-PR* precursor undergoes cleavage at the
p6pol�PR site as the first step at pH 6.5 (Figs. 6B and 6C), unlike at more
acidic pH values, the simultaneous appearance of the maturelike enzymatic
activity and the mature PR* protein product was used to evaluate the ability
of TFP-p6pol-PR* to undergo dimerization and autocatalytic maturation as
a function of precursor concentration. A plot of specific enzymatic activity
versus precursor concentration shows that the apparent Kd for TFP-p6pol-
PR* is �680 nM (Louis et al., 1999b). The decreased stability to urea and
�130-fold increase in the apparent Kd of TFP-p6pol-PR* as compared to
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the mature PR* indicates that the structural stability of the PR domain is
significantly lower in the precursor.

E. 1H-15N Correlation Spectra of Uniformly Labeled
Precursor and Mature Proteases

The fact that the maturation reaction of the TFP-p6pol-PR* and p6pol-
PR precursors can be monitored by following the increase in enzymatic
activity is clear evidence that there is a large difference between the catalytic
activity of the mature PR and that of PR precursor. The low catalytic activity
seems to be intrinsic to the PR when linked to the native TFR with the
native cleavage sites. This low catalytic activity could be either due to a
conformational difference of the dimeric precursor that does not support
efficient catalysis or could be an apparent effect of the equilibrium that
largely favors the unfolded or partially folded form of the protein relative
to the folded enzymatically active dimer. To analyze the PR precursor by
NMR requires attaining sufficient quantity of the protein.

In other studies, inhibitor-resistant mutants of the PR fused to the intact
TFR were expressed with the aim of understanding the relationship between
PR maturation and drug resistance. One among several of these mutants
that were analyzed for expression shows elevated level of precursor accumu-
lation as compared to the construct TFP-p6pol-PR*. We chose the R8Q
mutant precursor (termed TFP-p6pol-PR*Q) as a good source for preparing
sufficient amounts of precursor. Although the mature PR*Q is more sensitive
toward urea denaturation than PR*, the dissociation constant (Kd) and
kinetic parameters for mature PR*Q-catalyzed hydrolysis of the peptide
substrate and the inhibition constant for the hydrolytic reaction with inhibi-
tor are comparable to that of the wild-type PR and PR* (Mahalingham et
al., 1999; Louis et al., 1999b). TFP-p6pol-PR*Q undergoes maturation to
release the mature PR*Q, similar in kinetics to that of the TFP-p6pol-PR*
precursor. We therefore employed uniformly 15N-labeled TFP-p6pol-PR*Q

precursor in our subsequent studies of HIV-1 PR maturation.
It appears that for HIV-1 PR, and possibly other viral aspartic proteases,

activation is tightly coupled to folding. This is in contrast to most zymogens
and their corresponding mature enzymes in which the catalytic machinery
is stably preformed and activation is achieved by a conformational change
after peptide bond cleavage which involves removing parts of the polypeptide
chain protruding into or obstructing access to the active site. The TFP-p6pol-
PR precursor protein largely possesses all the hallmarks of an unfolded
polypeptide chain and the 1H-15N correlation spectrum of uniformly labeled
TFP-p6pol-PR*Q precursor protein at pH 5.0 presented in Fig. 8A exhibits
the typical narrow shift dispersion observed for random-coil peptides or
proteins (Wishart et al., 1995). This is true for precursor protein in the
absence or presence of any tight binding inhibitors. Cleavage at the p6pol/
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FIGURE 8 1H-15N correlation spectra of the precursor TFP-p6pol-PR*Q and mature PR*Q

proteases in complex with 10-fold excess of DMP323 in 50 mM sodium acetate buffer, pH
5.2, at 25�C. (Inset) An aliquot of the sample was subjected to 20% SDS–PAGE and stained
with Coomassie brilliant blue G250. There were no degradation products observed in both
preparations but for a minor mature PR product released from TFP-p6pol-PR*Q that occurs at
the protein-folding step even in the presence of excess inhibitor DMP 323.

PR site is concomitant with the appearance of stable tertiary structure and
enzymatic activity. Figure 8B shows the corresponding 1H-15N correlation
spectrum of the mature PR*Q PR complexed with the symmetric tight bind-
ing inhibitor DMP323 (Lam et al., 1994), demonstrating a stable three-
dimensional structure. A comparison of chemical shifts observed for this
mutant complex with previously reported data (Yamazaki et al., 1994)
reveals that the structure of the PR*Q is extremely similar to that determined
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for the wild-type mature enzyme. Viewed in the greater context of zymogen
activation, the HIV-1 PR may represent the most extreme case of activation
by conformational rearrangement, namely the transition from an unstruc-
tured, inactive precursor protein to a stably folded, active mature enzyme.

F. Plausible Mechanism of Regulation of the Protease
in the Viral Replication Cycle

The results of studies using different model and native precursor proteins
of the HIV-1 PR suggest that in HIV-1 and related retroviruses with similar
organization of the Gag-Pol precursor, the transframe region flanking the
N terminus of the PR may function as a negative regulator for protein
folding and dimerization. The low dimer stability of the PR precursor relative
to that of the mature enzyme is an ideal way of preventing enzymatic activity
from emerging until the assembly of the viral particle is complete. Depending
on the pH of the environment in which Gag-Pol maturation takes place,
removal of the transframe region can either occur in two sequential steps
or in a single step. Intramolecular cleavage at the p6pol/PR site to release a
free N terminus of PR is critical for the formation of a stable tertiary structure
of the PR and enzymatic activity (Louis et al., 1999b). Subsequent processing
of the other Gag-Pol cleavage sites will occur rapidly via intermolecular
processes. Contrary to the TFR, the RT domain flanking the C terminus of
PR does not seem to influence the catalytic activity of the PR (Wondrak et
al., 1996; Cherry et al., 1998). The Leu5/Trp6 cleavage within PR could
be viewed as a final step in the PR-associated cascade of events, resulting
in destabilization of the tertiary structure and promoting dissociation of the
dimer, thereby down-regulating the catalytic activity of the PR in the viral
life cycle (Rose et al., 1993; Louis et al., 1999b).

IV. Substrate/Inhibitor Interactions

Important conserved features of PR–inhibitor interactions have been
identified by analysis of crystal structures (Gustchina et al., 1994; Gustchina
and Weber, 1991). This information is critical for the design of high-affinity
PR inhibitors. Most inhibitors resemble peptides with the scissile peptide
bond replaced by a nonhydrolyzable bond, such as the transition-state ana-
logs containing a hydroxyl group instead of the peptide carbonyl oxygen.
The PR interactions with peptidelike inhibitors are expected to resemble the
interactions with the natural substrates (Fig. 9). Residues 8, 23–32, 45–56,
76, and 80–84 from both subunits form the binding site. About seven
residues (P4 to P3�) of peptidelike inhibitors are bound between the catalytic
aspartic acids and the two flexible flaps (Gustchina and Weber, 1991). The
inhibitor is bound in an extended conformation and forms two short
�-sheets with residues 25–29 and flap residues 48–50 from both subunits.
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FIGURE 9 Scheme of HIV PR–inhibitor interactions. (A) Hydrogen bond interactions
between PR residues and the CA�p2 substrate analog as deduced from the crystal structures
(Weber et al., 1997; Wu et al., 1998). Only the PR residues that form hydrogen bond interactions
with the peptide are shown. The substrate residues P3–P4� are shown. Dashed lines indicate
hydrogen bonds. Residues in the second subunit of the PR dimer are indicated with a prime.
Asp 25 and Asp 25� are the catalytic aspartates; Asp 25 is protonated in this scheme. The PR
hydrogen bond interactions with the substrate main-chain amide and carbonyl oxygen atoms
are conserved in different PR–inhibitor crystal structures (Gustchina et al., 1994). The water
molecule shown interacting with the carbonyl oxygens of P2 and P1� is conserved and also
interacts with the amides of Ile 50 and Ile 50�. The PR interactions with substrate side chains
will depend on the particular substrate sequence. The CA�p2 peptide shows an interaction
between the carboxylates of P2� Glu and Asp 30� of the PR. This interaction is expected to
involve a proton on either of the acidic groups. (B) Substrate side chains P4–P4� shown in PR
subsites S4–S4� are indicated by semicircles. This view is approximately perpendicular to the
plane of the hydrogen bonds shown in A. The approximate twofold symmetry axis relating
the two subunits of the PR dimer is shown.

Analysis of the interactions between HIV PR and peptidic inhibitors
showed two major components: (1) Conserved hydrogen bond interactions
between the peptidelike NH and C�O groups of the inhibitor and PR
residues that are largely independent of the sequence (Fig. 9). The amide
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and carboxylate oxygen of Asp29, the carbonyl oxygen of Gly27, and the
amide and carbonyl of Gly48 form conserved hydrogen bond interactions
with the amides and carbonyl oxygens of the substrate or inhibitor in both
subunits. Interactions between the Ile50 amide in both flaps and the carbonyl
oxygen of P2 and P1� are mediated by a conserved water molecule. The
main-chain atoms of the peptidic inhibitors were predicted to make a larger
contribution than the side-chain groups to the total binding energy (Gust-
china et al., 1994). (2) Each amino acid side chain of the inhibitor (P4 to
P3� form a minimum recognition site) fits into successive subsites (S4 to
S3�) formed by PR residues (Fig. 9). This interaction depends on the nature
of the side-chain group at each position of the peptidic inhibitor and is
largely hydrophobic. However, polar groups may form specific hydrogen
bond or ionic interactions, as observed for P2� Glu in the crystal structure
of HIV PR with the CA-p2 analog inhibitor (Weber et al., 1997). The major
determinants of PR specificity are located within the subsites, as deduced by
mutational and kinetic analysis of HIV-1 and Rous Sarcoma virus proteases
(Cameron et al., 1993; Grinde et al., 1992; Cameron et al., 1994). Residues
Gly48 and Val82 are critical for substrate selection in the S1 and S1� subsites,
while Asp30 and Val32 are important residues in the S2 and S2� subsites.

V. Enzyme Specificity

A. Catalytic Mechanism

The catalytic mechanism of HIV-1 PR (Hyland et al., 1991) is similar
to the ‘‘push–pull’’ mechanism of cellular aspartic proteases proposed by
Polgár (1987). The two catalytic Asp 25 residues are structurally adjacent
in the dimer with 2.5–3.0 Å separating the closest carboxylate oxygen atoms
of each residue, suggesting that one Asp 25 is protonated. The two catalytic
aspartates mediate a pH-dependent proton transfer from the attacking water
molecule to the leaving nitrogen atom of the substrate. The reaction proceeds
through a tetrahedral intermediate and involves a physical step (likely the
closing down of the flaps on the substrate molecules) as well as chemical
steps (the proton transfer). Interestingly, the rate-limiting step is dependent
on the amino acid sequence of the substrate (Polgár et al., 1994). Unlike
the serine and cysteine proteinases, which form a covalent acyl-enzyme
intermediate with the substrate, aspartyl proteinases do not form a covalent
intermediate, and therefore they must rely on multiple anchoring of the
substrate to the enzyme on both sides of the scissile bond as shown in Fig.
9. Besides the need for correct catalysis, the extended binding site of retroviral
proteases may have an evolutionary advantage. These RNA viruses mutate
frequently due to the lack of an editing feature of the RT. Since the enzyme
recognizes about seven residues, changes in one or in a few binding subsites
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of the enzyme due to mutations may alter, but do not necessarily abolish
the enzyme activity or consequently the viral replication.

B. Viral Substrates

The major functional role of the HIV-1 PR is the processing of the viral
Gag and Gag-Pol polyproteins in the late phase of replication by catalyzing
the hydrolysis of specific peptide bonds in the cleavage sites indicated in
Fig. 1. The analysis of naturally occurring cleavage sites, which can be
considered as evolutionarily optimized sequences, suggests preferences for
certain amino acids at the site of cleavage and in its vicinity (Table I). At
P1 and P1� positions on either side of the cleaved bond hydrophobic amino
acids predominate, but Val and Ile are not observed. The occurrence of
amino acids at the P1� position is similar to that found in P1, with the
exception that Pro frequently appears in the P1� position. The P1� Pro is
unique for retroviral PR substrates. No other endopeptidase, except pepsin,
is known to hydrolyze cleavage at the imino side of proline. The P2 and
P2� positions are occupied either by hydrophobic or small polar residues,
while various types of residues are found at the outer positions. Two major
types of cleavage sites were proposed for HIV and related proteases, type
1 having-Tyr(Phe)�Pro- at P1-P1� and type 2 having hydrophobic residues
(excluding Pro) at P1 and P1� (Table I; Pettit et al., 1991; Tözsér et al.,

TABLE I Protease Cleavage Sites in HIV-1 Gag and Gag-Pol Polyproteins

Location of the
cleavage sitea P4 P3 P2 P1 P1� P2� P3� Typeb

In Gag
MA�CA Ser Gln Asn Tyr Pro Ile Val 1
CA�p2 Ala Arg Val Leu Ala Glu Ala 2
p2�NC Ala Thr Ile Met Met Gln Arg 2
NC�p1 Arg Gln Ala Asn Phe Leu Gly (2)
p1�p6 Pro Gln Asn Phe Leu Gln Ser (2)
in p6 Lys Glu Leu Tyr Pro Leu Thr 1

In Pol
TFP�p6pol Asp Leu Ala Phe Leu Gln Gly (2)
p6pol�PR Ser Phe Asn Phe Pro Gln Ile 1
PR�RT Thr Leu Asn Phe Pro Ile Ser 1
p66�p51 Ala Glu Thr Phe Tyr Val Asp (2)
RT�IN Arg Lys Ile Leu Phe Leu Asp (2)

a Notations are according to Schecter and Berger (1967).
b Classification of cleavage sites was originally done by Henderson et al. (1998) and later

modified (Pettit et al., 1991; Tözsér et al., 1992; Griffiths et al., 1992). Oligopeptides corres-
ponding to these cleavage sites were correctly hydrolyzed by the mature PR (Darke et al.,
1988; Tözsér et al., 1991; our unpublished results).
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1992, Griffiths et al., 1992). These two types of cleavage sites were proposed
to have different preferences for the P2 and P2� positions, and these prefer-
ences were later confirmed by enzyme kinetics using oligopeptide substrates.

Other viral proteins were later found to be substrates of the HIV-1 PR.
Besides its role in the late phase, it was suggested by experiments with equine
infectious anemia virus that the viral PR was required in the early phase of
viral replication for cleaving the nucleocapsid protein (Roberts et al., 1991).
Subsequently, the nucleocapsid of HIV-1 was confirmed to be a substrate
of HIV-1 PR (Wondrak et al., 1994). The accessory protein Nef was also
found to be a substrate (Freund et al., 1994). However, the significance of
any role of the PR in the early stage is not fully understood.

C. Subsite Preference/Substrate Specificity

The extended substrate binding site of HIV-1 consists of six or seven
subsites, based on analysis of the crystal structures of enzyme inhibitor
complexes (Fig. 9). The extended binding site was also revealed by studies
with oligopeptide substrates where a minimal substrate size of six to seven
residues was required for optimal catalysis (Darke et al., 1988; Moore et
al., 1989; Billich et al., 1988; Tözsér et al., 1991b). The substrate specificity
of the HIV-1 PR has been characterized by using either polyproteins or
oligopeptides as substrates (for reviews see Dunn et al., 1994; Tomasselli
and Heinrickson, 1994). The results are summerized here. The PR cannot
hydrolyze oligopeptides with �-branched amino acids substituted in the P1
position (Phylip et al., 1990). Furthermore, introduction of Pro, Ser, and
Gly into P1 also prevented hydrolysis (Tözsér et al., 1992; Cameron et al.,
1993). Positively charged (Arg) and negatively charged (Glu) amino acids
at P1 or P1� positions are also not preferred in substrates (Konvalinka et
al., 1990; Cameron et al., 1993). Studies with type 1 oligopeptide substrates
indicated a preference at P2 for small residues like Cys or Asn (which is
also one of the most frequent amino acid at this position in the polyprotein)
and preference for �-branched Val or Ile at P2� position for HIV-1 PR
(Margolin et al., 1990, Tözsér et al., 1992). On the other hand, studies of
type 2 substrates showed that �-branched residues, especially Val, were
favorable at P2, while Glu was preferred at P2� (Phylip et al., 1990; Griffiths
et al., 1992). Interestingly, Glu was found to be preferred at P2� in a peptide
series in which the P2-P1� sequence of a type 1 cleavage site (-Asn-Tyr�
Pro-) was introduced into a type 2 substrate. Therefore, a general preference
for P2� Glu by the HIV-1 PR was suggested (Griffiths et al., 1992). However,
P2� Glu was found to be unfavorable in another type 2 series based on a
palindromic sequence having two tyrosines at the site of cleavage (Tözsér
et al., 1997b). In good agreement with the naturally occurring cleavage site
sequences, various residues were acceptable by the S3 and S4� subsites of
HIV-1 (Konvalinka et al., 1990, Tözsér et al., 1992; Cameron et al., 1993),
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while smaller residues were preferred at P4 (Tözsér et al., 1991b). In sum-
mary, HIV PR shows a preference for large hydrophobic residues at P1 and
P1�, smaller hydrophobic residues at P2, and accommodates a variety of
residues at P3 and P3�, while the P2� preference depends on the peptide se-
quence.

The different preferences for P2 and P2� residues as a function of the
residues present at P1 and P1� suggested that the preference for the amino
acid at certain positions might strongly depend on the sequence context and
conformation of the peptide substrate. The sequence context dependence
of the HIV-1 PR was studied for the whole substrate by using doubly and
multiply substituted peptides (Ridky et al., 1996; Tözsér et al., 1997b). This
structural dependence of the substrate specificity arises from the extended
conformation of the bound substrate, as deduced from the crystal structures
of PR with peptidelike inhibitors (Fig. 9). The specificity depends on the
type of amino acid present in neighboring positions in the sequence (i.e.,
P2 and P1 or P1 and P1�) as well as amino acid side chains that are adjacent
in the extended peptide structure (e.g., the side chain of P2 is next to the
side chain of P1�, and P1 is next to P2�). The context dependence may
substantially contribute to the high specificity of the retroviral proteases,
although this is not apparent from the amino acid sequences of the naturally
occurring cleavage sites (Table I). Understanding the strong sequence context
dependence of the HIV PR substrates has important implications for both
the development of drug resistance and the design of new drugs. Mutation
of a PR residue in one subsite will directly influence inhibitor and substrate
binding at that subsite and can also indirectly influence the specificity of the
other subsites. Conversely, changing substrate residues (or inhibitors) at
positions other than those which directly interact with the mutated PR
subsite can complement the initial change and restore the efficient substrate
processing (or the high potency of the inhibitor).

D. Verification of Knowledge of Specificity

Our understanding of the PR specificity has been verified by engineering
Rous sarcoma virus (RSV) PR to recognize the substrates and inhibitors of
HIV-1 PR. The wild-type RSV PR and the almost-identical avian myeloblast-
osis virus (AMV) PR do not hydrolyze most peptides representing the
HIV-1 cleavage sites and exhibit low affinity for inhibitors of HIV-1 PR
(Ridky et al., 1996; Wu et al., 1998). The crystal structures of RSV and
HIV-1 proteases show differences in the substrate binding residues and in
the length of the flaps. Differences in substrate selection have been correlated
with the differences in 9–10 substrate-binding residues of the two proteases
(Cameron et al., 1993; Tözsér et al., 1996). The structurally equivalent
residues of HIV-1 PR were substituted into RSV PR. The individual muta-
tions increase the catalytic rate (Thr38�Ser and Ser107�Asn) or alter the
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substrate specificity (Ile42�Asp, Ile44�Val, Arg105�Pro, Gly106�Val)
relative to the wild-type RSV PR (Cameron et al., 1994). The RSV S9
PR designed with nine substitutions of HIV-1 PR residues, Thr38�Ser,
Ile42�Asp, Ile44�Val, Met73�Val, Ala100�Leu, Val104�Thr,
Arg105�Pro, Gly106�Val, and Ser107�Asn, was shown to hydrolyze
all tested substrates of HIV-1 PR and has high affinity for HIV PR inhibi-
tors (Ridky et al., 1996; Wu et al., 1998). The inhibition constants for the
CA-p2 analog inhibitor are very similar for RSV S9 and HIV-1 proteases
at 20 and 14 nM, respectively.

Crystal structures have been determined for both the RSV S9 and
HIV-1 proteases with the HIV-1 CA-p2 analog inhibitor (Wu et al., 1998).
The RSV S9 interactions with the inhibitor are very similar to those of
HIV-1 PR, with the exception of interactions of the flap residues Asn 61,
Gln63, and His65 with the distal P3 and P4� positions of the inhibitor.
These interactions of the RSV PR flap residues partially substitute for those
of Lys45 and Met46 in the flaps of HIV PR (Fig. 9). This comparison
suggests that the interactions of P2-P3� of the inhibitor with the PR are
most important for affinity since the inhibition constants are very similar
for RSV S9 and HIV-1 proteases despite the differences in the flap residues.
The engineered RSV S9 PR verifies our knowledge of the critical residues
for PR recognition of substrates and inhibitors. The key residues Asp30,
Val32, Pro81, and Val82 are mutated in drug-resistant HIV-1 PR, as pre-
dicted (Cameron et al., 1993).

E. pH-Dependent Processing of the
Gag CA-p2 Cleavage Site

The CA�p2 cleavage site in the HIV-1 Gag precursor is unique in having
a conserved Glu at the P2� position (Table I; Barrie et al., 1996). Cleavage
of the CA�p2 site was shown to be an important regulatory step for the
sequential processing of the Gag precursor (Pettit et al., 1994). The CA�p2
cleavage is also negatively influenced by the p2 domain and is accelerated
at low pH. In order to understand the molecular basis for this critical
processing step, the crystal structure of HIV-1 PR with a reduced peptide
analog of the CA�p2 site was determined (Weber et al., 1997; Wu et al.,
1998). This structure showed a novel proton-mediated interaction between
the carboxylates of P2� Glu and Asp30 of the PR (Fig. 9). The proton-
mediated interaction was also observed in the crystal structure of a mutant
RSV PR with specificity engineered to bind to the same substrate analog
(Wu et al., 1998) and for HIV-2 PR crystallized with a different inhibitor
containing P2� Glu (Tong et al., 1993). Similar interactions between P2�
Glu and Asp30 also occur in the crystal structures of the drug-resistant PR
mutants R8Q, K45I, and L90M (see below; Mahalingam et al., 1999); the
complex of TFP; the N terminus of the transframe region of Gag-Pol with
the HIV-1 PR (Louis et al., 1998); and the product complex with the SIV
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PR (Rose et al., 1996). The conservation of the P2� Glu at the CA�p2
site and its conserved interaction with Asp30 suggest that pH-dependent
processing through protonation of P2� Glu or Asp30 may be a critical
regulatory mechanism for PR-mediated protein processing and particle mat-
uration. Consistent with the above observations, the HIV-1 Vpr tethered to
the CA-p2 peptide gave nearly complete inhibition of viral replication, unlike
the chimera with other peptide substrates (Serio et al., 1997). Also substitut-
ing P2� Glu with Gln of a related chromogenic substrate reduced the catalytic
efficiency by �40-fold at pH 4.0 (Polgar et al., 1994). In accordance with this
result, the D30N mutation substantially decreased the replicative capacity of
the virus in vivo relative to the wild type (Martinez-Picado et al., 1999).

F. Nonviral Substrates

A number of nonviral proteins have been shown to be substrates of
HIV-1 PR (for review see Tomasselli and Heinrickson, 1994). One of the
first reported nonviral protein substrates of HIV-1 PR was LysPE40, a
recombinant derivative of the Pseudomonas exotoxin (Tomasselli et al.,
1990). However, this protein was hydrolyzed at two unexpected sites and
not at the predicted Tyr�Pro site of the flexible arm of the two domains
(Tomasselli et al., 1990). Later, several other nonviral protein substrates
of HIV-1 PR were identified, including calmodulin, G-actin, troponin C,
prointerleukin 1beta, and lactate dehydrogenase (Tomasselli and Heinrick-
son, 1994). The intermediate filament proteins vimentin, desmosin, and glial
fibrillary acidic protein were found to be cleaved in vitro by HIV-1 PR, and
microinjection of the enzyme into the cells resulted in the collapse of the
vimentin intermediate filament network (Shoeman et al., 1990). The micro-
tubule-associated proteins were also found to be substrates of HIV-1 PR
(Wallin et al., 1990). These results indicate that active HIV-1 PR cleavage
of cellular proteins may contribute to the pathogenesis associated with the
retroviral infection (Kaplan and Swanstrom, 1991). Studies of the nonviral
protein substrates provided new cleavage site sequences for databases of
HIV PR substrates (Chou et al., 1996). However, many of these sites were
not confirmed in vitro using peptide substrates. In contrast to the naturally
occurring sequences, it is difficult to accommodate the variety of nonviral
substrates within any sequence classification and many of these cleavage sites
contain charged amino acids, even at P1 or P1� (Tomasselli and Heinrickson,
1994). A majority of the nonviral substrates have Glu at P2� (Chou et al.,
1996), although only 1 of the 11 HIV-1 polyprotein cleavage sites has P2�
Glu (Table I). Therefore, the HIV-1 PR specificity for nonviral protein
substrates appears to differ from its specificity for the viral substrates.

VI. Drug Resistance

Drug resistance is a serious problem for treatment of AIDS infection.
Inhibitors of HIV PR are very potent antiviral agents, and several have been
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approved for treatment of AIDS. The development of antiviral PR inhibitors
is a major success of structure-based drug design (Wlodawer and Vondrasek,
1998). The combination therapy using PR inhibitors as well as inhibitors
of the reverse transcriptase has had a great impact in extending the lifetime
of AIDS patients (Palella et al., 1998). However, the rapid emergence of
drug-resistant HIV poses a severe problem for continuous use of PR inhibi-
tors (Korant and Rizzo, 1997). Moreover, multidrug resistance has been
observed recently in patients on a combination therapy of RT and PR
inhibitors (Shafer et al., 1998). Drug-resistant viruses are selected rapidly
due to the high degree of genetic heterogeneity in HIV. The sequence diversity
arises due to the error-prone HIV RT ( Ji and Loeb, 1992) as well as the
high replicative capacity of the virus (Ho et al., 1995; Wei et al., 1995).
The RT lacks a 3�-5�-exonuclease proofreading function and has an error
rate of �1 in 104. In a fully infected patient as many as 109 virus particles
are produced daily. Therefore, HIV mutates rapidly.

A. Location of Drug-Resistance Mutations

Resistance to PR inhibitors arises from the selection of mutations in the
PR gene (Schinazi et al., 1997). More than 40 mutations have been found
in the PR gene of drug-resistant HIV that alter 28 different PR residues (Fig.
2, Table II). Multiple mutations in the PR accumulate over time in response
to inhibitor therapy (Molla et al., 1996). In addition, compensating muta-
tions can occur in the PR cleavage sites (Doyon et al., 1996; Zhang et al.,
1997). Moreover, the PR gene has extensive natural polymorphisms even
in the absence of inhibitors, and these polymorphisms include many amino
acid substitutions that contribute to inhibitor resistance (Kozal et al., 1996).
Therefore, it is important to understand the molecular basis for drug resis-
tance and to continue the development of new PR inhibitors to overcome
the problem of drug resistance.

Mutations are less likely to occur in residues that are essential for the
catalytic mechanism, dimer formation, and binding of protein substrates
(Table II). About 70% of drug-resistant mutations (Schinazi et al., 1997)
and the majority of natural polymorphisms (Kozal et al., 1996) occur in
less conserved regions of the PR. The sites of these resistant mutations
mapped onto the PR structure are shown in Fig. 2. Many mutations alter
residues in the inhibitor binding site and probably act by directly altering
the PR affinity for the inhibitor. These include the mutations of V82 arising
from exposure to ritonavir or indinavir, Gly48�Val from saquinavir, and
Asp30�Asn from nelfinavir. Drug-resistant mutations of these residues were
originally predicted on the basis of substrate-specificity studies (Cameron
et al., 1993). Other mutations alter residues at the dimer interface, such as
Arg8, Ile50, and Leu97; these mutations may exert an effect on dimer
formation. Unexpectedly, the majority of resistant mutations alter residues



TABLE II Conserved Regions of HIV-1 Protease and Sites of Drug Resistant Mutationsa

K IRV R V
Mutants Q F M I I N I F

* * * * * * *
Wild type P Q I T L W Q R P L V T I R I G G Q L K E A L L D T G A D D T V L

1 10 20 30
------------------------- ------------ ----------------------------------------------------------

Interface Interface Active site/interface
FLV M

Mutants I I I V V V V E P
* * * * * * * *

Wild type E E M N L P G K W K P K M I G G I G G F I K V R Q Y D Q I L V E I
40 50 60

------------------------------
Flap/interface

T TFIS A S
Mutants V S I I T A V D M L V

* * * * * *
Wild type C G H K A I G T V L V G P T P V N I I G R N L L T Q I G C T L N F

70 80 90 99
---------------------------- ------------------------------

Helix/interface Interface

a The conserved (�) active site, flap, helix, interface regions of the dimer and residues that are involved in substrate binding (*) are indicated. Protease mutants
that are selected upon drug treatment are shown (Schinazi et al., 1997).
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that are not part of the inhibitor binding site or the dimer interface. This
category includes Leu90�Met and Asn88�Asp, which commonly arise
from exposure to saquinavir or nelfinavir, respectively. The molecular basis
for the resistance of these distally located mutations is not fully understood.

B. Mutants Exhibit Altered Kinetic Parameters

Resistant PR mutants must act by lowering the PR affinity for the drug
while maintaining sufficient catalytic activity for optimal processing of the
Gag and Gag-Pol polyproteins leading to the production of infective virions.
In order to understand the molecular mechanisms for development of drug
resistance, several groups have studied different inhibitor resistant mutants
of PR. Most studies have used mutants that were selected by the particular
drug of interest and assayed for inhibition and PR activity on a single
substrate (Gulnik et al., 1995; Tisdale et al., 1995; Molla et al., 1996). One
study has probed the substrate selectivity of mutants Arg8�Lys, Val32�Ile,
Val82�Thr, Ile84�Val, Gly48�Val/Leu90�Met, and Val82�Thr/
Ile84�Val using a set of peptides based on the HIV-1 CA-p2 cleavage site
(Ridky et al., 1998). Recently, a broader range of mutants, Arg8�Gln,
Asp30�Asn, Lys45�Ile, Met46�Leu, Gly48�Val, Val82�Ser, Asn88�
Asp, and Leu90�Met, were investigated for the hydrolysis of three critical
cleavage site peptides and their structural stability (Mahalingam et al., 1999).
These studies demonstrate that drug-resistant mutants show alterations in
several molecular and enzymatic properties that include lower affinity for
inhibitor, altered catalytic rate, substrate specificity, and structural stability.

1. Mutants Exhibit Lower Affinity for Inhibitor

Several studies have shown that when a mutant is selected against a
particular inhibitor, the affinity for that inhibitor is reduced (for example,
Gulnik et al., 1995; Tisdale et al., 1995; Molla et al., 1996). Cross-resistance
has also been observed among different inhibitors. The pattern of mutations
and the emergence of cross-resistance are complex and unpredictable (Boden
and Markowitz, 1998). A different pattern of mutations is selected by differ-
ent inhibitors. Exposure to indinavir or ritonavir selects for mutations of
Val82 initially, followed by mutations of a number of other residues. In
contrast, the single resistant mutations Gly48�Val or Leu90�Met arise
from exposure to saquinavir, while Asp30�Asn or Asn88�Asp are com-
monly selected by nelfinavir (Schinazi et al., 1997).

Many of the individual drug-resistant mutations in the inhibitor binding
site have been shown to be critical for substrate specificity. Gly48 and Val82
are important for recognition of the P1 and P1� amino acid side chains and
Asp30 and Val32 are critical for recognition of the amino acids at P2 and
P2� (Cameron et al., 1994; Lin et al., 1995). These mutations are expected
to directly alter the PR affinity for substrates and inhibitors. However, two
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other common resistant mutations, Leu90�Met and Asp88�Asp, are not
part of the substrate or inhibitor binding site, and they must exert an indirect
effect on the inhibitor. Crystal structures of PR–inhibitor complexes show
few differences from the wild type for the mutants that alter inhibitor binding
residues. Direct interactions, mostly changes in van der Waals interactions
between the PR and the inhibitor, appear to be responsible for the lowered
affinity for the inhibitor (Pazhanisamy et al., 1996; Ala et al., 1997). This
analysis again raises the question of how the mutations in regions distant
from the binding site cause resistance.

2. Mutants Exhibit Altered Catalytic Activity
and Substrate Specificity

Resistant mutants show defects in polyprotein processing and decreased
replicative capacity (Zennou et al., 1998; Martinez-Picado et al., 1999). The
defects in maturation arise from altered catalytic efficiency for substrate
hydrolysis. Many PR mutants show reduced catalytic activity on tested
substrates (Gulnik et al., 1995). However, increased catalytic activity on
viral substrates has been observed for some mutants (Ridky et al., 1998;
Mahalingam et al., 1999). The catalytic activity of the PR mutants Arg8�
Gln, Asp30�Asn, Lys45�Ile, Met46�Leu, Gly48�Val, Val82�Ser,
Asn88�Asp, and Leu90�Met was investigated using oligopeptides repre-
senting the cleavage sites CA-p2, p6pol-PR, and PR-RT, which are critical
for viral maturation (Fig. 10; Mahalingam et al., 1999). These PR mutants
include the mutations commonly arising from four inhibitors in clinical
use, saquinavir (Gly48�Val and Leu90�Met), indinavir (Val82�Ser and
Met46�Leu), ritonavir (Val82�Ser), and nelfinavir (Asp30�Asn and
Asn88�Asp) (Boden and Markowitz, 1998). Mutant Arg8�Gln was one
of the first inhibitor resistant mutants to be reported (Ho et al., 1994).
Lys45�Ile is found in combination with Leu10�Phe and Ile84�Val on
exposure to XM323 (Schinazi et al., 1997). The mutants Val82�Ser,
Gly48�Val, Asn88�Asp, and Leu90�Met showed reduced catalytic activ-
ity compared to the wild-type PR (Fig. 10). Mutant Val82�Ser was the
least active, with 2–20% of wild-type PR activity. PR mutants Asn88�Asp,
Arg8�Gln, and Leu90�Met exhibited activities ranging from 20 to 40%
and Gly48�Val from 50 to 80% of the wild-type activity. In contrast, the
D30N mutant showed variable activity on different substrates ranging from
10 to 110% of wild-type activity. Mutants Lys45�Ile and Met46�Leu,
usually selected in combination with other mutations, showed activities that
are similar to (60–110%) or greater than (110–530%) wild type, respec-
tively.

The substrate preference of PR mutants Arg8�Lys, Val32�Ile,
Val82�Thr, Ile84�Val, Gly48�Val/Leu90�Met, and Val82�Thr/
Ile84�Val was studied using peptides with single amino acid substitutions
in the CA-p2 cleavage site (Ridky et al., 1998). These inhibitor-resistant
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FIGURE 10 Relative inhibition, catalytic efficiency, and structural stability of drug-resistant
PR mutants. The PR* and its mutants R8Q, D30N, K45I, G48V, V82S, N88D, and L90M
were studied (Mahalingam et al., 1999). The top plot shows the relative kcat/Km values for
hydrolysis of the peptide substrates representing the CA-p2, p6pol-PR, and PR-RT cleavage
sites. The middle plot shows the relative inhibition for the CA-p2 and p2-NC reduced substrate
analog inhibitors. The bottom plot shows the urea concentration at half maximal activity as
a measure of structural stability of the mutants relative to the wild type.

mutations were selected because they alter residues in specific subsites of
the PR dimer. Residues Val82 and G48 were predicted to be important for
the substrate residue binding in S1 and S1�, and Val32 was predicted to be
critical for binding in S2 and S2� (Cameron et al., 1993). Residue 8 contri-
butes to subsites S1, S1� S3, and S3�, and I84 forms part of S1 and S1�.
Surprisingly, these mutants were similar to the wild-type HIV-1 PR in their
substrate specificity. Only the Arg8�Lys and Val32�Ile mutants had sig-
nificant differences from the wild-type PR. The V32I mutant had significantly
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enhanced activity on peptides with large hydrophobic residues at P1�, while a
smaller enhancement was observed for the Arg8�Lys mutant. This increased
preference for large hydrophobic P1� residues may explain the observed
drug-resistant mutation of P1� Leu to Phe in the Gag p1-p6 cleavage site
(Doyon et al., 1996; Zhang et al., 1997). These cleavage site mutations
showed improved Gag processing and viral replication in the presence of
the drug. Therefore, the altered catalytic rate and altered substrate specificity
of the mutant proteases can contribute to drug resistance by enhancing viral
replication in the presence of drugs.

C. Mutants Exhibit Altered Structural Stability

Since proper folding and dimer formation are essential for catalytic
activity, selected mutants were assayed for their activity as a function of
increasing urea concentration. The resistant mutants vary in their structural
stability as compared to that of the wild-type PR (Fig. 10; Mahalingam et
al., 1999). The mutants Asp30�Asn and Val82�Ser were similar to wild-
type PR in their stability toward urea denaturation, while Arg8�Gln,
Gly48�Val, and Leu90�Met showed 1.5- to 2.7-fold decreased stabil-
ity, and Asn88�Asp and Lys45�Ile showed 1.6- to 1.7-fold increased
stability. Analysis of the crystal structures of Arg8�Gln, Lys45�Ile, and
Leu90�Met mutants complexed with a CA-p2 analog inhibitor showed
that the numbers of intersubunit hydrophobic contacts were in good agree-
ment with the relative structural stability of the mutant proteases. The crystal
structure of the Arg8�Gln mutant showed changes in the intersubunit
interactions as compared to the wild-type PR (Fig. 11). In the wild-type PR,
the positively charged side chain of Arg8 forms a strong ionic interaction
with the negatively charged side chain of Asp29� from the other subunit in

FIGURE 11 The intersubunit interactions of residue 8 in wild-type PR and R8Q mutant.
(A) The wild-type ionic interaction of Arg 8 with Asp 29 from the other subunit. (B) The
water-mediated hydrogen bond interaction of Gln 8 and Asp 29� in the R8Q mutant.
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the dimer. The Arg8�Gln mutant formed a weaker water-mediated hydro-
gen bond interaction between the uncharged side chain of Gln8 and Asp29�,
which explained its decreased stability toward urea. Therefore, altered stabil-
ity of the mutant PR dimers can contribute to drug resistance, since dimer
formation is critical for catalytic activity. Both increases and decreases in
PR stability were observed relative to that of the wild-type PR. Mutants
with decreased stability will show more rapid dissociation of the inhibitor
as shown for Gly48�Val and Leu90�Met (Maschera et al., 1996), while
mutants with increased stability are likely to show greater catalytic activity
even in the presence of inhibitor.

D. Drug Resistance Arise by Multiple Mechanisms

Resistance to PR inhibitors can arise by more than one mechanism.
Since no direct relationship was observed between relative catalytic activity,
inhibition, and structural stability of the different PR mutants (Fig. 10;
Mahalingam et al., 1999), drug resistance can arise from independent
changes in any one of these parameters. Prolonged exposure to the drug
can result in compensating mutations that act in combination to permit
optimal polyprotein processing and replicative capacity in the presence of
the PR inhibitor. Selected mutations occurring in PR cleavage sites were
shown to also compensate for the reduced activity of the initial mutation
in the PR domain, thus giving a growth advantage over the primary PR
mutation (Doyon et al., 1996; Zhang et al., 1997). An initial mutation that
lowers the affinity for the inhibitor and also lowers the catalytic activity or
dimer stability can be combined with additional PR mutations that increase
the catalytic activity or dimer stability to confer improved viral replication
in the presence of inhibitor. Alternatively, the initial PR mutation can be
combined with a mutation in the cleavage sites that restores sufficient cata-
lytic activity for optimal virus maturation.
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I. Introduction

The recent success of the highly active antiretroviral therapy (HAART)
using combinations of inhibitors of protease and reverse transcriptase have
altered the natural course of AIDS by efficiently suppressing viral load for
long periods of time. However, issues of patient compliance, drug toxicity,
the emergence of multidrug-resistant phenotypes, and the presence of persis-
tent reservoirs of virus replication have highlighted the need to develop
alternative therapeutic approaches utilizing other targets in the viral replica-
tion cycle. One such replication target is viral integration. Integration of
retroviral DNA into host chromosomes is essential for viral replication. For
HIV-1, this process is mediated by integrase (IN), a 32-kDa virally encoded
protein, and conserved sequences in the HIV long terminal repeats (LTR)
(Brown, 1998; Katz and Skalka, 1994; Rice et al., 1996).
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HIV-1 IN contains 288 amino acids and belongs to a superfamily of
polynucleotide transferases that include Mu transposase, RNase H, and
RuvC (Rice et al., 1996). The functional domains of IN are depicted in Fig.
1. The N terminus contains the highly conserved HHCC motif that binds
to a molecule of Zn2� and it is involved in dimerization or multimerization.
The catalytic core contains the characteristic three acidic residues known
as the DDE motif that is involved in all the catalytic reactions carried out
by IN. These residues bind divalent metals and are highly conserved in the
polynucleotidyl transferases superfamily. The C terminus is highly charged
and is less conserved. It contains nine lysines and seven arginines that are
involved in nonspecific DNA binding.

Following reverse-transcription of viral RNA in the cytoplasm of
infected cells, IN cleaves two nucleotides from each of the viral DNA
ends immediately 3� to the highly conserved CA dinucleotides. After
subsequent migration to the nucleus as a part of a large nucleoprotein
complex, IN catalyzes the insertion of the resulting recessed 3� termini
(CA-OH-3�) into a host chromosome by a direct transesterification reac-
tion. These two events are termed 3� processing and 3� end-joining (also
referred to as integration or strand transfer), respectively (Fig. 2). Structural
and biochemical understanding of the enzyme has led to the development
of in vitro assays aimed at identifying IN inhibitors. Such assays utilize
synthetic oligonucleotides corresponding to the U5 end of the viral LTR,
recombinant IN, and divalent metal cofactor (Mn2� or Mg2�). Various
assays describing IN activity and DNA binding were reported in detail
in two recent reviews (Chow 1997; Mazumder et al., 1999) and are not
discussed further in this chapter.

FIGURE 1 Functional domains of HIV-1 integrase.
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FIGURE 2 Catalytic activities of HIV-integrase. Integrase contains one active site; however,
it carries out two different reactions, as explained in the text.

II. Chemistry of Retroviral Integration

The chemistry of viral integration compared to the chemistry of recombi-
nation is, in fact, a variation of the same theme. For example, homologus
recombinations by bacterial RecA, RecB, RecC, and Ruv (Kogoma, 1997)
or VDJ joining by the RAG1 and RAG2 family of proteins in T-cell receptors
and immunoglobulins (Gellert, 1997; Lewis and Wu, 1997) or transposition
reactions by transposase and resolvases (Craig, 1997; Hallet and Sherratt,
1997) are all carried by very similar types of nucleophilic reactions. In brief,
the DNA strand breakage and joining occur by transesterification reactions
in which the phosphate of the scissile phosphodiester bond undergoes nucleo-
philic attack by a hydroxyl group. For 3� processing (DNA breakage), the
hydroxyl group of a water molecule is used as a nucleophile and for DNA
strand transfer the 3�-hydroxyl that is generated by 3� processing becomes
the nucleophile (Fig. 3). Interestingly, for the 3� processing reactions, IN
can also use a variety of alcohols and glycerol as nucleophiles (Vink et al.,
1991; van Gant et al., 1993; Katzman and Sudol, 1996). This mechanism
is unique because one active site is involved in two different reactions (Fig.
3). Consistent with this view, all reported IN mutants have parallel effects
on the efficiency of 3� processing and strand transfer (see Table I) (Cannon
et al., 1994; Drelich et al., 1992; Engelman et al., 1993, 1995, 1997; Engel-
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FIGURE 3 Chemistry of retroviral integration and site-specific recombination reactions.
(A) The 3� processing occurs by transesterification reactions in which the phosphate of the
scissile phosphodiester bond (CA-p-GT) undergoes nucleophilic attack by an OH group (water)
(arrows). (B) The strand-transfer reaction joins the 3�-processed ends to the target DNA. Here
the nucleophile is the 3�-OH group from the viral DNA. (C) The strand exchange catalyzed
by site-specific recombinases occurs by two-step transesterification involving a covalent protein–
DNA intermediate.

man and Craigie, 1992; Kulkosky et al., 1992; LaFemina et al., 1992; Leavitt
et al., 1993; Shin et al., 1994; Taddeo et al., 1996; Wiskerchen and Muesing,
1995; Gerton et al., 1998; Lutzke and Plasterk, 1998; Jenkins et al., 1997;
Oh et al., 1997).

The dichotomy of the integration reaction in general depends on the
active site residues that are intimately involved in interaction with the diva-
lent metal and the substrate DNA. There are two main differences between
viral integration and transposition as compared with those from site-specific
recombination. First, the IN’s active site comprises an invariant triad of
acidic residues, termed the DDE motif, while the proteins involved in site-
specific recombination contain an invariant RHRY tetrad in which the tyro-
sine (Y) acts as a nucleophile. Second, integrases do not form covalent
intermediates with their DNA substrates, whereas the site-specific recombi-
nases do. In general, activation of the nucleophile requires a divalent metal
(Mn2� or Mg2�) as a cofactor. In addition, neither reaction requires ATP as
a source of energy. The energy that is conserved in breaking a phosphodiester
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bond (3� processing) is available later for the formation of a new phospho-
diester bond (strand transfer). In accord with classic SN2-type reactions,
both 3� processing and strand transfer reactions proceed by inversion of
the configuration, by a single-step substitution, not involving a covalent
IN–DNA intermediate (Engelman et al., 1991). On the other hand, reactions
involving a covalent intermediate as described above proceed with two
inversions to result in an overall retention of configuration. The stereochemi-
cal course of the reaction and enzymatic phosphoryl transferase reaction by
IN is reminiscent to the mechanism of Mu transposition (Mizuuchi and
Adzuma, 1991) and RAG1- and RAG2-mediated VDJ recombination (Van
Gent et al., 1996; for a recent report on determining the stereochemistry of
DNA cleavage see Mizuuchi et al., 1999).

Throughout evolution, the chemistry of DNA cleavage and recombina-
tion (cut and paste) has been well conserved. In many respects integration
chemistry is similar to the chemistry of restriction endonucleases. First, in
the absence of divalent metal ions, restriction endonucleases, just like the
INs, cannot cleave DNA but they can bind to it. Second, in most cases Mn2�

but not Ca2� can substitute for Mg2�. Third, mutants in which the acidic
residues are replaced by alanine are inactive. Fourth, these enzymes bind
comparably to specific and nonspecific DNA sequences, but they cleave the
specific sequences preferentially. Fifth, the acidic active site residues form
carboxylate-chelates. Sixth, the cleavage of phosphodiester bonds occurs
with inversion of configuration at the phosphorus atom as explained above.
Seventh, these enzymes recognize a specific site on DNA.

III. Role of Divalent Metals: Stoicheometry and Catalysis

It is well established that retroviral integrases and bacterial transposases
require divalent metal (Mg2� or Mn2�) for catalysis. The role of divalent
metal is not limited to catalysis; they are also important for specific binding
of IN to DNA, conformational change, multimerization, and assembly.
Therefore, the metal ion binding sites are highly conserved and are essential
for enzymatic activity as well as for efficient viral replication. Divalent
metal ions orientate and polarize the nonbridging P-O bond, increase the
electrophilicity of the phosphorus atom, and subsequently help to stabilize
the pentavalent transition state. Under physiological conditions the ratio of
the cellular concentrations of Mg2� to Mn2� exceeds several logs; therefore,
it is generally believed that Mg2� is the biologically significant metal ion in
the integration reaction, although IN functions more efficiently in vitro with
Mn2� as a cofactor.

There has been a great effort and controversy in establishing the stoi-
cheometry of divalent metal ion in these enzymes. Is there only one metal
ion required for catalysis? A literature survey favors a one-metal mecha-



TABLE I Catalytic and Replication Activities of HIV-1 Integrase Mutants

Repl Repl
Mutant Clv.a ST Dis. (infec) Referencesb Mutant Clv. ST Dis (infec) References

H12A;N �c � ��� � 11,4,5
H12N/H16N � � � 4
H16A � 11
H16C;V ��� ��� ��� 8
C40A;S � � � (�) 1,4
C40S/C43S � � �� 4
D41A/K42A � 11
C43A;S � � (�) 1,7
M50A � 11
H51A � 11
H51A/D55V � 11
D55A � 11
W61A (�) 1
Q62A � � ��� (�/�) 12
Q62A � � � 13
Q62E �� �� ��� 12
Q62N � � � 13
D64C;R � 13
D64A;E;N;V � � � � 1,2,4,8,11
D64A/D116A � 11
D64R/D116R � 13
D64A/E152A � 11
D64A/D116A/E152A � 11
T66A � � ��� (�) 1,4
T66A � �� �� 13
H67S ��� ��� �� 13
E69A/K71A � 11
V75 (�) 1

Q148L � �� � 13
V151A (�) 1
V151D/E152Q � � � � 7
E152A;C;D;G;H;P;Q � � � 1,2,4,6,8,9,11,13,16
E152A/K156A � 11
S153A;R � � �� 4
S153A ��� ��� ��� 9,16
N155E;K � � � 13
N155L � � � 13
K156A � 11
K156E � � �/� 13,15
K156E/K159E � � � � 15
K156A/E157A � 11
E157A/K159A � 11
K159E � � ��� � 15
K159N;S � � � 13
K159Q ��� ��� 16
K159A/K160A � 11
K159A;P;Q: (�) 1,6,9
K160E ��� ��� ��� � 15
R166A � 11
R166A/D167A � 11
D167A � 11
E170A/H171A � 11
E170A/K173A � 11
H171A/K173A � 11
A179P (�) 1
F185A;K;L;H ��� ��� (�) 12

152



S81R;A �/� �/� �/� (�) 1,8
E92A;Q ��� ��� ��� ��� 12
E92A;N � � �� 13
E92K � � ��� ��� 12
P109A;S �/� �/� � � 2,10,11
P109S/T125A ��� ��� ��� (�/�) 10
T112A ��� ��� 2
T115A;S ��� ��� ��� ��� 1,2,4,6,9,11
D116A;E;I;N � � � � 1,2,4,5,6,8,9,13,16
D116C � 13
D116A/E152A � 11
N117K;Q;R �/�� �� ��/��� Delayed 4,9,13,16
N117S � � � 13
G118A ��� ��� ��� 9,16
N120Q;S ��� ��� ��� 13
F121A �/� � 6
S123A �� �� ��� (�) 1,4
T125A ��� ��� ��� 10
K127A � 11
I135P (�) 1
K136A �/� �/� ��� � 11,12
K136E;R ��� ��� ��� � 12
K136A/E138A ��� ��� ��� 12
E138A � 11
Y143F Delayed 9,11
Y143N ��� ��� Delayed 9,16
S147I � ��� � 9,16

G189A ��� ��� 2
E198A/R199A � 11
R199A/D202A � 11
R199T/D202A � 11
R199A;C ��� ��� ��� � 8,11
K211A/E212A � 11
N222A �� �� �� 14
F223A �� �� �� 14
R224A �� �� �� 14
Y227A �� �� �� 14
R231A �� � � 14
P233A �� �� �� 14
L234A �� �� �� 14
W235A;E;F ��� ��� ��� �/� 1,5,8
K236A/K240A � 11
L241A � � � 14
L242A � � � 14
W243A �� �� �� 14
K244A/E246A � 11
E246A �� �� �� 14
D253A/D256A � 11
N254A �� �� �� 14
V260E � � � 14
R262G �� �� � 14
R263L �� �� �� 14
R269A/D270A � 11

a Abbreviations: Clv, cleavage or 3� processing; ST, strand transfer; Dis, distintegration; Repl, replication capability; infec, infectivity.
b References: (1) Cannon et al. (1994); (2) Drelich et al. (1992); (3) Engelman et al. (1993); (4) Engelman et al. (1992); (5) Engelman et al. (1995); (6) Kulkosky
et al. (1992); (7) LaFemina et al. (1992); (8) Leavitt et al. (1993); (9) Shin et al. (1994); (10) Taddeo et al. (1996); (11) Wiskerchen et al. (1995); (12) Engelman
et al. (1997); (13) Gerton et al. (1998); (14) Lutzke et al. (1998); (15) Jenkins et al. (1997); (16) Oh et al. (1997).
c Notations: �, 0–10%; �, 10–40%; ��, 40–80%; ���, 80–100%.
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nism (see, for example, Cowan, 1997). However, a complete structure of a
protein–metal–DNA complex is not yet available. Therefore, the two-metal
hypothesis is not ruled out for IN.

IV. Inhibitor Development

Extensive compilations of IN inhibitors have been reported previously
and recent reviews have dealt at length with the development and the recent
progress in design and identification of IN inhibitors (Farnet and Bushman,
1996; Thomas and Brady, 1997; Asante-Appiah and Skalka, 1997; Pommier
et al., 1997; Neamati et al., 1997; Robinson, 1998; Hansen et al., 1998;
Pommier and Neamati, 1999). Therefore, no further attempt is made here
to list all the inhibitors. Herein, we review different classes of inhibitors for
their potential as drug leads and give a brief historic perspective for their
identification. A series of representative structures is shown in Fig. 5.

A. Early Discoveries

After the initial discovery of IN in 1978 (Grandgenett et al., 1978;
Schiff and Grandgenett, 1978) and establishing it as a requirement for viral
replication (Hippenmeyer and Grandgenett, 1984), several major discoveries
have paved the way for the development of IN inhibitors. These include the
in vitro assays for integration (Katzman et al., 1989; Fitzgerald et al., 1991;
Sherman and Fyfe, 1990; Craigie et al., 1990, 1991; Bushman and Craigie,
1991), identification of IN domains and highly conserved residues (Engelman
and Craigie, 1992, Engelman et al., 1993, van Gent et al., 1993; Vink and
Plasterk, 1993; Vink et al., 1993), determination of X-ray structure of the
core domain (Dyda et al., 1994; Bujacz et al., 1995, 1996), and the solution
structures of the N (Cai et al., 1997) and C termini (Lodi et al., 1995;
Eijkelenboom et al., 1995).

The active form of IN that carries out enzymatic activities is multimeric.
However, the number of monomers in the active multimer and the stoi-
cheometry of DNA and metal is unknown at present. Both the NMR solution
structure of the N and C termini and the X-ray structure of the core region
are dimers (Fig. 4). There are extensive dimer–dimer interactions among
homologus dimers. It remains to be seen how each domain interacts with
the other and with DNA.

Apparent similarities with other DNA binding proteins were the major
impetus for testing inhibitors of enzymes such as topoisomerases against IN
in vitro. It is reasonable to target the DNA substrates required for IN binding.
However, one limitation to such an approach is the difficulty of obtaining
highly selective LTR binders. Several classes of DNA binders and well-
known inhibitors of other DNA binding proteins such as topoisomerases
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FIGURE 4 Structure of HIV-1 integrase. (Top) The solution structure of the N-terminal
zinc binding domain (residues 1–55) of HIV-1 integrase. IN1-55 is dimeric, and each monomer
comprises four helices with the zinc tetrahedrally coordinated to His 12, His 16, Cys 40, and
Cys 43 (Cai et al., 1997). (Center) The crystal structure of the catalytically active core domain
(residues 50 to 212) of HIV-1 integrase. The structure is composed of a five-stranded �-sheet
flanked by helical regions. The active site region is identified by the position of two of the
conserved D64 and D116 residues and E152 essential for catalysis (Goldgur et al., 1998).
(Bottom) The solution structure of the DNA binding domain of HIV-1 integrase (residues
220–270). The protein is a dimmer in solution, and each subunit is composed of a five-stranded
�-barrel with a topology very similar to that of an SH3 domain (Lodi et al., 1995). There are
nine lysines and seven arginines in this region. (See also color insert).

have been evaluated against purified IN (Fesen et al., 1993; Billich et al.,
1992; Carteau et al., 1993). The topoisomerase II inhibitors, doxorubicin
and mitoxantrone, inhibit IN catalytic activity at low micromolar concentra-
tions and in general, the topoisomerase II inhibitors that are not effective
DNA binders are not effective inhibitors of IN. In addition, the topoisomer-
ase I poison, camptothecin, was inactive against purified IN. Thus, DNA
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binding did not correlate closely with IN inhibition (Fesen et al., 1993).
A non-DNA binder, dihydroxynaphtaquinone, a moiety present in both
doxorubicin and mitoxantrone, inhibited IN at low micromolar concentra-
tions (Fesen et al., 1993). This finding led to the exploration of hydroxylated
aromatics (see below) including flavones and caffeic acid phenethyl ester
(CAPE). The weak DNA binders, primaquine and chloroquine, were also
active against purified IN (Fesen et al., 1993). Moreover, the phenanthro-
line–cuprous complexes known to bind to the minor groove of DNA only
at concentrations of 50 �M or above were also effective inhibitors of IN at
the concentration range of 1–25 �M (Mazumder et al., 1995). By contrast,
the physiological DNA groove-binders spermine and spermidine had no
effect against IN (Fesen et al., 1993; Neamati et al., 1998).

B. LTR-Targeted Inhibitors of IN

Integrase binds to specific sequences located on both extremities of the
DNA on the HIV LTR. These sites are highly conserved in all HIV genomes
(for alignment of HIV-1 LTRs see Pommier et al., 1997; Neamati et al.,
1998) and could provide potential targets for the selective inhibition of
integration. The retroviral LTR that recognizes a DNA binding site for IN
contains an AT-rich sequence. Presence of this sequence has been exploited
as a possible target for the DNA minor groove binder netropsin (Carteau
et al., 1994) and triple-helix-forming oligonucleotides (Mouscadet et al.,
1994). In an effort to further elucidate the role of AT binding agents in
inhibition of IN function, a series of lexitropsins were synthesized and found
to inhibit IN catalytic activity at low-nanomolar concentrations (Neamati
et al., 1998). Interestingly, many of these lexitropsins are effective inhibitors
of HIV-1 replication in CEM cells. However, the monomeric minor groove
binders such as distamycin, Hoechst 33258, DAPI, pentamidine, and berenil
exhibited poor activity against purified IN (Neamati et al., 1998). Thus, the
antiviral activity of some of the IN inhibitors targeting the HIV LTR’s may
provide a rationale for their further development as anti-HIV drugs (Fig. 5).

C. Nucleotide-Based Inhibitors

HIV-1 IN inhibitors in this class comprise mono-, di-, tri-, and tetranu-
cleotides; single-stranded DNA; double-stranded DNA; triple helices; guano-
sine quartets; and RNA. A common theme among all these inhibitors is the
negative-charge-containing phosphate backbone. Since IN binds to viral
DNA and possess extensive DNA binding sites, it is not surprising that a
variety of phosphate-containing molecules inhibit IN in vitro.

The rational for this kind of inhibitor as drug lead was first illustrated
when the guanosine quartet-type structures were found to exhibit antiviral
activity in tissue culture. Guanosine quartets are oligonucleotides composed
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FIGURE 5 Structures of representative inhibitors of HIV-1 integrase.
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entirely of deoxyguanosine and thymidine. In addition to guanosine quartets
(Mazumder et al., 1996), other nucleotides-based inhibitors of IN have been
subsequently reported. For example, phosphorothioate (Tramontano et al.,
1998) oligonucleotides and single-stranded DNA (Pemberton et al., 1998)
inhibit IN functions at nanomolar concentration. The phosphorothioate
also inhibited purified HIV RT (Stein et al., 1991). Although some of these
oligonucleotides exhibit antiviral activity both in vitro (Chou et al., 1991;
Hotoda et al., 1998) and in vivo (Stoddart et al., 1998; Wallace et al., 1997),
their exact mechanism of action remains controversial. For example, it was
recently shown that poly (1-methy1-6-thioinosinic acid), or PMTI, which
is a single-stranded polyribonucleotide, blocks HIV replication in human
cells at its earliest stages by multiple mechanisms including inhibition of
virus entry and inhibition of RT (Buckheit et al., 1999). Because these
compounds are highly charged, it is expected that they might also inhibit
gp-120–CD4 interaction. This mechanism was originally demonstrated for
the phosphorothioate (Stein et al., 1991) and more recently for the guanosine
quartet structures (Cherepanov et al., 1997; Este et al., 1998). The most
potent guanosine quartet inhibitor of IN, now called zintevir, is in phase I
clinical trial (for recent reviews see Silvestre et al., 1998; Rando, 1998).

It is generally believed that IN remains tightly bound to viral LTR DNA
both in vivo and throughout the course of the integration reaction in vitro.
These complexes were shown to be resistant to challenge by poly (Asp50
and Glu50) (Ellison and Brown, 1995), competitor DNA (Ellison and Brown,
1995; Vink et al., 1994), heparin (Ellison et al., 1995), and an exonuclease
(Pemberton et al., 1995). In fact, repulsion of charges is an energetically
costly process. Therefore, highly charged molecules in general can inhibit a
variety of enzymes in vitro. For example, nonspecific inhibition of IN
has been reported by suramine, dextran sulfates, and the oligonucleotides
(Kvasyuk et al., 1999). However, antiviral activity of such agents is more
likely to be due to the inhibition of viral attachment.

D. Peptide-Based Inhibitors

An elegant study using a combinatorial peptide library identified a hexa-
peptide (HCKFWW) as a lead inhibitor for IN (Puras Lutzke et al., 1995).
This short peptide inhibited HIV-1, HIV-2, FIV, and MoNLV IN, but it
was inactive against restriction endonucleases BamHI and EcoRI and DNase
I. Extensive modification of this peptide did not lead to a remarkably more
potent inhibitor and none of these peptides showed antiviral activity (Nea-
mati, Roller, and Pommier, unpublished). However, bicyclo hexapeptides
composed entirely of aromatic amino acids such as complestatin and chloro-
peptin that were reported to inhibit HIV-1 gp120–CD4 interaction also
inhibits HIV-1 IN in vitro (Singh et al., 1998). Selective peptide-based inhibi-
tors of IN possessing antiviral activity have not yet been identified. However,
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there are examples of longer peptides, protein, or antibodies that are
briefly discussed.

Monoclonal antibodies (MAbs) against HIV-1 IN were produced in
several laboratories (Bizub-Bender et al., 1994; Barsov et al., 1996; Nilsen
et al., 1996; Levy-Mintz, et al., 1996; Okui et al., 1998). In general, epitope
mapping demonstrated that MAbs raised against the conserved HHCC motif
in the N terminus of IN, against the core or the C-terminus clearly inhibited
3� processing and strand transfer (Bizub-Bender et al., 1994; Nilsen et al.,
1996). Inhibition of HIV-1 replication at both early and late stages of the
viral life cycle by single-chain antibody against viral IN has also been re-
ported (Kitamura et al., 1999). In addition, peptide antisera against selected
regions in HIV-1 and HIV-2 RT and IN were shown to inhibit IN-mediated
cleavage of an HIV-1 DNA oligonucleotide substrate in a 3� processing
assay, while anti-RT or normal sera had no effect (Klutch et al., 1998).
None of the RT sera inhibited RT activity. These types of studies may
be useful for generating HIV peptide vaccines with dual specificity against
HIV-1 and HIV-2. Interestingly, monospecific antibodies raised against a
synthetic peptide K159 (SQGVVESMNKELKKIIGQVRDQAEHLKTA) re-
producing the segment 147–175 of IN exhibited inhibitory activities against
IN (Maroun et al., 1999). In contrast, neither P159, a Pro-containing analog
of K159 that presents a kink around proline but with intact epitope confor-
mation, nor the truncated analogs encompassing the epitope were inhibitors
of IN (Maroun et al., 1999).

E. Natural Products

Natural products have served as a great source for identification of
leads. A majority of reported IN inhibitors are from natural products (for
a review on natural products as inhibitors of IN see (Eich, 1998). Examples
include caffeic acid phenethyl ester (CAPE) (Fesen et al., 1993); anthracy-
clines (Fesen et al., 1993; Billich et al., 1992); curcumins (Mazumder et
al., 1995, 1997); flavones and flavonoids (Fesen et al., 1994); lignans and
lignaloids (Eich et al., 1996); depsides and depsidones (Neamati et al.,
1997a); conidendrones (LaFemina et al., 1995); caffeoylquinic acids (Nea-
mati et al., 1997a; Robinson et al., 1996a,b); rosmarinic acid (Mazumder
et al., 1997) chicoric acids (Neamati et al., 1997a,b; Robinson et al., 1996a,b;
Lin et al., 1999; King et al., 1999); coumarins (Mazumder et al., 1996;
Zhao et al., 1997); ellagic acid, purpurogallin, and hypericin (Farnet et al.,
1998); conformationally restricted cinnamoyl compounds (Artico et al.,
1998); and gallic acid flavon-3-yl esters (Desideri et al., 1998). Of particular
interest in this class of compounds is that several derivatives inhibit HIV-1
replication in cell-based assays. These include flavones, depsides, caffeoylqui-
nic acids, chicoric acids, coumarins, and hypericin. However, many of these
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compounds are also known to inhibit other viral targets, such as RT, prote-
ase, and gp120 (Pommier et al., 1997; Pommier and Neamati, 1999).

A common structural feature shared by a large number of natural prod-
uct inhibitors is that they contain one or more catechol moieties (Fig. 1).
The most potent inhibitors contain two catechols separated by a linker and
this linker can vary in length and geometry. Examples of linkers include
short-chain aliphatics, acidic residues, saturated cyclic structures, and aro-
matics.

The catechol-containing compounds are reported to chelate metals
(Fesen et al., 1994; Neamati et al., 1998), cross-link to host proteins (Stan-
well et al., 1996), exert remarkable cytotoxicity (Mazumder et al., 1995),
and to be relatively nonselective (Neamati et al., 1997; Jagoe et al., 1997;
Natarajan et al., 1996). Despite the failure of a large number of catechol-
containing inhibitors, the chicoric and caffeoylquinic acids have shown to
possess antiviral activity (Lin et al., 1999, King et al., 1999). Structure
activity relationships among these compounds have stressed the requirement
of the catechol moiety for activity (Lin et al., 1999; King et al., 1999). It
was shown that the inhibition of IN by dicaffeoylquinic acid was irreversible,
did not require the presence of a divalent cation, and was unaffected by
preassembling IN onto viral DNA (Zhu et al., 1999). Moreover, a recent
communication has indicated the occurrence of a single glycine-to-serine
mutation at position 140 in an HIV-1 strain selected for resistance to
L-chicoric acid (King and Robinson, 1998).

The failure of large numbers of natural-product inhibitors of IN in cell-
based assays is perhaps due to several factors: poor cellular uptake, forma-
tion of inactive metabolites, instability and reactivity in serum-containing
medium, and lack of target selectivity. It is important to mention that such
inhibitors are great tools to aid in the identification of structural requirements
for activity.

V. Perspectives

Like other retroviral targets, identification, optimization, and develop-
ment of a lead inhibitor against IN requires a multistep approach. A recent
publication reviews the strategies for antiviral drug discovery ( Jones, 1998).

The combination therapies, or HAART, is now the rule rather than
the exception for effective treatment against AIDS (for a recent review see
Vandamme et al., 1998). At present, such combinations include nucleoside
reverse transcriptase (Mitsuya, 1997), nonnucleoside reverse transcriptase
(De Clercq, 1998), and a protease inhibitor. The Food and Drug Administra-
tion has approved 16 drugs for the treatment of AIDS and at present there
are more than 100 clinical trials ongoing. Many other drugs are in preclinical
and phase I studies aimed at keeping viral replication very low. As yet there
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are no IN-specific drugs under clinical or preclinical investigations. However,
it is a matter of time before such an agent will be available.

The major goal of therapy against AIDS is the efficient suppression of
viral load for as long as possible. This is the requirement for the prevention
of emergence of resistant viruses and for a successful therapy. Therefore, to
achieve such a goal, it will probably be necessary to apply combination
chemotherapy targeting many viral sites.

With the advent of relatively selective and efficacious inhibitors of HIV
replication it is hoped that the prospects for a cure could be improved. In
fact, the remarkable clinical efficacy observed with HAART attest to the
optimism in the field. Virus-specific events (for a recent review see De Clercq,
1998) are always the attractive targets for chemotherapy due to a possible
design for selective inhibitors. In designing inhibitors one can think of an
HIV-1 as 15 proteins and an RNA (Frankel and Young, 1998). Therefore,
a tremendous amount of effort has been invested in delivering maximum
pressure on HIV in hopes of viral eradication. It is generally believed that
in due course, the virus is likely to evade all kinds of drug pressure, even
combinations of drugs. However, it is hoped that the resistance would
emerge inefficiently with combination chemotherapy.
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I. Introduction

Triple-drug therapies for HIV have produced spectacular results in re-
ducing the number of virus particles and have facilitated remarkable recover-
ies in AIDS patients. However, current AIDS therapies face three major
problems: (1) first-line drugs are not effective in some patients, (2) newer
medications have major side effects, and (3) new drug-resistant strains of
HIV are emerging. Therefore, there is a great need to find new drugs and
treatment strategies. Available HIV drugs inhibit two key enzymes of the
virus, reverse transcriptase and protease. Given the pathogenesis of HIV
mutants capable of resisting triple-drug therapies, the identification of drugs
that target HIV proteins other than reverse transcriptase and protease is a
high priority for the development of new drugs.

HIV-1 is a complex retrovirus that encodes six regulatory proteins,
including Tat and Rev, essential for viral replication. Inhibition of Tat and
Rev function provides attractive targets for new antiviral therapies.
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A. Tat Protein

The Tat protein is a potent transcriptional activator of the HIV-1 long
terminal repeat promoter element. A regulatory element between �1 and
�60 in the HIV-1 long terminal repeat, which is capable of forming a stable
stem-loop structure designated TAR, is critical for Tat function. In the
absence of Tat, RNA polymerase II (pol II) terminates transcription prema-
turely. Tat–TAR interactions convert pol II into its processive form and
lead to the efficient production of full-length viral transcripts (Cullen, 1998).

Tat proteins are small arginine-rich RNA-binding proteins. HIV-1 Tat
is encoded by two exons containing 86 to 101 amino acids in different
HIV-1 isolates. Amino acids encoded by the first exon are both necessary
and functional for TAR RNA binding and transactivation in vivo. Tat
protein is composed of several functional regions (Fig. 1). A cysteine-rich
region (amino acids 22–37) contains seven cysteine residues; a ‘‘core’’ se-
quence (amino acids 37–48) contains hydrophobic amino acids; a basic
RNA-binding region (amino acids 48–59) contains six arginines and two
lysines and is a characteristic of a family of sequence-specific RNA-binding
proteins; and a glutamine-rich region at the carboxyl terminus of the first
exon contains several regularly spaced glutamines. In lentiviral proteins,
only the basic and core regions are conserved. Although the integrity of the
Cys-rich region is essential for transactivation, this region does not appear
to be directly involved in TAR RNA recognition. Based on mutational
analysis, Tat can be divided into two functional domains. The first domain
is the activation domain (amino acids 1 to 47), or cofactor binding domain,
which is functionally autonomous and is active when recruited to the
HIV-1 long terminal repeat (LTR) via a heterologous RNA-binding protein
(Selby and Peterlin, 1990). The second functional domain contains the basic
region and is required for both RNA-binding and nuclear localization activi-
ties of Tat (Dingwall et al., 1990).

HIV-1 Tat protein acts by binding to the TAR (trans-activation respon-
sive) RNA element, a 59-base stem-loop structure located at the 5� ends of
all nascent HIV-1 transcripts (Berkhout et al., 1989). Upon binding to the
TAR RNA sequence, Tat causes a substantial increase in transcript levels
( Jones and Peterlin, 1994). TAR RNA was originally localized to nucleotides
�1 to �80 within the viral long terminal repeat (Rosen et al., 1985).
Subsequent deletion studies have established that the region from �19 to
�42 incorporates the minimal domain that is both necessary and sufficient
for Tat responsiveness in vivo (Fig. 1) ( Jakobovits et al., 1988). TAR RNA
contains a six-nucleotide loop and a three-nucleotide pyrimidine bulge which
separates two helical stem regions (Berkhout and Jeang, 1989).

Tat protein recognizes the trinucleotide bulge in TAR RNA. Key ele-
ments required for TAR recognition by Tat have been defined by extensive
mutagenesis, chemical probing, and peptide-binding studies (Berkhout and
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FIGURE 1 (A) Sequence and secondary structure of TAR RNA used in structural studies.
TAR RNA spans the minimal sequences that are required for Tat responsiveness in vivo
( Jakobovits et al., 1988) and for in vitro binding of Tat-derived peptides (Cordingley et al.,
1990). Wild-type TAR contains two non-wild-type base pairs to increase transcription by T7
RNA polymerase (Wang et al., 1996). (B) Regions of the HIV-1 Tat protein and sequence of
the Tat (37–72) peptide that recognizes Tat with high affinity and specificity.

Jeang, 1991; Calnan et al., 1991; Churcher et al., 1993; Cordingley et al.,
1990; Weeks and Crothers, 1991). Tat interacts with U23 and two other
bulge residues, C24 and U25, which act as spacers because they can be
replaced by other nucleotides or linkers (Churcher et al., 1993; Sumner-
Smith et al., 1991). In addition to the trinucleotide bulge region, two base
pairs above and below the bulge also contribute significantly to Tat binding
(Churcher et al., 1993; Weeks and Crothers, 1991). Phosphate contacts
below the bulge at positions 22, 23, and 40 are critical for Tat interactions
(Calnan et al., 1991; Churcher et al., 1993; Hamy et al., 1993). Chemical
crosslinking studies showed that a TAR duplex containing a trisubstituted
pyrophosphate replacing the phosphate at 38–39 reacted specifically with
Lys51 in the basic region of Tat(37–72) peptide (Naryshkin et al., 1997).
Site-specific photocrosslinking experiments on a Tat–TAR complex using
4-thioUracil as a photoactive nucleoside showed that Tat interacts with
U23, U38, and U40 in the major groove of TAR RNA (Wang and Rana,
1996). In a recent study, 6-thio-G was incorporated at specific sites in the
TAR RNA sequence and Tat–TAR photocrosslinking experiments were
performed (Wang and Rana, 1998). Results of these experiments provide
direct evidence that during RNA–protein recognition Tat is in close proxim-
ity to O6 of G21 and G26 in the major groove of TAR RNA. Taken together,
these studies establish that Tat binds TAR RNA at the trinucleotide bulge
region and interacts with two base pairs above and below the bulge in the
major groove of RNA.
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B. Rev Protein

The Tat protein functions as a transcriptional activator, whereas Rev
acts as a sequence-specific nuclear RNA export factor. Rev is involved in
efficient nuclear export and hence expression of the various incompletely
spliced viral transcripts (Cullen, 1998). The target RNA sequence required
for Rev function is called the Rev response element (RRE) and it is located
within the env reading frame (Cochrane et al., 1990; Daly et al., 1989;
Dayton et al., 1989; Felber et al., 1989; Malim et al., 1989; Rosen et al.,
1988; Zapp and Green, 1989). It has been suggested previously that binding
of Rev to RRE RNA is important in regulation of HIV mRNA splicing
(Chang and Sharp, 1989; Kjems et al., 1991; Lu et al., 1990), in facilitating
the nuclear export of the incompletely spliced mRNA (Emerman et al., 1989;
Felber et al., 1989; Malim et al., 1989), and in increasing the translational
efficiency of the structural proteins (D’Agostino et al., 1992; Lawrence et
al., 1991). More recent studies show that Rev induces the sequence-specific
nuclear export of pre-mRNAs and mRNAs containing RRE sequence (Bog-
erd et al., 1995; Fischer et al., 1995; Fischer et al., 1994; Stutz et al., 1995;
Wen et al., 1995).

Rev protein contains �116 amino acids and an arginine-rich sequence
located near the amino terminus that serves as both an RNA-binding motif
and as a nuclear localization signal. Initially Rev binds to an RNA bulge
sequence as a monomer and serves as a nucleation site to recruit additional
Rev monomers to the RRE in a multimerization process that requires both
RNA–protein and protein–protein interactions. The second functional
domain of Rev is located between residues 75 and 84 and contains an
�10-amino-acid leucine-rich sequence. This leucine-rich domain functions
as a nuclear export signal both in Rev and when attached to other substrate
proteins (Fischer et al., 1995). Since Rev contains both a nuclear localization
signal and a nuclear export sequence, it rapidly shuttles back and forth
between the nucleus and the cytoplasm of expressing cells.

RRE has been mapped to 234-residue-long RNA and it has an elaborate
secondary structure (Felber et al., 1989; Holland et al., 1992; Malim et
al., 1989; Rosen et al., 1988). Subsequent studies show that a complete
biologically active RRE RNA is 351 nucleotides (nt) in length (Mann et al.,
1994). This extended RRE contains an extra 58 nucleotides on the 5� end
and 59 nucleotides on the 3� end beyond the sites included in the original
models for the RRE secondary structure (Mann et al., 1994). Purified Rev
protein binds to RRE RNA with a dissociation constant of �1 nM (Cochrane
et al., 1990; Daly et al., 1989; Heaphy et al., 1990; Malim et al., 1989;
Zapp and Green, 1989). Mutagenesis and RNase protection experiments
determined that a 66-nucleotide-long RNA fragment, domain II of the RRE
RNA, is sufficient to form high-affinity Rev–RRE complexes in vitro
(Heaphy et al., 1990; Holland et al., 1990; Malim et al., 1990). Rev binding



Selection of HIV Replication Inhibitors 171

to RRE is a complex reaction and involves an initial interaction of Rev with
a high-affinity binding site in the RNA that is followed by the addition of
Rev molecules to the lower affinity binding sites on the flanking RNA
sequences (Heaphy et al., 1990, 1991; Malim and Cullen, 1991). The high-
affinity binding site of Rev on RRE has been localized to a relatively small
stem-loop structure containing nucleotides 45–75 of the RRE RNA by in
vitro selection (Bartel et al., 1991), mutational analysis (Heaphy et al.,
1991), chemical protection and modification (Kjems et al., 1992; Tiley et
al., 1992), and nucleotide analog studies (Iwai et al., 1992). Figure 2 shows
the RRE structure containing the high-affinity binding site of Rev.

II. RNA–Protein Interactions as a Target for
Therapeutic Interventions

Protein–nucleic acid interactions are involved in many cellular functions
including transcription, RNA splicing, and translation. Readily accessible
synthetic molecules that can bind with high affinity to specific sequences of
single- or double-stranded nucleic acids have the potential to interfere with
these interactions in a controllable way, making them attractive tools for
molecular biology and medicine. Successful approaches used thus far include
duplex-forming (antisense) (Miller, 1996) and triplex-forming (antigene)
oligonucleotides (Beal and Dervan, 1991; Helene et al., 1992; Maher et al.,
1991), peptide nucleic acids (PNA) (Nielsen, 1999), and pyrrole–imidazole
polyamide oligomers (Gottesfeld et al., 1997; White et al., 1998). Each

FIGURE 2 Secondary structure of RRE RNA which contains binding site for in vitro Rev
binding. Numbering of nucleotides in the RNA is derived from Malim et al. (1989). Nucleotides
involved in Rev and neomycin binding are highlighted.
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class of compounds employs a readout system based on simple rules for
recognizing the primary or secondary structure of a linear nucleic acid
sequence. Another approach employs carbohydrate-based ligands, caliche-
amicin oligosaccharides, which interfere with the sequence-specific binding
of transcription factors to DNA and inhibit transcription in vivo (Ho et al.,
1994; Liu et al., 1996). While antisense oligonucleotides and PNA employ
the familiar Watson–Crick base pairing rules, two others, the triplex-
forming oligonucleotides and the pyrrole–imidazole polyamides, take advan-
tage of straightforward rules to read the major and minor grooves, respec-
tively, of the double helix itself.

In addition to its primary structure, RNA has the ability to fold into
complex tertiary structures consisting of such local motifs as loops, bulges,
pseudoknots, and turns (Chastain and Tinoco, 1991; Chow and Bogdan,
1997). It is not surprising that when they occur in RNAs that interact
with proteins these local structures are found to play important roles in
protein–RNA interactions (Weeks and Crothers, 1993). This diversity of
local and tertiary structure, however, makes it impossible to design synthetic
agents with general, simple-to-use recognition rules analogous to those for
the formation of double- and triple-helical nucleic acids. Since RNA–RNA
and protein–RNA interactions can be important in viral and microbial
disease progression, it would be advantageous to have a general method for
rapidly identifying synthetic compounds for targeting specific RNA struc-
tures. A particular protein-binding RNA structure can be considered as a
molecular receptor not only for the protein with which it interacts but
also for synthetic compounds, which may prove to be antagonistic to the
protein–RNA interaction.

Two examples of such interactions are recognition of Tat–TAR and
Rev–RRE, which are essential elements in the mechanism of HIV-1 gene
expression. The following sections describe recent developments in identifi-
cation of ligands for inhibition of Tat–TAR and Rev–RRE interactions.

III. TAR RNA Ligands as Tat Antagonists

A. TAR RNA Bulge Binders

As discussed above, Tat protein binds a trinucleotide bulge sequence in
TAR RNA. Therefore, it is obvious that a Tat antagonist should be able to
recognize the bulge structure and, ideally, should be able to bind TAR
bulge with affinities higher than that of Tat protein. Hamy and co-workers
identified a peptidic compound, CGP64222, that was able to bind TAR
RNA with high affinities (Hamy et al., 1997). NMR studies suggested that
CGP64222 binds the bulge region of TAR and induces conformational
change in TAR, resulting in a structure very similar to that of a Tat-peptide-
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bound TAR RNA (Aboul-ela et al., 1995; Hamy et al., 1997). This nine-
residue oligomer, a hybrid peptide/peptoid, was screened and identified by
a deconvolution combinatorial library method. The Tat activity in a cellular
Tat-dependent transactivation assay was inhibited with 10–30 �M
CGP64222. The structure of CGP64222 is shown in Fig. 3.

In another study, Hamy et al. (1998) reported the identification of low-
molecular-weight Tat antagonists and their affinities for TAR RNA and
biological activities. A series of compounds on the basis of published struc-
tural data of the molecular interactions between TAR and Tat-derived pep-
tide was synthesized. This new class of Tat antagonists contains two different
functional motifs, a polyaromatic motif for stacking interactions with TAR
RNA and a polycationic anchor for contacts with the phosphate backbone
of RNA. A varying linker to connect the stacking motif with the RNA
binding motif was used. The most active compound competed with Tat–
TAR complex formation with a competition dose (CD50) of 22 nM in vitro
and blocked Tat activity in a cellular system with an IC50 of 1.2 �M. Figure
3 shows the structure of the active compound. From structure–activity
relationship studies, two new features of Tat–TAR inhibitors became clear:
(1) Modification of the linker length has a mild effect on activity and
the structure of polyamine moiety is critical for Tat–TAR inhibition and
(2) the position of polyaromatic ring for a substitution of the linker is
important and the type of chemical bond between the linker and the polyaro-
matic motif is also crucial for activity.

B. TAR RNA Targeting at Multiple Sites

To identify small organic molecules that inhibit HIV-1 replication by
blocking Tat–TAR interactions, Mei et al. (1998) screened their research

FIGURE 3 Structures of TAR RNA bulge-binding molecules that inhibit Tat–TAR interac-
tions (Hamy et al., 1997, 1998).
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compound libraries and reported three inhibitors of Tat–TAR interactions
that target TAR RNA and not the protein. These three Tat–TAR inhibitors
include neomycin, quinoxaline, and aminoquinozaline. Chemical structures
of these compounds, IC50, and their binding sites on TAR RNA are outlined
in Fig. 4. Each of these inhibitors recognizes a different structural region in
TAR RNA such as the bulge, lower stem, and the loop sequence.

In another attempt to discover Tat–TAR inhibitors, Mei et al. (1997)
screened their corporate compound library containing �150,000 com-
pounds. Selective Tat–TAR inhibitors were screened by in vitro high-
throughput screening assays and inhibitory activities were determined by gel
mobility shift assays, scintillation proximity assays, filtration assays, and elec-
trospray ionization mass spectrometry (ESI-MS). After in vitro assays, Tat-
activated reporter gene analyses were employed to investigate the cellular
activities of the primary Tat–TAR inhibitors. Approximately 500 Tat–TAR
inhibitors were selected from in vitro assays and 50 compounds exhibited
dose-dependent cellular activities with IC50 values �50 �M. Among them,
approximately 20 compounds were relatively nontoxic (therapeutic index,
TC50/IC50, �5) and considered selective for Tat-dependent transcription.

C. Unnatural Peptides as Ligands for TAR RNA

1. Backbone Modification

We have recently begun to examine TAR RNA recognition by unnatural
biopolymers (Tamilarasu et al., 1999; Wang et al., 1997). We synthesized
oligocarbamates and oligourea containing the basic arginine-rich region of
Tat by solid-phase synthesis methods and tested for TAR RNA binding.

FIGURE 4 Structures and IC50 values of three TAR RNA ligands. Putative RNA-binding
sites are indicated (Mei et al., 1998).
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The oligocarbamate backbone consists of a chiral ethylene backbone linked
through relatively rigid carbamate groups (Cho et al., 1993). Oligoureas
have backbones with hydrogen bonding groups, chiral centers, and a signifi-
cant degree of conformational restriction. Introducing additional side chains
at the backbone NH sites can further modify biological and physical proper-
ties of these oligomers (Fig. 5).

A tat-derived oligourea binds specifically to TAR RNA with affinities
significantly higher than the wild-type Tat peptide. To synthesize Tat-derived
oligourea on solid support, we used activated p-nitrophenyl carbamates and
protected amines in the form of azides, which were reduced with SnCl2-
thiophenol-triethylamine on solid support (Kick and Ellman, 1995; Kim et
al., 1996). After HPLC purification and characterization by mass spectrome-
try, the oligourea was tested for TAR RNA binding. The tat-derived oli-
gourea was able to bind TAR RNA and failed to bind a mutant TAR RNA
without the bulge residues (Fig. 6).

Equilibrium dissociation constants of the oligourea–TAR RNA com-
plexes were measured using direct and competition electrophoretic mobility
assays. Dissociation constants were calculated from multiple sets of ex-
periments which showed that the oligourea binds TAR RNA with a Kd of
0.11 
 0.07 �M. To compare the RNA-binding affinities of the oligourea
to natural peptide, we synthesized a tat-derived peptide (Tyr47 to Arg57)

FIGURE 5 (A) The Tat-derived peptide, amino acids 48 to 57, contains the RNA-binding
region of Tat protein. Strucutre of the oligourea (B) and oligocarbamate (C) backbone. Sequence
of the oligourea and oligocarbamate correspond to the tat peptide shown in A, except the
addition of an L-Tyr amino acid at the carboxyl terminus of oligourea (Tamilarasu et al., 1999;
Wang et al., 1997).



176 Seongwoo Hwang et al.

FIGURE 6 (A) Electrophoretic mobility shift analysis for the Tat-derived oligourea binding
to wild-type and trinucleotide bulge mutant (M0) TAR RNA. RNA–oligourea complexes are
indicated R-P. The 32P-5�-end-labeled TAR RNAs were heated to 85�C for 3 min and then
cooled to room temperature in TK buffer (50 mM Tris–HCl (pH 7.4), 20 mM KCl, 0.1%
Triton X-100). The oligourea was added to wild-type or mutant TAR and incubated at room
temperature for 1 h. After adding 30% glycerol, the oligourea–RNA complexes were resolved
on a nondenaturing 12% acrylamide gel and visualized by autoradiography or phosphor-
imaging. (B) Specificity of the oligourea–TAR complex formation determined by competition
experiments. Oligourea–RNA complexes were formed between 32P-5�-end-labeled TAR RNA
(40 nM ) and the oligourea (150 nM ) in the presence of increasing concentrations of unlabeled
wild-type or mutant TAR RNAs. Mutant M0 TAR contained no bulge residue in its sequence.
In mutant G26C, a base pair in the upper stem of TAR RNA, G26-C39, was substituted by
C26-G39. Concentrations of the competitor RNAs in lanes 3, 4, 5, 6 were 50, 100, 150, and
200 nM, respectively. Lanes 1 and 2 were marker lanes showing RNA and oligourea–RNA
complexes. Oligourea–RNA complexes are labeled as R-P. Adapted from Tamilarasu et al.
(1999).

containing the RNA-binding domain of Tat protein. Dissociation constants
of the Tat peptide–RNA complexes were determined from multiple sets
of experiments under the same conditions used for oligourea–TAR RNA
complexes. These experiments showed that the Tat peptide (47–57) binds
TAR RNA with a Kd of 0.78 
 0.05 �M. A relative dissociation constant
(Krel) can be determined by measuring the ratios of wild-type Tat peptide
to the oligourea dissociation constants for TAR RNA. Our results demon-
strate that the calculated value for Krel was 7.09, indicating that the urea
backbone structure significantly enhanced the TAR binding affinities of the
unnatural biopolymer, and this difference in kd values could be more dra-
matic because gel mobility shift methods severely underestimate absolute
peptide–RNA binding affinities (Long and Crothers, 1995).

Specificity of the oligourea–TAR RNA complex formation was ad-
dressed by competition experiments (Fig. 6). Oligourea–RNA complex for-
mation was inhibited by the addition of unlabeled wild-type TAR RNA and
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not by mutant TAR RNAs. Mutant TAR RNA without a trinucleotide bulge
or with one base bulge was not able to compete for oligourea binding to
wild-type TAR RNA. Two base pairs immediately above the pyrimidine
bulge are critical for Tat recognition (Churcher et al., 1993). To determine
whether the oligourea recognizes specific base pairs in the stem region of
TAR RNA or only a trinucleotide bulge containing RNA, we synthesized
a TAR mutant where the G26-C39 base pair was substituted by a C26-G39
base pair. Competition experiments showed that this mutant TAR (G26C)
did not inhibit oligourea binding to TAR RNA. These results indicate that
the tat-derived oligourea can specifically recognize TAR RNA.

To probe the oligourea–RNA interactions and determine the proteolysis
stability of oligourea, we synthesized TAR RNA containing 4-thioU at posi-
tion 23 and performed photocrosslinking experiments (Fig. 7) (Wang et al.,
1997; Wang and Rana, 1996). Irradiation of the oligourea–RNA complex
yields a new band with electrophoretic mobility less than that of the RNA.
Both the oligourea and UV (360 nm) irradiation are required for the forma-
tion of this crosslinked RNA–oligourea complex (see lanes 3 and 4). Since
the crosslinked oligourea–RNA complex is stable to alkaline pH (9.5), high
temperature (85�C), and denaturing conditions (8 M urea, 2% SDS), we
conclude that a covalent bond is formed between TAR RNA and the oli-
gourea during the crosslinking reaction. To test the protease stability of
the oligourea–RNA complexes, we subjected the oligourea–RNA crosslink
products to vigorous proteinase K digestion, which showed that the com-
plexes were completely stable and there were no signs of oligourea degrada-
tion (lanes 5 and 6). Under similar proteinase K treatment, a degradation
of the RNA–protein crosslink products was observed (see lanes 7 and 8).

FIGURE 7 Site-specific photocrosslinking reaction of TAR RNA labeled with 4-thioUracil
at position 23 with the oligourea (Tamilarasu et al., 1999). For photochemical reactions, RNA
duplex was prepared by hybridizing two strands (Wang and Rana, 1996). Strand 1 of the
duplex was 5�-end-labeled with 32P. Preformed RNA duplexes (40 nM ) in the presence of the
oligourea (100 nM ) (lanes 4–5) and the Tat peptide (lanes 7–8) were irradiated (360 nm) and
analyzed by denaturing gels as described earlier (Wang and Rana, 1996). Proteinase K digestion
was performed at 55�C for 15 min after UV irradiation. R-R and R-P XL indicate the RNA–RNA
and RNA–oligourea crosslink, respectively. Reprinted from Tamilarasu et al. (1999).
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These findings show that a small tat-derived oligourea binds TAR RNA
specifically with high affinity and interacts in the major groove of TAR
RNA similar to Tat peptides. Due to the difference in backbone structure,
oligoureas may differ from peptides in hydrogen-bonding properties, lipo-
philicity, stability, and conformational flexibility. Moreover, oligoureas are
resistant to proteinase K degradation. These characteristics of oligoureas
may be useful in improving pharmacokinetic properties relative to peptides.
RNA recognition by an oligourea provides a new approach for the design
of drugs, which will modulate RNA–protein interactions.

2. D-Peptides

Due to the difference in chirality, D-peptides are resistant to proteolytic
degradation and cannot be efficiently processed for major histocompatibility
complex class II-restricted presentation to T helper cells (TH cells). Conse-
quently, D-peptides would not induce a vigorous humoral immune response
that impairs the activity of L-peptide drugs (Dintzis et al., 1993). The D-
peptide ligands may provide useful starting points for the design or selection
of novel drugs.

Can D-peptides recognize naturally occurring nucleic acid structures?
To test this hypothesis, we synthesized a D-Tat peptide, Tat(37–72), contain-
ing the basic arginine-rich region of Tat by solid-phase peptide synthesis
methods. After HPLC purification and characterization by mass spectrome-
try, the D-Tat peptide was tested for TAR RNA binding (Fig. 8). Similar to
L-Tat, the D-Tat peptide was able to bind TAR RNA and failed to bind a
mutant TAR RNA without the bulge residues. Equilibrium dissociation
constants of the D-Tat–TAR RNA complexes were measured using direct
electrophoretic mobility shift assays (Fried and Crothers, 1981; Wang and
Rana, 1995). Dissociation constants were calculated from eight sets of exper-
iments which showed that the D-Tat peptide binds TAR RNA with a Kd of
0.22 �M. Under similar experimental conditions, L-Tat(37–72) binds TAR
RNA with a Kd of 0.13 �M.

To test the effects of D-Tat peptide on HIV-1 transcription in a cell free
system, in vitro transcription reactions were performed using HeLa cell
nuclear extract and linearized HIV-1 DNA template (Wang and Rana,
1997). Tat produced a large increase in the synthesis of correctly initiated
530-nucleotide runoff RNA transcripts (Huq et al., 1999). Tat stimulated
transcription at concentrations ranging from 50 to 300 ng per 10-�L reac-
tions. Quantitation revealed that 100 ng of Tat per reaction produced a 10-
12-fold stimulation of HIV-1 transcription. Control experiments showed
that Tat did not significantly increase transcription from an HIV-1 promoter
with a mutated TAR element either in the stem region (G26 to C26) or in
the loop sequence (U31 to G31). Increasing amounts of D-Tat resulted in a
significant decrease in Tat-mediated transcriptional activation. In the pres-
ence of 1 �g D-Tat (� 3� to the wild-type Tat), more than 80% Tat
transactivation was inhibited (Fig. 9A) (Huq et al., 1999). The amount of
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FIGURE 8 (A) Electrophoretic mobility shift analysis for the D-Tat peptide binding to wild-
type (wild) and mutant M0 (mut) TAR RNA. RNA–peptide complexes are indicated as R-P.
(B) Specificity of the D-Tat–TAR complex formation determined by competition experiments.
RNA–peptide complexes were formed between 32P-5�-end-labeled TAR RNA and the D-Tat
peptide in the presence of increasing concentrations of unlabeled wild-type or mutant TAR
RNAs. Mutant TAR RNAs (M0 and M2) contained different numbers of mismatch bases in
the pyrimidine bulge: M0, without bulge bases; M2, two-uridine bulge. In mutant G26C, a
base pair in the upper stem of TAR RNA, G26-C39, was substituted by C26-G39. Lane M
is a marker lane and RNA–peptide complexes are labeled as R-P. Adapted from Huq et
al. (1997).
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FIGURE 9 (A) Inhibition of Tat transactivation by the D-Tat peptide in vitro. Transcriptional
activities were measured from three sets of experiments and normalized to Tat activation
without the D-Tat peptide inhibitor (100%). To address the specificity of D-Tat inhibitory
activities, Tat trans-activation was carried out in the presence of a mutant D-Tat peptide,
Gly44-Gln72, where all Arg residues in the RNA-binding region were replaced with Ala.
(B) Inhibition of Tat transactivation by the D-Tat peptide in vivo. CAT activity expressed from
the integrated HIV-1 LTR of HL3T1 cells with increasing amounts of D-Tat or mutant D-Tat
peptide is shown. Mutant D-Tat peptide contains Ala in place of Arg at positions 49, 52, 53,
55, 56, and 57 in the RNA-binding region of the peptide. Luciferase activity was a control
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recovered transcripts and the efficiency of transcription were normalized by
including a labeled RNA not originating from HIV-1 LTR. To determine
the specificity of transactivation inhibition by D-Tat, a mutant D-Tat peptide,
Gly44-Gln72, where all Arg residues in the RNA-binding region were substi-
tuted with Ala, was synthesized. The mutant D-Tat was unable to bind TAR
RNA in electrophoretic mobility-shift experiments and did not inhibit Tat
trans-activation in vitro (Fig. 9A). These results indicate that D-Tat is able
to specifically inhibit Tat transactivation in vitro.

It has been previously established that Tat peptides containing the basic
domain are taken up by cells within less than 5 min and accumulate in the
cell nucleus (Vives et al., 1997). Since the D-Tat peptide also contains the
basic domain of Tat, we reasoned that this peptide would be rapidly taken
up by HeLa cells and accumulate in the nucleus. Once D-Tat peptide reaches
the nucleus, it would compete with Tat for TAR binding and lead to inhibi-
tion of Tat function. To test this hypothesis, we added D-Tat during transfec-
tion of pSV2-Tat (Frankel and Pabo, 1988) and pAL (Nordeen, 1988)
plasmids into HeLa cells containing an integrated LTR-CAT reporter (Felber
and Pavlakis, 1988). Plasmids pSV2Tat and pAL express the first exon of
Tat protein and luciferase enzyme, respectively. Transfection of pSV2Tat
enhanced transcription, as determined by CAT activity. As shown in Fig.
9B, increasing amounts of the D-Tat resulted in a decrease of CAT activity
while luciferase activity was not affected. Tat trans-activation was inhibited
more than 60% by 5 �g (� 0.5 �M ) D-Tat peptide. Further addition of D-
Tat did not further inhibit Tat transactivation, probably because maximum
peptide uptake efficiency is reached at 5 �g of D-Tat. To rule out the
possibility that the observed inhibition of transactivation is due to some
nonspecific toxicity of the D-peptide or reduction of the pSV2Tat plasmid
uptake, transcription of luciferase gene was monitored (Fig. 9B). Transcrip-
tion of luciferase gene was not affected by D-Tat peptide, as measured by
luciferase enzymatic activity assays. Cell viability assays showed that cells
were not killed by D-Tat treatment. Specificity of the inhibition was tested
by adding a mutant D-Tat peptide, Gly44-Gln72, where all Arg residues in
the RNA-binding region were substituted with Ala during transfection of
plasmids and the CAT and luciferase activities were analyzed as described
above for D-Tat. This mutant D-Tat peptide did not inhibit Tat trans-
activation. Thus, these results indicate that the D-Tat peptide specifically
inhibits trans-activation by Tat protein in vivo.

experiment to monitor the transfection inhibition of pSV2Tat by the addition of D-Tat. Transfec-
tion and enzymatic activity (CAT and luciferase) assyas were performed as described previously
(Frankel and Pabo, 1988; Nordeen, 1988). CAT and luciferase activities were measured from
five experiments and normalized to 100%. Control lane does not contain pSV2Tat or pAL
and shows basal level of transcription. (Reprinted from Huq et al., 1999.)
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These findings show that a small Tat-derived D-peptide binds TAR RNA
and selectively inhibits Tat trans-activation. It remains to be determined whether
a broad range of RNA–protein interactions can be selectively targeted. These
results present an example of the application of D-peptides as artificial regula-
tors of cellular processes involving RNA–protein interactions in vivo.

IV. Encoded One-Bead/One-Compound
Combinatorial Library Approach in Discovery
of HIV Replication Inhibitors

A. Combinatorial Chemistry

The demand for a variety of chemical compounds for identifying and
optimizing new drug candidates has increased dramatically. In the past,
traditional mass screening of natural products from plants, marine organ-
isms, and synthetic compounds has been successful in identifying a lead
chemical structure. In order to support this demand, chemists have
developed new methodologies that are accelerating the drug-discovery
process. Combinatorial synthesis is one of the most promising approaches
to the synthesis of a large collection of diverse molecules because vast
libraries of molecules having different chemical identities are synthesized
in a short period of time (Armstrong et al., 1996; Brown, 1996; DeWitt
and Czarnik, 1996; Ellman, 1996; Still, 1996; Wentworth, Jr. and Janda,
1998). There is considerable evidence to show that combinatorial chemistry
plays an important role in the lead-discovery process. For example, a
variety of biological targets such as proteases (Kick and Ellman, 1995;
Lam et al., 1994; Li et al., 1998), protein kinases (Gray et al., 1998;
Lam et al., 1998; Norman et al., 1996), cathepsin D (Kick et al., 1997),
and SH3 domain (Feng et al., 1994; Kapoor et al., 1998; Morken et
al., 1998) have been screened with this new technology.

Combinatorial synthesis has been primarily facilitated by the application
of solid-phase synthesis (Gravert and Janda, 1997; Hermkens et al., 1997).
Each substrate is linked to a solid support (a polymer bead), and it is possible
to synthesize a variety of products that are spatially separated, and thus
reagents and by-products not bound to the beads may be removed simply
by filtration. In short, the combinatorial synthesis is faster and thus more
efficient and much cheaper than classic organic synthesis and can give up
to thousands or even millions of products simultaneously.

The combinatorial drug-discovery process has three major parts: (1) the
generation of a large collection of diverse molecules, known as combinatorial
libraries, by systematic synthesis of a variety of building blocks; (2) screening
of such libraries with biological targets to identify novel lead compounds;
and (3) determining the chemical structures of active compounds. Therefore,
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the combinatorial discovery process requires not only the rational design
and synthesis of combinatorial libraries of molecular diversity, but also the
development of screening methodologies for library evaluation.

A variety of libraries have been prepared by synthetic and biological
methods such as phage display, polysomes, and plasmids (Cortese, 1996;
Osborne and Ellington, 1997). Two major synthetic methods are the iterative
deconvolution approach (Puras Lutzke et al., 1995; Wilson-Lingardo et al.,
1996) and the one-bead/one-compound method (Lam et al., 1991). First,
iterative deconvolution is a chemical method in which the chemical structure
of the active compound in a combinatorial library is characterized in an
iterative manner. It involves screening of combinatorial library pools, identi-
fication of the active sublibrary pool, resynthesis of sublibraries, and re-
screening of the resynthesized sublibraries. This method has the advantage
that it affords fully characterizable, nonmodified structure, solution-phase
libraries which afford more realistic interaction results than solid-support
bound libraries. However, the time-consuming nature of having to resynthe-
size and reassay sublibraries and the potential inconsistencies during resyn-
thesis have led to a search for alternative combinatorial methods. Recently,
Hamy et al. (1997) have used this method to identify inhibitors of HIV-1
replication. The one-bead/one-compound method is based on the fact that
the combinatorial bead library contains single beads displaying only one type
of compound although there may be up to �100 pmole (�1013 molecules) of
the same molecules on a single 90-�m-diameter polymer bead. This approach
has several unique features: (1) a large combinatorial library is synthesized
by a split synthesis method; (2) each library member (compound) is spatially
separated in the solution and all the library compounds can be screened
independently at the same time; and (3) once active beads are screened, the
chemical structure of the active beads may be determined directly by using
NMR, mass spectrometry, and HPLC (Ni et al., 1996; Youngquist et al.,
1995) or by an encoding method (Czarnik, 1997; Ohlmeyer et al., 1993).

B. Split Synthesis

The beauty of split synthesis is that it is a simple and very efficient
synthetic method (Fig. 10) (Furka et al., 1991). A sample of support material
(bead) is divided into a number of equal portions (n) and each reaction
vessel is individually reacted with a specific substrate. After completion of
the substrate reaction, it is subsequently washed to remove by-products and
excess reagent. The individual reaction products are recombined and the
whole is thoroughly mixed and divided again into portions. Further reaction
with a set of reagents gives complete sets of possible dimer combinatorial
libraries, and this whole process may then be repeated as necessary (total
x times). After this split synthesis, the number of library compounds obtained
arises from the exponential increase in molecular diversity, in this case n to
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FIGURE 10 Split synthesis using three monomers would produce as many as 27 differ-
ent timers.

the power of x (nx). For example, split synthesis using 20 different D and L

amino acids at each site of a pentapeptide would produce as many as 205

(3,200,000) different compounds.

C. Encoding

The idea of encoding synthetic information with a chemical tag was
first proposed by Brenner and Lerner (1992). Encoding involves attaching
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unique arrays of readily analyzable chemical tags to each bead that designate
the particular set of reagents used in the split synthesis of that specific bead
(Czarnik, 1997; Lam et al., 1997). Thus analyzing any bead for its tag
content yields the history for the synthesis of that specific bead (Fig. 11).
Although one could use a different tag for each reagent, it is much simpler
to use a mixture of tags because tag mixtures of N different tags can encode
2N different reactions. For example, only six tags are needed to encode as
many as 64 different reactions. While almost any kind of chemical can be
used for encoding, there are practical problems because tags need to be
chemically inert to library synthesis and reliably analyzed in picogram quan-
tity from a single positive bead. Numerous tagging methods have been
developed such as oligonucleotide, peptide, and halophenyl tag approaches
(Lam et al., 1997; Maclean et al., 1997; Still, 1996). Among these methods,
halophenyl tagging was chosen because it fulfills the following requirements:
(1) An assurance of fast structural determination by GC/ECD (gas chroma-
trography using electron capture detector). In early stages of encoding strate-
gies, biopolymer tags were used ( Janda, 1994). The problem with molecular
structure determination using biopolymers relates to the stability of the tag
to the vigorous organic reaction conditions, and the amount of compound
on one bead may not allow for characterization by Edman degradation or
PCR. This problem can be solved using photocleavable halophenyl tags that
can afford the structural determination in 10 min using femtomole quantities
of tags on the bead. (2) Affordability of a variety of tagging compounds:
Using different spacers and halophenyl compounds, 30–40 tagging com-
pounds are easily obtained with commercially available starting materials.
(3) Simplicity of the tag cleavage reactions: The photocleavable halophenyl
tag is cleaved by UV irradiation and it does not require any chemical reac-
tions. (4) Sensitivity of halophenyl derivatives: Halophenyl functionality on
the level of only a few femtomoles has been detected with GC/ECD analysis.

D. Identification of Tat–TAR Inhibitors from an
Encoded Combinatorial Library

Still’s laboratory has recently been involved in the design and combina-
torial testing of synthetic receptors for homo- and heterochiral peptides

FIGURE 11 Schematic representation of encoding process.
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(Still, 1996). This method for finding receptors for specific peptides has
led us to approach the problem of RNA recognition, and in particular
the recognition of protein-binding RNAs, by treating a particular RNA
structure as a receptor for an unknown small-molecule ligand. Peptides
are well suited to this task not only because they are made from the
same building blocks as the natural protein ligand but also because they
can be coupled in high yield on a solid-phase resin, which might then
be used directly in screening. In lieu of a reliable set of nucleic acid
recognition rules, then, the combinatorial synthesis of many diverse
potential antagonists might be used to find new lead compounds for
disruption of a particular RNA–protein interaction.

Previous studies using combinatorial chemistry to identify new ligands
to block the TAT–TAR interaction have relied on a variety of complex
methods that are labor intensive or require expensive robotics equipment
(Mei et al., 1997). For the most part, these methods originated in the study
of individual protein–nucleic acid interaction experiments. Moreover, in
some cases time-consuming deconvolution strategies are also needed to iden-
tify the individual compounds responsible for the properties found in a
mixture of compounds tested together (Hamy et al., 1997, 1998). We decided
to try methods that have previously been used with success on small organic
receptors. This entailed covalently attaching the dye Disperse red to the
TAR RNA and incubating it in a suspension of library bends made from
the split-synthesis method. Diffusion of low-molecular-weight receptors into
a bead of Tentagel resin is known to be rapid, whereas one might expect
that a macromolecule such as a protein or large nucleic acid might be
excluded from the bead interior where the bulk of the peptide is displayed.
Nevertheless, we have found that the dye–TAR conjugate was able to enter
the beads and bind in a structure-dependent manner. Peptides specific for
portions of TAR other than the bulge region were blocked by using a
relatively large concentration of an unlabeled TAR analog lacking the natural
3-nt bulge. Using a small amount of detergent and a low RNA concentration
(250 nM ) also minimizes nonspecific binding. Another advantage to our
method is the use of chemically encoded beads (Ohlmeyer et al., 1993).
Once a dye-stained bead is selected, the identification of the peptide sequence
is rapid and straightforward (Fig. 12). Although many binding experiments
are conducted simultaneously, the compounds remain discrete, each in its
own assay vessel, the bead produced by the split-synthesis method.

We have made an encoded combinatorial tripeptide library of 24,389
possible members from D- and L-alpha amino acids on Tentagel resin (Ohl-
meyer et al., 1993). Using on-bead screening we have identified a small
family of mostly heterochiral tripeptides capable of structure-specific binding
to the bulge loop of TAR RNA. In vitro binding studies reveal stereospecific
discrimination when the best tripeptide ligand is compared to diastereomeric
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FIGURE 12 (A) Schematic presentation of screening and decoding of the combinatorial
library. TAR RNA was labeled with a red dye, Disperse red, at its 5� end by chemical synthesis
and incubated with the trimer library as described in the text. (B) A portion of the beads in
the library after incubating with red-dye-labeled TAR RNA. The dark bead in the center was
identified as a TAR ligand that specifically binds TAR RNA with high affinties (Hwang et
al., 1999).

peptide sequences. In addition, the most strongly binding tripeptide was
shown to repress Tat-induced trans-activation in vivo with an IC50 of approx-
imately 50 nM (Hwang et al., 1999).
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V. Ligands for RRE RNA as Inhibitors of
Rev–RRE Interactions

A. Aminoglycosides

Aminoglycoside antibiotics are antimicrobial agents that block protein
synthesis by interacting with ribosomal RNA (Moazed and Noller, 1987).
These drugs have also been shown to inhibit in vitro self-splicing of group
I introns (von Ahsen et al., 1991; von Ahsen and Noller, 1993). Zapp et
al. (1993) reported that aminoglycoside antibiotics directly interact with
RRE RNA and specifically blocked Rev–RRE interactions in vivo. A number
of aminoglycoside antibiotics such as tobramycin B, kanamycin A, and
neomycin B were tested and it was found that neomycin B was the best
inhibitor of Rev function with IC50 � 0.1 to 1 �M (Zapp et al., 1993).

Due to toxicity of neomycin B, it cannot be used systemically as a
successful drug to inhibit viral replication. Neomycin B is also relatively
unstable toward acidic conditions and is a good substrate for in vivo enzy-
matic modifications, which leads to drug inactivation and resistance. To
overcome these problems associated with the use of neomycin and identify
more potent RRE RNA ligands, Wong and coworkers synthesized a library
of neomycin B mimetics (Park et al., 1996). Wong’s group developed effective
and rapid solution-phase synthetic methodologies for the preparation of
library compounds containing neamine as a common core structure (Fig.
13). A library was synthesized using a neamine-derived aldehyde and a
polyethyleneglycol-linked amine as key substances in the multiple compo-
nent Ugi condensation. The library of neomycin B mimetics was screened
for binding to RRE RNA and several compounds were found to be more
active than neamine with IC50 in the micromolar range.

B. Diphenylfuran Derivatives

Wilson and colleagues studied the interaction of diphenylfuran deriva-
tives with DNA model systems and showed that these compounds bind

FIGURE 13 Structure of neomycin B and its mimetic library design (Park et al., 1996).
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DNA and that the binding mode was dependent on both the sequence and
structure of DNA. Subsequent studies showed that diphenylfurans were able
to bind duplex RNA with a wide range of binding affinities and modes (Li
et al., 1997; Ratmeyer et al., 1996). Based on these observations, a series
of synthetic diphenylfuran cations were tested for RRE RNA binding and
inhibition of Rev–RRE complex formation. Structure of a diphenylfuran
derivative that binds RRE with high affinity is shown in Fig. 14. Fluorescence
titrations and gel-shift results showed that diphenylfurans bind to RRE and
inhibited Rev–RRE complex formation in a structure-dependent manner
(Li et al., 1997; Ratmeyer et al., 1996). The compounds with greatest affinity
for RRE inhibited Rev–RRE complex formation at concentrations below
1 �M. The best inhibitors of Rev–RRE interactions contain tetracation
structures and appear to interact with RNA through a threading intercalation
mode. Spectroscopic experiments suggest that the active diphenylfurans bind
at the structured internal loop of RRE and cause a conformational change
that is responsible for inhibition of Rev binding.

C. Natural Products

Researchers at Bristol-Myers Squibb Pharmaceutical Research Institute
have an extensive natural-product screening program to identify inhibitors
of Rev–RRE interactions. During the screening of the natural products, two
fungal metabolites, harziphilone and fleephilone, were isolated from the
alcohol extract of the fermentation broth of Trichoderma hazianum (Qian-
Cutrone et al., 1996). Harziphilone and fleephilone inhibited Rev–RRE
complex formation with IC50 values of 2.0 and 7.6 �M, respectively. How-
ever, both compounds did not protect CEM-SS cells from acute HIV-1
infection at concentration levels up to 200 �g/mL. Harziphilone was also
cytotoxic at 38 �M against murine tumor cell line M-190.

Additional screening of microbial fermentation extracts was carried out
to identify more potent Rev–RRE binding inhibitors. An extract of the
fungal solid fermentation culture of Epicoccum nigrum WC47880 was found
to inhibit the binding of Rev–RRE. After bioassay-guided fractionation, a
novel oxopolyene, orevactaene, was isolated as an inhibitor of Rev–RRE
complex formation. Orevactaene inhibited Rev–RRE binding with an IC50

of 3.6 �M and showed moderate cytotoxicity on murine cell line M-109 (Shu

FIGURE 14 Structure of a Rev-RRE inhibitor, a diphenylfuran derivative (Ratmeyer et
al., 1996).



190 Seongwoo Hwang et al.

et al., 1997). The structures of these natural-product Rev–RRE inhibitors are
shown in Fig. 15.

VI. Summary and Perspective

Tat and Rev proteins and other auxiliary factors intricately control
regulation of HIV-1 gene expression. The relevance of RNA structure and
RNA–protein interactions to the regulation of gene expression suggests the
design of drugs that specifically target regulatory RNA sequences. There
has been a considerable effort to discover specific inhibitors of Tat–TAR
and Rev–RRE interactions over the past few years and a number of high-
affinity RNA ligands have been identified. Combinatorial chemical synthesis
is one of the most promising approaches to the synthesis of large collections
of diverse molecules. The use of encoded combinatorial chemistry to screen
ligands for specific RNA targets would allow the discovery of novel mole-
cules containing diverse structures. To avoid the problem of rapid hydrolysis
by host enzymes, peptides and drug molecules containing unnatural linkages
can be designed. Structural and activity analysis of the lead molecules will
provide new insights into designing drugs with improved properties. The
discovery of highly selective and cell-permeable inhibitors of RNA–protein
interactions would greatly assist us in understanding the functional signifi-
cance of RNA–protein interactions in vivo.

An important consideration in identification of inhibitors of RNA–
protein interactions, which is often overlooked, is that the inhibitor does
not always have to bind RNA at the binding site of the protein. Although

FIGURE 15 Structures and IC50 values of Rev-RRE inhibitors screened from natural prod-
ucts (Qian-Cutrone et al., 1996; Shu et al., 1997).
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it is true that flexibility of RNA structure makes it difficult to design mole-
cules for specific RNA sequences, however, this flexibility of RNA folding
can be exploited to lock an RNA into a nonfunctional structure. For example,
a TAR ligand can bind the sequences below or above the bulge or loop region
and cause conformational changes in TAR RNA that are not recognized by
Tat and cellular proteins involved in transcriptional activation. Similarly,
TAR bulge-binding ligands can be identified that interact with the RNA in
a manner different from that of Tat. Locking RNA into a nonfunctional
structure could also be kinetically more favorable than a ligand–RNA inter-
action that competes with protein for the same site.

With the increasing wealth of knowledge being generated in the field
of RNA–protein recognition and identification of new RNA targets, it would
be exciting to see how chemists and biologists use this information to dis-
cover drugs that target specific RNA structures and manipulate RNA–
protein interactions to control biological processes.
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Therapies Directed against the
Rev Axis of HIV Autoregulation

I. Introduction

The Rev axis of HIV autoregulation is a key axis required for viral
replication and is consequently an attractive target for anti-HIV gene therapy
strategies. The axis contains two positively acting elements, the Rev protein
and its RNA target sequence, the RRE (see Fig. 1). Scattered throughout
the HIV genome in the genes coding for virion structural proteins are CRSs
(constitutive repressor sequences), which act in cis to constitutively downreg-
ulate the expression of the mRNAs which contain them. During early HIV
infection, in the absence of Rev, only small, regulatory viral mRNAs which
are multiply spliced and lack CRSs are expressed as protein. Later in infec-
tion, after levels of Rev have built up, Rev binds to the RRE, which is retained
in the mRNAs for genomic and virion structural RNAs, and overcomes the
CRS repression to promote the cytoplasmic expression of RRE-containing
viral RNAs. Rev may have multiple mechanisms of action, but by far the

Advances in Pharmacology, Volume 49
Copyright � 2000 by Academic Press. All rights of reproduction in any form reserved.
1054-3589/00 $35.00 199



200 Andrew I. Dayton and Ming Jie Zhang

N
U

C
LE

U
S

C
Y

TO
P

LA
S

M
INACTIVE 
SPECIES

FUNCTIONING
REV AXIS

CR S

C
R

S CR

S

RRE

Tr
an

sl
at

io
n

REV

Exportin

RANGTP

RANGAP

RANGDP

RRE Decoys Sequestered
Rev Protein

Transdominant Rev

 Inhibitory Mutants

Sequestered
Genomic
and Virion 
Structural 

mRNA
Splicing

Degraded
Viral

mRNA

Ribozyme Clevage

Untranslatabl
e
or

Unspliceable
Rev mRNA

Anti-sense Nucleic Acids

FIGURE 1 Summary of therapeutic targets associated with the Rev axis. The Rev pathway
is diagrammed on the left. The results of targeting indicated steps and intermediates are
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best established is its role in promoting the transport of RRE-containing
RNAs from the nucleus to the cytoplasm. Rev binds to the RRE as a multi-
mer. Evidence indicates that the Rev protein, through its nuclear export
signal (NES), binds exportin/CRM1 and Ran GTP cooperatively when it is
bound to RRE-containing RNA. The complex undergoes export to the
cytoplasm where Ran GAP (Ran GTPase-activating protein) stimulates GTP
hydrolysis, inducing the dissociation of the complex. The RNA is freed to
the cytoplasm and Rev shuttles back into the nucleus to start the cycle over
again. Eukaryotic translation initiation factor eIF5A has also been implicated
in contributing to Rev’s action, but the mechanism remains unclear. Cyto-
plasmic effects of Rev have been described, but their mechanisms of action
also remain to be determined. (For reviews of Rev’s mechanism of action,
see Dayton, 1996; Cullen, 1998 a,b; Pollard and Malim, 1998; and Emerman
and Malim, 1998.)

Numerous steps in the Rev pathway are appropriate targets for gene
therapy. Most efforts have focused on blocking Rev access to the RRE by
transdominant Rev inhibitors which bind to the RRE without promoting
expression. Major efforts have also focused on sequestering Rev protein
with various RRE decoys. Efforts have also been made to direct antisense
RNA, antisense oligonucleotides, and ribozymes against Rev mRNA. Many
of these approaches have been combined with one another and with other
anti-HIV genes (for recent reviews of anti-Rev-based gene therapies, see
Nakaya et al., 1997a; Heguy, 1997; Bunnell and Morgan, 1997.)

II. Transdominant Rev Mutants and Modified Rev Proteins

The early discovery of several Rev mutations, which not only inactivated
the Rev protein but conferred upon it the property of trans-dominant inhibi-
tion of wild-type Rev (Malim et al., 1998, 1992; Zapp et al., 1991), paved
the way for the development of anti-HIV therapies based on trans-dominant
protein inhibitors. The size and nature of such inhibitors implies they require
intracellular introduction via gene therapy and to date this remains the
exclusive mode of their introduction. The chief advantage of transdominant
inhibitors, such as the well-known RevM10, is that they already have the
required signals to ensure their transport to the nucleus where Rev’s actions
occur initially and probably predominantly. Rev-based transdomiant inhibi-
tors (RevTD) may have the potential to act not only by binding to the RRE
and blocking access of wild-type Rev, but also by forming inactive mixed
multimers with wild-type Rev. In the latter case, one Rev might effectively
inactivate a multimer containing a number of wild-type Rev molecules,
depending on the size of the functional multimers and on the dependence
of their function on the number of wild-type Rev molecules they incorporate.
At least in the case of RevTDs, acting by competitively binding to the RRE
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and blocking the binding of wild-type Rev, there is an additional theoretical
advantage. In this situation, viral resistance should require at least two viral
mutations rather than one for the evolution of full resistance. Escape mutants
should need to have acquired one mutation in the RRE to interfere with
RRE binding to the inhibitor and a second mutation, in the viral Rev, to
compensate for the altered structure of the RRE. RevTDs are the most
prominent of the antivirals directed against the Rev axis if for no other reason
than they have been the first to advance to clinical trials. The workhorse of
Rev transdominant inhibitors has uniformly been the RevM10 mutant, in
which the LERL at the core of the nuclear export signal has been mutated
to DLRL (Malim et al., 1988). In general, RevM10 is transduced into
cells to form stable, Rev-M10-expressing derivatives which are then tested
for activity.

Early results with RevTDs were mixed, though not without promise.
Malim et al. (1992) used retroviral transduction to stably express RevM10
in CEM cells. Consistent with Rev’s acting late in infection, all of the
RevM10-expressing clones could be infected by an HIV-1 provirus construct
with the CAT (chloramphenicol acetyl transferase) gene substituted for the
Nef gene, which is expressed early and is not under Rev control, when
infection was monitored by CAT expression. However, the RevM10-
expressing clones would not support productive replication when infected by
a clone of HIV-1(IIIB). Unfortunately, only two of three RevM10-expressing
CEM cell lines were resistant to highly productive infection by a heteroge-
neous HIV-1(IIIB) pool. On the other hand, these studies demonstrated the
basic feasibility of transdominant Rev inhibition and demonstrated that
constitutive RevM10 expression did not grossly interfere with cellular physi-
ology, having no effect on the secretion of IL-2 in response to mitogen
stimulation of EL-4 and Jurkat cells. In similar studies, Bevec et al. (1992)
reported that HIV-1(IIIB) infection of CEM cells, as measured by PCR of
proviral DNA in high-molecular-weight DNA, was not inhibited by constitu-
tive RevM10 expression. In contrast to infection of CEM cells or CEM cells
transduced with wild-type REV, HIV-1 infection of CEM cells transduced
with RevM10 failed to produce significant levels of p24 antigen released
into the media. Further support for this general approach was offered by a
later extension of this early work. Stable expression of RevM10 was shown
to inhibit HIV-1 production in chronically infected A3.01 cell lines, suggest-
ing the feasibility of using this type of gene therapy to treat patients already
infected with HIV (Escaich et al., 1995).

Subsequent to these early studies, work in the area tended to follow
along three different lines, focusing on improving the efficiency of expression
of the transdominant inhibitor, on combining its expression with other anti-
HIV agents, and on efficiently transducing it into primary cells to lay the
groundwork for eventual introduction into HIV patients, using gene ther-
apy techniques.
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Much of the effort at boosting the efficiency of RevM10 expression has
been directed at choosing appropriate transcriptional promoters. Bahner et
al. (1993) retrovirally transduced RevM10 into CEM cells under the control
of various promoters. Expression of RevM10 from a CMV promoter was
the most effective at inhibiting HIV-1 production (p24) subsequent to chal-
lenge by HIV-1 infection. Slightly less effective was expression of RevM10
from a MoMLV LTR promoter. Minimal inhibition was seen with expres-
sion from an HIV-1 LTR promoter. Plavec et al. (1997), on the other hand,
using vectors of various structures, reported that steady-state RevM10 levels
in transduced CEMSS cells were uniformly higher when expressed from
MoMLV, MPSV (myeloproliferative sarcoma virus), or MESV (mouse em-
bryonic stem cell virus) promoters located in the LTR than when expressed
from internal promoters, such as CMV or PGK. LTR expression of RevM10
with these retroviral promoters also yielded high steady-state protein levels in
activated primary T cells and low levels in resting primary T cells, correlating,
respectively, with strong and weak inhibition of HIV replication in these
cell types. However, in the experiments presented, it was not demonstrated
that these transgenic constructs specifically affected the Rev axis. Liu et al.
(1994) boosted RevM10-endowed resistance to HIV-1 infection by express-
ing it from a strong constitutive enhancer and including in its mRNA a TAR
(HIV Tat response) element. Ranga et al. (1997) boosted the efficiency of
RevM10 by placing it under the control of CD4-specific regulatory elements
and an upstream CMV(IE) enhancer containing KB and AP1 regulatory
elements in addition to TAR. CD4�, peripheral blood mononuclear cells
were rendered resistant to productive HIV-1 infection by several such con-
structs.

Some laboratories have focused on improving transdominant Rev inhibi-
tion of HIV replication by searching for improved Rev transdominant inhibi-
tor mutants or by modifying Rev or its derivatives with functional groups
from other molecules. Furuta et al. (1995) constructed dRev, a mutant of
Rev in which the nucleolar targeting signal and RNA binding domain are
deleted (
38–44). Even though the intracellular distribution of dRev is
predominantly cytoplasmic, when transduced virally by either of two viral
systems into HeLa CD4 cells to make stable expressors (with transcription
either from an HIV-1 LTR or from a CMV promoter), dRev inhibited virus
replication, syncytium formation, and cell death caused by HIV-1 infection.
Stable expression of dRev also conferred upon CEM cells an HIV-1-resistant
phenotype. Inhibition obtained by expressing the dRev from the HIV-1 LTR
was generally modest. In CEM cells, however, expressing the dRev from a
CMV promoter resulted in approximately 1 log inhibition in virus produc-
tion. Ragheb et al. (1995) tested the relative efficiency of several transdomi-
nant inhibitors and found no major, consistent advantages over RevM10
of any of five other inhibitors tested.
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Success in fusing RevTDs to functional regions of other molecules has
occurred both with fusing RevTDs to other HIV regulatory gene mutants
and with fusing RevTDs to non-HIV viral gene fragments. Liem et al. (1993)
retrovirally transduced either Tat-inducible or Tat/Rev-inducible transdomi-
nant mutants of Tat and/or Rev into MT4 cells. As measured by p24 levels,
a high level of resistance to infection by HIV-1(NL4-3) was observed in
cells expressing a double Tat/Rev mutant in which the transgenes were
expressed from overlapping open reading frames (ORFs) in a Tat-inducible
manner. Tat�Rev inducibility did not work as efficiently, presumably be-
cause the expected late expression of such a construct would be relatively
less effective against an early viral gene system such as the Tat/TAR axis.
Similarly, Aguilar-Cordova et al. (1995) constructed a fusion protein, tRev,
containing transdominant mutants of both Tat and Rev (
80–82), demon-
strating that the tRev protein entered the nucleus and independently inhibited
both Tat and Rev functions (as measured by separate, specific indicator
assays). Using this construct they achieved approximately sixfold inhibition
of the Rev axis (compared to about eightfold inhibition of the Tat axis).
Fusion of Tat and Rev synergistically inhibited HIV replication in the Jurkat-
derived 1G5 cells. Fusion of Tat and Rev mutants synergeistically inhibited
HIV-1 replication when measured 10 days postchallenge. However, when
measured at 4 or 7 days postchallenge, the fusion construct was no more
inhibitory than Tat or Rev mutants expressed separately. Despite the simplic-
ity of coexpressing Tat and Rev transdominant inhibitors as a fusion con-
struct, fusion is not absolutely necessary. Ulich et al. (1996) separately
cotransduced RevM10 and a Tat transdominant inhibitor into H9 cells and
demonstrated that the two synergized in inhibiting HIV-1(HXB2) replication
(as measured by p24 production) despite the relatively moderate inhibitory
effect of the Tat mutant expressed alone.

At least two groups have attempted to harness the influenza virus NS1
protein’s multiple properties of inhibiting splicing, transport, and 3�-end
formation of pre-mRNAs (Qian et al., 1994; Qiu and Krug, 1994; Lu et
al., 1994; Nemeroff et al., 1998) by targeting the protein specifically to the
HIV RRE via the RNA binding domain of Rev. The Krug laboratory reported
that a fusion construct of wild-type Rev and full-length NS1 is equivalent
to RevM10 alone in inhibiting the Rev axis in transient transfection assays.
A different NS1/Rev fusion bearing full-length NS1 with a mutation in
the RNA binding domain also inhibits the Rev axis in HIV infection and
transfection experiments, but does not block the nuclear export of free Rev
protein. Curiously, in their system, a RevM10/NS1 fusion construct is less
inhibitory than RevM10 alone (Qian et al., 1996; Chen et al., 1998)! Our
own laboratory (Zhang and Dayton, 1997) fused a peptide containing the
NS1 effector domain, but no polyA-RNA binding domain, to RevM10. In
transient transfection assays we demonstrated that the effector domain,
when fused to RevM10, improves the inhibitory effects of RevM10 in a
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manner dependent on an RRE in the target RNA. Furthermore, the improved
efficiency was most noticeable at lower levels of the fusion construct. These
studies demonstrated the validity of targeting general inhibitory molecules
specifically to viral RNAs.

Considerable effort has been made to improve the transduction of Rev
transdominant inhibitors into various primary cells as a first step toward
the clinic. Woffendin et al. (1994) used gold microparticle introduction of
RevM10 into human PBL to convey HIV resistance in vitro. Vandendriessche
et al. (1995) transduced CD4 T lymphocytes (CD8-depleted PBMC selected
with G418 after transduction) from uninfected donors and reported greater
inhibition of HIV-1 replication with transdominant Rev (Leu78�Asn78)
than with antisense TAR or antisense Rev RNA when challenged with either
an ordinary primary HIV-1 isolate or an AZT-resistant, primary isolate.
Bauer et al. (1997) used neomycin-resistant retroviral vectors to transduce
various anti-HIV genes into GCSF-mobilized CD34 cells from patients al-
ready infected with HIV-1. After 3 days’ transduction on allogenic stroma
with IL-6 and IL-3, followed by G418 selection for neomycin resistant cells,
cultures were resistant to challenge with HIV-1(JR-FL) and a primary culture
of HIV-1. In this system, RevM10 was only marginally less inhibitory than
a double hammerhead ribozyme directed against Tat/Rev mRNA and consid-
erably more inhibitory than an RRE decoy when cells were challenged with
HIV-1(JR-FL) or a primary HIV-1 isolate. Davis et al. (1998) measured the
transduction efficiency of transdominant Rev (Leu78�Asn78) into CD34
cord blood cells from uninfected individuals and obtained, without selection,
transduction efficiencies of from 7 to 85% (average, 28%) in CFU-GM.
Macrophages derived from RevTD-transduced CFU-GM colonies supported
infection by HIV-1 Bal in four of eight cultures. Though nominally better
than the vector-alone controls, which supported infection in only six of
eight controls, these results suggested considerable room for improvement.
To improve transduction efficiency by another selection method, Kaneshima
and coworkers expressed RevM10 in a MoMLV-based retroviral vector
which coexpressed the murine CD8-� chain (Lyt2) to allow for immuno-
enrichment and immuno-tagging. They demonstrated that RevM10-express-
ing, CD34-enriched hematopoetic stem cell progenitors could differentiate
normally (after immunoselection for Lyt2) into T cells and CD14(�) cells
which showed decreased susceptibility to HIV infection. In myeloid cells,
they demonstrated Rev inhibition of JR-FL infection. In T cells they demon-
strated inhibition of JR-CSF and a primary HIV-1 isolate (Su et al., 1997;
Bonyhadi et al., 1997). Extending earlier work which showed that a fusion
construct of transdominant inhibitor mutants of Tat and Rev in Jurkat cells
effectively inhibited HIV infection (Aguilar-Cordova et al., 1995 and see
above), Chinen et al. (1997) transduced their tRev fusion construct into
peripheral blood lymphocytes, with an efficiency in the range of 50 to 60%
and challenged the cells with two primary HIV isolates and two cloned
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isolates. In cultures of tRev-CD4� T cells, tRev inhibited primary HIV
strains 4- to 15-fold (with respect to untransduced parental cells) and com-
pletely inhibited NL4-3 and SF2.

Although most of the work on Rev transdominant inhibitors has focused
on efficacy, safety issues are also of concern. In general there have been few
reported toxicities associated with transdominant Rev inhibitors (however,
see Nosaka et al., 1993) and they are generally considered inert except for
their antiviral properties. For instance, Fox et al., (1995) used gold-particle
gene transfer to transduce human lymphocytes in vitro. They observed no
obvious pathologic defects following adoptive transfer of the genetically
modified human T cells into SCID mice. T-cell function was not impaired
in PBL of HIV-seropositive donors transduced with RevM10 compared to
cells transduced with a 
RevM10 control mutant. Furthermore, RevM10
had no malignant transformation ability using in vitro IL-2 dependence and
fibroblast transformation assays. There has been a report that RevM10, as
well as wild-type Rev, enhances HTLV-I gene expression in a manner not
directed to the RxRE. This enhancement effect seems to be directed at the
RU5 region, but, surprisingly, seems not to involve binding of RNA (Kubota
et al., 1998).

III. Antisense Oligonucleotides

A. Antisense Oligonucleotides against Rev mRNA

The comparatively simple process of delivering to cells oligonucleotides
directed against various parts of the Rev axis prompted early investigation
into the effects of oligonucleotides directed against Rev mRNA as well as
against the RRE. The overlap of the Rev, Tat, and Env coding sequences
and the overlap of the Env and RRE sequences offered the possibility of
simultaneously targeting multiple viral elements by each approach.

In early work on targeting Rev mRNA, Matsukura et al. (1989) designed
28-base phosphorothioate antisense oligonucleotides complementary to the
translation initiation site of Rev. Applied free in solution to H9 cells chroni-
cally infected with HIV-1, these oligonucleotides inhibited Rev-dependent
protein expression and drastically reduced unspliced viral mRNA, consistent
with an impairment of the Rev pathway. Controls which had no effect
included the same oligo but with normal phosphodiester linkages; phos-
phorothioate oligonucleotides containing sense, random, or homopolymeric
sequences; and antisense sequences with four thymidine residues substituted
by N3-methyl thymidine. In other early work, the Gallo laboratory deter-
mined that this same 28-base phosphorothioate oligonucleotide and a second
28-base overlapping phorphorothioate oligonucleotide directed against Rev
mRNA blocked HIV-1 replication in MOLT-3 cells in a sequence-specific
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manner during long culture periods, in contrast to an oligo directed against
an HIV splice acceptor for Tat which allowed viral breakthrough by 25
days in culture (Lisziewicz et al., 1992, 1993). Sequence-dependent anti-
viral activity of the anti-Rev mRNA oligonucleotides was limited to a win-
dow of specificity at concentrations between 0.25 and 1.0 �M, a window
which overlaps the nonspecific toxicity window. Cell survival was 100% at
0.1 �M, but decreased to 5% at 10 �M (Weichold et al., 1995). Although
longer oligonucleotides should have greater specificity, Kim et al. (1995)
reported that a 15-mer phosphorothioate against Rev mRNA had higher
activity than phosphorothioate oligodeoxynucleotides with sense, random,
mismatched or homo-20-mer sequences. Using the same 28-base sequence
described by Matsukura (1989; and see above), Lund and Hansen (1998)
reported that substitution of the normal phosphodiester linkages with two,
four, or six phorphorothioate linkages at each end only resulted in molecules
with non-sequence-specific HIV inhibitory properties.

Efforts have been made to improve the effectiveness of antisense oligo-
nucletides by encapsulating them in antibody-targeted, immuno-liposomes
and by chemically modifying them. Zelphati et al. (1993) reported that
liposome immuno-targeting to HLA class I molecules enhanced the inhibi-
tory effects of an unmodified, anti-Rev phorphorothioate oligonucleotide
by 60-fold in acutely infected CEM cells. In further work with immunolipo-
somes, they showed that �- (normal conformation), but not �- (abnormal
conformation), phosphodiester oligonucleotides complementary to the
translation initiation site of Rev mRNA interfere with viral mRNA in a
sequence-specific manner (Zelphati et al., 1994). Selvam et al. (1996) tar-
geted liposomes with monoclonal antibody to CD4 to deliver a 20-base
phorphorothioate oligonucleotide directed against the Rev mRNA initiation
site. They achieved 85% inhibition of HIV production in acutely infected
H9 cells and in acutely infected peripheral blood lymphocytes from normal
donors. Empty immunoliposomes, or immunoliposomes containing phos-
phorothioate oligonucleotides with scrambled sequences, were inactive.
Lavigne and Thierry (1997) complexed phosphorothioate oligonucleotides
directed against Rev mRNA in liposomes, using the lipid DLS, without using
immuno-targeting. Compared to the results without DLS, using DLS allowed
90–95% inhibition with 100- to 1000-fold lower concentrations of oligonu-
cleotide in cultures of acutely infected MOLT-3 and at 1.6�106 lower con-
centrations in cultures of PBMC from normal donors.

A wide range of chemical modifications of oligonucleotides has been
assessed in anti-Rev therapy. Svinarchuk et al. (1993) studied the effects of
conjugating lipophilic groups to antisense oligonucleotides directed against
the Rev initiation site (as well as against other HIV targets). Conjugation
with lipophilic groups stimulated binding of oligonucleotides to cells, pro-
tected the oligonucleotides from cellular nucleases, and enhanced their activ-
ity with respect to unmodified oligonucleotides. The greatest inhibition of
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HIV replication in their hands (90% inhibition in MT4 cells) was obtained
with cholesterol-conjugated oligonucleotides. The lipophilic derivatives of
oligonucleotides containing an ester bond in the linker structure were cleaved
by cellular esterases yielding oligonucleotides protected from 5� nuclease
degradation by the glycine residue. Lund et al. (1995) reported that a 15-
base C-5-propyne-modified phosphorothioate oligodeoxynucleotide com-
plementary to the Rev initiation site was approximately fivefold more effec-
tive in providing viral inhibition when added to a culture of H9 chronically
infected with HIV-1 LAI than was a 28-mer unmodified phosphorothioate
oligodeoxynucleotide targeted to the same sequence and previously shown
to inhibit HIV in a sequence-dependent manner. Kuwasaki et al. (1996)
achieved moderate improvements in efficacy by introducing 2� methoxy
nucleotides and hairpin structures at the 3� end of antisense phosphorothio-
ates directed against REV initiation and splice acceptor sites.

B. Antisense Oligonucleotides against the RRE

Less advanced than the efforts to target oligonucleotides to Rev mRNA
are efforts to target oligonucleotides to the RRE. In parallel with their studies
on oligonucleotides directed against Rev mRNA, Lisziewicz et al. (1992)
reported that 28-base phosphorothioate oligonucleotides against the RRE
inhibited HIV-1 replication in MOLT-3 cells, in a sequence-specific manner,
at 1 �M over long times in culture, in contrast to an oligo directed against
an HIV splice acceptor, which allowed breakthrough by 25 days of culture. Li
et al. (1993) demonstrated that antisense phosphorothioate oligonucleotides
against the high-affinity site of the RRE inhibit Rev activity and HIV-1
replication better than comparable oligonucleotides against Env mRNA in
long-term cultures of HeLa-Tat and MOLT-3 cells after acute infection.
Fenster et al. (1994) tested in vitro oligonucleotides against the RRE and
described a series of oligonucleotides complementary to stem/loop V (VI,
according to Dayton et al., 1989). Expression of HIV-1 Env in COS-7 cells
was blocked by nuclear microinjection of ODNs with C-5-propyne-modified
pyrimidines and phosphorothioate linkages. Inhibition was highly dependent
upon RNA target position, internucleotide chemistry, oligodeoxynucleotide
sequence, and concentration. Unmodified phosphodiester or phosphorothio-
ate oligodeoxynucleotides were inactive. In the future, the field may see the
development of TOPs (tethered oligonucleotide probes), which have so far
only been tested in in vitro chemical binding experiments. Moses et al.
(1997) reported that TOPs containing two functional regions, one comple-
mentary to single-stranded RRE regions and the other containing sequences
which form Hoogsteen base pairs with a double-stranded RRE region, the
two tethered by a short linker, can effectively inhibit Rev/RRE binding
in vitro.
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IV. Antisense RNA

A. Anti-Rev Antisense RNA

As has been the case for oligonucleotide therapies, antisense RNA thera-
pies against Rev have been directed both at the Rev mRNA and at the RRE.
As is the case for Rev transdominant inhibitors, large antisense RNAs need
to be introduced into cells by gene therapy technology. Because of their size,
antisense RNAs complementary to Rev mRNA are typically complementary
to parts of Env and, in most cases, to parts of Tat (because of the desirability
of targeting the initiation site for Rev which overlaps the Tat coding se-
quence). Thus they usually posses the theoretical advantage of targeting
multiple genes. Additionally, it should be more difficult for viruses to evolve
to antisense-RNA resistance if the antisense RNA is large and individual
subregions are sufficient for inhibition.

Studies reported by Gyotoku et al. (1991) demonstrated that a 2.7-kb
HIV fragment covering Tat, Rev, and a part of Env could, in the antisense
orientation, inhibit HIV infection. When the transgene was stably transduced
into CEM cells under the control of an SV40 promoter, the antisense con-
struct inhibited HIV replication by 90–95% with respect to vector-alone
controls and by 50–60% with respect to CEM cells. In this system, transduc-
tion of cells with the retroviral vector alone enhanced HIV-1 replication
considerably, suggesting a possible disadvantage to retroviral transduction.
Work by Sczakiel et al. (1992) underscored the significance of the m.o.i
used in these in vitro model systems. When they stably expressed a 562-
base antisense RNA against Rev/Tat mRNA in Jurkat cells, the transgene
could inhibit HIV-1 infection for up to 2 weeks at high m.o.i. and for up
to 5 weeks at low m.o.i.

Numerous attempts have been made to improve the efficiency of expres-
sion of antisense RNAs directed against Rev. Cagnon et al. (1995) inserted
a 28-base sequence complementary to the Rev mRNA into a Pol III tran-
scribed, adenovirus VA1 RNA gene in a projecting loop of the VA1 RNA
central domain. Stable expression (postelectroporation and postcloning) of
this construct in human CEM cells specifically inhibited HIV-1, but not
HIV-2, replication for at least 3 months after challenge by infection. The
antisense transgene constituted up to 3% of total cellular RNA! Peng et al.
(1996) tested three different promoters in the context of double- or single-
copy retroviral vectors to express a transcript complementary to full-length
Rev mRNA in Jurkat cells. The best long-term protection to infection by
pNL4-3, measured after 20 weeks or more, was obtained with antisense
RNA expression driven by a tRNA promoter in the context of a double-
copy vector. Less effective was expression driven by HIV LTR or MLV LTR
promoters. These investigators also reported that expression of the antisense
RNA resulted in no alteration in cell proliferation or surface CD4 expression.
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Using the promonocytic cell line U937, Liu et al. (1997) investigated
the effects of coexpressing antisense RNAs against the Rev mRNA initiation
site, against TAR, and against the Rev/Tat splice acceptor, each sequence
expressed as a part of an SnRNA gene, independently expressed from within
the same plasmid. After stable transfection and G418 selection, cultures
were challenged twice with HIV-1 Bal and the surviving cells were analyzed.
All surviving cells produced normal amounts of CD4 and all produced U1/
HIV antisense RNA by in situ hybridization and with no detectable remnant
HIV infection as determined by p24 assay and PCR. On rechallenge with
HIV-1(III B), the cells were resistant to HIV infection even at high m.o.i.
Further encouragement for this approach comes from the work of Donahue
et al. (1998), who obtained CD34-enriched lymphocytes from Rhesus ma-
caques and retrovirally introduced antisense RNA against Tat/Rev mRNA,
using repeated rounds of an optimized gene transfer protocol, which resulted
in 30–40% gene transfer efficiencies into primary T cells in vitro, before
reintroducing the lymphocytes into the host. All three animals so treated
were challenged by subsequent infection. Only one of the three anti-HIV
gene-transduced animals developed measurable p27 serum levels compared
to three of three control animals. The degree of protection was correlated
with normal lymph node architecture.

B. Anti-RRE Antisense RNA

Moderately encouraging results have also been reported for antisense
RNAs directed against the RRE. Kim et al. (1996) transiently contransfected
RRE antisense and RRE decoy constructs into COS and SUPT1 cells. Both
constructs inhibited Rev-dependent expression from an indicator plasmid,
pgTat, in which Tat expression is Rev dependent (Malim et al., 1998).
Using various cell lines stably transduced by retroviral vectors, Tagieva and
Vaquero (1997) obtained similar results with antisense RRE constructs based
on an HIV antisense RNA which naturally occurs during HIV infection in
tissue culture and PBL. In all cases they achieved from 3-fold to over 10-
fold inhibition of HIV-1(IIIB), HIV-1(NDK), and HIV-1(BRU), but not
HIV-2. Cells studied included HeLa-CD4; A301; CEM; Jurkat; the chroni-
cally HIV-1-infected A301 derivative ACH2; and transduced PBL, selected
in G418.

V. Ribozymes

The excitement generated by the possibility of using ribozymes in gene
therapy has gone neither unnoticed nor unaddressed in the field of anti-HIV
therapies directed against the Rev axis. As is the case with the other therapies,
ribozyme approaches can be divided into two categories, those directed
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against Rev mRNA and those directed against the RRE. As with antisense
RNA and oligonucleotides directed against these same targets, the ribozyme
approach theoretically benefits from the advantage of multiple targets being
hit simultaneously because of the overlap of many coding and regulatory
regions in HIV. As with oligonucleotides, however, ribozymes can be ren-
dered ineffective by single base changes in HIV. But if the ribozymes are
directed against critical RRE elements, presumably the virus would also
have to mutate the RRE binding domain of Rev to compensate for RRE-
coded ribozyme escape mutations.

A. Ribozymes against Rev mRNA

Yamada et al. (1994) targeted a hairpin ribozyme to the Rev mRNA
of HIV-1(HXB2), which successfully inhibited HIV-1(HXB2) when infection
was done at a m.o.i. of �0.1 in retrovirally transduced MOLT-4. This same
ribozyme exhibited a marginal inhibition of the SF2 strain, which bears a
single base substitution at the ribozyme cleavage site. However, the inhibi-
tion of SF2 was equivalent to that achieved by a disabled ribozyme which
may have residual antisense effects. The data suggested that ribozymes
against Rev mRNA of HIV can function catalytically. Zhou et al. (1994)
expressed a hammerhead ribozyme targeted to the Tat/Rev common mRNA
from the LTR of retroviral vectors coding for neomycin resistance and
transduced it into CEM cells. Following selection of pools in G418, trans-
duced cells showed resistance to HIV-1(IIIB) when compared to ribozyme
controls with point mutations in the catalytic domain of the ribozyme.

As with the other gene therapies directed against the Rev axis, attempts
have been made to boost the efficiencies of anti-Rev ribozymes by boosting
their expression and by coexpressing them with other anti-HIV molecules
either by fusion or separate expression. Zhou et al. (1996) retrovirally
transduced CEM cells with tandem ribozymes transcribed from various
promoters. One ribozyme was directed against Rev/Tat mRNA and the
other against Tat mRNA only. Although the MoMLV LTR transcribed
transgene RNA to levels 10- to 30-fold higher than the human CMV pro-
moter or tRNAMet promoter, all constructs inhibited infection with HIV-
1(IIIB), as measured by p24 levels, about equally. The authors interpreted
the results as indicating that less flanking RNA in the ribozyme constructs
and higher levels of transgene RNA both correlated with inhibitory activity.
Gervaix et al. (1997a; see also Section VI) fused an RRE decoy to a ribozyme
directed against U5 and a ribozyme directed against Rev mRNA in double-
and triple-copy vectors which they transduced into MOLT-4/8 cells. Their
strongest inhibition was obtained with a vector containing two separate
cassettes, the first cassette being an anti-U5 ribozyme fused to an RRE stem/
loop II RRE decoy and the second cassette being the same RRE decoy
fused to a ribozyme directed against Rev/Env mRNA. The first cassette was



212 Andrew I. Dayton and Ming Jie Zhang

inserted into the 3� LTR of the vector, with transcription being driven by
a tRNAVal promoter. During reverse transcription and insertion, this region
is duplicated and the final integrated construct has two such cassettes, one
at the 5� end and the other at the 3� end. Expression of the second cassette was
driven by an internal tRNAVal promoter. Michenzi et al. (1998) combined a
high-expressing system (U1SnRNA) with a targeting system which depended
either on U1SnRNA’s localization in pre-mRNA-containing spliceosomes
in general or on a derivatized SnRNA which paired perfectly with the subop-
timal 5� splice site of the Rev pre-mRNA. Using either of these two systems
to target ribozymes directed against Tat/Rev mRNA, they studied several
clones of Jurkat cells selected after transduction. Constructs bearing the
derivatives specifically targeted to the 5� splice site of Rev pre-mRNA showed
moderately better inhibition than constructs based on the unmodified Sn-
RNA targeting. However, the improvement was variable. As mentioned
above in the section on Rev transdominant inhibitors, Bauer et al. (1997)
used neomycin-resistant retroviral vectors to transduce anti-HIV ribozymes
into G-CSF-mobilized CD34 cells from patients already infected with
HIV-1. After 3 days’ transduction on allogenic stroma, with IL-6 and
IL-3, followed by G418 selection for neomycin-resistant cells, cultures were
resistant to challenge with HIV-1(JR-FL) and a primary culture of HIV-1.
RevM10 reduced infection by two to three logs in monocytic cells derived
from these cultures. Similar results were obtained with a retroviral construct
containing a message for two ribozymes, one directed against Rev mRNA
and the other against Tat mRNA.

B. Ribozymes Directed against the RRE

Ribozymes directed against the RRE have been somewhat less actively
studied than those against Rev mRNA. Duan et al. (1997) studied several
ribozymes directed against the RRE, retrovirally transducing them into
SUPT1 cells or PHA/IL2-activated PBMC. Constructs included a ribozyme
directed against stem/loop V of the RRE and transcribed from an internal
CMV promoter; a construct with tandem ribozymes against stem loops IIB
and V, also transcribed from an internal CMV promoter; a ribozyme against
stem/loop V transcribed from a tRNA promoter in the 3� LTR of the vector;
and a derivative of this latter construct containing an additional protein
SFv derived from a monoclonal antibody against Rev and transcribed from
an internal CMV promoter. Strongest inhibition of HIV-1(NL4-3) infection
was obtained with the tRNA/ribozyme against stem/loop V expressed in
conjunction with the D8SFv. Best results were obtained when viral infection
was at a m.o.i. in the range of 0.01–0.22. The inhibitory effects were
minimized at high m.o.i.



Therapies against the Rev Axis of HIV 213

VI. RRE Decoys

RRE decoys rank among the most promising and most heavily studied
of the anti-Rev therapies. Although large-molecular-weight RRE decoys
have received most of the attention to date and generally require introduction
by gene therapy techniques, small-molecular-weight aptamers capable of
binding the RRE should be able to be introduced extracellularly, either free
in solution or encapsulated in liposomes, and merit close study. RRE decoys
also possess the theoretical advantage of requiring at least two viral muta-
tions for full escape: one in the viral Rev so it no longer binds therapeutic
RRE and another in the viral RRE to compensate for the altered viral Rev.
As with other gene therapy approaches, approaches to RRE decoys have
included attempts to achieve improved efficiency by boosting their intracellu-
lar levels and attempts to achieve improved efficiency by coexpressing them
with other anti-HIV molecules.

Early results were obtained by Lee et al. (1992). Using a double-copy
murine retroviral vector to transduce a 43-base tRNA–RRE fusion construct
into CEM-SS cells, they obtained 90% inhibition of HIV replication postin-
fection, as determined by in situ IF and p24 EIA. However, it is doubtful
that the inhibition seen occurs because of interference with the Rev axis.
The decoy used involves deletion of a major portion of one side of the high-
affinity site and the claimed accumulation of relatively greater amounts of
small viral mRNA in cells expressing the decoy seems tenuous at best,
considering the extremely faint high-molecular-weight viral bands seen on
the published Northern blots.

Much subsequent work in the field addressed the development of high
intracellular levels of RRE decoys. Bevec et al. (1994) expressed various
intracellular levels of an RRE decoy by fusing two, three, or six tandem
copies of the RRE to the neomycin phosphotransferase gene of a retroviral
vector. After selecting clonal and mass cell populations derived from trans-
duced CEM cells for G418 resistance, they challenged them with HIV-
1(IIIB). Forty-three days after challenge with virus, they scored cells for HIV
antigens and CD4 expression. Only 10% of the cells in populations from
‘‘three-copy’’ RRE construct transfections and 20% of the cells from ‘‘two-
copy’’ RRE construct transfections displayed HIV antigens. The ‘‘three-
copy’’ and ‘‘two-copy’’ populations were 47 and 64% positive for CD4.
Control cell populations transduced with retroviral vector only or, surpris-
ingly, transduced with the ‘‘six-copy’’ construct were 80% positive for HIV
antigens, but displayed no CD4 antigen. Choli et al. (1994) used retroviral
transduction into MT4 cells to express one or two RRE copies, in the sense
orientation, from the TK (thymidine kinase) promoter. They found that two
RRE copies, but not one, were sufficient to inhibit HIV-1 replication, but
again, only very moderately, though still more than the single RRE decoy.
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In contrast, one antisense RRE copy sufficed to inhibit HIV replication.
Smith et al. (1996) designed a construct in which a 13-base minimal Rev
binding domain was embedded in a 23-base fragment and expressed from
a tRNA-Pol III promoter. By stably transducing this construct into CEM-
SS cells via adeno-associated vectors, they achieved 70 to 99% inhibition
of HIV gene expression postinfection, as determined by intracellular and
extracellular HIV p24. As mentioned above in section V,B, Kim et al. (1996)
cloned full-length RRE decoys (and RRE antisense RNA) into HIV-based
retroviral vectors. When the RRE decoy constructs were transiently cotrans-
fected into SUPT1 cells together with HIV-1(HXB2), expression of p24 was
inhibited only 5% at a 4:1 ratio of inhibitor to provirus and by 91% at a
16:1 ratio. In contrast, antisense RRE constructs only inhibited replication
by 21 and 65% at the 4:1 and 16:1 ratios respectively. Good et al. (1997)
expressed a variety of RNAs directed against the Rev axis in tRNAMet or
U6 SnRNA expression cassettes to achieve high intranuclear levels of stable
Rev-binding RNA aptamers which had been obtained by in vitro evolution
of Rev binding RNAs (Tuerk et al., 1993). These aptamer constructs were
effective when contransfected with HIV proviral DNA into human 293 cells
and infection was followed by reverse transcriptase production. Similarly
contransfected hairpin and hammerhead ribozymes directed against the U5
region of RNA or antisense RNA constructs also directed against the U5
region of RNA were ineffective.

As with the transdominant inhibitors, some work has addressed the
expression of RRE decoys in primary cell types suitable for eventual gene
therapy in humans. Bahner et al. (1996) transduced retroviral vectors
expressing RRE decoy sequences as part of an LTR-directed transcript ex-
pressing the neo gene into CD34 progenitor cells which were allowed to
differentiate into mature myelomonocytic cells normally permissive for HIV-
1(JR-FL) replication. Compared to vector alone control inhibition of HIV-
1(JR-FL), inhibition in unselected, decoy-expressing cultures was 50 to 77%.
In G418-selected cultures, the inhibition was 99.4–99.9%. Transduced cells
grew normally and were able to differentiate into mature myelomonocytic
cells. Similarly, Bauer et al. (1997) transduced various anti-HIV genes ex-
pressed on retroviral vectors containing neomycin phosphotransferase into
G-CSF-mobilized CD34 cells from patients already HIV-1 positive. When
cells expressing a 41-base RRE subfragment decoy were challenged with
HIV-1(JR-FL) infection, replication was inhibited by three logs. When chal-
lenged by a primary HIV-1 isolate, replication was inhibited by almost two
logs. When the cells expressed a ribozyme against Rev/Tat mRNA, two logs
of inhibition were seen with HIV-1(JR-FL) and greater than three logs were
seen with the primary HIV-1 isolate. When the cells expressed the RevM10
gene, greater than three logs inhibition was seen with both HIV-1(JR-FL)
and the primary isolate.
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In the future, new ways to boost intracellular expression of RRE decoys
may include expressing them in a novel fashion. Puttaraju and Been (1995),
for instance, modified the Anabaena pre-tRNA group I self-splicing PIE
(permuted intron–exon) sequence to generate circular forms of the RRE
high-affinity site, which were resistant to nuclease degradation in cellular
extracts. These circles specifically bind Rev and are candidates for gene
therapy molecules, but have not yet been tested in culture.

As is the case with other anti-Rev therapies, efforts have been made to
increase the efficiency of RRE decoys by coexpressing them with other
antiviral agents. As early as 1994, Yuyama et al. (1994) described a hybrid
RRE decoy/ribozyme construct. In this multifunctional construct, an RRE
decoy consisting of the primary Rev binding domain was piggybacked onto
flanking, cis-acting ribozymes which trimmed the flanking regions of a cen-
trally located ribozyme, which was in turn targeted against Tat mRNA. A
similar piggybacked TAR decoy was located at the 5� end of the construct
in a cis-acting ribozyme which trimmed 5� flanking sequences from the
central trans-acting ribozyme. All of the functional groups were demon-
strated to have the desired ribozyme and/or decoy functions in vitro, but
the vector remains to be optimized for in vivo function. Caputo et al. (1997)
transduced into Jurkat cells an RRE decoy and a Tat transdominant inhibitor
(Tat22/37) coexpressed on the same vector either tandemly from the same
promoter or from separate promoters. Cell clones expressing both agents
were resistant to HIV replication at low m.o.i. but not at high m.o.i. Syner-
gism between the RRE decoy and the Tat trans-dominant inhibitor was
obtained only when the RRE was expressed 3� of and in tandem with the
Tat construct. Control cultures expressing either agent alone were ineffective
at inhibiting viral replication. Yamada et al. (1996) fused an RRE decoy to
either one of two ribozymes, one directed against the U5 region of viral
RNA and the other against Rev mRNA, expression being driven from an
internal tRNAVal promoter in a retroviral construct. These constructs were
transfected into MOLT-4 cells and G418-resistant cells were selected. The
stem/loop II decoy linked to the anti-Rev ribozyme gave more inhibition
of HIV-1(SF2) than the anti-Rev ribozyme alone. The anti-U5 ribozyme-
expressing cells were strongly inhibitory and almost as inhibitory as the
stem/loop II decoy fused to the anti-U5 ribozyme. Gervaix et al. (1997a)
used various combinations of an RRE stem/loop II decoy fused to a ribozyme
targeted to U5 RNA or to a ribozyme targeted against Rev/Env mRNA in
single-, double-, and triple-copy vectors transduced into MOLT-4 cells which
were then clonally selected in G418 after transduction. Across clades A, B,
C, D, and E of HIV-1, the most effective inhibition was obtained with
coexpression of both ribozyme fusions. In general, expression of ribozymes
in double-copy vectors was more effective than expression in single-copy
vectors. In later work, Gervaix et al. (1997b) demonstrated they could
introduce a triple-copy retroviral construct with two stem/loop II RRE de-
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coys into CD34(�)-enriched cells from G-CSF treated, HIV-1-infected pa-
tients with 69 to 100% efficiency. One stem/loop II RRE decoy in the
construct was fused to an anti-U5 ribozyme and the other was fused to
an anti-Env/Rev ribozyme. CD34(�)-derived macrophages expressed the
transgenes and were resistant to HIV challenge in vitro. Inouye et al. (1998)
expressed a Rev binding domain, optimized by Given et al. (1993), using
adeno-associated virus vectors. With these constructs, inhibition of clinical
and laboratory HIV-1 isolates could be obtained in human alveolar macro-
phages and in CD4-positive lymphocytes.

RRE decoy effects may come from lentiviral vectors useful for targeting
resting cells and cells which are natural targets for HIV. Corbeau and Wong-
Staal (1998) reported that minimal, HIV-based vectors containing HIV LTRs
and extended packaging signals including the RRE could act as TAR and
RRE decoys. These anti-HIV properties may represent an added benefit in
anti-HIV therapies using HIV-derived vectors.

The report by Lee et al. (1994) that expression of a 23-base minimal
Rev binding element (Tiley et al., 1992) containing a 13-nucleotide RRE
decoy (in a tRNA cassette) could inhibit HIV replication in CEM cells (after
retroviral transduction and clonal selection) opened the way for developing
small RRE decoys, which could then be introduced by direct application to
cells rather than through gene therapy technology. Nakaya et al. (1997a,b)
developed 29- and 31-base synthetic RRE decoys that were RNA–DNA
chimeras and bound Rev with high affinity. When added to the culture
medium, one decoy inhibited 90% of viral production from chronically
infected MOLT-8 LAI cells. Inhibition of acute infection of healthy donor-
derived, peripheral blood mononuclear cells challenged with HIV-1(NL4-
3) or a clinical isolate was also seen. These chimeric RRE decoys only
moderately inhibited HIV-1 production after TNF� stimulation of the la-
tently infected ACH2 cell line. Symensma et al. (1996) further bolstered the
promise of this approach by demonstrating that effective RRE decoys could
be selected from random sequence pools. They isolated two such RNA
aptamers which competed with the RRE for Rev binding but which had
primary sequences and structures very different from the RRE. These aptam-
ers could functionally replace the RRE when substituted for it in a Rev-
dependent indicator plasmid, mediating the Rev response as well as the RRE
when Rev was saturating and better than the RRE when Rev was limiting.
These results suggest that in the future RRE decoys will be improved by
combinatorial techniques combined with large-scale screening methodology.
Kanopka et al. (1998), using Lipofectin, cotransfected into HeLa cells an
HIV proviral clone and an anti-HIV Rev binding aptamer to obtain specific
inhibition of HIV production by the aptamer. Fusion of an anti-HIV-Env-
targeted ribozyme to the aptamer resulted in no additional inhibition.
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VII. Intracellular Antibodies against Rev

A literal, if not unimaginative, interpretation of ‘‘intracellular immuniza-
tion’’ against the Rev axis has been to introduce into cells, mostly by gene
therapy, intracellular antibodies targeted against the axis. The Pomerantz
group reported the introduction into HeLa T4 cells (by calcium phosphate-
mediated transfection) of a genetic fusion of light- and heavy-chain variable
regions of an anti-Rev monoclonal antibody, D8, targeted to the nuclear
export signal of Rev. Expressed intracellularly in SUPT1, CEM, and human
PBMC, this SFv construct potently inhibited HIV replication (Duan et al.,
1994, 1995), even though the heavy-chain region of the construct later
proved to be aberrant and possessing unknown specificity. The VI region,
however, was correctly cloned and presumably contains the correct specific-
ity. Despite the questionable origin of the heavy-chain region, this SFv does
seem mechanistically to inhibit the Rev axis (Duan et al., 1995) in that it
induces formation of relatively large amounts of spliced HIV proviral mes-
sages. This same construct moderately inhibited PMA, IL-6, and TNF�
induction of HIV in the latently infected U1 cell line and PMA or TNF�
induction of HIV in the latently infected ACH2 cell line (Ho et al, 1998).

As with other therapies, coexpression of intracellular antibodies with
other anti-HIV genes is expected to be of value. Along these lines, Inouye
et al. (1998) coexpressed an RRE decoy and a single-chain antibody, H10,
targeted to a C-terminal region of Rev distinct from the nuclear export
signal and having a verified sequence. Expressed in an adeno-associated
virus vector, the two transgenes together were more inhibitory than either
one alone.

In the future, intracellular antibodies against Rev may be improved by
designing more efficient antibodies. Pilkington et al. (1996) produced a Fab
phage display library from the PBL of an HIV-infected, long-term nonprog-
ressor. The library was screened against Rev and several clones were obtained
with epitopes and binding constants in a range appropriate for intracellular
immunization. Such libraries may be future sources for effective antibodies.

There is one report in the literature of a method of introducing anti-
Rev antibodies intracellularly without genetic transduction (Pardridge et al.,
1994). Affinity purified, polyclonal antibodies directed against a 16-amino-
acid sequence in the Rev protein (35–50, encompassing the RRE binding
domain) were ‘‘cationized’’ by covalently linking surface carboxyl groups to
polyamines via carbodiimide. This raises the isoelectric point and promotes
cellular uptake. Cationized, anti-Rev antibodies applied extracellularly at a
concentration which would result in 50% of the antibodies binding to the
Rev epitope in vitro resulted in a very modest, though specific, 20% inhibi-
tion of HIV-1 replication in human PBL. However, no data were presented
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to demonstrate that these cationized antibodies have a mechanistic effect
related to the Rev axis.

VIII. Small Molecules Directed against the Rev Axis

The report by Zapp et al. (1993) that certain aminoglycosides inhibit
Rev/RRE binding by binding to the RRE and that neomycin B can antagonize
Rev function in cultured cells and inhibit HIV production opened the possi-
bility that nonnucleotide, small-molecular-weight compounds might be de-
veloped that could serve as anti-Rev therapeutics. Ratmeyer et al. (1996)
designed and characterized a set of diphenylfuran cations that selectively
inhibit Rev/RRE binding. Their best derivatives bound the RRE with a Ka

of 107 M�1 and inhibited binding at levels as low as 1 �M. The binding
involves intercalation, probably in the structured internal loop. Zapp et al.
(1997) reported that a tetracationic diphenylfuran, AK.A, can competitively
bind to the RRE high-affinity site and block binding of Rev to the high-
affinity site in the RRE at concentrations as low as 0.1 �M. The molecular
basis for the AK.A–RNA interaction as well as the mode of RNA binding
differs from the aminoglycoside Rev inhibitors. It remains to be seen how
well such molecules, other than the aminoglycosides, can function in liv-
ing cells.

IX. Therapies against Rev Cofactors

Although the role of eIF-5A in the Rev axis is not as well established
as that of CRM-1, it is of interest that Bevec et al. (1996) and Junker et al.
(1996) have reported inhibition of HIV-1 replication in lymphocytes by
mutants of eIF-5A. They expressed, by retroviral transduction into human
T cell lines, mutants of eIF-5A which still bind Rev/RRE complexes and
successfully inhibited replication of several strains of HIV-1 in several cell
types. Furthermore, each of the mutant eIF-5A proteins could block nuclear
export of Rev in microinjection studies. Junker et al. (1996) also showed
that expression of eIF5A mutant M13
 in PBLs resulted in no difference
in proliferation and metabolic activity as determined in a 3-(4,5 dimethylthi-
azole-2-yl)-2, 5-diphenyl tetrazolium bromide (MTT) assay, suggesting that
this mutant causes no cellular toxicity and is an appropriate candidate for
gene therapy.

X. Rev-Activated Suicide and Antiviral Therapies

Among the more creative uses of the Rev axis for antiviral strategies
has been the use of Rev regulation of toxic genes so that they are specifically
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expressed only in HIV-infected cells. Rev regulation, of course, involves two
levels of regulation. First, CRSs introduced in cis are expected to lower or
eliminate constitutive expression of the toxic transgene. Second, an RRE,
also in cis, is expected to render the toxic transgene Rev-responsive so that
it will be expressed in response to HIV infection. An additional theoretical
advantage of this approach is that given a sufficiently toxic transgene such
as diphtheria toxin A (DTA) chain, conferring upon it Rev regulation should
induce its expression with the earliest production of virion structural pro-
teins, allowing early interdiction of the process of virion production.

Although this strategy was pioneered in the Haseltine laboratory shortly
after the discovery of Rev (E. Terwilliger, personal communication), Har-
rison et al. (1991, 1992a,b) were the first to demonstrate its implementation.
In their first approach, a luciferase reporter construct which constitutively
expressed luciferase in a manner independent of Rev and Tat was cotransfec-
ted with a DTA construct that was Rev/Tat inducible, with baseline expres-
sion of DTA downregulated by HIV CRS elements. Introduction of a source
of Tat and Rev reduced the luciferase expression by the reporter gene by
almost 75%. Similar results were observed upon stable transduction of the
Rev-/Tat-inducible DTA into HeLa cells. In this format, the DTA construct
impaired HIV production from transfected proviral DNA by as much as
80–90%. Stable introduction of the Rev-/Tat-inducible DTA construct into
H9 cells afforded up to two logs of inhibition of HIV-1(IIIB) replication
postinfection. Smythe et al. (1994) pursued a variation of this approach by
placing a dominant negative mutant Gag under the regulation of Rev. Al-
though this construct would not be expected to kill cells upon induction,
theoretically it should inhibit virus production. In uncloned CEM-SS cells
transduced with this construct and selected as G418-resistant pools,
HIV-1 replication was inhibited 94% and was associated with decreased
CPE. SIV replication was also inhibited.

More recent work on the DTA concept has made the system seem less
attractive. Regheb et al. (1999) constructed a retroviral vector in which an
HIV promoter drove transcription in a sense opposite to the retroviral
LTR (which drives neo). From the HIV promoter is transcribed a cassette
containing an RRE and a gene of interest. Thus, genes inserted into the
cassette are under the regulation of Rev and Tat (with CRSs coming from
the cloned region of Env containing the RRE). CD4-enriched, G418-selected
PBLs were challenged after transduction with this vector containing in its
expression cassette either IFN-�2 or diphtheria toxin. Whereas the DTA
transduction only inhibited HIV replication about threefold, and that only
after 2 weeks in culture, transduction of IFN-�2 inhibited HIV replication
by about 1.5 logs, even at 3 days postinfection, the earliest time point
studied. The inhibition of viral replication compared favorably to inhibition
by a retrovirally transduced, constitutively expressed, Rev transdominant
mutant when the cells were challenged with HIV-1 RF. Inhibition by DTA
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transduction, however, was almost 2 logs less efficient than inhibition by the
Rev transdominant mutant when the cells were challenged with HIV-1(IIIB).

XI. Miscellaneous Anti-Rev Effects

One of the more curious observations to have been reported concerning
the Rev axis is its interaction with I-�B� (Wu et al., 1995, 1997), which
inhibited HIV replication, in part, through inhibition of Rev function, possi-
bly acting through a cellular factor involved in Rev transactivation. IKB�
inhibited by fivefold or less the Rev stimulation of a Rev-dependent reporter
plasmid and had similar effects on Rex. However, no Rev effect was notice-
able in Northern blots of HIV-1(BRU)-infected 293HEK-CD4 cells after
70% transduction of experimental and control cells. Possibly a fivefold
inhibition is too small to be noticeable at the level of relative RNA species.
Interestingly, the N terminus of I-�B� is required for inhibition of Rev
function but not for inhibition of NF-�B�. Another NF-�B family member,
IKB�, with a distinct amino-terminal sequence, inhibits NF-�B�, but not
Rev. Conversely, the C terminus of I-�B� is required for full NF-�B inhibi-
tion, but not for Rev inhibition. Furthermore, the nuclear export signal of
I-�B� is not required for inhibition of either Rev or NF-�B. Surprisingly,
mutants with defects in the inhibition of either Rev or NF-�B could inhibit
HIV replication. As intriguing as these observations are, given the small
effects observed, more work has to be done to rule out transcriptional effects
which might lower steady-state levels of Rev protein.

XII. Clinical Trials

Despite the many exciting possibilities for Rev-directed gene therapy,
few such therapies have advanced to clinical trials. By far the most advanced
of these strategies, in terms of progression through clinical trials, is RevM10.
First results were reported by Woffendin et al. (1996), who placed the
RevM10 gene, or an inactive deletion mutant, RevM10
, under the control
of the RSV promoter and the HIV TAR element. These constructs were
introduced separately into the CD4-enriched PBLs of three HIV-infected
patients using gold-particle-mediated gene transfer and neomycin-resistant
vectors. RevM10 and RevM10
 were placed under the transcriptional con-
trol of the RSV promoter. For in vitro experiments, cells containing the two
constructs were selected in G418 and challenged by HIV-1(BRU) or HIV-
1(IIIB) infection. In each case, RevM10 inhibited p24 production by at least
three- to fivefold. For patient treatment, transfected cells were reinfused
together, after separate in vitro expansion without selection, into the donor
patient. The numbers of RevM10 and RevM10
 cells were monitored by
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PCR. Although equivalent numbers of both cell types were present in blood
1 h after infusion, by 1 week levels of circulating RevM10
 cells were down
to less than 5% of the levels of RevM10 cells, suggesting preferential HIV
resistance of the RevM10 cells. Predominance of the RevM10 cells was seen
as long as 56 days postinfusion though both cell types decreased in number
over time, with even the RevM10 cells disappearing after 8 weeks. In more
recent work along similar lines, Ranga et al. (1998) inserted the RevM10
and control genes into retroviral vectors derived from the pLJ plasmid
(Korman et al., 1987). The results were generally similar to the gold-particle-
mediated gene-transfer experiments except that the relative selection for
RevM10 cells was much slower and the persistence of detectable transgenic
cells was much more prolonged, with RevM10 cells lasting for an average
of 6 months in the three patients studied. Presumably, determinants ex-
pressed by the vector and possibly the transgenes are eliciting an immune
reaction to the engineered cells, clearing both transgene-containing and
vector-alone retrovirus insertions.

Morgan et al. (1996, 1998) are pursuing similar studies using identical
twins discordant for HIV-1 infection. In these experiments they retrovirally
transduce into CD4-enriched lymphocytes from the HIV-negative twin anti-
sense Tar and/or transdominant Rev transgenes in parallel with vector-alone
controls. The genetically engineered T cells are then infused into the HIV-
infected twin and monitored. Preliminary results indicate that transgenic
vectors can be detected for at least 30 weeks postinfusion and, in six of
eight patients, a 2- to 20-fold enrichment in the ratio of transgene to vector-
alone can also be detected.

XIII. Conclusion

Despite the promise afforded anti-Rev-directed therapies by encouraging
in vitro results, considerable hurdles remain before the attainment of effective
in vivo therapies is likely to be obtained. Even the elegant clinical studies
establishing that RevTDs introduced by gene therapy can have a protective
effect are far from demonstrating any clinical benefit. As is the case for
much of gene therapy, the field of gene therapy directed against the Rev
axis is in need of better vectors, particularly ones which avoid the in vivo
decay of transgenic cells. As can be said for much of gene therapy in general,
the approaches to date have probably contributed more to our understanding
of basic viral, cellular, and organismal mechanisms than to our quest to
cure disease.
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I. Introduction

The systematic investigation of steps and enzymes involved in the replica-
tion of the human immunodeficiency virus type I (HIV-1) has led to the
discovery of several potential targets for anti-HIV-1 drugs. Indeed, since the
discovery that the acquired immunodeficiency syndrome (AIDS) is caused
by HIV-1, several billion dollars have been invested worldwide to develop
and test new pharmaceutical agents to control the spread of this epidemic
disease. New conventional drugs were specifically designed to block the
action of HIV-1-specific enzymes, such as the reverse transcriptase or the pro-
tease.

However, as a result of the high mutation rate of the virus, new virus
variants continuously emerge which are resistant to such conventional thera-
pies. Thus, great efforts are currently being made in many laboratories to
develop alternative genetic approaches to inhibit the replication of this virus.
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With growing insight into the mechanism and regulation of HIV-1 replica-
tion, in the past decade a large arsenal of genetic antivirals has been de-
veloped.

Gene expression vectors have been constructed which express various
anti-HIV-1 products (RNAs or proteins) which attack basically every step
in the viral life cycle. Tissue-culture cells have been transduced with such
genes, and it has been shown that such gene-transduced cells can become
rather resistant to HIV-1 infection. However, although such antivirals have
been proven to be very effective in vitro, their beneficiary effect in vivo is
very difficult to evaluate and still remains to be shown. In particular, the
long latent period from infection to the onset of AIDS (up to 10 years or
even longer) makes it very difficult to evaluate the efficacy of a new drug. To
make things even more complicated, HIV-1 can infect various nonlymphoid
tissues (e.g., cells of the central nervous system) and can become dormant
in such cells and thus ‘‘invisible’’ to the immune system. Thus, it is unknown
whether such dormant viruses can become active again late in the life of an
HIV-1-infected individual and whether cells carrying anti-HIV-1 antivirals
would still be available and active to block reemerging viruses and reoc-
curring infections.

Another problem is still the delivery of genes encoding for such genetic
antivirals. Although a series of gene-transfer tools exist which enable efficient
transduction of genes in tissue culture, it becomes more and more evident
that ex vivo transduced cells do not survive long in vivo. No efficient gene-
delivery tools are available at this point which would enable robust delivery
to the actual target cell in vivo. This chapter summarizes the experimental
genetic approaches to block HIV-1 replication and current gene-delivery
techniques to transduce therapeutic genes into the precise target cells.

II. HIV-1 Infection and Conventional
Pharmaceutical Agents

HIV-1 primarily infects and destroys cells of the human immune system,
in particular CD4� T lymphocytes and macrophages. The destruction of
such cells leads to a severe immunodeficiency, e.g., the inability to fight
other infectious agents or tumor cells. Thus AIDS patients usually die from
secondary infections (e.g., tuberculosis or pneumonia) or cancer (e.g.,
Kaposi’s sarcoma). Enormous efforts have been made to study the life cycle
and pathogenesis of HIV-1 in order to find potential targets to block the
replication of this virus. For a description of the life cycle of HIV-1, see
below and Fig. 1. Some viral proteins, such as the protease and reverse
transcriptase, have been crystallized and their three-dimensional structures
have been determined. These studies were performed to design specific com-
pounds which would irreversibly bind to the active sites of such enzymes
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FIGURE 1 Life cycle of HIV-1. The life cycle of the human immunodeficiency virus type
I is similar to that of all retroviruses studied. HIV-1 attaches to the target cell mainly by binding
to the CD4 molecule. After fusion of the viral and cellular membranes, retroviral core particles
are released into the cytoplasm. The RNA genome is converted into a double-stranded DNA
by the viral reverse transcriptase (RT) and ribonuclease H (RNaseH) and actively transported
into the nucleus, probably aided by the viral protein Vpr. The viral DNA is integrated into
the genome of the host cell by the viral integrase (in). The integrated DNA form of the virus
is called the provirus. In contrast to other retroviruses, transcription and RNA splicing of the
provirus is regulated by viral accessory proteins. For example, the viral protein Tat must to bind
to a specific sequence in the HIV genome (termed TAR) to enable highly efficient transcription of
the provirus. Rev is required to control RNA splicing and the transport of RNAs into the
cytoplasm. Finally, in the cytoplasm, virus core particles are assembled by encapsidating full-
length genomic viral RNAs (recognized by specific encapsidation sequences). At the cell mem-
brane virus particle assembly is completed by the interaction of the core with the viral membrane
proteins and new particles ‘‘bud’’ (are released) from the infected cell. For more details regard-
ing regulatory proteins, see also the legend to Fig. 5. Abbreviations: Env, envelope; ER, endo-
plasmatic reticulum.
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and therefore inhibit their function. Indeed, specific chemical compounds
which efficiently block the activity or function of these viral proteins are
now commercially available and in use worldwide ( Johnston et al., 1989;
Erickson and Burt, 1996; de Clercq, 1996; Sandstrom and Folks, 1996;
Fulcher and Clezy, 1996).

However, treatment with just one enzyme inhibitor led to the emergence
of drug-resistant viruses in the patient. Thus, a few years ago, therapies
were initiated using three antiviral compounds (called combination chemo-
therapy or highly active antiretroviral therapy, HAART) simultaneously.
Recent studies have demonstrated that the administration of this mixture
can lead to significant reduction of viral load in vivo. Utilizing two reverse
transcriptase and one protease inhibitor in treatment-naive patients, the
serum HIV-1 RNA levels could be reduced to an undetectable level in many
patients. However, how long this response will last in these patients remains
an open issue (Chun et al., 1997; Finzi et al., 1997; Wong et al., 1997).
Most recently, it has been shown that very low amounts of the HIV-1 virus
can still be detected in lymphocytes isolated from semen samples of patients
that had received HAART for several years (Zhang et al., 1998). Even worse,
these dormant viruses could be reactivated in ex vivo experiments. Thus,
even if patients have extremely low or no detectable levels of viral RNA in
their blood specimen, they may still be capable of transmitting the virus to
uninfected individuals.

Furthermore, reports of patients have emerged describing variant strains
of HIV-1 which are resistant to this combination chemotherapy. In particu-
lar, patients who have been treated with one antiviral inhibitor alone in the
past appear to already carry a virus strain which is resistant to one of these
compounds and therefore are partially resistant to combination therapy.
Such virus strains have a higher chance of further mutating and of evading
the inhibitory effects of the other chemical compounds. In particular, the
viral enzyme reverse transcriptase, which converts the viral RNA genome
into a double-stranded DNA, does not have proofreading capabilities. On
average, it inserts at least one incorrect nucleotide into the viral genome per
replication cycle. This error rate is orders of magnitude higher than that of
the cellular DNA polymerase I, which is the main enzyme for the replication
of the eukaryotic genome. This high mutation rate explains why drug-
resistant virus mutants emerge rapidly in HIV-1-infected patients (Richman,
1992). This high mutation rate also explains why new mutant viruses contin-
uously arise which are ‘‘new’’ to and therefore not recognized and inactivated
by the immune system. Consequently, in the clinically latent stage of HIV-
1 infection, high virus loads persist which consistently change their genetic
‘‘outfit’’ to escape drugs that inhibit virus replication and the immune system
(Baltimore, 1995; Embretson et al., 1993; Pantaleo et al., 1993).

In summary, the clinical application of all conventional drugs for the
treatment of AIDS has not led to a cure of the disease and even the new
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combination therapy may only halt the development of AIDS in infected
people temporarily, as new drug resistant variants of the HIV-1 virus start
to emerge. Thus, efforts are underway in many laboratories to develop
alternative therapeutics.

III. Genetic Antivirals to Block HIV-1 Replication

The primary target cells for HIV-1 are cells of the hematopoietic system,
in particular CD4� T lymphocytes and macrophages. During HIV-1 infec-
tion these cells are destroyed by the virus, leading to immunodeficiency of
the infected individual. In order to prevent the destruction of the cells of
the immune system, a diverse array of efforts is now underway to make
such cells resistant to HIV-1 infection. This approach has been termed
‘‘intracellular immunization’’ (Baltimore, 1988). In particular, the develop-
ment of genetic agents (also termed ‘‘genetic antivirals’’) which attack the
virus at several points simultaneously inside the cell and/or which are inde-
pendent from viral mutations has gained great attention.

HIV-1 replicates via a classic retroviral life cycle. Initially, it binds
to the high-affinity receptor, CD4, on CD4� T lymphocytes and certain
monocyte/macrophage populations. Recently, it has been determined that
chemokine coreceptors, including CXCR-4 and CCR5, are also critical in
viral entry. Thus, efforts are being made in several laboratories to develop
agents which make T lymphocytes and/or macrophages resistant against
virus entry (for details see below).

After entry and disassembly the viral RNA is reverse transcribed to viral
DNA by reverse transcriptase (RT), like other retroviruses. However, in
contrast to most other retroviruses, the resulting preintegration complex is
then actively transported across the nuclear membrane. Thus, HIV-1 is
capable of infecting quiescent cells. Many attempts are now also underway
to endow immune cells with genes which prevent reverse transcription
and/or integration (see below).

Besides the structural proteins, which form the virus particle, lentiviruses
express a number of critical regulatory genes from multiple-spliced mRNAs.
Thus, a series of studies are currently underway to test the potential of
genetic antivirals directed not only against the structural Core and Envelope
proteins, which are found in all retroviruses (e.g., matrix proteins, reverse
transcriptase, integrase, and protease), but also against some regulatory
proteins, which are specific and essential for the life cycle of lentiviruses.
HIV-1 contains six regulatory genes which are involved in the complex
pathogenesis (Table I).

First, the Tat gene is the major transcriptional transactivator of HIV-1
and essential for the activity of the long terminal repeat (LTR) promoter.
The Tat protein stimulates HIV-1 transcription via an RNA intermediate
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TABLE I HIV Proteins and Their Functions

Protein Size Function

Gag p25 (p24) Capsid (CA) structural protein
p17 Matrix (MA) protein–myristoylated
p9 RNA–binding protein (?)
p6 RNA–binding protein (?) helps virus budding

Polymerase (Pol) p66,p51 reverse transcriptase (RT); RNase H-inside core
Protease (PR) p10 Post-translation processing of viral proteins
Integrase (IN) p32 Integration of viral DNA
Envelope (Env) gp160 Envelope precursor protein, proteolytically

cleaved
gp120 Envelope surface protein, virus binding to cell

surface
gp41 (gp36) Envelope transmembrane protein, membrane

fusion
Tat* p14 Transactivation
Rev* p19 Regulation of viral RNA expression
Nef* p27 Pleiotropic, including virus

suppression–myristoylated
Vif p23 Increases virus infectivity and cell-to-cell

transmission; helps in proviral
DNA synthesis and/or virion assembly

Vpr p15 Helps in virus replication; nuclear import (?)
transactivation (?)

Vpu* p16 Helps in virus release; disrupts gp160-CD4
complexes

* not associated with virion

called the TAR region, which is found just downstream of the 5� LTR. The
product of the Rev gene rescues the unspliced viral RNA from the nucleus
of infected cells by increasing transport through the nuclear pore. These
two regulatory proteins are absolutely essential for HIV-1 replication and
therefore became major targets for the development of genetic inhibitors of
virus replication. These inhibitors attack the virus after integration into the
chromosomes of the host and aim to prevent or reduce particle formation
and/or release from infected cells.

Other critical accessory proteins include the Vpr gene, which leads to
G2 arrest in the cell cycle of infected cells; Nef, which stimulates viral
production and activation of infected cells; Vpu, which stimulates viral
release; and Vif, which seems to augment viral production in either early
or late steps in the viral life cycle. These regulatory proteins may be less
crucial to viral load and replication in comparison to Tat and Rev. Conse-
quently, antiviral agents which attack these proteins are less likely to signifi-
cantly prevent infection and/or the spread of the virus.
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Potential genetic inhibitors of virus replication should have four features
to overcome the shortcomings of conventional treatment. First, they should
be directed against a highly conserved moiety in HIV-1 which is absolutely
essential for virus replication, eliminating the chance that new mutant vari-
ants arise which can escape this attack. Second, they have to be highly
effective, greatly reducing or, ideally, completely blocking the production
of progeny virus. Third, they have to be nontoxic. A fourth criterion, which
should not be overlooked, is that the antiviral agent has to be tolerated by
the immune system. It would not make much sense to endow immune cells
with an antiviral agent which elicits an immune response against itself,
leading to the destruction of the HIV-1-resistant cell after a short period
of time.

In the past few years many strategies have been developed and proposed
for clinical application to block HIV-1 replication inside the cell (see Fig. 2).
Such strategies use either antiviral RNAs or proteins. They include antisense

FIGURE 2 Overview of possible genetic targets to block HIV-1 replication. The different
approaches are described in detail in the text.
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oligonucleotides, ribozymes, RNA decoys, transdominant negative mutant
proteins, products of toxic genes, and single-chain antigen binding proteins
(for reviews, see Dropubic and Jeang, 1994; Yu et al., 1994a; Kaplan and
Hirsch, 1994; Gilboa and Smith, 1994; Anderson, 1994; Sarver and Rossi,
1993; Bahner et al., 1993; Blaese, 1995; Bridges and Sarver, 1995; Bunnell
and Morgan, 1996a; Cohen, 1996; Ho et al., 1995; Pomerantz and Trono,
1995). Antiviral strategies that employ RNAs have the advantage that they
are less likely to be immunogenic than protein-based antiviral agents. How-
ever, protein-based systems have been engineered that use inducible promot-
ers that only become active upon HIV-1 infection.

A. RNA-Based Inhibitors of HIV-1 Replication

1. Antisense RNAs and Ribozymes

Prokaryotes and bacteriophages express antisense RNAs, which provide
regulatory control over gene expression by hybridizing to specific RNA
sequences (Stein and Cheng, 1993). In animal cells, artificial antisense oligo-
nucleotides (RNAs or single-standed DNAs) have been successfully used to
selectively prevent expression of various genes (e.g., oncogenes, differentia-
tion genes, and viral genes) (Stein and Cheng, 1993; Agrawal, 1992). Further-
more, the presence of double-stranded RNA inside the cell can induce the
production of interferon and/or other cytokines, stimulating an immune
response. Indeed, it has also been reported that the expression of RNAs
capable of forming a double-stranded RNA molecule with the HIV-1 RNA
(antisense RNAs) can significantly reduce the expression of HIV-1 proteins
and consequently the efficiency of progeny virus production (Castanotto et
al., 1994; Rossi and Sarver, 1992; Rothenberg et al., 1989; Cohen, 1991;
Stein and Cheng, 1993; Agrawal, 1992).

Ribozymes are very similar to antisense RNAs, e.g., they bind to specific
RNA sequences, but they are also capable of cleaving their target at the
binding site catalytically. Thus, they have the advantage that they may not
need to be overexpressed in order to fulfill their function (Bahner et al.,
1996a; Biasolo et al., 1996; Larsson et al., 1996; Heusch et al., 1996;
Poeschla and Wong-Staal, 1995; Chuah et al., 1994; Yu et al., 1995; Leavitt
et al., 1994; Poeschla and Wong-Staal, 1994; Sullivan, 1994; Yu et al.,
1993; Weerasinghe et al., 1991; Leavitt et al., 1996; Wong-Staal, 1995).
Certain ribozymes (e.g., hairpin and hammerhead ribozymes, Fig. 3) require
only a GUC sequence (Fig. 2). Thus, many sites in the HIV-I genome can
be targeted. However, several questions remain unanswered. For example,
it is unclear whether efficient subcellular colocalization can be obtained, in
particular in vivo. This problem has been addressed recently by inserting
anti-HIV-1 (anti-Rev) ribozymes into the U1 small nuclear RNA. Such RNAs
were found to be retained in the nucleus and to exhibit anti-HIV-1 activity
in vitro (Michienzi et al., 1998). Another question is whether the target
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FIGURE 3 Schematic representation of two ribozymes to block HIV-1 replication. The
structures shown are paired with actual HIV-1 target sequences. (A) A hammerhead ribozyme
pairs specifically with a sequence in the gag region of the HIV-1 genome. (B) A hairpin ribozyme
designed to bind to and cleave the 5’ end of the viral genome, abolishing the reverse transcription
and integration of progeny virus.

RNA will be efficiently recognized due to secondary and tertiary folding of
the target RNA or whether RNA binding proteins would prevent efficient
binding. Experimentation in several laboratories has addressed these prob-
lems (Gervaix et al., 1997b; Earnshaw and Gait, 1997; Rossi et al., 1997;
Hampel, 1998; Ramezani et al., 1997; Duarte et al., 1997; Campbell and
Sullenger, 1995) and clinical trial have been initiated to test the therapeutic
effect of ribozymes in AIDS patients (Li et al., 1998).

2. RNA Decoys

In contrast to ribozymes and antisense RNAs, RNA decoys do not
attack the viral RNAs directly. RNA decoys are mutant RNAs that resemble
authentic viral RNAs that have crucial functions in the viral life cycle. They
mimic such RNA structure and decoy viral and/or cellular factors required
for the propagation of the virus (Bahner et al., 1996a; Chang et al., 1994;
Liu et al., 1994; Yu et al., 1994b; Lisziewicz et al., 1995; Cesbron et al.,
1994; Bahner et al., 1996b; Lee et al., 1994; Smythe et al., 1994; Matsuda
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et al., 1993; Lisziewicz et al., 1993; Brother et al., 1996; Ilves et al., 1996;
Bunnell and Morgan, 1996b; Sullenger et al., 1990). For example, HIV-1
replication largely depends on the two regulatory proteins Tat and Rev.
These proteins bind to specific regions in the viral RNA, the transactivation
response (TAR) loop and the Rev response element (RRE), respectively. Tat
binding to TAR is crucial in the initiation of RNA transcription, and Rev
binding to RRE is essential in controlling splicing, RNA stability, and the
transport of the viral RNA from the nucleus to the cytoplasm. These two
complex secondary RNA structure within the HIV-1 genome appear to be
unique for the HIV-1 virus and no cellular homologous structures have been
identified. Thus, such structures appear to be valuable targets for attack
with genetic antivirals.

The strategy here is to endow HIV-1 target cells with genes that overex-
press short RNAs containing TAR or RRE sequences. The rationale for this
is to have RNA molecules within the cells in abundance which will capture
Tat or Rev proteins, preventing the binding of such proteins to their actual
targets. Consequently, HIV-1 replication is markedly impaired. This strategy
has the advantage over antisense RNAs and ribozymes in that mutant Tat
or Rev, which will not bind to the RNA decoys, will also not bind to their
actual targets. Thus, the likelihood that mutant strains would arise which
would bypass the RNA decoy trap is low. However, it still remains to be
elucidated whether cellular factors also bind to Tat or Rev decoys and
whether overexpression of decoy RNAs would lead to the sequestering of
the resulting protein–RNA complexes in the cell.

B. Protein-Based Inhibitors of HIV-1 Replication

1. Transdominant Negative Mutant Proteins

Efficient replication of the HIV-1 virus depends on several regulatory
proteins which are involved in viral gene expression and gene regulation.
Mutant forms of such proteins greatly reduce the efficiency of viral replica-
tion. Transdominant (TD) negative mutants are genetically modified viral
proteins that still bind to their targets but are unable to perform their actual
function. They compete with the corresponding native, wild-type protein
inside the cell. The competition of several TD proteins with the wild-type
counterpart has been shown to greatly reduce virus replication, especially
when such TD mutants are expressed from strong promoters (e.g., the
cytomegalovirus immediate early promoter, CMV-IE) (Baltimore, 1988;
Trono et al., 1988; Buchschacher et al., 1992; Freed et al., 1992; Wu et al.,
1996; Regheb et al., 1995; Liu et al., 1994; Lori et al., 1994; Liem et al.,
1993; Bahner et al., 1993; Caputo et al., 1996).

For example, mutations in the Gag proteins, which lead to abnormal
virus core assembly, have been shown to inhibit HIV-1 replication (Lori et
al., 1994; Cara et al., 1998). Furthermore, transcription from the HIV-1
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long terminal repeat promoter is dependent on the Tat protein. Mutant Tat
proteins, which still bind to the nascent viral RNA, but which are unable
to further trigger RNA elongation of transcription, greatly reduce the pro-
duction of HIV-I-RNAs and consequently the production of progeny virus
(Caputo et al., 1996, 1997; Rossi et al., 1997). In a similar way, mutant
Rev proteins interfere with regulated posttranscriptional events and also
greatly reduce the efficiency of virus replication in an infected cell. In particu-
lar, one Rev mutant, termed RevM10, has been shown to efficiently block
HIV-1 replication and has become a standard to measure the inhibitory
effect of other anti-HIV-1 genetic antivirals (Liu et al., 1994; Woffendin et
al., 1994; Woffendin et al., 1996; Ranga et al., 1998a; Junker et al., 1997;
Bonyhadi et al., 1997; Plavec et al., 1997; Caputo et al., 1997). Clinical
trials are now underway to test long-term expression and therapeutic effects
of RevM10 in AIDS patients (see Section VI).

Although TD mutants have been shown to be effective in vitro, it still
remains unclear how long cells endowed with such proteins will survive in
vivo. There is a significant possibility that peptides of such proteins will be
displayed via HLA leading to the destruction of the HIV-I-resistant cell by
the patient’s own immune system. There is, however, the potential to express
such proteins from the HIV-1 LTR promoter, which only becomes activated
upon HIV-1 infection. However, this would rule out that a TD Tat can be
used because TD Tat may also abolish its own expression. Even if other
TD proteins are expressed from inducible promoters, it still remains unclear
whether such inducible promoters are really silent enough so that no protein
is made (and no immune response) as long as there is no viral infection
(e.g., a ‘‘leakiness problem’’).

2. Toxic Genes

Another approach to reduce the production of progeny virus is to endow
the target cells of HIV-1 with toxic genes which become activated immedi-
ately after virus infection. The activation of the toxic gene leads to immediate
cell death and therefore no new progeny virus particles can be produced.
Theoretically, this would lead to an overall reduction of the virus load in
the patient. In vitro experiments have shown that the production of HIV-
1 virus particles was indeed reduced if target cells had been endowed with
genes coding for the herpes simplex virus (HSV) thymidine kinase or a
mutant form of the bacterial diphtheria toxin protein. Such genes were
inserted downstream of the HIV-1 LTR promoter, which only becomes
activated upon HIV-1 infection when the viral Tat protein is expressed
(Dinges et al., 1995b; Curiel et al., 1993; Caruso and Klatzmann, 1992;
Caruso, 1996; Dinges et al., 1995a; Brady et al., 1994).

Besides the question regarding the ‘‘silence’’ of the HIV-1 LTR promoter
without Tat (discussed above), the main problem with this approach is the
actual number of cells that carry a toxic gene present in the patient. Since
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the HIV-1 virus will not only infect cells that carry the toxic gene, but also
many other cells of its host, it remains to be shown whether this approach
is effective enough to have a therapeutic effect or whether it only slows
down virus replication for a short period of time until all cells that carry
the toxic genes undergo self-destruction upon infection.

3. CD4 and HIV-1 Coreceptors as Decoy

The CD4 molecule is the major receptor for the HIV-1 virus for entry
into T lymphocytes. Besides CD4, entry of HIV-1 into T lymphocytes
and/or macrophages also depends on the presence of chemokine coreceptors,
mainly CXCR-4 and CCR-5. Thus efforts have been made to block HIV-
1 replication by modifying the main envelope docking molecules CD4,
CXCR-4, or CCR-5 (Vandendriessche et al., 1995; Morgan et al., 1990;
1994; San Jose et al., 1998; Yang et al., 1997).

In a similar way to RNA decoys, the therapeutic effect of mutant
CD4, which stays inside the endoplasmatic reticulum (ER), has been
evaluated. In such experiments a chimeric CD4 coding gene was con-
structed which contained an ER retention sequence derived from the
TCR CD3-epsilon chain (San Jose et al., 1998). Thus this mutant CD4
molecule was able to prevent HIV-1 envelope maturation by retaining
the HIV-1 envelope in the ER and blocking its transport to the cell
surface. Consequently, formation of infectious particles could not take
place. Indeed, it has been shown that human-tissue-culture T-lymphocyte
lines (e.g., Jurkat or MT-2 cells) as well as primary T-cells from asymptom-
atic HIV-1-infected individuals which express this chimeric CD4 molecule
became resistant to HIV-1 infection.

In another approach, soluble CD4 has been used to block the envelope
of free extracellular virus particles and to prevent binding to fresh target
cells. However, the question remains if soluble and/or mutant CD4 in the
blood of the patient will also serve as a trap for natural CD4 ligands, leading
to the impairment of important physiological functions (Vandendriessche
et al., 1995; Morgan et al., 1990, 1994).

It has been found that people who have a mutant form of CCR-5, a
coreceptor used by macrophage-tropic strains of HIV-1, are naturally pro-
tected against HIV-1 infection (Lyman et al., 1994). Such mutant CCR-5
appears to be retained in the ER and therefore is not available at the cell
surface for HIV-1 entry. Thus, efforts are being made to phenotypically
knock out wild-type CCR-5 in HIV-1-infected individuals to make their
macrophages resistant to CCR-5-tropic HIV-1 infection (Yang et al., 1997).
Macrophages have been transduced with a genetically modified chemokine
gene which expresses a modified protein targeted to the ER. In the ER,
the modified chemokine binds to CCR-5, preventing its transport to the
cell surface.
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4. Single-Chain Antibodies

Single-chain antibodies (scA) have originally been developed for Esche-
richia coli expression to bypass the costly production of monoclonal antibod-
ies in tissue culture or mice (Bird et al., 1988; Whitlow and Filpula, 1991).
They comprise only the variable domains of both the heavy and the light
chain of an antibody. These domains are expressed from a single gene, in
which the coding region for these domains are separated by a short spacer
sequence coding for a peptide bridge, which connects the two variable
domain peptides. The resulting single-chain antibody (scA, also termed
single-chain variable fragment, scFv) can bind to its antigen with similar
affinity as an Fab fragment of the authentic antibody molecule.

scFvs have been developed by our group and others to combat HIV-1
replication. sFvs, which lack a hydrophobic signal peptide, are expressed
intracellularly and are retained in the cytoplasm and are capable of binding
to specific domains of HIV-1 proteins. Many proteins of HIV-1 have been
targeted to prevent integration of the HIV-1 into the host chromosome (e.g.,
sFv against the integrase, reverse transcriptase, or matrix protein) or to
block virus maturation (e.g., sFvs against Rev, Tat, and Env). Some intracel-
lular sFvs have been found to greatly reduce the ability of HIV-1 to replicate,
while other sFvs have produced only moderate success (Duan and Pomer-
antz, 1996; Morgan et al., 1994; Chen et al., 1994a,b; Buonocore and Rose,
1993; Duan et al., 1994a,b; Pomerantz et al., 1992; Pomerantz and Trono,
1995; Marasco et al., 1998; Rondon and Marasco, 1997).

The ability to inhibit levels of HIV-1 infection, which may occur in the
interstices of lymphoid tissue, remains a problem for anti-HIV gene therapy.
New approaches which may target anti-HIV SFvs to escaping virion particles
themselves have been developed. Of note, a new finding utilizing a specific
motif which binds to the intravirion HIV-1 regulatory protein, Vpr, has
demonstrated the ability to target anti-HIV-1 SFvs to the virion particle
themselves. This motif, entitled WXXF, docks to Vpr and is able, when
using chimeric fusion proteins, to target HIV-1 virions with inhibitory SFvs
(BouHamdan et al., 1998).

C. Combination Therapies

As described above, many strategies have been developed to block HIV-
1 replication with genetic antivirals. As with conventional drugs, the question
has to be asked whether mutant forms of the virus would arise which
would eventually escape the blocking genetic antiviral. Little information
is available regarding this issue because none of the genetic approaches have
been tested on a broad clinical basis. Generally, most genetic antivirals
attack HIV-1 at points at which mutations are expected to be fatal for the
virus. Thus, there is significant hope that resistant virus will not emerge, at
least not as rapidly as in the case of conventional drugs. In fact, a recent in
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vitro study showed the absence of emerging mutations within the specific
viral ribozyme target sequences (Wang et al., 1998).

Another problem which still remains for gene therapy to combat
HIV-1 infection is the fact that increased multiplicities of infection seem to
overwhelm most gene-therapeutic approaches to inhibit HIV-1 replication.
As such, new approaches to augment the anti-HIV-1 activities of single
genetic antivirals are being developed and experiments are underway in
many laboratories to test the therapeutic effect of a combination of two or
more anti-HIV-1 antivirals (Cara et al., 1998; Bauer et al., 1997; Gervaix
et al., 1997a). Furthermore, it has been reported that a combination of
conventional drugs with genetic antivirals inhibits HIV-1 replication 10
times more efficiently than either therapy alone ( Junker et al., 1997).

For example, combinations of different ribozymes, i.e., a combination
of an RRE decoy with RevM10 and a ribozyme, were more efficient blockers
of HIV-1 replication than either genetic antiviral alone (Bauer et al., 1997;
Gervaix et al., 1997a). In a similar way, expression of the transdominant
mutant REV-M10 (see Section III,B,1) together with a gag-antisense RNA
has been reported to increase the inhibition of HIV-1 replication (Cara
et al., 1998). Our laboratory is now developing combination single-chain
variable fragments in a single construct. These use the internal ribosome
entry site (IRES) to express proteins from a single promoter (manuscript
in preparation).

IV. Genetic ‘‘Guns’’ to Deliver Genetic Antivirals

In all therapeutic approaches listed above, the therapeutical agent cannot
be delivered directly to the cell. Instead, the corresponding genes have to
be transduced to express the therapeutic agent of interest within the target
cell. Genes can be delivered using a large variety of molecular tools. Such
tools range from nonviral delivery agents (liposomes or even naked DNA)
to viral vectors. Since HIV-1 remains and replicates in the body of an infected
person for many years, it will be essential to stably introduce therapeutic
genes into the genome of target cells for either continuous expression or for
availability upon demand. Thus, gene delivery tools such as naked DNA,
liposomes, or adenoviruses (AV), which are highly effective for transient
expression of therapeutic genes, may not be useful for gene therapy of
HIV-1 infection.

Adeno-associated virus (AAV), a nonpathogenic single-stranded DNA
virus of the parvovirus family, has recently gained a great deal of attention
as a vector because it is not only capable of inserting its genome specifically
at one site at chromosome 19 in human cells, but it is also capable of
infecting nondividing cells. However, vectors derived from AAV are much
less efficient and loose their ability to target chromosome 19 (Muzyczka,
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1992; Hallek and Wendtner, 1996). Another shortcoming of AAV is the
need for it to be propagated with replication-competent AV, since AAV
alone is replication-defective. It also remains to be shown, how efficiently
AAV vectors transduce genes into human hematopoietic stem cells
and/or mature T lymphocytes and macrophages. Since gene therapy of HIV-
1 infection may also require multiple injections of the vector (in vivo gene
therapy, see below) or of ex vivo manipulated cells, it also remains to be
shown whether even small amounts of contaminating AV, which is used as
a helper agent to grow AAV, will cause immunity problems.

The most efficient tools for stable gene delivery are retroviral vectors
(Miller, 1990; Morgan and Andserson, 1993; Dornburg, 1995; Temin, 1986;
Gilboa, 1990; Eglitis and Anderson, 1988; Gunzburg and Salmons, 1996),
which stably integrate into the genome of the host cell, as this is a part of
the retroviral life cycle (Fig. 1). This is why the first virus-based gene-delivery
systems have been derived from this class of viruses. This is also why they
are being used in almost all current human gene-therapy trials, including
on-going clinical AIDS trials.

Retroviral vectors are basically retroviral particles that contain a genome
in which all viral protein coding sequences have been replaced with the
gene(s) of interest. As a result, such viruses cannot further replicate after one
round of infection. Furthermore, infected cells do not express any retroviral
proteins, which makes cells that carry a vector provirus (the integrated DNA
form of a retrovirus) invisible to the immune system (Miller, 1990; Morgan
and Anderson, 1993; Dornburg, 1995; Temin, 1986; Gilboa, 1990; Eglitis
and Anderson, 1988; Gunzburg and Salmons, 1996). A large variety of
genes have been inserted in retroviral vectors and highly efficient, long-term
gene expression has been reported for many applications.

However, efficient gene expression may not always be achieved and
different genes behave in different ways. For example, our laboratory en-
countered some problems in robustly expressing sFvs from murine leukemia
virus (MLV)-derived gene delivery vectors. As such, new approaches utilizing
various vectors have been developed to express SFvs. In particular, SV40,
which infects a wide range of human and mammalian cells, has been utilized
with an anti-integrase SFv (BouHamdan et al., 1999).

A. Retroviral Vectors Derived
from C-Type Retroviruses

All current retroviral vectors used in clinical trials have been derived
from murine leukemia virus (MLV), a C-type retroviruses with a rather
simple genomic organization (Fig. 4). MLV contains only two gene units,
which code for the inner core structure proteins and the envelop protein,
respectively. It does not contain regulatory genes like HIV-1. Thus, the
construction of safe gene-delivery systems is rather simple and straightfor-
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FIGURE 4 Retroviral helper cells derived from C-type retroviruses. (A) A C-type retroviral
provirus (the DNA intermediate of a retrovirus is shown on the top). The protein coding genes
(gag-pol and env) are flanked by cis-acting or controlling sequences, which play essential roles
during replication. (B) In a retroviral helper cell, the retroviral protein coding genes, which
code for all virion proteins, are expressed (ideally) from heterologous promoters (pro) and
polyadenylated via a heterologous polyadenylation signal sequence (poly A). To minimize
reconstitution of a full-length provirus by recombination, the gag-pol and env genes are split
to different gene expression vectors. In the retroviral vector, the viral protein coding sequences
are completely replaced by the gene(s) of interest. Since the vector contains specific encapsidation
sequences (E), the vector genome is encapsidated into retroviral vector particles, which bud
from the helper cell. The virion contains all proteins necessary to reverse transcribe and integrate
the vector genome into that of a newly infected target cell. However, since there are no retroviral
protein coding sequences in the target cell, vector replication is limited to one round of infection.
Abbreviation: LTR, long terminal repeat.

ward. Such delivery systems consist of two components: the retroviral vector,
which is a genetically modified viral genome which contains the gene of
interest replacing retroviral protein coding sequences, and a helper cell that
supplies the retroviral proteins for the encapsidation of the vector genome
into retroviral particles (Fig. 4). Modern helper cells contain separate plas-
mid constructs which express all retroviral proteins necessary for replication.
After transfection of the vector genome into such helper cells, the vector
genome is encapsidated into virus particles (due to the presence of specific
encapsidation sequences). Virus particles are released from the helper cell
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carrying a genome containing only the gene(s) of interest (Fig. 4). Thus,
once established, retrovirus helper cells can produce gene transfer particles
for very long time periods (e.g., several years). In the past decade, several
retroviral vector systems have also been derived from other C-type chicken
retroviruses (Miller, 1990; Dornburg, 1995; Gunzburg and Salmons, 1996).

B. Retroviral Vectors Derived from HIV-1

Retroviral vectors derived from MLV have been shown to be very useful
in transfering genes into a large variety of human cells. However, they poorly
infect human hematopoietic cells because such cells lack the receptor, which
is recognized by the MLV envelope protein (von Laer et al., 1998). Further-
more, retroviral vectors derived from C-type retroviruses are unable to infect
quiescent cells: such viruses (and their vectors) can only establish a provirus
after one cell division, during which the nuclear membrane is temporarily
dissolved (Bukrinsky et al., 1993; Lewis and Emerman, 1994; Schwedler et
al., 1999; Miyake et al., 1999; Uchida et al., 1998). Thus, efforts are under-
way in many laboratories to develop retroviral vectors from lentiviruses,
e.g., HIV-1 or the simian immunodeficiency virus, SIV, which are able to
establish a provirus in nondividing cells (Naldini et al., 1996; Jiang et al.,
1998; Kaul et al., 1998; Mochizuki et al., 1998; Dull et al., 1998; Kim et
al., 1998; Warner et al., 1995; Parolin and Sodroski, 1995). However, the
fact that lentiviruses contain several regulatory proteins which are essential
for virus replication makes the construction of lentiviral packaging cells
more complicated. Furthermore, the fact that the lentiviral envelope proteins
(e.g., that of HIV-1) can cause syncytia and/or that some viral regulatory
proteins are toxic to the cells further hampers the development of stable
packaging lines.

The ‘‘envelope problem’’ has been solved by generating packaging cells
which express the envelope protein of MLV or the envelope of vesicular
stomatitis virus (VSV). Such envelope proteins are efficiently incorporated
into lentiviral particles. The second and major problem for generating stable
packaging lines is the toxicity of some retroviral regulatory proteins to the
cell. Thus, retroviral vectors can only be generated in transient systems:
293T cells (human-tissue-culture cells highly susceptible for transfecting
DNAs) are simultaneously transfected with all plasmids constructs to express
the particle proteins and the vector genome. Figure 5 shows plasmid con-
structs used to make HIV-1-derived packaging cells. Vector virus can be
harvested from the transfected cells for a limited time period and can be
used to infect fresh target cells. Although this gene-transfer system has been
shown to be functional, initially it was not highly efficient and efforts are
underway to develop better packaging to make it suitable for broad clinical
applications ( Jiang et al., 1998; Mochizuki et al., 1998; Dull et al., 1998).
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FIGURE 5 Retroviral packaging system derived from HIV-1. (A) A provirus of HIV-1 is
shown on the top. (B–D) Plasmid constructs that express pseudotyped HIV-1 retroviral particles;
(E) a plasmid construct that encapsidate and transduce genes with a HIV-1 vector (the plasmid
sequences that propagate such constructs in bacteria are not shown). Besides the genes encoding
for HIV-1 proteins, which form the core of the virus (Gag, structural core proteins; P, protease;
Pol, reverse transcriptase and integrase) and the envelope (env, envelope protein), the HIV-1
genome also codes for several regulatory proteins (termed Vif; U � Upu; V � Vpr; Tat; Rev;
Nef), which are expressed from spliced mRNAs and which have important functions in the
viral life cycle. (B) Plasmid construct that expresses the core and regulatory proteins. To avoid
encapsidation and transduction of genes coding for such proteins, the following modifications
have been made: the 5� LTR promoter of the HIV-1 provirus has been replaced with the
promoter of cytomegalovirus (CMV) to enable constitutive gene expression; the 3� LTR has
been partially replaced with the polyadenylation signal sequence of simian virus 40 (polyA);
the encapsidation signal has been deleted (
�); and the reading frames for the envelope and
vpu genes have been blocked. (C and D) Plasmid constructs used to express the envelope
proteins of the vesicular stomatitis virus (VSV-G) or the envelope protein of murine leukemia
virus (MLV), respectively. In the absence of HIV-1 envelope proteins, which are rather toxic
to the cell, HIV-1 efficiently incorporates the envelope proteins of VSV or MLV into virions.
The use of such envelopes also further reduces the risk of the reconstitution of a replication-
competent HIV-1 by homologous recombination between the plasmid constructs. (E) A retrovi-
ral vector used to package and transduce a gene of interest (T-gene) with HIV-1-derived vectors.
Since the encapsidation sequence extends into the Gag region, part of the gag gene (G) has
been conserved in the vector. However, the ATG start codon has been mutated. The gene of
interest is expressed from an internal promoter, since the HIV-1 LTR promoter is silent without
Tat (sd, splice donor site).
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In addition, may questions regarding the safety of such vectors still need to
be addressed (Putman, 1998).

C. Cell-Type-Specific Retroviral Vectors

All retroviral vectors currently used in human gene therapy trials contain
the envelope protein of amphotropic (ampho) MLV or that of VSV. Ampho-
MLV as well as VSV have a very broad host range and can infect various
tissues of many species including humans. Thus, the use of vectors containing
such envelope proteins enables transduction into many different human
tissues. However, due to this broad host range, gene transfer has to be
performed ex vivo. If injected directly into the blood stream, the chances
that the vector particles would infect their actual target cells are very low.
Furthermore, such vector particles may infect germ line cells (which are
continuously dividing). Thus, the target cells have to be isolated and the
gene transfer is performed in tissue culture. Gene-transduced cells are then
selected and reintroduced into the patient.

However, this protocol has major shortcomings in regard to gene ther-
apy of HIV-1 infection. First, it is very expensive and requires highly trained
personnel to administer it. Second, human cells, which are kept in tissue
culture, change their physiological behavior and/or take up fetal bovine
proteins (a component of the tissue culture medium) and display bovine
peptides via HLA on the cell surface. Consequently, such cells become
immunogenic and are eliminated by the immune system of the patient. To
bypass such ex vivo protocols, efforts are now underway in many labora-
tories to develop cell-type-specific gene-delivery systems which would enable
to inject the gene delivery vehicle directly into the patient’s bloodstream or
tissue of interest. In the past few years, several attempts have been made to
develop cell-type-specific gene-delivery tools, again, with retrovirus-derived
vectors leading the field.

The cell-type specificity of a virus particle is determined by the nature
of the retroviral envelope protein which mediates the binding of the virus
to a receptor of the target cell (Hunter and Swanstrom, 1990). Thus, experi-
ments have been initiated in several laboratories to modify the envelope
protein of retroviruses in order to alter the host range of the vector. One
of the first attempts to specifically deliver genes into distinct target cells has
been performed in the laboratory of Dr. H. Varmus. Using retroviral vectors
derived from avian leukosis virus (ALV), these investigators incorporated
the human CD4 molecule into virions to specifically transduce genes into
HIV-1-infected cells (Young et al., 1990). However, such particles were not
infectious for unknown reasons. Recent reports indicate that MLV particles
that carry CD4 can infect HIV-1-infected cells, although at very low efficien-
cies (Matano et al., 1995).
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In another attempt to target retroviral particles to specific cells, Roux
et al. have shown that human cells could be infected with eco-MLV if they
added two different antibodies to the virus particle solution. The antibodies
were connected at their carboxy-termini by streptavidine. One antibody
was directed against a cell-surface protein, the other antibody was directed
against the retroviral envelope protein (Etienne-Julan et al., 1992; Roux et
al., 1989). Although this approach was not practical (infectivity was very
inefficient and was performed at 4�C), these experiments showed that cells
which do not have an appropriate receptor for a particular virus can be
infected with that virus if binding to the cell surface had been facilitated.
These data also indicated that antibody-mediated cell targeting with retrovi-
ral vectors was possible.

To overcome the technical problems of creating an antibody bridge, it
was logical to incorporate the antibody directly into the virus particle.
However, complete antibodies are very bulky and are not suitable for this
approach. The problem has been solved using single-chain antibody technol-
ogy (Chu and Dornburg, 1995; Chu et al., 1994; Russell et al., 1993; Chu
and Dornburg, 1997). Using hapten model systems, it has been shown that
retroviral vectors that contain scAs fused to the envelope are competent for
infection (Chu et al., 1994; Russell et al., 1993). Retroviral vector particles
derived from spleen necrosis virus (SNV, an avian retrovirus) that display
various scAs against human cell-surface proteins are competent for infection
on human cells that express the antigen recognized by the antibody (Chu
and Dornburg, 1995; Chu et al., 1994; Chu and Dornburg, 1997; Jiang et
al., 1998). Recent experiments in our laboratory have shown that a cell-
type-specific gene delivery can be obtained in vivo as well ( Jiang and Dorn-
burg, 1999).

Most recently, it became possible to use scA-displaying SNV to introduce
genes into human T lymphocytes with the same high efficiency obtained
with vectors containing wild-type envelope. In all such experiments, the
wild-type envelope of SNV had to be copresent in the virus particle to enable
efficient infection of human cells. However, since SNV vector particles with
wild-type SNV envelope do not infect human cells at all, this requirement
is not a drawback for using such vector particles for human gene therapy
(Dougherty et al., 1989; Purchase and Witter, 1975).

Although successful gene transfer using scA-displaying MLV vector
particles has been reported from one laboratory (Somia et al., 1995), further
experimentation in the laboratories of several other investigators revealed
that MLV-derived vector particles that display various scAs are not compe-
tent for infection in human cells (Etienne-Julan et al., 1992; Roux et al.,
1989; Marin et al., 1996; Valsesia-Wittmann et al., 1996; Nilson et al.,
1996; Schnierle et al., 1996). The difference between MLV and SNV cell-
targeting vectors is certainly based on the different features of the wild-
type envelope and the mode of virus entry (reviewed in Dornburg, 1997).
Moreover, wild-type ampho-MLV infects human hematopoietic cells ex-
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tremely poorly, most likely due to the absence of an ampho-MLV receptor
on such cells (Orlic et al., 1996). Thus, MLV-derived vectors are certainly
not the best candidates for human gene therapy of AIDS and alternative
vectors need to be developed.

D. Other New Potential Vector Systems

Most recently, other very interesting attempts have been made to combat
HIV-1-infected cells. Recombinant vesicular stomatitis virus (VSV) has been
engineered, which lacks its own glycoprotein gene. Instead, genes coding
for the HIV-1 receptor CD4 and a chemokine coreceptor, CXCR4, have
been inserted. The corresponding virus was able to efficiently infect
HIV-1-infected cells, which display the HIV-1 glycoprotein on the cell sur-
face. Since VSV is a virus which normally kills infected cells, the engineered
virus only infects and kills HIV-1-infected cells. It has been reported that
this virus indeed reduced HIV-1 replication in tissue culture cells up to
10,000-fold (Schnell et al., 1997). This novel approach to combat one virus
with another will certainly gain a great deal of further attention. However,
it remains to be shown how effective this approach will be in vivo. Will the
‘‘antivirus’’ succeed in eliminating a large load of HIV-infected cells before
it will be cleared by the immune system? On the other hand, since HIV-1
preferentially kills activated immune cells, will it destroy the immune cells
which are attempting to clear the body from its own ‘‘enemy’’? How will
the body tolerate a virus that does not look like one because it carries human
cell-surface proteins on the viral surface? The answers to these and other
questions are eagerly awaited (Nolan, 1997).

E. Other Potential Problems

Even if we find a gene-transfer system that can transduce enough cells
within the body to inhibit virus replication significantly, there are many
other questions that still remain to be answered. For example, it is not clear
whether a cell which has been endowed with a certain HIV-1 resistance
gene will be able to fulfill its normal biological function in vivo. Will the
body be able to eliminate all HIV-1-infected cells or will the infected person
become a lifelong carrier of the virus, which is still replicating in his or her
body although at levels that cause no clinical symptoms due to the presence
of HIV-1-resistance genes? Will the patient be capable of infecting new
individuals? Finally, as genetic therapies can all be overcome with in vitro
challenges of very high m.o.i.s of HIV-1, will there be a difference in antiviral
effects in peripheral blood versus lymphoid tissues?

V. Animal Model Systems

One of the major problems with any therapeutic agent against HIV-1
infection is the lack of an appropriate and inexpensive animal model system
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to test the efficiency of an antiviral agent. Since HIV-1 only causes AIDS in
humans, it is very difficult to test and evaluate the therapeutic effect of novel
antiviral agents in vivo. Furthermore, the evaluation of the efficacy of a new
drug is further complicated by the very long clinical latency period of the
virus until the onset of AIDS (which can be 10 years or more). Although a
virus similar to HIV-1 has been found in monkeys, the simian immunodefi-
ciency virus (SIV) results obtained with this virus do not necessarily reflect
the onset of AIDS in humans caused by HIV-1. Furthermore, many antivirals
that block HIV-1 are ineffective in blocking SIV. Thus, other animal model
systems need to be developed to study the effect of anti-HIV-1 therapies.

In the past decade, many strains of laboratory mice have been bred which
lack components of the immune system. Severe combined immunodeficient
(SCID) mice are deficient in functional B and T lymphocytes. Thus, they
are unable to reject allogeneic organ grafts (Uckun, 1996; Dick, 1991, 1994;
Dick et al., 1992; Mueller and Reisfeld, 1991; Shen et al., 1990). SCID mice
have been used extensively to study human leukemia and other malignancies
and for modeling human retroviral pathogenesis including antiviral gene
therapy. Furthermore, in the past few years, much progress has been made
to transplant hematopoietic stem cells into SCID mice to mimic and study
human hematopoiesis. It has been shown that transplantation of human
hematopoietic cells into such mice can lead to the repopulation of the mouse’s
blood with human CD4 and CD8-positive T lymphocytes. Thus, SCID mice
appear also to be very good candidates to develop mouse model systems
for HIV-1 infection.

At present, two different SCID mice model systems are used to study
the effects of anti-HIV-1 antiviral agents. The two systems are somewhat
different because they represent different components of the human immune
system. One is called the hu-PBL SCID model; the other is termed
SCID-hu mouse (Akkina et al., 1994; Chen and Zack, 1994; Gauduin et
al., 1997, 1998; Jamieson et al., 1996).

In the hu-PBL Scid mouse system, human peripheral blood leukocytes
are injected into the peritoneum of the animal. Thus, cells residing in such
animals are mature CD4� and CD8� T lymphocytes. The presence of
activated and/or memory T cells (CD45RO� cells) has also been demon-
strated. Such human cells can be recovered from various organs in the
mouse, e.g., the spleen or lymph nodes. Since these animals contain human
CD4� T lymphocytes, they can be infected easily with HIV-1. Even more,
HIV-1 virus replicates in the animal, leading to the depletion of CD4�
T lymphocytes over a period of several weeks after infection. Thus, this
experimental system is very valuable in testing the effect of antiviral agents
(Gauduin et al., 1997, 1998; Jamieson et al., 1996). For example, experi-
ments have been performed to test the effect of monoclonal antibodies
against the HIV-1 envelope protein (neutralizing the receptor binding V3
domain). It has been shown that this anitbody indeed could block the
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replication of the viral strain for which the antibody is specific. This model
system has also been used to test the efficiency of a vaccinia virus-derived
vaccine.

In the SCID-hu mouse model system various human fetal hematopoietic
tissues (e.g., liver, lymph nodes, and/or thymus) are transplanted into the
mouse. For example, human fetal thymus and liver tissues are engrafted
under the murine kidney capsule. It has been shown that normal thymo-
poiesis takes place for up to 1 year after implantation and human CD4�
and CD8� T lymphocytes are found in the mouse blood at low levels. In
contrast to the hu-PBL-SCID mouse, human cells are also found which
express the CD45RA antigen, which is considered a marker for ‘‘naive’’
T lymphocytes. Such mice can also be infected with HIV-1, although the
injection of a high virus dose directly into the implant is necessary to establish
an infection. However, once an infection has been established, the patho-
logic effects observed are very similar to those observed in the thymuses of
infected human adults, children, and fetuses. Moreover, a depletion of
CD4�/CD8� T lymphocytes is observed.

Both SCID mice model systems are very useful to study pathogenesis
and the effect of anti-HIV-1 drugs and to test the effect of anti-HIV antiviral
genes. However, one has to keep in mind that such model systems only
represent a portion of the human immune system and HIV-1 also infects
other cells in humans, such as dendritic cells, microvascular endothelial cells,
and sometimes neurons in the brain. Thus, the pathogenesis observed in
SCID mice certainly does not accurately reflect the pathogenesis in humans.
Moreover, it is not clear whether SCID mice transplanted with human
immune cells do have a functional immune system.

VI. Clinical Trials

Recently certain initial in vivo studies have been conducted for intracellu-
lar immunization against primate lentiviruses. A transdominant negative
Rev protein (RevM10) has been studied in humans infected with HIV-1 by
Dr. G. Nabel’s group. In these initial studies, it was demonstrated that cells
transduced with RevM10 had a significant longer half-life as compared to
control cells when reinfused into patients in different stages of disease (Ranga
et al., 1998a). These early initial Phase I trials were performed using murine
retroviral vectors (MLV) as well as microparticulate bombardment using a
‘‘gene gun’’ (Ranga et al., 1998b). In another approach, clinical trials have
just begun to test the therapeutic effect of anti-HIV-1 ribozymes in AIDS
patients (Gervaix et al., 1997a).

In addition, a very exciting study has recently been reported by
R. Morgan’s group in which an antisense construct to Tat and Rev genes
in SIV was used to transduce T lymphocytes from rhesus macaques (Donahue
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et al., 1998). The monkeys were then challenged with SIV intravenously.
Of note, the animals with the transduced cells had significantly lower viral
loads and higher CD4 counts compared to control monkeys. Thus this
suggests, for the first time, that gene therapy against lentiviruses may have
significant efficacy in vivo. Clearly, these are both very preliminary studies
in humans and in primates which require more detailed evaluation. Other
trials using a variety of different approaches are on-going in initial Phase
I studies.

In summary, considering all facts and problems of current gene-transfer
technologies and considering our lack of knowledge regarding many func-
tions of the immune system, how should we move forward with Phase I
gene-therapy trials to combat HIV-1? In spite of the lack of knowledge of
many aspects of this disease, we have to remain optimistic and can only
hope that one approach or the other will lead to measurable success toward
viral eradication or at least will significantly prolong the life expectancy of
the infected person. Clearly, in addition to further exploring novel molecular
therapeutics in vivo, significant attention must be placed toward answering
critical basic science questions pertaining to ‘‘intracellular immunization.’’
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I. Introduction

It’s been over 15 years since the discovery of human immunodeficiency
virus-1 (HIV-1), the virus that causes acquired immunodeficiency syndrome
(AIDS) in humans. Although this epidemic resulted in the deaths of millions
worldwide and the spread of the virus is still rampant, especially in Africa
and Southeast Asia, there is yet no cure in sight and the efforts in vaccine
development has been thus far mostly unsuccessful. It is a widely held belief
that a vaccine is the only cost-effective measure that will contain the AIDS
epidemic. Currently available multiple-drug therapies are too expensive for
most AIDS patients in the world and require regimens that are too difficult
to follow. Increasing reports of drug-resistant variants and debilitating side
effects of the drugs are creating serious doubts about the long-term success
of these treatments.

The slow progress of AIDS vaccine development has been frustrating
for government officials, health organizations, social activists, and perhaps
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above all, the scientists. The lack of major advances in this endeavor is not
due to underfunding by the government, lack of leadership, or the absence
of capable scientists. The principal difficulty lies from the fact that HIV-1
is drastically different from other human pathogens in many respects. It
includes the lack of documented natural immunity (i.e., full recovery subse-
quent to infection), the ability of the virus to integrate its genetic codes into
host’s genome, and the ability of the virus to infect and kill immune cells
that play a central role in eliciting immune response against pathogens. High
antigenic variation of its surface envelope glycoprotein, the lack of a good
animal model, and unknown correlates of protection make the vaccine
development even more difficult.

HIV-1 probably is the most thoroughly studied virus. The biochemical
and structural properties of many viral gene products are well understood
and have led to the development of many antiviral agents. There are equally
impressive amounts of data in the literature on viral pathogenesis, virus–cell
interactions, and immunological responses against the virus and viral pro-
teins both in human and in nonhuman primates. Many aspects of AIDS
vaccine research and development have been reviewed elsewhere, including
various vaccine strategies (Bagarazzi et al., 1998; Barnett et al., 1998; Excler
and Plotkin, 1997; Kim and Weiner, 1997; Robinson, 1997; Ruprecht et
al., 1996; Stott and Schild, 1996; Tartaglia et al., 1998; Wagner et al.,
1996), nonhuman primate models (Almond and Heeney, 1998; Heeney,
1996; Hulskotte et al., 1998; Lamb-Wharton et al., 1997; Murthy et al.,
1998; Schultz, 1998; Schultz and Stott, 1994; Stott et al., 1998), immune
response and correlates of protection (Ada and McElrath, 1997; Burton,
1997; Gotch, 1998; Haigwood and Zolla-Pazner, 1998; Haynes et al., 1996;
Heeney et al., 1997; Hu and Norrby, 1997; McElrath et al., Weinhold,
1997; Parren et al., 1997; Poignard et al., 1996; Steinman and Germain,
1998), human clinical trials (Dolin, 1995), and general progress and prob-
lems (Baltimore and Heilman, 1998; Johnston, 1997; Letvin, 1998; Verani
et al., 1997). In this review, our current understanding of biochemical,
structural, and immunological properties of the viral envelope glycoprotein
that are pertinent to vaccine development is summarized. Subsequently, a
summary of various vaccine strategies, assessment of the past and recent
progress on HIV-1 vaccine development, and some of the factors that must
be considered in designing new vaccine candidates are discussed. A brief
overview of interactions between HIV-1 and the host immune system is
first presented.

II. Virus–Host Interaction

Understanding the complexity of the interactions between HIV-1 and
the host immune system is invaluable to designing an effective vaccine against
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the virus. A simple overview of the virus replication cycle and the interactions
between the virus, an infected cell, and immune cells is shown in Fig. 1.
HIV-1 infects CD4� T lymphocytes, macrophages, dendritic cells, and brain
microglial cells through a series of interactions between the viral envelope

FIGURE 1 A simplified overview of interactions between HIV-1 and immune systems.
(1) HIV-1 enters cells that express CD4 and one of the coreceptor molecules on the surface.
(2) Integrated provirus directs synthesis of viral gene products de novo. (3) Structural proteins
assemble into virus particles on the plasma membrane, viral genome is encapsidated, and
progeny virions are released. (4) Some of the de novo synthesized viral proteins are degraded
into peptides via the Class I antigen-processing pathway. CTL epitopes, which bind to MHC
Class I molecules, are presented on the cell surface. (5) The virus-infected cell is killed by
CD8� CTL (when activated) that recognize the viral epitope-Class I molecule complex.
(6) Exogenous viral antigens (e.g., gp120 or its debris) that are endocytosed are processed via
the Class II antigen-processing pathway. The peptides (Th epitopes) associate with MHC Class
II molecules and the complex is recognized by CD4� Th cells. (7) Stimulated virus-specific Th
cells secrete various cytokines to signal virus-specific CTL and B cells to undergo clonal
expansion. (8) B cells (either naı̈ve- or memory-) that recognize viral antigens (e.g., gp120)
mature into plasma cells, which secrete large amounts of gp120-specific antibodies. (9) Antibod-
ies that can recognize certain epitopes on the native quaternary structure of the envelope
glycoprotein bind virus particles and inhibit viral entry, thus neutralizing the virus. (10) Vaccine
candidates, such as recombinant live vector or plasmid DNA encoding viral genes, work by
expressing viral antigens de novo subsequent to its entry into cells, mimicking the natural virus
infection. Thus, these vaccine approaches can potentially elicit CTL as well as the humoral
immune response. (11) In contrast, vaccines that directly deliver viral antigens (e.g., whole-
inactivated or subunit vaccine) are likely to elicit mostly humoral immune response. However,
because of large amount of antigen than can be administered, subunit vaccine can greatly
enhance immune response elicited by either live vector or DNA vaccine (e.g., prime-boost
vaccine approach).
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glycoprotein and the cellular receptor CD4 and coreceptors, which include
several members of the chemokine receptor family (see below). When the
virus enters a susceptible cell, the viral RNA genome is reverse transcribed
into double-stranded DNA, which subsequently integrates into the host
genome. Viral gene expression is highly regulated through complex interac-
tions between cellular transcriptional and posttranscriptional machinery and
viral gene products (for reviews, see Freed and Martin, 1999; Luciw, 1996).
Late in the virus replication cycle, viral structural proteins and envelope
glycoproteins are made, virions are assembled at the cell surface, and mature
progeny viruses are released.

As a part of a natural immune surveillance system, proteins in the body
are continuously ‘‘sampled’’ by immune cells. When foreign proteins are
synthesized de novo (e.g., in virus-infected cells), some are proteolytically
degraded into peptides via the Class I antigen-processing pathway. Some of
these peptides associate with the major histocompatibility complex (MHC)
Class I molecules and are presented on the cell surface for immune surveil-
lance by CD8� cytotoxic T lymphocytes (Tc or CTL). These peptides are
called CTL epitopes and are about 8 to 10 amino acids in lengths. In contrast,
exogenous viral antigens that are internalized by endocytosis are degraded
via Class II antigen-processing pathway and are presented on the cell surface
in association with the MHC Class II molecules. These viral antigens, which
are 10 to 12 amino acids in length, are recognized by CD4� helper T
lymphocytes (Th). Therefore, both Th and CTL epitopes are linear and are
more sensitive to the primary sequence rather than the conformation. While
most of the cells in a body can present foreign antigens to CTL, only a few
professional antigen-presenting cells (e.g., macrophage and dendritic cells)
can present antigens to Th cells. Th cells play a central role in the body’s
immune system because they stimulate propagation of antigen-specific CTL
and antibody-producing B cells through a complex signal transduction using
cytokines. CTL are responsible for killing virus-infected cells, which limit
production, and therefore the spreading, of progeny viruses. When B cells
are stimulated, they mature into plasma cells, which produce high levels
of virus antigen-specific antibodies. When these antibodies bind virus, the
antibodies neutralize, or block, the virus from infecting susceptible cells.
Although some B cell epitopes are linear, many are nonlinear and are highly
conformation-dependent. Th and CTL make up the cellular immune re-
sponse arm of the immune system while B cells are a part of the humoral
immune response.

Based on this simple overview, several problems are already evident in
developing a vaccine against AIDS. First, if HIV-1 enters a resting CD4� T
cell, viral gene expression is silenced and immune cells do not recognize the
infected cells as being invaded by a foreign entity. Second, HIV-1 integrates
its own genetic information into the host’s genome. Thus, unless the infected
cells are killed, HIV-1 continuously persists in the body. Third, HIV-1 infects
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and kills CD4� helper T cells that play a central role in the immune system.
Thus, once all of HIV-1-specific Th cells are killed, the body is unable to
mount any immune response against the virus.

III. Envelope Glycoprotein

The envelope glycoprotein of HIV-1 has been the focus of the majority
of AIDS vaccine development efforts during the past decade. It is the only
viral antigen on the surface of a virion that can be recognized by the body’s
immune system. It is the interaction between this viral protein and cellular
receptors that allows HIV-1 to enter cells. Understanding the structural,
biochemical, functional, and immunological properties of this protein would
undoubtedly be a crucial step in designing an effective vaccine against
HIV-1. Because this protein has been a focus of many reviews in the past
(Fenouillet et al., 1994; Freed and Martin, 1995; Putney et al., 1990; Wyatt
et al., 1998; Wyatt and Sodroski, 1998), only those subjects that are pertinent
to vaccine development are discussed.

A. General Features

The precursor form of HIV-1 envelope glycoprotein (gp160) is divided
into three segments: the signal peptide (SP), the surface glycoprotein gp120,
and the transmembrane glycoprotein gp41 (Fig. 2). The SP is required for
directing protein synthesis on rough endoplasmic reticulum (ER), trafficking
the protein through the ER-Golgi pathway, and eventual cell surface expres-
sion. The SP is cleaved by the signal peptidase in ER and is not present in
the mature form of the protein on virion. The junction between gp120 and
gp41 is cleaved by furin or furinlike protease in Golgi at the carboxy-
terminus of a highly conserved Lys/Arg-X-Lys/Arg-Arg motif (Anderson et
al., 1993; Decroly et al., 1994; Hallenberger et al., 1992). Subsequent to
cleavage, gp120 and gp41 are associated noncovalently to form a loose
heterodimer. The gp120–gp41 complex is anchored to the membrane via
the transmembrane domain of gp41, which spans the lipid bilayer. This
gp120–gp41 heterodimer is thought to exist as an oligomer on virion surface.
Although the results from some of the chemical cross-linking studies sug-
gested that the complex might exist as a dimer/tetramer (Doms et al., 1991;
Earl et al., 1990; Pinter et al., 1989; Schawaller et al., 1989), other studies
including more recent X-ray crystal structure analyses of the ectodomain of
gp41 indicated that the complex is likely to exist as a trimer (Weiss et al.,
1990; Chan et al., 1997; Tan et al., 1997; Weissenhorn et al., 1997).

Gp120 is a heavily glycosylated protein with 23 to 24 potential N-
linked glycosylation sites (Leonard et al., 1990) as well as some O-linked
modifications (Bernstein et al., 1994) throughout the length of the protein.
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FIGURE 2 A schematic diagram of important features on HIV-1 envelope glycoprotein
and proposed mechanism of virus entry into cells. (A) HIV-1 envelope glycoprotein (gp160)
is processed into three fragments: signal peptide (SP), surface glycoprotein gp120, and trans-
membrane glycoprotein gp41. Nonglycosylated forms of the two subunits are 54 and 39 kDa,
respectively. Approximate positions of the cleavage sites, glycosylation sites, the variable (V1-
V5) and conserved regions (C1–C5), fusion domain (FD), transmembrane domain (TM),
disulfide bonds (brackets), and heptad repeat sequences are indicated. (B) Sequential interactions
between gp120 and CD4, gp120 and coreceptor, and gp41 and cellular membrane, ultimately
leading to fusion between viral and cellular membranes (see text).

Greater than one-half of the protein’s total mass is from carbohydrate
moieties, as fully deglycosylated protein has a molecular weight of approxi-
mately 54 kDa. Gp41 is also glycosylated, but much less extensively com-
pared to gp120. One of the striking features of envelope glycoprotein is
the great genetic diversity of gp120 from isolate-to-isolate. Comparative
sequence analyses of the protein have revealed five hypervariable regions
(V1–V5) with conserved regions in between. Adjacent to most of these
variable regions, there are highly conserved cystein residues. Intramolecular
disulfide linkages between these cystein residues form loops for the first four
variable regions (Fig. 2; Leonard et al., 1990).

While gp120 is the only known viral protein that directly interacts with
the cellular receptors (see below), gp41 also plays an important role in the
virus entry process. Two structural features important for the function of
gp41 are a long stretch of hydrophobic amino acid residues at the amino-
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terminus of gp41, called the fusion domain (FD), and two heptad repeat
sequences downstream of the FD in the ectodomain of the protein. The FD
is speculated to be the determinant that inserts into (or closely associate
with) the plasma membrane of a target cell, inducing a fusion between
cellular and viral membranes. X-ray crystallographic studies of regions con-
taining the heptad repeats of HIV-1 (Chan et al., 1997; Tan et al., 1997;
Weissenhorn et al., 1997) and SIV (Malashkevich et al., 1998) have revealed
that they form a six-helix (trimer of an antiparallel heterodimer) coiled-coil
structure. This structure, by analogy with other viral envelope glycoproteins,
has been proposed to function as a spring that interjects the FD into the
plasma membrane of target cells.

B. Genetic Diversity

HIV-1, as with other retroviruses, is subject to a high degree of genetic
variation due to the error-prone nature of the viral reverse transcriptase,
which lacks an editing function. Based on the phylogenetic analyses of all
the viruses isolated worldwide, HIV-1 is divided into two groups, the major
(M) and the outlier (O) groups. The viruses within the M group are further
divided into nine subtypes (A–H and J), or clades, based on genetic clustering
(Leitner et al., 1997). Compared to other regulatory, structural, and enzy-
matic proteins, the envelope glycoprotein of HIV-1 exhibits higher sequence
diversity, particularly in the hypervariable regions. It is speculated that the
combination of immune selection pressure and the ability of the regions to
tolerate a great deal of amino acid changes, without significantly altering
the functional capacity of the protein, are responsible for such a genetic
variation. The ability of the virus to utilize multiple coreceptors (see below)
is also likely to contribute. This extreme genetic diversity of gp120, which
most likely translates into antigenic diversity, is one of the major problems
in developing a vaccine for HIV-1.

C. Cellular Tropism and Viral Entry

The cellular tropism of HIV-1 is determined largely at the level of viral
entry. HIV-1 enters cells through a series of interactions between its envelope
glycoprotein and cellular receptors. In addition to CD4, the primary recep-
tor, HIV-1 requires a coreceptor that includes several members of the G
protein-coupled chemokine receptor family (for reviews, see Berger, 1997;
D’Souza and Harden, 1996; Doranz et al., 1997; Littman, 1998; Moore et
al., 1997; Wells et al., 1996). HIV-1 isolates are divided into three general
groups based on their cellular tropism. Macrophage-tropic (M-tropic; R5)
strains that are able to infect macrophages but not transformed T-cell lines,
utilize the �-chemokine receptor CCR5. T-cell-line-tropic (T-tropic; X4)
isolates utilize the �-chemokine receptor CXCR4 and infect T-cell lines, but
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not macrophages. Dual tropic viruses (X4R5) can utilize both chemokine
receptors and are able to infect both cell types. Regardless of the cellular
tropism, all isolates can infect primary CD4� T lymphocytes. Although
there are many other chemokine receptors identified that could serve as a
coreceptor for HIV-1 (e.g., CCR2b, CCR3, and CCR8), their significance
and biological relevance are not yet clear. Existing clinical, epidemiological,
and molecular data suggest that CCR5 and CXCR4 are the most physiologi-
cally important coreceptors for the pathogenesis of HIV-1.

A working model of HIV-1 entry into a target cell is shown in the lower
panel of Fig. 2. First, gp120 is thought to bind to CD4. This interaction
between gp120 and CD4 induces a conformational change in gp120 from
a pre-CD4 binding, ‘‘closed’’ conformation to a post-CD4-binding, ‘‘open’’
conformation (Fig. 3). The ‘‘open’’ conformation of gp120 allows subse-
quent interaction between gp120 and coreceptors. The interaction between
gp120 and a coreceptor is thought to induce even more drastic changes in
gp120 and gp41 conformation such that the fusion domain of gp41 can
interact with the plasma membrane, allowing a fusion between viral and

A
B

FIGURE 3 A hypothetical model of trimeric arrangement of HIV-1 gp120 in a pre-CD4
binding closed conformation (A) and a post-CD4 binding open conformation (B). The model
is from the prospective of a target cell. The five variable domains are indicated as V1–V5. As
discussed in the text, the gp120 molecule is divided into two domains (inner and outer), divided
by dashed lines. The surface of much of outer domain is covered by carbohydrate structures.
The CD4 binding region lies in the border between the two domains, recessed in a pocket
that is partially covered by the V1 loop. Subsequent to CD4 binding, gp120 undergoes a
conformational shift, exposing the bridging sheet where coreceptor binds. Neutralizing mono-
clonal antibodies b12 and 17b binds to the CD4 binding site (CD4bs) and coreceptor binding
site (CD4-induced), respectively. Monoclonal antibody 2G12, which uniquely targets the glyco-
sylation-rich outer domain, has a broad neutralizing activity against many HIV-1 isolates.
Interaction between gp120 and coreceptors is thought to induce even more dramatic conforma-
tional change in the envelope glycoprotein that allows the fusion domain of gp41 to interject
into the plasma membrane of a target cell.
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cellular membranes to occur. The exact mechanism of membrane fusion is
still not fully elucidated.

While the determinants of HIV-1 envelope glycoprotein that interact
with CD4 are clearly identified from a recent X-ray crystallographic analysis
(see below), those that interact with the coreceptors are identified using a
multitude of indirect experimental approaches. They include site-directed
mutational analyses, functional and infectivity analyses with chimeric enve-
lopes and viruses, and biochemical competition analyses with site-specific
antibodies and chemokines. Results from earlier studies using either exclu-
sively T-tropic, tissue-culture laboratory-adapted (TCLA) HIV-1 isolates or
M-tropic viruses indicated that the V3 region of gp120 is the principal, if
not the only, determinant that confers cellular tropism of the virus (Cann
et al., 1992; Chesebro et al., 1991; Choe et al., 1996; Cocchi et al., 1996;
De Jong et al., 1992; Hwang et al., 1991; O’Brien et al., 1990; Pleskoff et
al., 1997; Shioda et al., 1992; Speck et al., 1997; Trkola et al., 1996a;
Westervelt et al., 1991). However, more recent studies with dual tropic virus
isolates clearly demonstrated that the V1/V2 region, in addition to the V3
region, interacts with coreceptors and plays an important role in viral tro-
pism (Cho et al., 1998; Lee et al., 1999; Ross and Cullen, 1998; Smyth et
al., 1998).

D. Glycosylation

Although many cellular and viral membrane proteins are glycosylated,
the extent of glycosylation of HIV-1 gp120 is highly unusual (Myers and
Lenroot, 1992). Oligosaccharide composition analyses of HIV-1 gp120 pro-
duced in Chinese hamster ovary (CHO) cells show that the protein is modi-
fied with high-mannose, complex, and hybrid types of N-linked glycans
(Leonard et al., 1990). Potential functions of the carbohydrate structures
of HIV-1 gp120, and that of simian immunodeficiency virus (SIV), have been
examined using variety of approaches, including the use of glycosylation
inhibitors, enzymatic deglycosylation, and site-directed mutagenesis. Carbo-
hydrate moieties seem to have two major roles that are important in the
viral life cycle and pathogenesis. First, they are important for proper folding
and processing of envelope glycoprotein, as well as its interaction with CD4
and/or coreceptors (Bandres et al., 1998; Fennie and Lasky, 1989; Gruters
et al., 1987; Huang et al., 1997; Li et al., 1993; Nakayama et al., 1998;
Ogert et al., in preparation; Walker et al., 1987; for reviews, see Feizi and
Larkin, 1990; Fenouillet et al., 1994). Not all glycosylation sites, however,
contribute equally in the functionality of the protein. Site-directed mutagene-
sis analyses show that many glycosylation sites of HIV-1 and SIV can be
mutated without affecting virus infectivity or ability of the envelope to
interact with cellular receptors (Bolmstedt et al., 1991; Gram et al., 1994;
Hemming et al., 1994; Lee et al., 1992; Ogert et al., in preparation; Ohgi-
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moto et al., 1998; Reitter and Desrosiers, 1998). The relative importance
of an individual glycosylation site likely varies depending on the virus isolate.
A certain density of carbohydrates appears to be necessary at a given region
of gp120 to maintain the functional protein conformation, since the removal
of multiple, but not individual, glycosylation sites is detrimental (Ohgimoto
et al., 1998). The loss of function by the removal of glycosylation sites can
be restored by a second-site mutation in other regions of gp120 without
introducing a new glycosylation site (Ogert et al., in preparation; Reitter
and Desrosiers, 1998; Willey et al., 1988). These observations strongly
indicate that carbohydrate moieties contribute to the overall tertiary or
quaternary structure of envelope glycoprotein.

The second important role of carbohydrates is in evasion of immune
response. They have been shown to reduce immunogenicity by masking
potential antigenic epitope and antigenicity of the protein by hindering
recognition by antibodies (Back et al., 1994; Davis et al., 1990; Huang et
al., 1997; Papandreou and Fenouillet, 1998; Reitter et al., 1998; Schonning
et al., 1996). Fully glycosylated gp120 also have been reported to elicit less
CTL response compared to deglycosylated protein, suggesting negative effect
of glycans on antigen processing and/or presentation (Doe et al., 1994). It
is clear from a number of studies that the carbohydrate composition and
the extent of modification of HIV-1 and HIV-2 gp120 can vary significantly,
depending on the origin of the cell the protein was produced in (Butters et
al., 1998; Liedtke et al., 1994, 1997; Pal et al., 1993 and references therein).
Moreover, the sensitivity of HIV-1 to neutralizing antibodies depends on
the cell type in which the virus was propagated (Sawyer et al., 1994; Willey
et al., 1996).

E. Detailed Structural Analyses

Until very recently, structural analyses of HIV-1 gp120 have been limited
to site-directed mutagenesis and topological antigenic mapping studies with
monoclonal antibodies. The crystal structure of HIV-1 gp120 core has finally
been determined at a high resolution (Kwong et al., 1998, 1999). Attempts
to crystallize gp120 have been unsuccessful for many years due to high
degree of glycosylation, irregular glycosylation pattern, and high flexibility
of some of the regions of the protein (e.g., variable loops). Three approaches
were taken to overcome these problems (Kwong et al., 1999). First, the
variable loops V1/V2 and V3 were removed (in addition to a large fragment
in the N terminus). Second, the protein was produced in the Drosophila
Schneider 2 cell line in which the glycosylation is limited to high-mannose,
which were subsequently removed enzymatically. Finally, the crystal lattice
was stabilized by binding the gp120 core with two N-terminal domains of
CD4 and a Fab fragment of a human monoclonal antibody, 17b. Detailed
analyses of the structure have been described elsewhere (Turner and Sum-
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mers, 1999; Wyatt et al., 1998; Wyatt and Sodroski, 1998) and only a brief
summary is presented.

Although the structural information of such an artificial product should
be interpreted with some caution, the fact that this structure binds CD4
and a neutralizing monoclonal antibody likely indicates that it closely resem-
bles the core structure of the native, fully glycosylated, and untruncated
gp120. The core structure of gp120 is composed of two domains, the inner
and the outer (Kwong et al., 1998). The two domains are bridged by a
minidomain called a ‘‘bridging sheet,’’ a four-stranded, antiparallel �-sheet.
A model of a trimeric form of gp120 is depicted in Fig. 3. The inner domain,
which is more conserved than the outer domain, is largely buried internally
where intermolecular interactions occur between gp120 and gp41 molecules
in the trimer. As the surface of the inner domain is not exposed on the
trimeric, quaternary structure, the antibodies directed against this region do
not neutralize the virus, hence a ‘‘nonneutralizing face.’’ The outer domain,
which is more variable than the inner domain, is extensively glycosylated
and does not elicit antibody response (an ‘‘immunosilent face’’).

The CD4 binding pocket is formed at a region that borders the two
domains and the bridging sheet (Kwong et al., 1998). Although the CD4
binding site (CD4bs) is conserved and devoid of glycosylation, only a limited
number of neutralizing antibodies have been generated against CD4bs be-
cause it is highly recessed and partially masked by the V1 loop. Coreceptors
interact with conserved residues that make up part of the bridging sheet
(Rizzuto et al., 1998) as well as the variable regions V3 and/or V1/V2. This
coreceptor binding site, which is normally buried under the variable regions
V1/V2, becomes exposed only after the conformational shift in gp120 that
occurs subsequent to CD4 binding (Wyatt et al., 1995). Thus, the binding
of gp120 to CCR5 is highly CD4-dependent (Hill et al., 1997; Trkola et
al., 1996a; Wu et al., 1996). The monoclonal antibody 17b, which binds
to this rather conserved CD4-induced epitope (CD4i) (Sullivan et al., 1998;
Thali et al., 1993) and competes with CCR5 (Rizzuto et al., 1998; Trkola
et al., 1996a; Wu et al., 1996), neutralizes a number of divergent HIV-1
isolates (Thali et al., 1993). However, antibodies with such specificity are
not common, suggesting that this epitope is either nonimmunogenic, not
exposed well, or both. Although the infection by TCLA T-tropic HIV-1
isolates is CD4-dependent, binding of T-tropic gp120 to CXCR4 is less
CD4-dependent than binding to CCR5 (Hesselgesser et al., 1997; Bandres
et al., 1998). TCLA viruses are, in general, more easily neutralized than
primary HIV-1 isolates (Cohen, 1993; Golding et al., 1994; Mascola et al.,
1996; Matthews, 1994; Moore and Ho, 1995). The V3 loop has been shown
to be the principal neutralization determinant for TCLA viruses (Goudsmit
et al., 1988; Javaherian et al., 1989; Palker et al., 1988; Rusche et al., 1988).
These observations suggest that the V3 loop of gp120 on these viruses might
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extrude out and partially expose the bridging sheet, making it a better target
for neutralizing antibodies.

IV. Viral Vaccine Strategies

Vaccines can be classified into six general categories as shown in Fig.
4: live attenuated, whole-inactivated, subunit, live vector, DNA, and multi-

FIGURE 4 Some of the advantages and disadvantages of various vaccine strategies against
HIV-1. Vaccine candidates can be generally divided into six different categories: live attenuated,
whole-inactivated, subunit, live vector, DNA, and multimodal (prime-boost). Subunit vaccine
candidates can include viruslike particles, recombinant proteins, or chemically synthesized pep-
tides.
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modal. Historically, the most successful viral vaccines have been either live
attenuated vaccines or whole-inactivated vaccines. These include vaccines
against smallpox, poliovirus, measles, and influenza. Live attenuated vaccine
is composed of a live, but substantially weakened pathogen that contains a
single mutation or multiple mutations in its genome. Examples include
Sabin vaccine against poliovirus, chicken pox, and measles. Although an
attenuated pathogen can infect cells and complete its life cycle, the replication
kinetic of the virus is significantly delayed and/or the virus cannot cause
disease. During this limited and non-life-threatening replication, the body
is able to mount a strong immune response that is able to eliminate the
pathogen from the body. The immune response is long lasting and is able
to protect the body from future encounters with the same pathogen. There
are several advantages of a live attenuated vaccine compared to others:
(1) the vaccine actually mimics the natural course of virus infection (e.g.,
the same route of entry and target cells); (2) the viral antigens presented to
the immune system are in native conformation and therefore have the poten-
tial to elicit a good humoral immune response; (3) the viral antigens are
synthesized de novo and therefore can elicit a CTL response; and (4) the
period of antigen presentation from a single vaccine dose is longer and
therefore elicits a strong immune response.

Whole-inactivated vaccine has also been used quite successfully against
a number of human pathogens (e.g., Salk poliovirus vaccine, influenza). In
this case, a pathogen is killed by either heat or chemical treatment so the
pathogen is no longer infectious. Although various treatment processes can
alter the conformation and immunogenicity of the viral antigens, it is as-
sumed that the process retains the native structure of epitopes critical for
eliciting protective immune responses. CTL responses generally are not elic-
ited since there is no de novo synthesis of viral antigens subsequent to
immunization. Because the viruses used to make the vaccine are fully infec-
tious, it is highly critical to completely kill the pathogen during the inactiva-
tion process.

Subunit vaccines are prepared from protein components of a virus with
no genetic materials. The vaccine is usually composed of a protein or a
mixture of proteins that can elicit humoral and Th immune response. A set
of peptides that are known to contain B- and/or T-cell epitopes can also be
used. Large amounts of viral protein can be produced in bacteria, yeast,
insect cells, or in mammalian cells. Peptides can be chemically synthesized
also in large quantities. Because these antigens are not infectious, safety is
one of the advantages of this vaccine approach. Except for peptides, subunit
vaccines are not efficient in eliciting a CTL response. Furthermore, these
antigens do not elicit a strong immune response by themselves, requiring
some form of adjuvant. In addition to proteins and peptides, noninfectious
viruslike particles (or pseudovirions) can be used, although preparing them
is substantially more difficult.
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With the advent of molecular biology techniques, more novel approaches
of vaccine development are being explored. These include live vector and
DNA vaccine strategies. In case of a live vector vaccine, a gene or set of
genes encoding proteins of a pathogen are inserted into other nonpathogenic
viruses or bacteria. Once these vectors enter a body, they replicate and
express the protein(s) of interest and the immune responses are elicited
against them. Some of the vectors currently being explored include enteric
bacteria (e.g., salmonella), poxviruses (e.g., vaccinia and canarypox), small
RNA viruses (e.g., poliovirus and semliki forest virus), and other DNA
viruses (e.g., adenovirus or adeno-associated viruses). Although currently
there are no licensed vaccines using this approach, they have good potential
for future vaccine development. In case of a DNA vaccine, plasmids encoding
a pathogen’s gene(s) are directly injected into the body where they are taken
up by cells and proteins are expressed. Because proteins are expressed de
novo for both live vector and DNA vaccines, a CTL response can be elicited.
One disadvantage of these vaccine strategies is that it is difficult to assess
how much of antigen is actually being expressed in vivo. With a live vector
vaccine, the vector itself elicits an immune response. Thus successive vaccine
administration is likely to deliver less antigen and therefore be less effective.
As for DNA vaccines, the delivery of DNA into cells using currently available
techniques is highly inefficient. Because DNA vaccine strategy is a relatively
new concept with little experience, there are many unknowns and some
safety concerns. Combining with a subunit vaccine, a multimodal vaccine (or
prime-boost) approach has been explored. This vaccine approach includes
‘‘priming’’ with either live vector or DNA vaccine and a subsequent ‘‘boost’’
with a subunit vaccine (e.g., recombinant protein). Interestingly, this prime-
boost approach has been shown to be far superior to live vector, DNA, or
subunit vaccine alone for HIV and SIV (see below).

V. Progress in AIDS Vaccine Development

All of the strategies described above have been explored as a potential
AIDS vaccine candidates in a number of small laboratory animals, nonhu-
man primates, and even some in humans. This section presents a summary
of past efforts and most recent studies with respect to each of these vac-
cine strategies.

A. Animal Model for HIV-1

Many small laboratory animals (e.g., mice, guinea pigs, or rabbits) have
been used to examine the safety and the immunogenicity of various vaccine
candidates. They also have been used to evaluate the potency of adjuvants
and immune stimulatory molecules (e.g., TNF-�, IL-2, or IL-12). However,
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they cannot be used for efficacy studies because these animals are not suscep-
tible to infection by HIV-1. One of the major problems in HIV-1 vaccine
development has been the lack of a good animal model for HIV-1 pathogene-
sis. Most nonhuman primates are not suitable because HIV-1 does not infect
them or infects only at extremely low levels and does not cause disease (Fig.
5). Chimpanzees (Pan troglodytes), from which HIV-1 is thought to have
originated (Gao et al., 1999), is the only nonhuman species that can be
consistently infected with HIV-1. However, chimpanzees, except for a single
reported case (Novembre et al., 1997), do not develop the AIDS-like syn-
drome and the ability of HIV-1 to replicate in these animals varies signifi-
cantly depending on the virus isolate, making it very difficult to interpret
vaccine efficacy. That is, the protective efficacy often inversely correlates
with the replicative capacity of the HIV-1 strain used for the challenge in
chimpanzees, which raises questions as to the potential efficacy of the vac-
cines against primary HIV-1 isolates in humans.

Much of our knowledge in primate lentiviral pathogenesis has been
acquired from studying SIV infections in various macaque species. Because of
many similarities between HIV-1 and SIV (e.g., overall genome organization,
receptor usage and cellular targets, and viral pathogenesis), the SIV/macaque
system has been used extensively as a model system for HIV-1 vaccine

FIGURE 5 Host range and primate animal model for HIV-1. HIV-1 does not reliably infect
nonhuman primates and it can cause immunodeficiency syndrome only in humans. SIV, a close
relative of HIV-1, can infect and cause simian AIDS in macaques. A chimeric virus, SHIV,
which encodes tat, rev, vpr, vpu, and env genes in the background of SIV genome, can infect
and cause AIDS-like symptoms in macaques.
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studies, in particular, to understand the correlates of protection. However,
because SIV proteins are significantly different from those of HIV-1, it is
impossible to examine the protective efficacy of any specific HIV-1 vaccine
candidate using the SIV/macaque system. More recently, chimeric viruses
were generated between SIV and HIV-1 (SHIV) in which the HIV-1 env
gene (as well as tat, rev, vpr, and vpu) is inserted into the backbone of an
SIV genome. The resulting virus can replicate in macaques to varying degrees.
There are currently three major SHIVs being examined, encoding env genes
of HIV-1 isolates HXBc2 ( Joag et al., 1997), 89.6 (Li et al., 1995), and
DH12 (Shibata et al., 1997a). Although initial constructs did not cause
disease, either serial in vivo passages of the viruses in monkeys ( Joag et al.,
1996; Reimann et al., 1996) or treatment of virus-infected monkeys with
anti-CD8 antibodies (Igarashi et al., 1999) resulted in pathogenic variants.
These pathogenic SHIVs can cause rapid CD4 depletion, immune dysfunc-
tion, and eventual death of the animals. Because SHIVs encode HIV-1 enve-
lope glycoprotein, any vaccine candidate based on envelope glycoprotein
can be tested for protective efficacy. Attempts to generate SHIV constructs
with more HIV-1 genes have been unsuccessful. The SHIV construct with
HIV-1 nef gene replicates less well compared to the one with SIV nef in
vivo (Shibata et al., 1997a). SHIV constructs containing HIV-1 LTR, gag-
pol, and/or vif does not replicate in macaque PBMC, suggesting that they
are the determinants of host-range restriction (Shibata et al., 1991). Regard-
less of the system, results from animal studies should be interpreted with
caution, as immune systems of human and nonhumans may respond differ-
ently to any antigen.

B. Live Attenuated Vaccine

Live attenuated vaccines for HIV-1 have not been explored due to
serious potential risks in humans and the lack of a good animal model.
Much of our understanding on attenuated vaccines for primate lentiviruses
is based on the SIV/macaque system. Although it is generally agreed that
this vaccine strategy can elicit a strong and long-lasting immune response,
the correlates of protection are still largely unknown, the degree of protection
varies significantly from study to study (and from animal to animal), and,
most importantly, the safety issues remain highly controversial.

Various combinations of vaccine/challenge viruses have been examined,
including SIV/SIV, HIV-2/SIV, SHIV/SIV, SIV/SHIV, and SHIV/SHIV in
different macaque species. Immunization of either rhesus (Daniel et al.,
1992) or cynomolgus (Almond et al., 1995) macaques with attenuated SIV
were reported to completely protect against pathogenic SIV. Other studies,
however, showed only a partial protection with reduced virus load and
delay of disease (Lohman et al., 1994; Marthas et al., 1990). The degree of
protection had an inverse relationship with the degree of attenuation (i.e.,
the best protection from the least attenuated virus), suggesting the require-
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ment for viral replication for eliciting a good immune response ( Johnson
et al., 1999; Lohman et al., 1994). Strong protection was observed in HIV-
2-infected cynomolgus macaques challenged with SIV, although sterilizing
immunity was not achieved (Putkonen et al., 1990). Macaques infected with
attenuated SIV (Bogers et al., 1995; Dunn et al., 1997; Shibata et al., 1997b)
or SHIV (Igarashi et al., 1997; Joag et al., 1998) exhibited strong immune
response and various levels of protection from subsequent challenge with
SHIV. Conversely, cynomolgus macaques immunized with SHIV were also
protected from SIVsm challenge (Quesada-Rolander et al., 1996). In contrast,
protection was not observed when cynomolgus macaques immunized with
the same SHIV were challenged with a different SIV isolate ( J5 clone of
SIVmac 32H; Letvin et al., 1995).

Safety of a vaccine is of utmost importance. Because HIV-1 and SIV
integrate into the host genome, it is absolutely crucial to make sure that the
attenuated vaccine strain does not revert and become pathogenic even long
after the vaccination. Recent observations that attenuated SIV with triple
deletions (in nef, vpr, and negative regulatory element) has potential to
become pathogenic in neonate (Baba et al., 1995) as well as in adult ma-
caques during a prolonged observation period (Baba et al., 1999) raise
serious safety concerns and doubts in HIV-1 vaccine development using this
approach. It has been reported that the incidents of disease occurrence in
neonate macaques are low and the pathogenic potential depends on the
initial dosage (Wyand et al., 1997). Nevertheless, the potential danger of
attenuated vaccine remains real, especially when it was shown that, in some
animals immunized with attenuated SIV, the virus reactivated and caused
CD4 depletion (Bogers et al., 1995).

It is unknown whether the lessons learned from attenuated SIV vaccine
studies can be applied to HIV-1 vaccine development. In this regard, it might
be more relevant to analyze human patients who were infected with naturally
occurring attenuated HIV-1 isolates with a deletion in the nef gene. These
individuals are long-term, nonprogressors who remain healthy substantially
longer than those patients infected with viruses with an intact nef gene
(Deacon et al., 1995; Kirchhoff et al., 1995) and have been shown to have
high levels of CTL activity against HIV-1 (Dyer et al., 1999). Although they
were once considered to indicate safety of an attenuated HIV-1 vaccine,
recent reports of slow decline in the number of CD4� T cells in one such
patient demonstrates a potential problem with attenuated HIV-1 vaccine
(Greenough et al., 1999). In this regard, the potential health risk of any
attenuated HIV-1 vaccine is demonstrated in the recent observation that an
attenuated HIV-1 with triple deletions is genetically unstable and can evolve
into a fast-replicating variant (Berkhout et al., 1999).

C. Whole-Inactivated Vaccine

Due to the potential danger of incompletely inactivated HIV-1 (real or
perceived), most of the vaccine studies using this approach were done
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in macaques using either SIV or HIV-2. While some of the early studies
using whole-inactivated SIV vaccine demonstrated only partial protection
(Desrosiers et al., 1989; Sutjipto et al., 1990), others reported complete
protection in most of the vaccinated animals (Murphey-Corb et al., 1989).
Complete protection was also observed in animals immunized with an inacti-
vated SIV-infected cell vaccine (Stott et al., 1990). However, a protective
immune response was also elicited using uninfected cells in a subsequent
study (Stott, 1991). Later studies by several other groups showed that the
immunized animals were protected if they were challenged with SIV grown
in human cells, but not in macaque cells (Heeney et al., 1992; Hirsch et al.,
1994; Le Grand et al., 1992; Mills et al., 1992).

In all of these studies, the virus preparations used for the immunization
were produced in human cells. High levels of antibodies against human
cellular proteins were detected in all of these animals and the degree of
protection was shown to correlate with the level of the antibody titer (Lan-
glois et al., 1992; Mills et al., 1992). The presence of cellular proteins has
been observed in sucrose gradient-purified HIV-1 preparations (Arthur et
al., 1992). The likelihood that the protective immune response was directed
against the xenoantigen rather than the viral antigens was later demonstrated
when macaques immunized with purified human HLA-DR were protected
from SIV grown in human cell, but not from the virus grown in macaque
PBMC (Arthur et al., 1995). These results were a great disappointment to
efforts in AIDS vaccine development using whole-inactivated virus.

When immunized animals were challenged with virus stocks prepared in
macaque PBMC, variable protection was observed. While two cynomolgus
monkeys immunized with whole-inactivated HIV-2 in incomplete Freund’s
adjuvant (IFA) were protected from HIV-2 challenge, two other monkeys
immunized in immune-stimulating complexes (iscoms) were not (Putkonen
et al., 1991). Whether the difference in protection was due to the adjuvant
used could not be determined because different antigen dose and immuniza-
tion schedule was used. In a similar study using various adjuvants (IFA,
iscoms, Alum, Ribi, and muramyl dipeptide), 7 of 21 animals were protected
from HIV-2 challenge (Putkonen et al., 1994). The correlates of protection,
however, could not be determined and the immune response was not broad
enough to protect against SIV. Efficacy of whole-inactivated vaccine ap-
proach against HIV-1 was examined in a limited scale using chimeric SHIV
(Lu et al., 1996). Rhesus macaques immunized with whole-inactivated
HIV-1 and two subsequent boosts with recombinant HIV-1 gp120 were
protected from SHIV expressing a highly related HIV-1 envelope. Recently,
targeted immunization of the iliac lymph nodes with inactivated SIV has
been examined in rhesus macaques in effort to elicit stronger local immunity.
Although high titers of anti-SIV antibodies were detected in serum and
cervicovaginal secretions, animals were not protected from intravaginal chal-
lenge with SIV (Lu et al., 1998).



Assessment of HIV Vaccine Development 281

Although some vaccine studies using whole-inactivated virus may have
elicited a protective immune response, the approach, in general, received
very little attention due to difficulty and the potential danger with growing
large amounts of virus, possible side effects of alloantigen immunization,
and statistically questionable levels of protection, which sometimes seem
sporadic. Whether the native antigenic conformation is preserved (especially
for viral envelope glycoprotein) after conventional virus inactivation pro-
cesses (formalin, detergent, �-propiolactone, and psoralen cross-linking) and
various adjuvant treatments needs to be further evaluated. In this regard,
recent reports of the use of aldrithiol-2 to inactivate the essential zinc fingers
in the viral nucleocapsid seem promising since the conformational and func-
tional properties of the envelope glycoprotein are preserved (Arthur et al.,
1998; Rossio et al., 1998). However, many safety concerns mentioned above
still need to be addressed.

D. Subunit Vaccine

Because subunit vaccines are generally perceived to be safe, this approach
has been a focus of many vaccine studies from early on, including a number
of human clinical trials testing the safety and immunogenicity of several
vaccine candidates. Although small laboratory animals have been invaluable
and used extensively in AIDS vaccine research, the discussion in this chapter
is largely limited to vaccine studies done with humans and nonhuman pri-
mates due to the overwhelming amount of data available.

1. Nonhuman Primates

Chimpanzees immunized with p55 gag protein generated a high titer
of antibodies against the protein. However, these antibodies did not neutral-
ize HIV-1 and the animals were not protected from the virus challenge
(Emini et al., 1990b). While some of the rhesus macaques immunized with
an envelope-enriched fraction of SIV virion preparation were protected,
animals immunized with an envelope-depleted fraction got infected
(Murphey-Corb et al., 1991). These results strongly suggested the impor-
tance of envelope glycoprotein in eliciting a protective immune response.
The degree of protection observed in chimpanzees against HIV-1, following
immunization with various envelope glycoprotein-based subunit vaccine
candidates, has been highly variable (or inconsistent) to a degree where it
is difficult to make any strong conclusions. Chimpanzees immunized with
either recombinant gp120 (Berman et al., 1988) or the protein purified from
virus-infected cells (Arthur et al., 1989) were not protected from subsequent
challenges with HIV-1. Although a strong T-cell proliferative response was
demonstrated, only low levels of neutralizing antibodies were detected (Ar-
thur et al., 1989). In contrast, several other studies were able to show good
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protection against HIV-1 challenges (Berman et al., 1996; Fultz et al., 1992;
Girard et al., 1991; Girard et al., 1995).

A number of parameters could potentially modulate the immune re-
sponse, which consequently affects the protective efficacy of a vaccine. One
factor that is becoming increasingly clear to have an influence on the immune
response is adjuvants. Alum has been used in many studies, primarily because
it is the only adjuvant licensed for use in humans at the present time. Immune
responses to gp120 or gp160 subunit vaccines, administered with alum,
were generally weak (Arthur et al., 1989; Berman et al., 1988). Higher
levels of immune response were elicited with the use of lipid-based adjuvant
(Barrett et al., 1991), incomplete Freund’s adjuvant (IFA), mixture of IFA/
MTP-PE, or other emulsion-based adjuvants (Haigwood et al., 1992) com-
pared to alum. However, animals immunized with gp120 conjugated to
alum have been protected against challenges with HIV-1 with either homolo-
gous or heterologous envelope glycoprotein (Berman et al., 1990, 1996).
These results suggest that while adjuvants play an important role, it is not
the only factor that determines the quality of an immune response.

Another factor that may influence the protective efficacy of an immune
response is the nature (or the source) of the antigen used to immunize
animals. In one study, chimpanzees immunized with gp120, but not with
gp160, were protected (Berman et al., 1990). Both recombinant proteins
were produced in CHO cells, suggesting that these two proteins are confor-
mationally different and elicit different types (or qualities) of immune re-
sponse. In another study, the inverse was true; one of the two animals
immunized with gp160 was protected but two animals immunized with
gp120 got infected (Bruck et al., 1994). In the latter study, however, gp160
was derived from monkey kidney cells (CV-1), whereas gp120 was prepared
from Drosophila cells. In both of these studies, protection correlated with
the level of neutralizing antibody, but not the level of T-cell proliferative
response against the immunogen. It has been reported that ‘‘native,’’ fully
glycosylated gp120 from CHO cells elicited high levels of antibodies that
could neutralize both homologous and heterologous HIV-1 isolates but
not nonglycosylated protein from yeast (Haigwood et al., 1992). Similarly,
mammalian-derived gp120 has been reported to produced better humoral
response than insect- or yeast-derived proteins (Graham, 1994). It remains
to be examined whether subtle differences in glycosylation of envelope glyco-
protein in different cell types alter the immunogenicity of the protein.

One of the major challenges in developing an effective vaccine against
HIV-1 is the enormous genetic diversity of the envelope glycoprotein. Early
vaccine studies showed that neutralizing antibodies generated against gp120
from HIV-1IIIB strains were highly isolate-specific (Berman et al., 1988; Weiss
et al., 1986). However, chimpanzees immunized with gp120 (Berman et al.,
1996) or the combination of the V3 peptide and hybrid gp160 (Girard et
al., 1995) derived from HIV-1MN isolate were protected from a challenge
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with a heterologous isolate (HIV-1SF2) of the same subtype (clade B). It was
suggested that the gp120 from the MN isolate was better able to elicit cross-
neutralizing antibodies because the principal neutralization determinant
(PND) of the MN isolate was more representative of the PND of the clade
B viruses than the IIIB isolate (LaRosa et al., 1990). These studies appeared
promising, since a monomeric gp120 of a single TCLA HIV-1 isolate was
able to protect from a challenge with a primary, heterologous isolate. How-
ever, the major caveat of these studies is that HIV-1SF2 is considered to be
relatively weak and, as with other HIV-1 isolates, it does not cause disease
in chimpanzees. An important question that was left unanswered is whether
these animals could be protected from other clade B viruses that replicate
better than the SF2 isolate or have more divergent gp120. Two chimpanzees
that were protected from intraclade challenge, however, were not protected
from a subsequent challenge with an isolate from clade E (Girard et al.,
1996), suggesting that a simple monovalent vaccine candidate would not
be successful in a field test.

HIV-1 can be transmitted via a multiple route of entry, through intrave-
nous drug use as well as homo- and heterosexual activities. It is a formidable
challenge to develop a vaccine candidate that would elicit both systemic
and mucosal immunity against the virus. Targeted immunization of iliac
lymph node in rhesus macaques with recombinant gag and env proteins
successfully protected the animals against a rectal challenge with SIV (Lehner
et al., 1996). However, the same immunization approach did not work
against a vaginal challenge (Lu et al., 1998). To date, there has not been a
systematic, comparative analysis of various immunization routes for protec-
tion against different routes of virus challenge.

2. Human Clinical Trials

More than 20 vaccine candidates have been tested in over 2000 healthy
human volunteers since 1988 through the NIAID-sponsored AIDS Vaccine
Evaluation Group. Although most of the subunit vaccine candidates (gp120
or gp160 from HIV-1 isolates IIIB, MN, and SF2), in combination with
various adjuvants, have been shown to be safe (Keefer et al., 1997), efficacy
results from these studies, by and large, have been disappointing. Low levels
of neutralizing antibodies were elicited against the homologous virus strain,
with only a weak cross-neutralization activity against closely related isolates
and none against primary isolates (Gorse et al., 1996; Keefer et al., 1996;
Salmon-Ceron et al., 1995). Immunization with either gp120 or gp160 from
IIIB isolates elicited antibodies that preferentially reacted to epitopes present
on the denatured form of the protein (VanCott et al., 1995). In contrast,
antibodies from virus-infected individuals preferentially bound native pro-
tein. There was also a lack of antibodies specific for epitopes that are con-
served across divergent HIV-1 strains in vaccinated individuals. As in chim-
panzees, human subjects immunized with gp120 from the MN isolate
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developed better cross-reactive antibodies to heterologous gp120 than IIIB
gp120-immunized individuals (Gorse et al., 1996). Interestingly, priming
with IIIB gp120 followed by boosting with MN gp120 resulted in increase
in cross-reactive antibodies to heterologous clade B HIV-1 isolates. Whether
this observation is generally applicable (i.e., the higher cross-reactivity with
the increase in multivalency of gp120) is not yet known and requires fur-
ther evaluation.

The biggest disappointment came when some of the vaccinated individu-
als became infected during Phase I and II clinical trials (Connor et al., 1998;
Graham et al., 1998). Subjects were immunized with gp120/gp160 from
either MN or SF2. Most individuals developed antibody response from the
vaccine, but only transiently. No neutralizing antibodies were present against
the infecting strain prior to infection. All of the subjects were infected with
clade B virus, the same subtype as the vaccine strain. There were no signifi-
cant differences in the frequency of infection between the vaccinated and
placebo groups. Vaccine-induced immune response apparently did not exert
any selection pressure, since neither genotypic nor phenotypic characteristics
of the transmitted virus were affected. In summary, no obvious beneficial
or adverse effects were observed from the vaccine. These results led many
people to conclude that monomeric gp120 or soluble gp160, at least by
themselves or without any modification to improve immunogenicity, would
not be sufficient to elicit protective immune response against highly divergent
field isolates.

Recently, the first large-scale Phase III human clinical trial was approved
by the U.S. FDA for bivalent monomeric gp120 vaccines (AIDS VAX B/B
and B/E from Vaxgen). The vaccine is composed of gp120 from either two
clade B isolates or one each from clades B and E, formulated in alum
(Berman, 1998; Francis et al., 1998). They are currently being tested in the
United States and Thailand, respectively. Many critics of the study argue
that the vaccine does not address many of the important issues (e.g., eliciting
a CTL response or protection against heterologous isolates) and that protec-
tion from the vaccine, if any, would be very limited (see Boily et al., 1999
and references therein). In addition, the study is very similar to previously
failed vaccine trials and would only use up valuable resources. However,
proponents argue that (1) the vaccine candidate has been shown to be safe
and immunogenic; (2) even if the candidate is only partially protective, the
benefits to some communities can be significant; and (3) a vaccine against
HIV-1 would have to be developed empirically and lessons could be learned
even if the trial fails (Boily et al., 1999).

E. DNA Vaccine

DNA vaccine is relatively a new concept. Immunization is performed
by directly injecting naked plasmid DNA encoding viral gene(s) intramuscu-
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larly, intradermally, or by a gene gun that projects DNA-coated gold particles
into the epidermis. Various parameters of immunization and the types of
immune responses elicited with DNA vaccine have been characterized exten-
sively in mice for HIV-1 as well as other pathogens. The general approach
of DNA vaccine has been reviewed elsewhere (Bagarazzi et al., 1998; Kim
and Weiner, 1997; Levitsky, 1997; Lu, 1998; Robinson, 1997; Suhrbier,
1997; Wahren and Brytting, 1997) and the discussions here are mostly
limited to vaccine studies done in nonhuman primates.

The amount of DNA that is administered with a gene gun is much less
(5–10 �g) than by intramuscular injection (0.1–3 mg) because the gene gun
allows direct intracellular delivery. Intramuscular immunization elicited a
higher lymphoproliferative response than intradermal immunization in mice
(Shiver et al., 1997). A better CTL response was observed in rhesus macaques
immunized with a combination route (gene gun, intramuscular, and intrave-
nous) than with the gene gun alone (Yasutomi et al., 1996), suggesting a
potential benefit of a diversified immunization route. Regardless of the route
of administration, both cell-mediated and humoral immune responses are
generated in macaques and chimpanzees immunized with plasmids encoding
viral gene products. The cytokine profile of helper T cells generated from
immunization of HIV-1 envelope gene indicated that a Th1-like immune
response was elicited in rhesus macaques (Lekutis et al., 1997). A Th1
response is important for augmenting a CTL response, which may be essen-
tial for successful containment of HIV-1 infection. Unfortunately, the hu-
moral immune response elicited from DNA vaccine is relatively weak, gener-
ating only low titers of ELISA and neutralizing antibodies even after multiple
administrations (Boyer et al., 1997; Fuller et al., 1996, 1997a; Haigwood
et al., 1999). However, the strength of the immune response is strongly
influenced by the choice of the vector system as well as the vaccine schedule.
A higher antibody titer was observed with a reduced number of immuniza-
tions and a longer resting period (Fuller et al., 1996, 1997a). Although
DNA vaccination itself does not elicit a strong immune response, it appears
to prime the immune system quite effectively, since a strong anemnestic
response is observed subsequent to boosting with recombinant protein or
vaccinia virus (Fuller et al., 1996, 1997a,b; Haigwood et al., 1999; Letvin
et al., 1997).

The protective efficacy of DNA vaccines against a virus challenge has
been highly variable, similar to subunit vaccines. Rhesus macaques immu-
nized with DNA vaccine encoding SIV gag and env genes were not protected
from SIVmac challenge despite modest levels of CTL response generated in
the animals (Yasutomi et al., 1996). Humoral immune response was not
measured in the study. Protection was also not observed in rhesus macaques
immunized with DNA encoding gp160 and gp120 of SIVmac239 from a heterol-
ogous challenge with SIVDelta/B670 (Fuller et al., 1997b). Similar results were
obtained in animals primed with DNA and subsequently boosted with re-
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combinant vaccinia virus encoding SIVmac239 gp160. However, vaccinated
animals exhibited lower virus load and p27 antigenemia. Recently, macaques
(Macaca fascicularis) were immunized with a multigenic DNA vaccine en-
coding gag, pol, and env genes, with or without subsequent boost with
recombinant gp160 and gag-pol viruslike particles (Haigwood et al., 1999).
Unfortunately, all of the animals got infected when challenged with SIVmne.
Interestingly, a significantly lower viral load was detected only in animals
immunized with DNA, although the animals primed with DNA and boosted
with protein exhibited higher antibody levels. Lymphoproliferative re-
sponses to gp160 were similar in both groups. However, the animals immu-
nized with DNA only and those immunized with DNA and protein elicited
Th1- and Th2-like T-cell responses, respectively. The significance of this
observation was not determined.

In contrast to the dismal rate of protection seen in macaques immunized
with DNA vaccine against SIV challenges, a higher rate of protection was
observed in animals challenged with SHIV or HIV-1. One of four cynomol-
gus macaques immunized with DNA encoding HIV-1Z6 gp160 was protected
from SHIV that encodes envelope protein of a heterologous HIV-1HIVB2

strain (Boyer et al., 1996). Complete protection was reported in two rhesus
macaques primed with HIV-1 env DNA and boosted with recombinant
gp160 against SHIV-HXBc2 that encodes homologous envelope (Letvin et
al., 1997). In contrast, no protection was observed in animals immunized
with the recombinant gp160 only. Envelope-specific lymphoproliferative
response and CTL activity were detected only in animals immunized with
both DNA and recombinant gp160. Chimpanzees immunized with DNA
vaccine only (HIV-1MN gp160 and HIV-1IIIB gag-pol ) were similarly protected
from heterologous HIV-1SF2 (Boyer et al., 1997). However, because of rela-
tively low levels of antibody titer, neutralizing activity, and CTL response
that were elicited from the vaccine, no clear correlates of protection could
be determined. Furthermore, the use of a relatively weakly replicating chal-
lenging virus, which only resulted in a virus load of 104 particles/ml in the
control animal, raised some concerns as to the stringency of the efficacy
test. Despite apparent lack of protection against SIV and protection only in
suboptimal animal model system for HIV-1, the DNA vaccine approach
clearly shows significant promise and additional parameters of the vaccine
strategy (e.g., the use of immune stimulatory molecules and optimization
of gene delivery and expression) must be examined in nonhuman primates.
The Phase I clinical trial with HIV-1-infected human patients clearly demon-
strated the safety of DNA-based vaccines (MacGregor et al., 1998; Ugen et
al., 1998). Although some signs of increased anti-HIV-1 immune response
were reported, the long-term benefits of postinfection therapeutic immuniza-
tion have yet to be clearly demonstrated.
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F. Live Vector Vaccine

The overwhelming majority of live vector vaccine or live vector-prime
followed by subunit-boost vaccine research during the past decade have
made the use of pox viruses (different strains of vaccinia and canarypox
virus). As with other vaccine strategies discussed above, the level of the
immune response elicited and protective efficacy vary significantly from
study to study depending on the immunogen, the animal species, and the
challenge virus strain used in the study. Most of the efficacy studies were
performed in macaques, but some also in chimpanzees. Quite a few clinical
trials have also been conducted in humans, testing to the safety and immuno-
genicity of various candidates. Although it is difficult to clearly identify
correlates of protection due to many inconsistent and sometimes discrepant
results, some general conclusions can be made about the vaccine approach.

Studies in humans show that recombinant vaccinia or canarypox viruses
encoding HIV-1 envelope or capsid proteins are safe and well tolerated.
Stronger immune responses to HIV-1 proteins are elicited in vaccinia-naive
subjects than in vaccinia-primed subjects (those who were vaccinated against
smallpox) when recombinant vaccinia virus was used (Cooney et al., 1991,
1993; Graham et al., 1992; McElrath et al., 1994). In contrast, the vaccinia
immune status does not affect the outcome when using recombinant canary-
pox (ALVAC) (Clements-Mann et al., 1998). Both humoral and cellular
immune responses can be elicited in subjects vaccinated with recombinant
pox viruses. In general, relatively low levels of lymphoproliferative response
and anti-HIV-1 protein antibody titer are elicited using recombinant virus
alone. Boosting with subunit protein has consistently shown to enhance
immune response dramatically (Clements-Mann et al., 1998; Cooney et al.,
1993; Corey et al., 1998; Graham et al., 1993; Montefiori et al., 1992;
Pialoux et al., 1995). This is especially true in eliciting neutralizing antibod-
ies. However, the neutralizing activity is largely limited toward the homolo-
gous virus strain (i.e., the same strain the immunogen is derived from;
Graham et al., 1993; Montefiori et al., 1992; Pialoux et al., 1995). A low
CTL response is elicited in only a fraction of the subjects and is usually
transient (Egan et al., 1995; Fleury et al., 1996). However, it has been
reported that the response can also be enhanced by a subunit boost
(Clements-Mann et al., 1998). A CTL response from subjects immunized
against the envelope is more restricted (i.e., cannot kill cells infected with
heterologous primary isolates) than those immunized with both envelope
and gag proteins, suggesting that gag proteins can present more CTL epi-
topes, which are HLA haplotype-dependent (Ferrari et al., 1997).

Analyses of the humoral immune response revealed that the level of
neutralizing antibody correlated with a longer interval between vaccinia
priming and gp160 boosting; lesion formation after the first, but not the
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second, vaccinia inoculation; and induction of envelope-specific antibodies
after the priming (Graham et al., 1994). Antibody epitope analyses showed
that the immune response is determined by priming rather than the boost,
which supports the view of ‘‘original antigenic sin’’ (Fazekas de St. Groth and
Webster, 1966). The observation also indicates that there is a fundamental
difference between a live vector-expressed gp160 and a recombinant subunit
gp160. It is likely that the presentation of a structurally native immunogen
during the priming may be critical for eliciting a functional immune response.
Long-term follow-up of vaccinated subjects revealed that although both
cellular and antibody response were detected after a year, they were signifi-
cantly diminished (McElrath et al., 1994). Good anemnestic responses were
observed after a boost. However, neutralizing antibody was detected in only
a few vaccinees and the level remained extremely low. The CTL activity
was not observed. Analyses of a person who became infected while receiving
vaccinia prime-gp160 boost vaccine regimen revealed that the patient
mounted a strong B- and T-cell responses within 3 weeks of infection (McEl-
rath et al., 1996). Although the neutralizing antibody titer against the homol-
ogous vaccine strain (HIV-1LAI) increased, none was detected against the
virus the patient was infected with. The patient exhibited progressive CD4�

T-cell decline and immune dysfunction within 2 years. These results suggest
that although the vaccine was able to elicit an immune response that could
be recalled upon infection, the limited breath of the response was not able
to prevent infection by a heterologous virus. In this regard, it should be noted
that a chimpanzee immunized with ALVAC expressing HIV-1LAI gp160, in
addition to gag and protease, was protected from a homologous cell-
associated virus challenge (Girard et al., 1997). However, the same chimpan-
zee and another animal immunized with antigens from HIV-1MN isolate were
not protected from a heterologous challenge with a HIV-1DH12. Neither
animal had any neutralizing antibodies against HIV-1DH12. The observation
that chimpanzees with no or low levels of neutralizing antibodies are not
protected from homologous virus challenges suggests a possible importance
of neutralizing antibodies in protection (Girard et al., 1997; Hu et al., 1987).

The inability of the vaccine candidates to elicit a protective immune
response against a heterologous virus challenge is more evident in the SIV/
macaque system. Animals primed with recombinant vaccinia virus express-
ing gp160 and boosted recombinant gp160 protein were either completely
protected or had only a transient viremia against a cloned homologous virus
SIVmneE11S (Hu et al., 1992, 1996; Polacino et al., 1999). A dramatic increase
in antibody titer and neutralizing antibodies were observed subsequent to
boosting with recombinant subunit protein. However, only limited protec-
tion was observed against the parental uncloned SIVmne (Hu et al., 1996;
Polacino et al., 1999). Sequence analyses of the uncloned virus stock showed
15% of the viruses had a divergent V1 region. Characterization of the viruses
in immunized but persistently infected animals showed three of four animals
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had the variant virus, suggesting that the protection was directed against
homologous virus and that immune response against the V1 region may
have played an important role (Polacino et al., 1999).

One of the reasons for the inconsistent results of vaccine studies could
be attributed to the relative virulence of the virus isolate and/or the relative
susceptibility of macaque species used in the study. In contrast to macaques
(M. fascivularis) challenged with SIVmneE11S (Hu et al., 1992, 1996; Polacino
et al., 1999), most rhesus macaques (Macaca mulatta) challenged with SIVmac

became infected (Ahmad et al., 1994; Daniel et al., 1994; Giavedoni et al.,
1993). Furthermore, the virus load in the immunized animals was signifi-
cantly lower compared to control when challenged with SIVmac251, but not
with SIVmac239 even when the immunogen was derived from SIVmac239 (Ahmad
et al., 1994). Additional variables that could also have affected the outcome
of the virus challenge include differences in the immunization schedule (e.g.,
duration of resting period between priming and boosting) and the nature
of the immunogen used (e.g., the use of gp130; Giavedoni et al., 1993;
inactivated SIV particles or pseudovirus particles; Daniel et al., 1994). All
of 12 macaques immunized with recombinant NYVAC expressing SIV gag,
pol, and env gene products became infected when the animals were chal-
lenged intravenously (Benson et al., 1998). However, only a transient viremia
was observed in most animals subsequent to intrarectal challenge, suggesting
that the immunization may have elicited a strong mucosal but not systemic
immunity. Alternatively, the results could represent inefficient virus entry
via intrarectal route. Protection could also depend on the strain of vaccinia
virus used to generate the recombinant virus since animals immunized with
modified vaccinia virus Ankara-based recombinant exhibited significantly
lower levels of viral replication than those immunized with the Wyeth-based
recombinant (Hirsch et al., 1996). Although most studies observed enhanced
immune response by priming the immune system with recombinant vaccinia
virus prior to subunit protein immunization, Isreal et al. (1994) did not see
any benefit. In some cases, vaccinia-primed animals did much worse than
those animals that received subunit only. In this study, however, animals
were primed only once, whereas other studies immunized with live vectors
two or more times prior to subunit boosting. The importance of multiple
priming with live vectors has not been carefully examined.

Recombinant Semliki Forest virus (rSFV) and adenovirus have also
been used in HIV-1 vaccine development, although much less extensively
than the poxviruses. Pigtail macaques immunized with rSFV expressing
SIVsmmPBj14 gp160 or purified recombinant subunit gp120 developed envelope-
specific antibodies (Mossman et al., 1996). However, neither neutraliz-
ing antibodies nor a T-cell proliferative response was detected. Although
all of the animals got infected subsequent to SIVsmmPBj14 challenge, symptoms
in vaccinated animals were much less severe and exhibited lower plasma
viremia compared to the unimmunized animals. Immunization of cyno-
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molgus macaques with rSFV expressing HIV-1IIIB gp160 also did not pro-
tect from a challenge with SHIV encoding HIV-1IIIB envelope (Berglund
et al., 1997). However, three of four vaccinated animals had no viral antigen-
emia and lower viral load compared to the control animals. A protective
immunity, however, was elicited in chimpanzees primed with a recombinant
adenovirus expressing HIV-1MN gp160 and boosted with HIV-1SF2 gp120
against a low-dose challenge with HIV-1SF2 (Lubeck et al., 1997). Both
neutralizing antibodies and CTL responses could be elicited with the vaccine.
The results from a rechallenge with a higher dose of the same virus showed
that the protection correlated with the presence of neutralizing antibodies
(Lubeck et al., 1997; Zolla-Pazner et al., 1998). Whether the same vaccine
regimen can protect animals from a more rigorous challenge by other
HIV-1 strains or in macaque-SIV or -SHIV systems needs to be further
examined.

VI. Factors to Consider in Designing an
Envelope-Based Vaccine

One of the difficulties in developing a prophylactic vaccine against AIDS
has been the lack of a clear understanding of the immune correlates of
protection. That is, it is not known what types of immune responses a
vaccine should elicit in order for it to be protective against a virus challenge.
No patient has ever been cured of the virus subsequent to an unequivocal
infection and the results from the animal vaccine studies have been highly
inconsistent, as alluded to above. The typical immune parameters measured
are antigen-specific antibody titers (binding or neutralizing) and cell-
mediated immunity (lymphoproliferative or cytotoxic response). Antigen-
binding antibody titer, which is often determined by ELISA or Western blot,
and lymphoproliferative responses do not correlate with either protection
in vivo or inhibition of virus replication in vitro. What appears to be impor-
tant are neutralizing antibody titer and CTL activity. Several lines of observa-
tions have demonstrated the importance of CTL in containing the early
spread of HIV-1 and in the long-term survival of infected patients (Borrow
et al., 1994; Koup et al., 1994; Klein et al., 1995; Pinto et al., 1995; Rinaldo
et al., 1995; Rowland-Jones et al., 1998a,b, 1995, 1999). The presence of
neutralizing antibody against a challenging virus strain often, although not
always, resulted in some levels of protection in animal experiments (Berman
et al., 1990; Bruck et al., 1994; Girard et al., 1991; Zolla-Pazner et al.,
1998). The protective efficacy of neutralizing antibodies, when present in
adequate levels, has been directly demonstrated in several passive immuniza-
tion studies (Conley et al., 1996; Emini et al., 1990a, 1992; Gauduin et al.,
1997; Mascola et al., 1999; Prince et al., 1991; Shibata et al., 1999; also
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see Moore and Burton, 1999). It is generally viewed that a successful AIDS
vaccine should elicit both CTL and neutralizing antibodies.

To date, live attenuated vaccines have elicited the strongest and perhaps
the most consistent protection against SIV in macaques. However, additional
studies must be performed to thoroughly assess the potential long-term risks
and rigorously address all of the safety concerns prior to any human clinical
trials. Multimodal vaccine approaches (e.g., priming with either DNA or
live vectors followed by subunit recombinant protein boost) have also elicited
strong immune responses, albeit less protection compared to live attenuated
vaccines. Immunizing with either DNA or live vectors alone can elicit CTL
response. However, only a weak humoral immune response is elicited. Al-
though subsequent boosting with recombinant proteins can dramatically
enhance antigen-binding antibody titers, the ability of the antibodies to
neutralize viruses has been relatively poor, especially against heterologous
or clinical isolates. Obtaining sterilizing immunity (i.e., total neutralization
of incoming viruses prior to the completion of the first infection cycle) has
been the general goal of AIDS vaccine development. The reasoning behind
the effort is the prediction that it would be increasingly more difficult (per-
haps impossible) to prevent the virus from spreading, evading the immune
system, and eventually establishing a persistent infection the longer the virus
replication is allowed to occur. Sterilizing immunity can be achieved, at
least in theory, if there is a high-enough level of preexisting antibodies (at
the mucosal surface or in the blood stream) that could neutralize all of
the incoming viruses prior to entering cells in a newly infected person.
Alternatively, sterilizing immunity could be achieved if HIV-1-specific CTL
can kill all virus-infected cells prior to producing progeny viruses. Since
neutralizing antibody is the first line of immunological defense, the ability
of a vaccine to elicit a potent neutralizing antibody is crucial.

Unlike T-cell epitopes, which are linear, many B-cell epitopes are highly
conformation-specific. Thus, special care should be given in designing, pro-
ducing, and administering envelope-based recombinant subunit vaccine can-
didates to elicit neutralizing antibodies. Some of the structural properties
of the envelope glycoprotein that must be taken into consideration are shown
in Fig. 6. As described above, HIV-1 gp120 is a heavily glycosylated protein
and carbohydrate structures affect both immunogenicity and antigenicity of
the protein. Macaques infected with SIV with certain glycosylation site
mutations in the V1 region of gp120 produced a higher titer of neutralizing
antibodies against the mutant, as well as the wild-type strain, compared to
animals infected with the wild-type virus (Reitter et al., 1998). One possible
interpretation of the result is that the removal of bulky carbohydrate chains
revealed a hidden neutralization epitope. Whether this phenomenon is gener-
ally applicable to other strains of SIV or HIV-1, and to other glycosylation
sites, remains to be examined. This is important since another study showed
that immunization of guinea pigs with glycosylation site-mutated HIV-1
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FIGURE 6 Factors to consider in designing an envelope-based HIV-1 vaccine. Three of the
most important factors to consider in designing an envelope-based vaccine are the status of
gp120 glycosylation, structural conformation of the protein, and genetic/antigenic diversity of
gp120. These factors should be more important for developing a subunit vaccine candidate
and for eliciting humoral immune response. As discussed in the text, glycans affect both
structural and immunological properties of gp120. Removal of certain carbohydrate moieties
could potentially uncover hidden neutralizing epitopes that are conserved between different
isolates. The sites to be mutated must be chosen carefully since the removal of glycans can
also modify local antigenic structure or even completely misfold the protein. Although mono-
meric gp120 is easiest to produce, its antigenic properties could be somewhat different from
those of native envelope glycoprotein on virion surface. The challenge lies in producing viruslike
particles in sufficiently large quantities or oligomeric gp140 molecules (or other oligomers)
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gp160 elicited antibodies that preferentially neutralized the virus with the
mutations over the wild-type virus and vice versa (Bolmstedt et al., 1996).
Such a pattern of preferred homologous neutralization suggested that the
elimination of carbohydrate moieties alters local antigenic conformation,
creating new epitopes rather than uncovering hidden ones.

The removal of certain carbohydrate moieties can be detrimental to the
protein function because of altered structure, defective processing, or a gross
misfolding which ultimately leads to degradation. Thus, one has to make
sure that elimination of glycosylation sites does not modify the structure
drastically from that of the native protein. Eliciting CTL response is consid-
ered to be critical for developing a successful AIDS vaccine. There is lack
of sufficient information on the effects of carbohydrate moieties on HIV-1
envelope glycoprotein processing and the efficiency of association between
viral peptides and MHC molecules. Whether a nonglycosylated protein
enhances cellular immune response should be examined further. HIV-1
gp120 on macrophage-derived viruses has been shown to be hypergly-
cosylated with lactoseaminoglycans (Willey et al., 1996). More importantly,
these viruses were 8- to 10-fold more resistant to neutralizing antibodies
compared to PBMC-derived viruses. Although immunization with hypergly-
cosylated envelope protein may sound counterintuitive, it is possible that
gp120 with lactoseaminoglycans can elicit higher levels of neutralizing anti-
body against macrophage-derived viruses compared to gp120 without lac-
toseaminoglycans. This could be important for containing HIV-1 from
spreading during the primary infection stage, since one of the first cell types
to be infected by the virus at the mucosal surface is macrophage.

Another important factor is the overall conformation of gp120 (i.e.,
tertiary and quaternary structure of the protein). HIV-1 envelope glycopro-
tein is thought to exist as a trimer on the virion surface. Among various
subunit envelope vaccine candidates examined thus far, monomeric gp120
has been used most widely. It is relatively easy to produce and it can elicit
high levels of antibody response in most circumstances. Unfortunately, only
low levels of neutralizing antibodies are elicited, suggesting that its structure
may not be entirely identical to that of the trimer on the virion surface.
However, monomeric gp120 likely possesses many of the structural and
immunological features present on the native trimer since it can bind CD4

that have structural and antigenic properties similar to those of the native trimer on virions.
If it is not possible to elicit broadly neutralizing antibodies that can recognize conserved epitopes
on envelope glycoprotein from a wide variety of isolates, serious consideration must be given
to a polyvalent envelope vaccine candidate. A polyvalent envelope vaccine candidate could
comprise multiple isolates from a single clade (e.g., for North America) or multiple isolates from
multiple clades (e.g., Africa or Southeast Asia). Similar to the flu vaccine, annual inoculation of
an AIDS vaccine containing different sets of envelope glycoprotein could be a possibility.



294 Michael W. Cho

and neutralizing antibodies. More convincingly, the monomeric form of
the protein can recall anemnestic response to neutralizing antibodies when
subjects have been primed with either DNA or live vector vaccine. It is
possible that many of the conformational epitopes on the surface of gp120,
which are critical for eliciting neutralizing antibodies, are partially denatured
when the protein is formulated with adjuvants. As a result, much of the
antibodies elicited are against linear epitopes that are not present on the
external surface of the trimer. The effects of adjuvants on the structural
features critical for eliciting neutralizing antibodies have not yet been exam-
ined rigorously.

The ability of antibodies to bind oligomeric envelope glycoprotein
strongly correlated with their ability to neutralize virus (Fouts et al., 1997;
Parren et al., 1998). The envelope structures on noninfectious viruslike
particles (VLP) probably best resemble the ones on virions. Unfortunately,
however, the production of VLP in quantities required for a vaccine use has
been very difficult due to problems of inefficient gag protein processing,
particle assembly and release, and/or envelope incorporation in recombinant
systems. Furthermore, it has been very difficult to purify VLP away from
contaminating cellular proteins, which could pose potential problems. As
an alternative to producing VLP, a noncleavable gp140 construct, which
could form into an oligomeric structure, was expressed (Earl et al., 1994).
The antigenic characteristics of the oligomeric gp140 closely resembled those
of the envelope protein complex on virions (Richardson et al., 1996). The
oligomer was able to elicit antibodies to conserved, highly conformational
epitopes in mice (Broder et al., 1994; Earl et al., 1994). Immunization of
macaques with oligomeric gp140, however, did not seem to improve the
protective efficacy of the vaccine compared to monomeric gp120 (Pat Earl,
personal communication). The results raise possibilities that the structure
of oligomeric gp140, while better than that of monomeric gp120, may not
be identical to the trimeric structure of the envelope protein on virions or
that they are also partially denatured upon formulating with an adjuvant.

A recent observation that immunization of mice with fusion intermedi-
ates, captured by formaldehyde fixation of cells undergoing a gp120/CD4/
coreceptor-dependent fusion reaction, elicited broad neutralizing antibodies
against a number of primary HIV-1 isolate is promising (LaCasse et al.,
1999). It remains to be seen whether a similar immunogen can protect
against a viral challenge in vivo in primates. Furthermore, the safety of a
whole-cell vaccine must also be carefully evaluated. The results from the
study raise a possibility that the ‘‘native antigen’’ may not necessarily be
the best immunogen to elicit neutralizing antibodies. Perhaps an antigen
with limited modifications (e.g., removal of certain combination of glycosyla-
tion sites, deletion of certain regions of the envelope, or partial denaturation
of the protein) might elicit more potent neutralizing antibodies with broader
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reactivity. Answers to such a question could be determined only by an
empirical approach.

As alluded to earlier, one of the major problems of developing an
effective AIDS vaccine is the extreme genetic diversity of the envelope glyco-
protein. Two classes of neutralizing antibodies are elicted against gp120:
(1) antibodies directed against the variable regions that are highly strain-
specific (i.e., reactive only against the same virus strain the immunogen is
derived from; Arthur et al., 1987; Goudsmit, 1988; Nara et al., 1988; Rusche
et al., 1988; Weiss et al., 1986); and (2) those that are directed against the
conserved regions, which are more broadly cross-reactive (Berkower et al.,
1989; Katzenstein et al., 1990; Steimer and Haigwood, 1991; Steimer et
al., 1991; Weiss et al., 1986). Most of the neutralizing antibodies are virus
isolate-specific. These antibodies are directed primarily against the V3 loop
(principal neutralizing determinant; Goudsmit et al., 1988; Javaherian et
al., 1989; Palker et al., 1988; Rusche et al., 1988) for TCLA T-tropic
envelopes or against the V1/V2 region for the primary isolates (Gorny et
al., 1994; Pinter et al., 1998). Neutralizing antibodies with broad specificity
are rare, with only two human monoclonal antibodies (2G12 and b12)
identified against gp120 worldwide (Mo et al., 1997; Roben et al., 1994;
Trkola et al., 1995; Trkola et al., 1996b; Fig. 3). One way to elicit broadly
cross-reactive neutralizing antibodies is to identify and target conserved, yet
accessible, epitopes (e.g., by using modified gp120 with some of the variable
regions and/or glycosylation sites removed). Alternatively, a pool of envelope
proteins, which represent the majority of ‘‘antigenic subtypes’’ prevalent in
a given geographic area (if one could be established), can be prepared as a
polyvalent vaccine. One potential advantage of a polyvalent vaccine is that
it might reduce any variations in immune response to a given immunogen
by individuals in the population (e.g., due to HLA haplotype). Both of these
tasks are equally difficult and would require years of trial-and-error.

VII. Concluding Remarks

Vaccine development is an enormous task. It involves a number of
scientific disciplines, multiple stages of development, and countless variables.
Completing a single nonhuman primate vaccine study, for example, which
includes designing and producing a vaccine candidate, planning, administer-
ing, analyzing the immune response, virus challenge, and postchallenge mon-
itoring and analysis, can take over 2 to 3 years. A typical animal study will
examine a limited number of vaccine candidates, utilize one adjuvant, follow
one vaccine dose and schedule by one immunization route, challenge with
one virus strain by a singe route of infection with a given dose, and in one
animal species. All of these variables make it extremely difficult to perform
every experiment systematically and well controlled with the number of
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animals that would yield statistically significant results. What is worse is
that each and every one of these variables can potentially alter the outcome
of the study. To make things even more problematic, different studies often
use different methodologies to monitor immune parameters (e.g., virus neu-
tralization assay; see Vujcic and Quinnan, 1995), which makes comparison
of vaccine efficacy between different studies even more difficult. Every assay
has both advantages and disadvantages, making it difficult for different
research groups to agree and standardize assays.

AIDS research during the past decade has made a significant contribution
toward our understanding of the basic virology and pathogenesis as well as
the biochemical, structural, and immunological properties of HIV-1 and its
gene products. Developing an AIDS vaccine has been a significant scientific
challenge. Despite the absence of an effective vaccine, what has been learned
thus far will be the foundation for the next decade of research in developing
a successful vaccine. Continued collaborations between research groups,
division of labor, and development and standardization of new, faster, and
more quantitative assays would help us achieve our goal.
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I. Introduction

In June of 1981, the Centers for Disease Control reported five cases of
Pneumocystis carinii pneumonia in five men in the Los Angeles area (Centers
for Disease Control, 1981). In less than 2 years, hundreds of cases with
similar diagnoses were reported throughout the United States and around
the world. Most of the patients afflicted with this new syndrome shared
several distinguishing characteristics, including immune system dysfunction
and a history of homosexual activity, intravenous drug abuse, or hemophilia.
Efforts to identify the infectious agent responsible for this rapidly spreading
immunodeficiency syndrome culminated in 1983 and 1984 with the isolation
of a human retrovirus which would later be designated the human immuno-
deficiency virus type 1 (HIV-1). In the years that followed, HIV-1 infection
and the acquired immunodeficiency syndrome (AIDS), a consequence of
infection, spread globally to millions of individuals.
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As more HIV-1-infected individuals were identified and treated, clini-
cians recognized an association between HIV-1 infection and the appearance
of central nervous system (CNS) functional abnormalities. Patients infected
with HIV-1 presented with numerous cognitive and motor-skill deficiencies
concurrent with progressive immune system failure. Postmortem analyses
identified specific pathological hallmarks within the brain as a consequence
of HIV-1 invasion. As more cases of CNS involvement were identified and
documented, the progressive spectrum of neurologic abnormalities linked
to HIV-1 infection was collectively referred to as the AIDS dementia complex
(ADC) or, more recently, HIV-1 dementia (HIVD).

At our current level of understanding, development of HIVD following
HIV-1 infection of the CNS is the result of complex interactions between
infected and uninfected cell types residing within the brain. Further compre-
hension of HIVD will require answers to numerous questions. For example,
what are the correlates of HIVD? Can these markers be used to diagnose
the onset of HIVD or predict the level of risk for developing HIV-1-related
neurological complications? What are the exact interactions between unin-
fected and infected neuroglial cells that lead to identifiable neuropathogen-
esis and the appearance of clinical symptoms? Which viral and cellular
soluble mediators are most important to the development of HIVD? Can
treatments be developed to interrupt the complex cascade of cellular interac-
tions that lead to HIV-1-associated CNS dysfunction? How well do the
currently available antiretroviral drugs penetrate the blood–brain barrier
and are they effective in the CNS? Can the CNS serve as a hidden HIV-1
reservoir that can reseed the periphery and confound the ability of antiret-
roviral therapies to lower the viral load below detectable levels? How will
the extended life span of patients under treatment affect the incidence or
severity of HIVD? These questions are just a sampling of the issues that
have yet to be addressed.

This chapter presents a three-part overview of investigations surround-
ing HIV-1 infection of the CNS and the appearance of HIVD. In the first
part, our contemporary understanding of the clinical and pathological conse-
quences of HIV-1 within the CNS are outlined. In the second part, selected
cellular aspects of HIV-1 CNS infection and HIVD are examined. In the
third and final part, current findings in the chemotherapeutic treatment of
HIVD are discussed.

II. HIV-1-Associated CNS Disease

Over the course of HIV-1-associated disease, the presence of the virus
within the CNS becomes manifested both functionally and physically. Nu-
merous studies have examined and documented the clinical aspects of
HIV-1 CNS infection as well as the underlying pathological consequences
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of viral replication within the brain and periphery of the nervous system.
Although a great deal of information has been accumulated, ongoing clinical
and laboratory studies continue to contribute to our incomplete understand-
ing of HIV-1-associated CNS disease.

A. Clinical Manifestations of HIV-1 CNS Infection

As more adult patients presented with clinical symptoms characteristic
of what would later be called AIDS, reports began to appear which described
neurologic abnormalities in approximately 40% of these patients (Britton
and Miller, 1984; Snider et al., 1983). Initially, these abnormalities were
thought to be related to the numerous opportunistic infections that arise in
the CNS during the progression of AIDS (Britton and Miller, 1984; Navia
et al., 1986c; Snider et al., 1983). However, as more patients were examined,
it was soon apparent that opportunistic infections could be linked to only
a third of those with CNS abnormalities (Navia et al., 1986b). Furthermore,
patients that presented with symptoms characteristic of both AIDS and
neurologic involvement frequently showed no indication of the presence of
opportunistic infectious agents within the CNS. When HIV-1 was identified
in 1984 as the putative etiologic agent of AIDS, an association between the
presence of HIV-1 in the CNS and the onset of neurologic dysfunction
was postulated.

1. Prevalence of HIVD in HIV-1-Infected Individuals

Of those patients infected with HIV-1, approximately 30 to 60% exhibit
symptoms indicative of neurologic dysfunction (McArthur et al., 1994). Of
those, about 20% present with symptoms characteristic of HIVD ( Janssen
et al., 1992; McArthur et al., 1994). Postmortem examinations of AIDS-
patient CNS tissue revealed that an even greater percentage (approximately
90%) of HIV-1-infected individuals had some form of peripheral or CNS
abnormalities (Geleziunas et al., 1992; Ho et al., 1989; Hollander, 1991;
Navia et al., 1986a,b). The association between the presence of HIV-1 and
neurologic dysfunction was strongly indicated by detection of HIV-1 gene
products in the CNS of AIDS patients as well as similarities between the
neurologic implications of infection by HIV-1 and infection of sheep by
visna virus, the prototypical lentiviral model for retroviral-induced neurode-
generative disorders (Gonzalez-Scarano et al., 1995; Spencer and Price,
1992). The terms ADC or HIVD were coined to collectively describe specific
clinical symptoms associated with HIV-1 CNS infection (Spencer and Price,
1992). HIVD may appear as the only indication of HIV-1 infection and
may occur in the absence of any immune system degeneration (Navia and
Price, 1987).

Unfortunately, the appearance of HIVD is not limited to the adult
population. As many as 75% of HIV-1-infected infants and children present
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with symptoms, including a static or progressive encephalopathy associated
with HIV-1 infection of the CNS (Belman et al., 1986; Epstein et al., 1985,
1986; Oleske et al., 1983). Neurologic symptoms of pediatric HIV-1 infec-
tion include impaired brain growth, progressive motor function deteriora-
tion, and loss of developmental milestones and cognitive abilities (Belman,
1994; Belman et al., 1986; Epstein et al., 1985, 1986, 1988; Navia et al.,
1986b; Oleske et al., 1983; Tardieu, 1998). However, the rate and time of
disease onset and involvement of the CNS is variable and appears to be
related to the progression of immunologic disease. In a longitudinal study
of 94 HIV-1-infected children, approximately one-third suffered from severe
encephalopathy correlated with the early onset of immunodeficiency. The
remainder of the infected children progressed both immunologically and
neurologically at a much slower rate, suggesting a relationship between
a pediatric patient’s immunologic state and the appearance of neurologic
symptoms (Blanche et al., 1990). Neurologic disease severity may also be
linked to virus load, which, in cases of vertical transmission, is tightly
correlated to maternal viral loads at delivery (Tardieu, 1998). Before the
advent of combination drug therapies, approximately 20% of infected chil-
dren suffered from severe immunodeficiency and encephalopathy during the
first 3 years of life, while the remainder experienced a much slower progres-
sion (Tardieu, 1998). New drug therapies may be effective against the slower
progressing pediatric cases, but may be generally ineffective against the rapid
onset of neurologic disease (Tardieu, 1998). In a 1997 retrospective study
of pediatric AIDS cases over the preceding 7 years, extended pediatric life
spans associated with improved medical care and more effective antiretrovi-
ral therapies were accompanied by increased involvement of organ systems,
including the central nervous system, in the progression of disease (Johann-
Liang et al., 1997). These data suggest that continued advancements in the
treatment of pediatric HIV-1 and opportunistic infections might lead to
increases in the frequency and severity of pediatric CNS disease.

2. Onset of HIVD Relative to HIV-1-Associated Immune Disease

Although HIVD may appear at any time during the progression of
HIV-1 infection, it most often appears late in the course of disease concurrent
with low CD4-positive cell numbers and high viral titers in the peripheral
circulation (McArthur et al., 1993). Although clinical symptoms of neuro-
logic impairment may appear prior to the onset of AIDS-related immunologic
abnormalities, it is not a common observation (McArthur and Selnes, 1997).
In patients who do not demonstrate early neurologic impairment, progres-
sion through the asymptomatic phase of infection is not accompanied by a
decline in neurologic abilities (Selnes et al., 1990). The time of onset and
rate of HIVD progression, which is variable and may depend on currently
undefined host and viral factors (Bouwman et al., 1998), are not necessarily
temporally linked to the progression of systemic immunologic dysfunction.
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The apparent lag between initial seeding of the cerebrospinal fluid (and,
presumably, the brain) and onset of demonstrable neurologic abnormalities
may be explained by clearance of the initial infection by the immune system
and subsequent reinfection of the CNS as the immune system deteriorates.
Evidence of a host immune response to infection includes increased cerebro-
spinal fluid (CSF) levels of immunoglobulins, proteins, and whole cells as
well as anti-HIV-1 cytotoxic T lymphocytes and intrathecally produced
anti-HIV-1 antibodies. Alternatively, selective infection of the CNS by less
virulent strains may result in a more chronic spread of HIV-1 through the
CNS. The general prognosis for patients diagnosed with HIVD is poor
(Mayeux et al., 1993), since the mean survival of demented patients (approxi-
mately 6 months) is less than half the remaining life span of nondemented
HIV-1-infected patients (McArthur, 1987; Portegies, 1994; Rothenberg et
al., 1987).

3. Definition and Classification of HIV-1-Associated Dementia

The definition of HIVD encompasses a broad constellation of symptoms
characteristic of cognitive, behavioral, and motor abnormalities associated
with the presence of HIV-1 in the CNS. The most distinct clinical aspect of
HIVD is, as the name implies, dementia with progressive loss of cognitive
functions. Specifically, HIVD can be classified as a subcortical dementia,
which distinguishes it from dementia associated with Alzheimer’s disease
(Kolson et al., 1998). Other common clinical symptoms of HIVD include
decreased memory, difficulty concentrating, psychomotor retardation, and
headache. Less frequent manifestations include motor deficits, seizures, and
psychiatric dysfunction. Early symptoms of HIVD include a slowing of
mental capacity; impairment of motor control and coordination; and behav-
ioral changes that include apathy, social withdrawal, and alterations in
personality. Later in the progression of the disease, nearly all aspects of
cognition, motor function, and behavior are affected. Severe cases of HIVD
may be characterized by near or absolute mutism, incontinence, and severe
dementia (Price et al., 1988). Ultimately, the diagnosis of HIVD is based
on the symptoms observed, the time course of the disease, and the application
of laboratory diagnostic criteria (Navia et al., 1986b; Price and Sidtis, 1992;
Worley and Price, 1992).

To provide a common language for discussing HIVD diagnoses, a nu-
merical staging system has been formulated for defining the severity and pro-
gression of HIVD based on an assessment of the patient’s cognitive and motor
functions. Within the Memorial Sloan-Kettering (MSK) scale of HIV-1-
associated dementia (Fig. 1), patients are classified as unaffected (Stage 0);
subclinically or equivocally affected (Stage 0.5); or suffering mild (Stage 1),
moderate (Stage 2), severe (Stage 3), or end-stage disease (Stage 4) (Price
and Brew, 1988). Patients with no neurologic symptoms, usually in the
clinical latency period of systemic infection, are generally classified as Stage
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MSK scale of HIV-1 dementia
Stage: 0.5-10 2-4

Clinical status (stage): unaffected (0) subclinical (0.5)
mild (1)

moderate (2)
severe (3)
end-stage (4)

Systemic status (typical)
Acute infection Clinical latency AIDS

CD4 count
(cells/mm3)

>500 200-500 <200

FIGURE 1 The Memorial Sloan-Kettering (MSK) scale of dementia severity provides a
common reference for assessing the progression of HIVD. Patients diagnosed with HIVD are
classified symptomatically as unaffected (Stage 0); subclinically or equivocally affected (Stage
0.5); or suffering mild (Stage 1), moderate (Stage 2), severe (Stage 3), or end-stage disease
(Stage 4) (Price and Brew, 1988). The progression from Stage 0 through Stage 4 generally
corresponds with the advancement of immune system disease.

0. Patients with HIVD Stages 0.5 and 1 have been generally nonprogressive
for several years with CD4-positive cell counts between 200 and 500
cells/mm3. Neurologic deficits may include difficulty with concentration,
forgetfulness, the need to keep lists for personal organization, and motor
abnormalities characterized by slowing of rapid eye and extremity move-
ments. HIVD Stage 2 (or greater) generally coincides with CD4-positive cell
counts below 200 cells/mm3, immunosuppression, increased viral titers, and
opportunistic infections of both the immune and central nervous systems.
Patients who have progressed to and beyond Stage 2 have generally more
severe motor, behavioral, and cognitive deficits, which may include quadra-
paresis, generalized spasticity, seizures, incontinence, or mutism.

There are, however, patients who cannot be classified according to the
guidelines of the MSK system. Some patients exhibit normal CNS function
despite the presence of numerous systemic opportunistic infections. Con-
versely, other HIV-1-infected patients develop neurologic impairment in the
absence of any immunologic dysfunction or symptoms related to the systemic
presence of HIV-1 (Navia and Price, 1987). Progressive HIVD does not
always correlate with increased systemic compromise; patients have been
classified as HIVD Stage 2 or greater with CD4-positive counts over 200
cells/mm3 (Price, 1994). Furthermore, the severity of HIVD does not always
correlate with the viral burden in the brain, as demonstrated by inconsistent
correlations between high levels of viral gene expression in the brain and
neurologic dysfunction (Dickson et al., 1991; Kure et al., 1990a; Wiley and
Achim, 1994). This phenomenon is particularly evident when considering
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milder forms of HIVD. Studies by Brew and coworkers have demonstrated
that viral load is often less than would be expected given the severity of
the clinical abnormalities (Brew et al., 1995b). Similar observations have
been reported by Vazeux and coworkers in pediatric patients with HIV-1-
associated neurologic dysfunction (Vazeux et al., 1992).

B. Pathology Associated with HIV-1 CNS Infection
and HIVD

A complete understanding of HIV-1-associated disease and HIVD must
include data from clinical diagnoses of neurologic impairment and the onset
of HIVD as well as pathological findings compiled from physical examina-
tions of brains infected with HIV-1. Early investigations were limited primar-
ily by available technologies to postmortem examinations of brain tissues
from HIV-1-infected patients, which demonstrated that HIV-1 infection
results in specific structural and cellular abnormalities. These studies pro-
vided information about terminal CNS neuropathology but shed little light
on events that occur early in HIV-1-associated CNS disease. However, recent
advances in imaging technology have facilitated investigations at all stages
of HIVD. These and other studies continue to contribute toward a greater
understanding of HIVD pathology.

1. HIV-1-Associated Neuropathology in Adults

Gross pathological changes are clearly evident in the postmortem brains
of many HIV-1-infected patients who have succumbed as a consequence
of the infection. Of those who die from AIDS, roughly 20–30% exhibit
postmortem CNS disease (Anders et al., 1986). A diagnosis of HIVD does
not necessarily guarantee the presence of detectable neuropathology, since
up to half of all patients diagnosed with HIVD have no definitive pathologic
abnormalities (Budka, 1991; Ho et al., 1989; Sharer, 1992). Among the
numerous heterogeneous pathologies associated with HIVD (Rosenblum,
1990), three common pathologies are evident: white matter pallor and glio-
sis, multinucleated-cell encephalitis, and vacuolar myelopathy (Price, 1994).
White matter pallor and gliosis are the most common but least specific
pathologies identified in HIVD patients. Multinucleated-cell encephalitis,
also observed in HIV-1-infected patients with CNS disease, is characterized
by the appearance of multinucleated giant cells (MGC or syncytia). These
multinuclear cell complexes, composed of infected macrophages and microg-
lial cells, are sometimes clustered around blood vessels (Price, 1994). How-
ever, MGCs are only found in approximately 50% of patients diagnosed
with HIVD (Kato et al., 1987; Wiley and Achim, 1994). The presence of
MGCs is indicative of active HIV-1 replication, which has been confirmed
by the detection of viral particles, virus-specific antigens, and HIV-1-specific
nucleic acids within multinuclear cells (Budka, 1990; Budka et al., 1987;
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Gabuzda et al., 1986; Koenig et al., 1986; Kure et al., 1990a,b; Michaels
et al., 1988; Peudenier et al., 1991; Price et al., 1988; Pumarola-Sune et al.,
1987; Shaw et al., 1985; Stoler et al., 1986; Vazeux et al., 1987; Wiley et
al., 1986). Multinucleated-cell encephalitis is usually observed against a
background of gliosis and white matter pallor and occurs in the subcortical
regions of the brain (Chrysikopoulos et al., 1990; Epstein et al., 1984).
Vacuolar myelopathy, the third pathologic finding, often affects the cervical
and thoracic sections of the spinal cord more severely than other regions
(Petito et al., 1985).

Other, more diverse pathologies have also been associated with HIV-1
CNS infection. Wiley and coworkers, as well as other groups, have reported
atrophy and neuronal loss within the neocortical regions of the HIV-1-
infected brain (Wiley and Achim, 1994). Volume loss in the basal ganglia
also correlates with the presence of dementia (Aylward et al., 1995; Dal
Pan et al., 1992). Neuronal dropout has been demonstrated in a number
of studies (Everall et al., 1994; Janssen et al., 1991; Ketzler et al., 1990;
Masliah et al., 1992b) but has not been correlated with severity of disease
(Everall et al., 1994). Neuronal apoptosis, demonstrated in both HIV-1-
infected adults and children, is associated with microglial activation and
axonal damage, but not necessarily with the occurrence of HIVD (Adle-
Biassette et al., 1999; Adle-Biassette et al., 1995; Gelbard et al., 1995).
However, a correlation between HIV-1-mediated immune system alterations
and progressive peripheral and central sensory tract lesions has been ob-
served (Husstedt et al., 1998). Morphological alterations in the neuritic
processes of neurons in both the frontal cortex and hippocampus (Masliah
et al., 1992b) and damage to dendritic projections in cortical pyramidal
neurons have been reported (Everall et al., 1993). Abnormalities in oligoden-
drocytes have also been observed (Esiri et al., 1991). Other studies have
implicated neuronal apoptosis as a factor in both HIVD and encephalopathy
found in pediatric cases of HIV-1 CNS infection (Adle-Biassette et al., 1995;
Gelbard et al., 1995). Apoptosis associated with HIV-1 CNS infection has
also been demonstrated in vascular endothelial cells, suggesting that pro-
grammed cell death may play a role in compromising the blood–brain barrier
(BBB) (Shi et al., 1996).

2. Correlates of HIVD

Since the recognition of neurologic disease associated with HIV-1 CNS
infection, numerous groups have attempted to identify correlates of HIVD
development such as viral load in the brain or immune system. To date,
these links have not been definitively established. In the brain, detection of
proviral DNA has been associated with neurologic deficits as well as HIV-1-
associated histopathology (Boni et al., 1993). However, results from a
similar study that used quantitative PCR to detect proviral DNA indicated
no correlation between CNS viral load and HIVD ( Johnson et al., 1996).
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HIV-1 p24 expression in the brain was also found to be linked to HIVD
severity (Brew et al., 1995b). Studies of brain viral load and HIVD may be
complicated by a lag between development of HIV-1 encephalitis within the
CNS and manifestation of clinical dementia (Wiley and Achim, 1994). The
severity of dementia has also been associated with the extent of CNS mono-
cyte/macrophage activation (Glass et al., 1995) as well as expression of
gp41 and inducible nitric oxide synthase (iNOS) (Adamson et al., 1999;
Rostasy et al., 1999). iNOS expression is particularly interesting as a marker
for HIVD since iNOS synthesizes nitric oxide (NO), a compound impli-
cated as a potential neurotoxin involved in the development of HIV-1-
associated disease.

Unintegrated DNA, a subset of the total viral DNA load within the
brain, may also be associated with HIVD. Following conversion of the viral
RNA genome to double-stranded DNA through the enzymatic activity of
reverse transcriptase, HIV-1 DNA is integrated as a linear molecule into the
host genome by the HIV-1-encoded integrase. Circular DNA structures
containing either one or two LTRs are thought not to serve as preintegration
intermediates and are considered a nonproductive offshoot of the replication
cycle. Because these circular molecules are not integrated, they accumulate
within the infected cell. In vitro, unintegrated HIV-1 DNA accumulates in
HIV-1-infected monocyte/macrophage cells to levels lower that those found
in productively infected T cells (Sonza et al., 1994). In macrophages and
microglial cells, lower levels of unintegrated DNA may be indicative of
resistance to superinfection or a more chronic level of replication. One study
of HIV-1-infected patients demonstrated that levels of unintegrated linear
and circular viral DNA are elevated in postmortem brains of patients with
HIV-1 encephalitis (Pang et al., 1990). A similar study found that the pres-
ence of unintegrated single LTR proviral structures and increased HIV-1
replication were associated with the appearance of MGCs and dementia
(Teo et al., 1997). These results parallel a link between the presence of
unintegrated viral DNA in the blood and the severity of immunologic disease
(Nicholson et al., 1996). Within infected macrophages and microglia in the
brain, unintegrated DNA may serve as transcription templates for produc-
tion of viral RNA and, subsequently, proteins such as gp120 and Tat. These
proteins may function as neurotoxins when released into the CNS (Stevenson
et al., 1990). In addition, a low level of viral replication from unintegrated
templates in macrophages may contribute to the viral load within the brain,
as has been demonstrated in vitro in HeLa cells (Cara et al., 1996).

Other groups have identified associations between HIVD and markers
in the CSF or peripheral circulation. Correlations have been demonstrated
between HIV-1 nucleic acids or protein products (RNA or p24) in the CSF
and the appearance of clinical disease (Brew et al., 1997; McArthur et al.,
1997; Royal et al., 1994). In pediatric HIV-1 CNS disease, viral RNA in
the CSF correlates with cognitive dysfunction (Sei et al., 1996). In adult
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HIV-1-infected patients, levels of HIV-1 RNA in the CSF correlate with
viral burden in the brain, indicating that CSF viral RNA may be a surrogate
marker for studies of viral load in HIVD (Wiley et al., 1998). However,
elevated levels of CSF HIV-1 may also be indicative of other CNS infections
(Brew et al., 1997). Peripheral blood p24 levels have also been linked to
the appearance of CNS dysfunction (Royal et al., 1994).

3. Neuropathology during Pediatric HIV-1 CNS Infection

HIV-1 infection of the developing pediatric brain results in neuropathol-
ogy that differs somewhat from that reported in HIV-1-infected adults.
HIV-1 infection of the pediatric brain may result in development of either
static or progressive encephalopathy (Epstein et al., 1985). In a study of 49
cases of pediatric HIV-1 CNS infection, over half of the patients examined
demonstrated some form of clinical neurological dysfunction and over two-
thirds presented with progressive encephalopathy (Roy et al., 1992). In
contrast to adult CNS infection, pediatric HIV-1 infection of the CNS results
in increased frequencies of inflammatory infiltrates and multinucleated giant
cells, and the relatively rare appearance of vacuolar myelopathy (Elder and
Sever, 1988; Price et al., 1988). Brain weights of HIV-1-infected infants
and children are lower than normal (Sharer, 1992) and increases in head
circumference are correspondingly reduced (Tardieu, 1998). Volumetric re-
ductions in all cortical regions, subcortical gray matter, and cerebral white
matter have also been observed (Kozlowski et al., 1997) along with enlarge-
ment of subarachnoidal spaces (Tardieu, 1998). As was noted above, neu-
ronal apoptotic death has been reported as one consequence of pediatric
HIV-1 infection (Gelbard et al., 1995). Children infected with HIV-1 acquire
fewer opportunistic infections than adults, providing evidence that supports
a direct causal relationship between the presence of HIV-1 and onset of
neurologic abnormalities in both children and adults.

4. In vivo Imaging of the HIV-1-Infected Brain

Technological advances have facilitated studies of the living brain under
normal as well as diseased states. Numerous imaging techniques have been
employed in the study of HIV-1 CNS infection and have made valuable
contributions to understanding HIV-1 CNS infection and HIVD. These
techniques have been used to examine postmortem CNS tissues to corrobo-
rate findings documented during more traditional postmortem examinations.
More importantly, they have been used to examine living patients to diagnose
HIV-1-associated neurologic dysfunction and to rule out other conditions,
such as opportunistic infections or brain tumors. Structural neuroimaging
techniques used to study HIVD include computed tomography (CT) and
magnetic resonance imaging (MRI). Imaging techniques designed to demon-
strate patterns of brain perfusion or metabolic function, such as single
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photon emission computed tomography (SPECT) or positron emission to-
mography (PET), have also been employed.

The most common CT and MRI finding is cerebral atrophy, indicated
by increased ventricular CSF volume (Gelman and Guinto, 1992; Grafe et
al., 1990; Jakobsen et al., 1989; Jarvik et al., 1988). Cerebral atrophy is
identified at the greatest frequency in patients with advanced immunosup-
pression or in patients who have been infected longer than 4 years (Bencherif
and Rottenberg, 1998). The degree of cerebral atrophy has been correlated
with the extent of neurologic impairment ( Jakobsen et al., 1989; Levin et
al., 1990), implying that regional atrophy of the brain may be reflected in
the appearance of specific neurologic symptoms. The next most common
finding is the appearance of bilateral white matter lesions, which appear in
CT scans as hypodense regions and in MRI scans as hyperintense areas on
T2-weighted images (Bencherif and Rottenberg, 1998; Chrysikopoulos et
al., 1990; Jarvik et al., 1988). Lesions of this type become more prominent
with disease progression and may be transiently reduced (as documented
by MRI) by treatment with zidovudine (Tozzi et al., 1993). MRI scans,
which are superior to CT scans in spatial resolution and image contrast,
have also documented increased deep gray matter cerebral blood volumes,
which may signal impending structural changes concomitant with HIVD
and CNS HIV-1 infection (Tracey et al., 1998). Decreases in posterior corti-
cal and basal ganglia volumes have also been observed in demented patients
(Aylward et al., 1995). These techniques have highlighted a correlation
between decreased brain volume, increased CSF volume, and the severity
of HIVD (Dal Pan et al., 1992).

PET and SPECT scanning have been employed to document functional
irregularities associated with HIV-1 CNS infection (Bencherif and Rotten-
berg, 1998). Dementia-associated metabolic abnormalities identified by PET
include basal ganglia and thalamic hypermetabolism during early HIVD and
cortical and subcortical hypometabolism as the severity of HIVD increases
(Rottenberg et al., 1987). PET scanning has also been used effectively to
monitor brain metabolic responses to antiviral treatments (Bencherif and
Rottenberg, 1998). SPECT scanning, which is used to monitor brain perfu-
sion, has also been used to diagnose HIVD-related abnormalities. Numerous
SPECT studies have reported perfusion irregularities associated with
HIVD and detectable improvements in perfusion following treatment with
zidovudine (Bencherif and Rottenberg, 1998).

Various imaging techniques have also been employed to view the HIV-1-
infected pediatric brain. CT scans have demonstrated that central and
cortical atrophy is also found frequently in HIV-1-infected pediatric brains
(Roy et al., 1992) and that administration of zidovudine results in partial
reversal of brain atrophy and improved cognitive abilities (DeCarli et al.,
1991). White matter lesions are also present, as are basal ganglia calcifica-
tions, an observation unique to the pediatric brain (Roy et al., 1992). Another
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MRI study of pediatric patients with encephalopathy noted a pattern of
central atrophy in the subcortical white matter and the basal ganglia (Scar-
mato et al., 1996). Advanced imaging techniques may also be used to detect
and diagnose abnormal CNS pathologies before the presentation of clinical
symptoms. Using magnetic resonance spectroscopy (MRS), Cortey and co-
workers demonstrated CNS abnormalities in the brains of newborn children
specifically born to HIV-1-infected mothers (Cortey et al., 1994).

III. Cellular Aspects of HIV-1 CNS Infection

The clinical symptoms and neuropathology associated with HIV-1 infec-
tion of the CNS have their foundation in HIV-1 replication within susceptible
CNS cells and the complex interplay between infected and uninfected cells
of the brain. Indeed, the molecular basis of HIV-1-associated CNS impair-
ment is supported by the observation that HIV-1-related neuropathology is
undetectable by macroscopic or microscopic analysis in 30–50% of HIVD
patients examined (Budka, 1991; Ho et al., 1989; Sharer, 1992). This section
highlights relevant studies that have examined cellular and molecular aspects
of HIV-1 neuropathogenesis, including HIV-1 entry into the CNS, chemo-
kine receptor and chemokine expression within the CNS, susceptibility of
resident CNS cells to HIV-1 infection, transcriptional control in cells of
monocyte/macrophage lineage (including brain microglial cells) and the com-
plex interplay between cells during HIV-1 CNS disease and the progression
of HIVD.

A. HIV-1 Entry into the CNS

The observation that neurologic dysfunction can be diagnosed in the ab-
sence of detectable immunologic compromise in a small number of HIV-1-
infected patients suggests that HIV-1 may gain access to the brain relatively
soon after initial infection. In support of this hypothesis, a number of studies
have shown that the CSF is apparently seeded with virus soon after systemic
infection (Davis et al., 1992; Levy et al., 1985; Price and Brew, 1988).
Although a definitive correlation between the presence of HIV-1 in the CSF
and eventual onset of HIVD has not been established, HIV-1 has been
observed in the CSF as early as seroconversion and during the period of
clinical latency, as demonstrated by detection of HIV-1-specific antibodies,
nucleic acids, and infectious virus (Buffet et al., 1991; Chiodi et al., 1988;
Goswami et al., 1991; Ho et al., 1985). Similar observations have been
made in rhesus macaques infected with simian immunodeficiency virus (SIV).
Following systemic inoculation, SIV was detectable in the brain within 2
weeks (Sharer et al., 1991).
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Infiltration of HIV-1 into the brain and initiation of events that lead to
CNS dysfunction requires that the virus circumvent the BBB, a selective
barrier which separates the CNS from the rest of the body. Several entry
mechanisms have been described (Fig. 2). One means by which HIV-1 may
enter the CNS is by crossing the BBB as cell-free virus (Fig. 2A). Although
the cell-free mode of entry is attractive for its simplicity, the Trojan horse
theory, in which HIV-1-infected cells transit the BBB into the CNS, is more
generally accepted as the means of HIV-1 infiltration into the CNS (Haase,
1986). The likely vehicle for this method of entry is the infected monocyte,
which can carry HIV-1 in its proviral DNA form or as viral particles (Fig.
2B). Systemic infection and immune cell activation may serve to enhance
this mechanism (Hickey, 1999). There is similar precedent for immune cell
circulation in the CNS in observations made in animal models (Perry and
Gordon, 1988; Wekerle et al., 1986).

HIV-1 infection of monocytes and macrophages may serve to facilitate
CNS entry of both cell-free and cell-associated virus through the BBB. Mac-
rophage infection by HIV-1 leads to a state in which the cell is considered
‘‘primed’’ (Nottet and Gendelman, 1995). Subsequent activation of the
‘‘primed’’ macrophage results in increased expression of pro-inflammatory
molecules such as eicosinoids (Nottet et al., 1995), platelet-activating factor
(PAF) (Gelbard et al., 1994), and tumor necrosis factor-� (TNF�) (D’Adda-
rio et al., 1990, 1992; Nottet et al., 1995). TNF�, in particular, is upregulated
through its promoter by increased levels of the transcription factor NF-�B
found in HIV-1-infected monocyte-derived macrophages and promonocytic
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FIGURE 2 Several mechanisms have been proposed to explain HIV-1 entry into the CNS.
HIV-1 may cross the blood–brain barrier (BBB) as cell-free virions (A), within infected mono-
cytes (B), through infected brain microvascular endothelial cells (BMEC) or infected choroid
plexus cells (C), or within infected lymphocytes (D).
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cells (Bachelerie et al., 1991). A recent study supports the role of TNF� in cre-
ating an environment within the brain that allows the transport of HIV-1-
infected macrophages across the BBB (Fiala et al., 1997). In a BBB model
constructed using human endothelial cells and astrocytes grown on a colla-
gen I or fibronectin matrix, the model BBB completely blocked the transmis-
sion of HIV-1 in the absence of TNF�. As TNF� was added, paracellular
virus penetration through the model BBB increased in a dose-dependent
manner. These results suggest that the BBB functions early in infection to
protect the brain from HIV-1, but the production of immune mediators
such as TNF� opens a paracellular route for HIV-1 entry into the brain.

HIV-1-infected macrophages also induce upregulation of cell adhesion
molecules on vascular endothelial cells, which facilitates binding of the
infected macrophages to the BBB. Unlike uninfected macrophages, HIV-1-
infected macrophages induce expression of E-selectin on primary human
brain microvascular endothelial cells (Nottet et al., 1996). Furthermore,
activated, HIV-1-infected macrophages induce greater expression of E-
selectin and VCAM-1 on brain endothelial cells than do unactivated, infected
cells (Nottet et al., 1996), indicating that immune activation of monocytes
and macrophages subsequent to viral infection of the CNS is a key compo-
nent to facilitating transendothelial migration (Persidsky et al., 1997). In
vivo expression of E-selectin (and to a lesser extent VCAM-1) was higher
in AIDS patients experiencing encephalitis than in the brains of AIDS patients
suffering from other neurological diseases or patients without CNS disease.
These in vivo observations support the hypothesis that adhesion molecule
expression is relevant to BBB penetration by HIV-1-infected macrophages
(Nottet et al., 1996). Other investigators have determined that blood-derived
macrophages that infiltrate the brain express high amounts of the pro-
inflammatory cytokines TNF� and interleukin-1� (IL-1�) (Tyor et al., 1992;
Wesselingh et al., 1993), which also induce adhesion molecule expression
on the vascular endothelium. Furthermore, Tat induces E-selectin expression
on microvascular endothelial cells (Hofman et al., 1993) and may facilitate
macrophage invasion through the BBB (Rappaport et al., 1999).

HIV-1-infected macrophages also secrete signaling molecules that in-
crease BBB permeability. For instance, in vitro activation of HIV-1-infected
monocyte-derived macrophages (MDM) results in overexpression of TNF�,
leukotrienes, and PAF, which alter the permeability of the endothelial cell
layer (Bjork et al., 1983; Black and Hoff, 1985). Once through the endothe-
lial cell layer, invading macrophages must penetrate the basement membrane
surrounding the abluminal side of the BBB. HIV-1 infection imparts upon
macrophages the ability to digest and invade the basement membrane to a
significantly greater extent than uninfected control cells (Dhawan et al.,
1992). This ability is the result of gelatinase B upregulation in HIV-1-infected
macrophages (Dhawan et al., 1995), which could be mimicked by treatment
of uninfected macrophages with the HIV-1 Tat protein (Lafrenie et al.,
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1996). In summary, HIV-1 infection of macrophages leads to the production
of a cascade of cellular molecules that ultimately allow HIV-1 transmigration
through the BBB.

A number of investigators have suggested an alternative hypothesis in
which HIV-1 enters the CNS by infecting cells that serve to compartmentalize
the brain. Direct infection of vascular endothelial cells may lead to release of
budding virions on the parenchymal endothelial membrane surface, thereby
seeding HIV-1 directly into the CNS (Fig. 2C). This theory is supported by
demonstration of in vitro susceptibility of cultured endothelial cells to HIV-1
infection, in vivo detection of virus in endothelial cells by in situ hybridization
(Bagasra et al., 1996), and in vivo detection of HIV-1-infected cerebral
vascular endothelium 60 weeks after intravenous inoculation of pigtailed
macaques with the T-tropic HIV-1 strain LAI (Frumkin et al., 1995). Other
studies that used a neuroinvasive strain of SIV indicate that replication in
brain microvascular endothelial cells (BMEC) may predict neuroinvasiveness
in vivo and that virus passage in the brain generates neuroinvasive strains
which infect BMECs in vitro with increased efficiency (Strelow et al., 1998).
Epithelial cells of the choroid plexus, which are also susceptible to HIV-1
infection (Bagasra et al., 1996; Falangola et al., 1995; Harouse et al., 1989b),
may also serve as an entry portal for HIV-1, as has been observed with
visna virus ( Johnson, 1982).

Other investigators suggest that lymphocytes may play a role in the
Trojan horse mechanism (Fig. 2D). HIV-1 infection of CD4-positive T cells
results in changes in cell adhesion molecule expression, including increased
expression of integrins LFA-1 and VLA-4, which can interact with endothe-
lial cell ligands such as ICAM-1 and VCAM-1 (Sloan et al., 1992; Weiden-
heim et al., 1993). This has the effect of enhancing lymphocyte binding to
the endothelial cell surface. In addition, lymphocytes can secrete enzymes
that degrade the basement membrane of the endothelial cells, which may
allow migration of the HIV-1-infected T cells through the BBB (Sloan et al.,
1992). However, given the low frequency of infiltrating lymphocytes within
the HIV-1-infected brain, their contribution to establishment and mainte-
nance of viral load remains to be ascertained.

B. Chemokine Receptor Expression within the CNS
and Involvement in HIV-1 Neuropathogenesis

Since their identification as coreceptors for HIV-1 entry in susceptible
peripheral blood cells, chemokine receptors and their corresponding ligands
have become an integral part of the HIV-1 pathogenic landscape (Feng et
al., 1996). They are no less important in studies of HIV-1-associated CNS
disease. In fact, while the list of chemokine receptors expressed within the
brain continues to expand (Fig. 3), our current understanding suggests that
only a select few receptors play major roles in HIV-1 CNS infection. A
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FIGURE 3 Cells of the CNS express an array of chemokine receptors. Neuroglial cell types
found in the CNS express numerous CC and CXC chemokine receptors (Hesselgesser and
Horuk, 1999; Lavi et al., 1998). Chemokine receptor expression on T lymphocytes and cells
of monocyte/macrophage origin is shown for comparison. Receptors are listed without regard
for expression level on each cell type; some receptors are expressed at higher levels than others.

number of reviews are available that address this topic in greater detail
(Hesselgesser and Horuk, 1999; Lavi et al., 1998).

The identification of chemokine receptors as coreceptors for HIV-1
entry and their differential usage during viral entry has resulted in the
reclassification of HIV-1 strains based on their chemokine receptor usage
(Berger et al., 1998). Strains of HIV-1 generally use one of two coreceptor
molecules in addition to the cell surface receptor CD4 expressed on cells
susceptible to infection. Macrophage tropic strains of HIV-1, which are
predominant within the HIV-1-infected brain, use primarily the CC chemo-
kine (or �-chemokine) receptor CCR5. Strains that use CCR5 for entry are
referred to as R5 strains. T-lymphocyte tropic strains of HIV-1 generally
use the CXC chemokine (or �-chemokine) receptor CXCR4 and are classified
as X4 strains of HIV-1.

Chemokine receptors expressed by microglial cells include CXCR4 (Lavi
et al., 1997) as well as CCR5 and CCR3 (He et al., 1997; Shieh et al., 1998).
CXCR4- and CCR5-positive microglia have been identified in pediatric
HIV-1-infected brains (Vallat et al., 1998). Chemokine receptor-mediated
HIV-1 entry into microglial cells is generally similar to utilization of chemo-
kine receptors on their peripheral monocytic counterparts. The predominant
coreceptor used by HIV-1 to enter microglial cells is CCR5, especially by
viral isolates from patients with HIVD (Albright et al., 1999). Heterozygous
expression of the delta 32 variant of CCR5 causes delayed progression of
HIV-1-associated disease and lower immune system viral loads (Meyer et
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al., 1997). A recent observation has suggested that heterozygous CCR5 delta
32 expression in the brain may also be protective against development of
HIVD (van Rij et al., 1999), presumably by impairing infection of macro-
phages and microglia by R5 HIV-1 strains. However, some viral strains can
also use CCR3 and CXCR4, as evidenced by viral studies using brain isolates
and molecular clones (Shieh et al., 1998). Another study demonstrated that
both CCR3 and CCR5 can support efficient microglial cell infection by
isolates that utilize these coreceptors and that those infections can be blocked
using eotaxin or MIP-1�, ligands for CCR3 and CCR5, respectively (He et
al., 1997). However, another group demonstrated that CCR5- and CCR3-
specific antibodies failed to block microglial cell infection, suggesting the
possibility that other coreceptors may also facilitate HIV-1 entry (Ghorpade
et al., 1998).

As chemokine receptor expression is closely related to HIV-1 susceptibil-
ity, expression of these molecules is relevant to HIV-1 infection of astrocytes
during the course of HIV-1-associated CNS disease. Murine astrocytes ex-
press functional CCR1 as well as CXCR4 (Tanabe et al., 1997a,b). Human
fetal astrocytes have been shown to express low levels of CXCR4 and
CXCR2 (Hesselgesser et al., 1997; Hesselgesser and Horuk, 1999). Regional
in vivo astrocytic expression of CCR5 has been demonstrated in the human
hippocampal and cerebellar regions of the brain (Rottman et al., 1997).

Neurons also express an array of chemokine receptors. Numerous che-
mokine receptor messages are expressed in rat hippocampal neurons, includ-
ing CCR1, CCR4, CCR5, CCR 9/10, CXCR2, CXCR4, and CX3CR1
(Meucci et al., 1998). These studies also demonstrated that SDF-1� and
other chemokines were able to block gp120-mediated neurotoxicity. In vivo,
neuronal CXCR4 expression is localized to the hippocampus (Lavi et al.,
1997), while CCR5 expression is evident in the hippocampus and cerebellum
(Rottman et al., 1997). Neuronal cells produced by differentiation of the
human NTera2 cell line express CXCR2, CXCR4, CCR1, and CCR5, which
are fully functional in their capacity to bind their respective chemokines
and elicit chemotactic responses (Hesselgesser et al., 1997). This same study
demonstrated that HIV-1 was antagonistic to SDF-1 binding to CXCR4,
suggesting that gp120–CXCR4 binding may play a role in neuronal neuro-
pathogenesis. Although chemokine receptor expression may also facilitate
HIV-1 entry and infection of neurons, the very limited number of neurons
identified in postmortem HIV-1-infected brains would suggest that such a
mechanism is of little relevance to HIV-1-associated CNS disease.

As mentioned above, brain capillary endothelial cells are an integral
part of the blood–brain barrier. Their susceptibility to HIV-1 infection
indicates that they provide another portal for HIV-1 entry into the CNS.
As cells susceptible to HIV-1 infection, endothelial cells must also express
cell surface receptor molecules suitable for HIV-1 use. Chemokine receptors
expressed on brain endothelial cells include DARC, CXCR4, and CCR5
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(Hesselgesser and Horuk, 1999). Furthermore, the presentation of CXCR4
on the endothelial cell surface can be downregulated by interferon-�
(IFN-�) and modulated transiently by IL-1�, TNF�, or LPS (Gupta et al.,
1998). Cytokine-mediated changes in endothelial cell CXCR4 expression
may be relevant to endothelial cell HIV-1 infection in light of the cytokine
deregulation associated with HIV-1 CNS infection.

Expression of chemokine receptors on oligodendrocytes has not been
studied extensively as expression on other cell types. However, the CXC
chemokine melanoma growth stimulatory activity (MGSA) can function
synergistically with PDGF to promote oligodendrocyte growth, suggesting
the presence of at least one class of chemokine receptor on oligodendrocytes
(Hesselgesser and Horuk, 1999). Since oligodendrocytes do not support
consistently detectable levels of HIV-1 infection, the primary function of
oligodendrocyte chemokine receptors in HIVD may be to mediate cellular
toxicity associated with soluble factors including CNS chemokines and
gp120.

Aside from their secondary role as coreceptors for HIV-1, chemokine
receptors function primarily as transducers of intracellular signals mediated
by chemokine ligands. Chemokines, normally expressed in the CNS, are
upregulated during CNS inflammation (Lavi et al., 1998). In HIV-1-infected
brains, expression of macrophage inflammatory protein-1� (MIP-1�) and
MIP-1� (ligands of CCR5) was localized to cerebral cortex astrocytes and
microglia and was increased with the appearance of dementia (Schmidtmay-
erova et al., 1996). In SIV-infected macaques, CNS infection resulted in
upregulation of the CXC chemokine interferon inducible protein-10 (IP-10)
and the CC chemokines MIP-1�, MIP-1�, MCP-3, IP-10, and RANTES
(Sasseville et al., 1996). Within the brain, chemokines are produced primarily
by astrocytes and microglial cells (Hesselgesser and Horuk, 1999; Lavi et
al., 1998). Along the blood–brain barrier, endothelial cells are also capable
of releasing an array of chemokines in response to various proinflammatory
cytokines (Hesselgesser and Horuk, 1999). Similarly, during macaque CNS
infection by SIV, cells identified as brain endothelial cells produced MIP-
1�, MIP-1�, MCP-3, and RANTES (Sasseville et al., 1996). Within the
context of HIV-1-associated CNS disease, deregulation of chemokine expres-
sion may be involved in inflammatory processes associated with HIV-1
CNS disease, aberrant chemotactic recruitment of infected and uninfected
leukocytes to the BBB and the CNS, and events leading to neurotoxicity
and CNS dysfunction (Hesselgesser and Horuk, 1999; Lavi et al., 1998).

C. Cellular Hosts to HIV-1 Infection within the CNS

Replication of HIV-1 within the CNS is a necessary component of the
progression of HIV-1 CNS disease and HIVD. As numerous studies have
shown, cells of monocyte/macrophage lineage and brain microglial cells are
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the primary host cells for productive HIV-1 CNS infection. However, it is
apparent that other cell types within the CNS also play active roles in
the development of HIVD by supporting viral replication. However, these
populations of cells, which include astrocytes, neurons, brain microvascular
endothelial cells, and oligodendrocytes, do not support the levels of HIV-1
replication found in cells of monocyte/macrophage/microglial origin. Never-
theless, their dysfunction as a consequence of HIV-1 replication within the
CNS may be an integral part of HIV-1-associated CNS disease and the
appearance of HIVD.

1. Microglial Cells

Microglial cells, which are generally accepted as the primary resident
CNS cells that support productive HIV-1 replication within the brain, func-
tion as immune effector cells within the CNS. Like their monocyte and
macrophage counterparts within the peripheral immune system, microglial
cells are recruited to sites of injury or infection where they become phagocytic
and release inflammatory cytokines as well as neurotoxic soluble mediators
such as TNF�. Microglial cells express many of the same cell surface markers
as monocytes and macrophages, but can be distinguished by quantitative
differences in expression as well as morphology. Microglia are generally
classified by their location within the brain and proximity to blood vessels
that perfuse the brain. Parenchymal microglia are long-lived cells that enter
the CNS as monocytes during development. Perivascular microglia have a
higher rate of turnover and are renewed by monocytes that migrate into the
CNS from the peripheral blood (Gonzalez-Scarano and Baltuch, 1999).

Despite the level of neuronal degeneration in HIVD suggested by the
large body of clinical findings, HIV-1 infection within the CNS is supported
not by neurons, but by microglial cells. Numerous studies have demonstrated
that infected microglial cells, macrophages, and MGCs (formed by the fusion
of infected and uninfected microglia and macrophages) were present in
HIV-1-infected brains at numbers that greatly exceeded the populations of
any other infected cell type (Epstein et al., 1984; Gabuzda et al., 1986;
Stoler et al., 1986; Wiley et al., 1986). Even when PCR was employed to
detect low copy numbers of HIV-1 nucleic acids (Bagasra et al., 1996; Nuovo
et al., 1994), cells identified as microglia and macrophages were shown to
be the predominant HIV-1-infected cell type.

Like macrophages, microglial cells are readily infected by macrophage-
tropic strains of HIV-1 (Watkins et al., 1990) that use the CCR5 coreceptor
(Albright et al., 1999; Shieh et al., 1998) and may be less able to support
infection by lymphotropic strains (McCarthy et al., 1998). The observation
that isolation of infectious virus from the brain yields predominantly
macrophage-tropic strains of HIV-1 is consistent with the abundance of
infected microglia and macrophages within the brain. Preferential infection
of microglial cells may constitute a subset of macrophage tropism, since
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some primary brain isolates of HIV-1 replicate better in microglial cells than
in monocyte-derived macrophage cells (Strizki et al., 1996).

The prevalence of HIV-1-infected microglial cells suggests that the ap-
pearance of HIVD may be related to replication within microglial cell popu-
lations. However, such correlations have not yet been definitively established.
Although several postmortem studies documented levels of microglial cell
and macrophage HIV-1 expression consistent with the diagnosis of HIVD,
they also found similar levels of expression in a number of nondemented
patients and little or no HIV-1 expression in some severely demented patients
(Brew et al., 1995b; Glass et al., 1995; Wiley and Achim, 1994). These
seemingly incongruous observations might be explained by a temporal rela-
tionship between HIVD and viral load in which HIV-1 replication in micro-
glial cells and macrophages and HIV-1 encephalitis precedes the onset of
HIVD (Wiley and Achim, 1994). Markers for microglial cell activation have
also been correlated with the severity and progression of HIVD (Adamson
et al., 1999). Other studies demonstrated that elevated levels of unintegrated
HIV-1 DNA were associated with HIV-1 encephalitis (Pang et al., 1990) as
well as increased HIV-1 replication and the appearance of MGCs and demen-
tia (Teo et al., 1997). Unintegrated HIV-1 DNA in infected microglial cells
may serve as a template for production of low levels of progeny virus
(Cara et al., 1996) or neurotoxic viral proteins such as gp120 (Stevenson
et al., 1990).

Infection of microglial cells by HIV-1 also elicits the release of soluble
viral and cellular factors, which are thought to produce neuronal degenera-
tion ultimately leading to dementia. HIV-1 infection of microglial cells may
contribute indirectly to neurotoxicity through interactions between gp120
and microglial cell-expressed CXCR4, which lead to macrophage/microglial
cell activation and release of soluble mediators that induce neuronal apop-
tosis (Kaul and Lipton, 1999). This hypothesis is corroborated by detection
of neuronal apoptosis coincident with the regional appearance of multinucle-
ated giant cells and p24 expression in HIV-1-infected brains (Adle-Biassette
et al., 1999). Glycoprotein-120 shed by infected microglia may also indirectly
impact neuronal function by binding to oligodendrocytes and causing demy-
elination (Kimura-Kuroda et al., 1994). HIV-1-infected microglial cells may
release other viral proteins, including Tat and Nef, which are also poten-
tial neurotoxins.

Cellular products commonly implicated as neurotoxins released from
microglial cells include cytokines (including TNF�), chemokines, arachi-
donic acid, and nitric oxide. Primary macrophages and the U-937 monocytic
cell line both release increased levels of the CC chemokine monocyte chemo-
tactic protein 1 (MCP-1) in response to HIV-1 infection, suggesting that
the same may occur in microglial cells (Mengozzi et al., 1999). Elevated
levels of MCP-1 in the CSF, which correlate with the appearance of
HIV-1 encephalitis (Cinque et al., 1998), may result in recruitment of greater
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numbers of HIV-1-susceptible mononuclear immune cells to the
CNS. HIV-1 infection of microglial cells has also been correlated with in-
creased expression of inducible nitric oxide synthase (iNOS) in demented
brains (Rostasy et al., 1999).

2. Astrocytes

The contribution of HIV-1 replication in astrocytes to CNS viral burden
and neuropathogenesis, the recent subject of an extensive review (Brack-
Werner, 1999), is still a topic of active debate. Early studies of patients
with HIV-1-associated encephalopathy indicated that HIV-1 was located
predominantly in MGCs, macrophages, and microglia, but could also be
identified to a lesser extent in astrocytes (Epstein et al., 1984; Stoler et al.,
1986; Wiley et al., 1986). Investigators in subsequent studies have demon-
strated the presence of HIV-1-specific nucleic acids and antigens in cells
identified biochemically and morphologically as astrocytes within post-
mortem tissue samples from AIDS patients with encephalopathy or HIVD
(Bagasra et al., 1996; Nuovo et al., 1994; Ranki et al., 1995; Saito et al.,
1994). Supporting in vitro investigations have shown that human astrocytes
in both primary cultures and continuous cell lines are susceptible to HIV-1
infection (Cheng-Mayer et al., 1987; Chiodi et al., 1987; Dewhurst et al.,
1987; Harouse et al., 1989a; Tornatore et al., 1991). Infection of these cells
results in low levels of HIV-1 replication, characterized by limited expression
of viral antigens and nucleic acids, no changes in cell mortality or morphol-
ogy, and very low to undetectable levels of progeny virus production (Cheng-
Mayer et al., 1987; Chiodi et al., 1987; Dewhurst et al., 1987, 1988). Studies
have proposed that the restrictive level of replication in astrocytes may be
due not only to the lack of CD4 expression, but also to cell type-specific
blocks in the replicative cycle (Neumann et al., 1995; Niikura et al., 1996).
Astrocytes supporting restricted HIV-1 replication may act as viral reservoirs
in the CNS, producing elevated levels of HIV-1 following reactivation by
cytokines associated with CNS infection. Astrocyte infection may also be
enhanced by the presence of co-infecting pathogens like cytomegalovirus
(McCarthy et al., 1998).

Evidence supporting infection of astrocytic cells also comes from investi-
gations that have demonstrated selective expression of the HIV-1 genome
within infected astrocytes. Studies of viral expression in the brain have
shown that nef-specific messenger RNA, transcribed from nef gene quasispe-
cies found within the brain (Blumberg et al., 1992), can be detected in
astrocytes in vivo (Epstein and Gendelman, 1993). Nef overexpression in
astrocytes is also a feature of pediatric CNS infection (Saito et al., 1994;
Tornatore et al., 1994). Additional evidence concerning the involvement of
Nef in HIV-1 glial cell infection comes from in vitro studies in which infection
of continuous astrocytoma and glioma cell lines resulted in a restricted
infection with increased levels of Nef production (Brack-Werner et al., 1992).
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Nef expression also resulted in enhanced viral expression and maintenance
of replication in primary human astrocytes (Bencheikh et al., 1999). Al-
though Nef expression in immune cell populations results in downregulation
of viral expression (Ahmad and Venkatesan, 1988; Bandres and Ratner,
1994) as well as endocytosis of the cell surface CD4 receptor molecule (Aiken
et al., 1994), the role of Nef in astrocyte infection is not fully understood.

There is also other in vitro evidence indicating that HIV-1 replication
can be supported in astrocytes. Primary human fetal astrocytes sustained
very low levels of replication after infection with cell-free virus, but produced
higher, viral clone-specific levels of p24 expression following transfection
with full-length molecular clones (Bencheikh et al., 1999). Although the
levels of virus were not as high as those produced by productively infected
T lymphocytes, the latter results indicate that astrocytes are able to support
HIV-1 transcription as directed from the LTR. In human astrocytic glioblas-
toma cells, HIV-1 transcription is modulated by TAR-independent Tat trans-
activation (Taylor et al., 1992). This alternative pathway of Tat activation
is mediated by the HIV-1 NF-�B region (Taylor et al., 1994) and involves
a factor specific to neuroglial cells (Taylor et al., 1995). In vitro transcription
assays in astrocytic cells demonstrated that Tat transactivation was sufficient
to allow replication of TAR-deletion mutants, indicating an independence
from traditional mechanisms of Tat transactivation. Other research groups
have also described a TAR-independent Tat activity in HeLa cells (Kim and
Panganiban, 1993) and unstimulated human hepatoma cells (Zhu et al.,
1996), indicating that Tat can be functional in cells other than the traditional
CD4-positive T-lymphocyte, monocyte, and macrophage target cells.

3. Neurons

The extent of neuronal HIV-1 infection and the contribution to HIV-1-
associated neuropathogenesis is not yet clear. Early studies using less sensi-
tive detection techniques suggested that neurons were not infected dur-
ing HIV-1 infection of the CNS. However, recent investigations using the
more sensitive in situ PCR technique have identified small populations of
HIV-1-infected neurons (Bagasra et al., 1996; Nuovo et al., 1994). In one
study, infected neurons were identified in 17 of the 22 brains examined and
the number of infected neurons correlated loosely with the severity of HIVD
(Bagasra et al., 1996). Furthermore, few neurons expressed unspliced
HIV-1 mRNA, which is indicative of productive viral replication (Bagasra
et al., 1996). The relevance of these small populations of HIV-1-infected
neurons to the development of HIVD has yet to be determined. However,
their contribution to the pathogenesis of HIV-1 CNS infection is almost
certainly considerably less than the impact of neurotoxicity and neuronal
death caused indirectly by production of viral and cellular neurotoxins by
other neuroglial cell populations.

As is the case with astrocytes, the limited infection of neuronal popula-
tions may be the consequence of cell-dependent restrictions in HIV-1 replica-
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tion. For example, replicative studies in several neuronal cell lines have
suggested that neuronal differentiation may be a factor in restricting
HIV-1 replication (Truckenmiller et al., 1993; Vesanen et al., 1994). Addi-
tionally, HIV-1 LTR-directed reporter gene expression in transgenic mice
resulted in neuronal expression in specific regions of the brain when an LTR
from a CNS-derived HIV-1 strain was used, suggesting that LTR function
may be limited by LTR sequence as well as by the physiology of specific
neuronal subpopulations (Corboy et al., 1992). In similar experiments in
which the HIV-1 genome was expressed in transgenic mice, transgene expres-
sion was anatomically localized and accompanied by a distinct neurological
syndrome which involved both the CNS and peripheral nervous system
(Thomas et al., 1994).

4. Oligodendrocytes

Although oligodendrocyte infection has been demonstrated in vitro (Al-
bright et al., 1996), substantial evidence supporting in vivo infection has
yet to be reported. Although oligodendrocyte abnormalities have been de-
scribed in examinations of HIV-1-infected postmortem brains (Esiri et al.,
1991), the cellular damage was likely caused by indirect mechanisms of
cytotoxicity and not by direct infection. Using in situ PCR, Bagasra and
colleagues demonstrated infection of oligodendrocytes in numbers less than
either astrocytes or neurons (Bagasra et al., 1996). The relevance of these
findings has yet to be fully understood.

5. Cells at the CNS Periphery: Endothelial and
Choroid Plexus Cells

Endothelial cells, which form the first barrier between the peripheral
circulation and the CNS, may provide an entry portal through which
HIV-1 may enter the CNS. HIV-1 replication in brain capillary endothelial
cells may lead to virus budding into the interior of the brain and infection
of adjacent neuroglial cells within the brain by direct cell-to-cell contact or
the spread of cell-free viral progeny. In vitro and in vivo studies suggest
that BMECs can support HIV-1 replication. In vitro, human BMECs are
susceptible to HIV-1 infection (Moses et al., 1993) facilitated by CD4-
independent viral entry. In vivo, HIV-1 has been detected using in situ PCR
in microvascular endothelial cells at levels exceeding 65% in postmortem
CNS tissue of AIDS patients (Bagasra et al., 1996). Endothelial cells are
also infected in animal models of HIV-1 infection. HIV-1 infection of the
cerebral vascular endothelium was demonstrated 60 weeks after intravenous
inoculation of pigtailed macaques with the T-tropic strain LAI (Frumkin et
al., 1995).

HIV-1 may also enter through replication in epithelial cells of the choroid
plexus, as has been observed with visna virus ( Johnson, 1982). Choroid
plexus cells have been shown to be susceptible to HIV-1 infection (Bagasra
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et al., 1996; Falangola et al., 1995; Harouse et al., 1989b). This port of
entry may contribute to the regional distribution of HIV-1 observed within
the brain, particularly within deep white matter and diencephalic and mesen-
cephalic structures, but not within the cortex (Dickson et al., 1991; Kure
et al., 1990a; Price, 1994).

D. Infection and Control of HIV-1 Gene Expression in
Cells of the Monocyte/Macrophage Lineage

The presence of multinucleated giant cells in HIV-1-infected brains, one
of the hallmarks of HIV-1 CNS infection, is an indicator of ongoing viral
replication within cells of monocyte/macrophage and microglial origin. As
in other cells susceptible to HIV-1 infection, viral replication in monocytoid
cells is subject to controls imposed by the host cell. For example, coreceptor-
mediated viral entry is dependent on the host cell phenotype, since differenti-
ation from monocyte to macrophage is accompanied by upregulation of
CCR5 expression, which renders the cell more permissive to infection by
R5 viruses. Transcription of HIV-1 from the provival genome also offers
numerous opportunities to modulate viral replication in macrophages and
microglia. Regulated HIV-1 gene expression requires interactions between
host cell transcription factors, the RNA polymerase II complex, and the
HIV-1 long terminal repeat (LTR), that section of the proviral DNA which
serves as the HIV-1 promoter. Although numerous transcription factors
interact with the LTR and modulate viral transcription, members of the Sp
and C/EBP transcription factor families have particularly distinct roles in
monocyte/macrophage HIV-1 transcription and are discussed in detail
below.

The retroviral replication cycle consists of virus binding and entry,
reverse transcription, viral DNA integration into the host cell genome, tran-
scription and translation of virus-specific nucleic acids and proteins, and
progeny virus assembly and release. During the process of reverse transcrip-
tion, the HIV-1 RNA genome is transcribed by the HIV-1-encoded reverse
transcriptase enzyme into a double-stranded, linear DNA molecule that is
integrated into the host genome. The integrated proviral DNA molecule
consists of the coding regions for all of the structural, enzymatic, and regula-
tory proteins flanked by two identical LTRs. The LTRs perform multiple
functions during integration and viral expression. In its 5� position, the LTR
serves as the promoter for the entire complement of HIV-1 genes.

The complete LTR is comprised of approximately 650 nucleotides and
is divided into the U3, R, and U5 regions, named according to their origins
within the single-stranded RNA viral genome (Fig. 4). Of the three, the U3
and R regions are most intimately involved in regulating HIV-1 transcription.
The R region, the 5� end of which marks the initiation site of transcription,
contains binding sites for several transcription factors. The R region also
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FIGURE 4 The 5� HIV-1 LTR regulates transcription of the viral genome through interac-
tions with numerous transcription factors. The illustration depicts the HIV-1 5� LTR and the
relative positions of important transcription binding sites. Binding sites for the Sp and C/EBP
transcription factor families play important roles in HIV-1 regulation in cells of monocyte/
macrophage/microglial origin.

contains sequences that encode the TAR element, the RNA structure through
which the HIV-1 transactivator protein Tat greatly increases HIV-1 expres-
sion by promoting elongation of nascent RNA transcripts. The U3 region
contains numerous binding sites for cellular and viral transcription factors
(Kingsman and Kingsman, 1996). Included within this region are elements
found in other eukaryotic promoters, including a TATAA box and binding
sites for transcription factors Sp1, NF-�B, C/EBP, and LEF-1 (Fig. 4).

LTR regulation within monocytic cells and other cell types susceptible
to HIV-1 infection is dependent on both availability of transcription factors
that bind the LTR and cell type-dependent posttranslational modification
of those factors. The array of transcription factors available to the LTR
within macrophages and microglial cells is, in turn, closely related to the
differentiation state of the cell. Macrophage differentiation begins with
monocyte precursor cells that arise from pluripotent stem cells in the bone
marrow. Monocyte precursors spend approximately 6 days in the marrow
before moving into circulation where they differentiate into mature mono-
cytes (Hoffbrand and Pettit, 1993). Monocytes remain in circulation 8 to
72 h before entering a given tissue and differentiating further into macro-
phages (Hoffbrand and Pettit, 1993). Those that take up long-term residency
are known as tissue macrophages and may become even more differentiated
than macrophages recruited in response to an immunologic challenge. In
the brain, resident macrophages are known as microglial cells. During this
progressive differentiation, HIV-1 LTR activity and viral expression may
be altered as a consequence of cellular differentiation and the changing
milieu of transcription factors within the nucleus. The following sections
describe two transcription factor families that are tied to both monocytic
differentiation and LTR regulation of HIV-1 expression and are, therefore,
relevant to HIV-1 replication within monocytic cells within the peripheral
blood as well as brain.
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1. Sp1 Transcription Factor Family

During the process of monocyte/macrophage differentiation, alterations
in the milieu of active transcription factors prompt the expression of genes
specific to the differentiated monocyte (Clarke and Gordon, 1998). Recent
studies have implicated cis-acting promoter elements that bind members of
the Sp transcription factor family in this process. Deletion analysis of the
lysosomal acid lipase promoter illustrated that the Sp and AP-2 binding
sites played an important role in the differentiation-specific expression of
the lipase gene product (Ries et al., 1998). We have also performed studies
that suggest that Sp factors may also have important roles in HIV-1 replica-
tion in cells of monocyte/macrophage/microglial lineage (Millhouse, 1998).

Sp1 was originally isolated and cloned by way of its interaction with the
G/C rich region of the SV40 early promoter (Briggs et al., 1986; Kadonaga et
al., 1987). Like most transcription factors, Sp1 acts to enhance transcrip-
tional initiation by stabilizing the basal promoter complex and recruiting
additional factors via protein–protein interactions. Initially, the primary
role of Sp1 was believed to be in basal transcription of housekeeping genes.
However, recent work has revealed a greater level of complexity in its role
in cellular transcription. Of particular interest was the discovery of addi-
tional Sp factors with high levels of homology to Sp1. The Sp family of
transcription factors now includes Sp1, Sp2, Sp3, Sp4, and a number of
more distantly related factors such as the BTEB factors (Hagen et al., 1992;
Imataka et al., 1992; Kingsley and Winoto, 1992; Sogawa et al., 1993).
Both Sp1 and Sp3 are ubiquitously expressed in tissues throughout the
body. In contrast, Sp4 is expressed in a brain-restricted manner (Hagen et
al., 1992).

Recognition of cis-acting binding sites by members of the Sp factor
family is closely tied to the impact of these factors on gene expression. Due
to the strong homology of their zinc finger DNA binding domains, Sp1,
Sp3, and Sp4 share a similar affinity for binding G/C-rich sequences (Hagen
et al., 1992, 1994; Kingsley and Winoto, 1992). Unlike the other Sp family
members, Sp2 favors binding to an alternative GT-rich nucleotide sequence
found in the promoter of a T cell receptor gene (Kingsley and Winoto,
1992). Due to the near equivalent nucleotide recognition preferences of the
Sp factors, competition between various Sp factors present in a given cell
type may influence the identify of the factor that predominates within the
basal promoter initiation complex. Such competition is functionally interest-
ing, since Sp1 and Sp3 exhibit different abilities to activate transcription.
Sp1 has been shown to be a strong activator of transcription (Kadonaga
et al., 1987). Interestingly, transcription from the Sp3 promoter produces
transcripts with two translational initiation sites, resulting in the generation
of both full-length and truncated Sp3 factors (Kennett et al., 1997). Although
the full-length protein may retain some ability to facilitate transcription, it
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is clearly a weaker transcriptional activator than Sp1, and in several viral and
eukaryotic promoters it facilitates repression of Sp1-activated transcription
(Birnbaum et al., 1995; Hagen et al., 1994). Hence, the use of Sp3 in systems
primarily driven by Sp1-mediated transcriptional activation results in repres-
sion of transcription (De Luca et al., 1996). Additional studies have indicated
that the Sp3 protein also contains a portable domain which represses tran-
scription independent of its ability to compete with Sp1 for factor binding
sites (De Luca et al., 1996; Majello et al., 1994, 1997). The truncated factor
acts as a competitive inhibitor (Kennett et al., 1997). In this case, inhibition
is generated by competition for factor binding sites among other Sp factors
and truncated Sp3, which lacks a functional transcriptional activation do-
main while maintaining a functional DNA binding domain. The expression
of Sp4 within cells in the brain adds an additional level of complexity to
transcriptional regulation by Sp family members. Like Sp1, Sp4 also acts to
enhance transcription (Hagen et al., 1994, 1995).

Our understanding of the regulation of Sp factors within the nucleus is
still incomplete. Although Sp1 can be phosphorylated by a DNA-dependent
protein kinase and modified with O-linked oligosaccharides ( Jackson et
al., 1990; Jackson and Tjian, 1988), potential regulatory roles for such
modifications have yet to be fully established. Although glycosylation of Sp
factors has not been examined extensively, studies have been performed to
examine the impact of phosphorylation on Sp factor activity. Sp1 binding
to cis-acting G/C elements has been shown to induce phosphorylation of
transacting Sp factors in a manner that correlates with function ( Jackson
et al., 1990). Several studies have shown that Sp1 exists in a phosphorylated
state in the liver, brain, kidney, and spleen and that this phosphorylated
state reduces Sp1 DNA binding activity (Armstrong et al., 1997; Leggett et
al., 1995). Both studies imply a regulatory role associated with phosphoryla-
tion of Sp1. Phosphorylation may reduce the ability of Sp1 to activate
transcription by reducing its binding affinity or increase its ability to activate
transcription after DNA binding is established. These two potential regula-
tory roles for Sp factor phosphorylation are not exclusive and may represent
segments of a larger regulatory cascade.

Regulation of Sp factors at a cellular level would clearly impact the
activity of cellular and viral promoter structures within a given cellular
environment. Sp factor activity may also be regulated by the quantity of the
various Sp family members present in the nucleus of a given cell type. Under
such circumstances the nuclear levels of the strongly activating Sp1 relative
to levels of the weaker full-length Sp3 and the repressive truncated Sp3
proteins would be of particular interest. Cell types expressing high levels of
Sp family activators relative to repressor forms would be expected to impart
higher activity on promoter structures containing cis-acting Sp elements,
while those expressing high levels of Sp family repressors would be expected
to repress these same promoters. Cell type- or differentiation-dependent
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regulation of Sp family expression may thus represent an additional level of
complexity in the regulation of Sp factor-mediated transcriptional activation.

In light of these findings it may be necessary to reexamine the role of
the Sp family of transcriptional factors in HIV-1 gene expression and viral
replication. Clearly, the G/C box array is a central element within the LTR
structure (Fig. 4). The positioning of the three G/C-rich elements within the
LTR (nucleotides �45 to �77 relative to the site of RNA transcription
initiation) allows for recruitment of multiple Sp factors directly adjacent to
the TATA box and subsequent upregulation of transcription ( Jones et al.,
1986; Zeichner et al., 1991). The Sp sites are also important in Tat-induced
transcription (Berkhout and Jeang, 1992). Mutations which compromise all
three cis-acting Sp elements were shown to have profound effects on both
basal and Tat-mediated transcriptional activation in HeLa cells (Harrich et
al., 1989). Interestingly, compromise of a single Sp cis-acting element in this
system resulted in only a minimal decrease in basal and Tat-induced activity.
In addition, synthetic promoters have been generated which are Tat-
inducible in a Sp1-dependent manner (Kamine et al., 1991). Consistent
with this observation is the finding that Tat and Sp1 interact directly, as
demonstrated via affinity purification ( Jeang et al., 1993). This interaction
may influence Sp factor activity by directly modulating phosphorylation of
the Sp1 protein (Chun et al., 1998). The Sp/Tat interaction is also position-
dependent since insertion of additional sequences between the G/C array
and the TATA box resulted in strong reductions in Tat inducibility (Huang
and Jeang, 1993). Clearly, these studies, as well as studies performed by
others, have shown that the G/C box array and the Sp family members it
recruits are important to both basal and Tat-induced LTR activity. The cis-
acting Sp sites may also play an important role in NF-�B-mediated LTR
activation. The induction of LTR enhancer activity by mitogens has been
shown to be dependent on a protein–protein interaction between NF-�B
and Sp1 (Perkins et al., 1993). This interaction is thought to be dependent
both on position and orientation of the cis-acting Sp element. The biologic
relevance of the various transcriptional effects mediated by the Sp family
of transcription factors is underscored by studies which showed significant
alterations in viral replication stemming from alterations in the G/C box
array (Chang et al., 1993; Ross et al., 1991).

Majello and coworkers have attempted to dissect the role of the individ-
ual Sp family members on HIV-1 gene transcription (Fig. 5). Their studies
have indicated that Sp1 acts as a strong activator of both basal and Tat-
induced transcription. It can also facilitate NF-�B-mediated LTR enhance-
ment. Like Sp1, Sp4 was shown to activate basal and Tat-induced transcrip-
tion from the LTR. However, Sp4 lacks the ability to successfully facilitate
NF-�B-mediated LTR enhancement. Conversely, Sp3 was unable to activate
either basal or Tat-induced LTR activity. Moreover, when coexpressed with
Sp1, Sp3 acted to repress the ability of Sp1 to activate transcription. Because
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FIGURE 5 Sp factors and their function. The size, cellular expression, and binding site
preference of Sp factors Sp1, Sp2, Sp3, and Sp4 are listed. Their general function as well as
HIV-1 LTR-specific activity are also indicated.

of the recent observation that Sp3 transcripts generate both full-length and
truncated proteins (Kennett et al., 1997), these coexpression results must be
reevaluated. Whether repression was generated by full-length Sp3, truncated
Sp3, or some combination of the two is not immediately apparent. One
possible interpretation is that competitive inhibition by truncated Sp3, which
lacks an activation domain, was responsible for the observed repression.
This concern may be placated by the observation that the DNA binding
and transcriptional repression domains of Sp3 can be successfully separated
in a GAL4–Sp3 fusion protein. Hence, Sp3 acts as a repressor of HIV-1
LTR-mediated transcription (Majello et al., 1994). Although Majello did
not address the effect of truncated Sp3 protein, one can safely infer, based
on the physical structure of Sp3, that it would act as a competitive inhibitor
of Sp1- or Sp4-mediated transcriptional activation. This would indicate that
Sp3 and its truncated form would oppose Sp1- and or Sp4-mediated LTR
activation, which again illustrates the importance of understanding the cell-
and differentiation-dependent mechanisms that regulate the predominance
of Sp activators or Sp repressors and the modification of Sp factors.

We have shown that the amounts of activating Sp1 factor relative to
the levels of the repressive truncated Sp3 factor increase in cell lines represent-
ing a greater state of monocytic differentiation (McAllister and Wigdahl,
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unpublished data). These findings mirror studies performed using differenti-
ating keratinocytes, which demonstrated that Sp3 is in greater abundance
than Sp1 before differentiation and that this relationship inverts upon in
vitro keratinocyte differentiation (Apt et al., 1996). We have also shown
that LTR sequence variation occurring during the course of HIV-1 infection
may impact the binding and ultimate function of Sp factors during viral
replication. The brain-derived YU-2 strain of HIV-1 contains a single base
pair change in the promoter distal Sp binding site. Our studies have shown
that this naturally occurring binding site is severely limited in its capacity
to bind Sp factors. Furthermore, in the context of a functional LTR, the
presence of this site results in a significant reduction in transient LTR activity
in lymphocyte (Millhouse et al., 1998) and monocyte cell lines (McAllister
and Wigdahl, unpublished data). These observations suggest a role for cis-
acting Sp elements in regulating HIV-1 replication within cells of monocytic
origin located in either the peripheral blood or brain.

The long-standing importance of the G/C box array in the HIV-1 pro-
moter and the newly described importance of cis-acting Sp elements in
the regulation of monocytic specific promoters indicates a need for further
investigations into the role of the Sp factors during HIV-1 replication in
cells of the monocytic lineage. A better understanding of the interactions
which drive replication in this system will assist clarification of our view of
HIV-1 replication in the nervous system and the pathogenesis of HIVD.

2. C/EBP Transcription Factor Family

In 1988, Landschulz and colleagues identified and cloned a protein that
interacted with the CCAAT box of several promoters as well as a core
homology sequence (TGTGGA/TA/TA/TG) found in several viral enhancers
(Landschulz et al., 1988). This protein was subsequently designated the
CAAT/enhancer binding protein (C/EBP). At least eight proteins have been
identified which constitute the C/EBP protein family. These proteins appear
to be important in the transcriptional regulation of HIV-1 as well as several
different families of cellular genes. As regulators of transcription, C/EBP
factors function independently and via numerous protein–protein interac-
tions with other transcription factor family members. Their cell type-specific
expression patterns and activities also suggest that they may have important
roles in HIV-1 infection and associated pathogenesis within CNS.

The C/EBP family of proteins is a subset of the b-ZIP family of transcrip-
tion factors (which also includes members of the ATF/CREB transcription
factor family). C/EBP proteins exhibit strong homology in the basic and
leucine zipper regions at their C termini. Over eight C/EBP proteins have
been cloned and characterized (Wedel and Ziegler-Heitbrock, 1995). In
many cases, the same proteins were cloned by different investigators and
in different animal systems, giving many of these proteins multiple syno-
nyms. Some members activate transcription, while others serve to repress
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it. C/EBP family members C/EBP�, NF-IL6 (C/EBP�), C/EBP�, C/EBP�,
and CRPI are transcriptional activators. Truncated forms of C/EBP� (a
30-kDa C/EBP� protein) and C/EBP� (a 21-kDa C/EBP� protein, referred
to as LIP) are negative regulators of transcription and lack some of the N-
terminal protein sequences, where the transactivation domains are located
in the full-length proteins. Since these proteins bind DNA but do not trans-
activate (Descombes and Schibler, 1991), it is thought that they dimerize
with full-length activator proteins and thereby block transactivation (Sears
and Sealy, 1994). It was previously thought that CHOP-10 was a trans-
dominant repressor protein, due to its inability to bind DNA (Ron and
Habener, 1992). However, recent evidence suggests that CHOP–C/EBP het-
erodimers can bind a select and relatively specific subset of genes that contain
special C/EBP sites (Ubeda et al., 1996). C/EBP� also functions as a trans-
dominant negative repressor (Cooper et al., 1995). Interestingly, C/EBP� is
ubiquitously expressed in all adult tissues and cell lines investigated (Roman
et al., 1990), indicating that this specific protein may act as a general buffer
for C/EBP activator proteins in a cell-type-independent manner (Cooper et
al., 1995).

As is the case with other b-ZIP protein families, C/EBP family members
form homo- and heterodimers with one another. C/EBP family members
are apparently not restricted in their ability to bind with other members of
the C/EBP family (Cao et al., 1991; Roman et al., 1990; Williams et al.,
1991). However, since the pattern of certain amino acids within the leucine
zippers of b-ZIP proteins differs between family members, specific dimeriza-
tion pairs may be preferred (O’Shea et al., 1991; Vinson et al., 1993).

While C/EBP proteins are expressed in fibroblasts, placenta, pituitary
gland, glioblastoma, endothelial cells (Wedel and Ziegler-Heitbrock, 1995),
and intestinal cells (Chandrasekaran and Gordon, 1993), high levels of
C/EBP mRNA and protein expression are limited to several cell types, includ-
ing hepatocytes, adipocytes, neurons, myeloid cells, and B cells. Most rele-
vant to studies of HIV-1 CNS infection is the observation that C/EBP proteins
appear to play a prominent role in the regulation of gene expression in
myelomonocytic cells. Regulatory regions of many genes expressed in mono-
cytes and macrophages contain C/EBP binding sites, including MIP-1�,
TNF�, interleukin-6 (IL-6) (Bretz et al., 1994; Matsusaka et al., 1993;
Tanaka et al., 1995), and IL-8 (Matsusaka et al., 1993; Stein and Baldwin,
1993). Furthermore, C/EBP proteins have been shown to regulate the tran-
scription of these monocyte/macrophage-expressed genes, with specific cell-
signaling events playing a significant role in the regulation of C/EBP fam-
ily members.

C/EBP factors are also linked to cellular activation. LPS has been shown
to increase the amounts of C/EBP� and -� in several tissues and may contrib-
ute, in part, to LPS induction of various genes (Kinoshita et al., 1992;
Natsuka et al., 1992). Studies have also shown that C/EBP� is translocated
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to the nucleus of LPS-stimulated peripheral blood monocytes and contributes
to the activation of IL-6, MCP-1, and IL-1� (Bretz et al., 1994). However,
another study has shown that all three proteins (C/EBP�, C/EBP�, and
C/EBP�) are involved in mediating LPS-inducible expression of IL-6 and
MCP-1 within lymphoblasts. Lymphoblasts normally lack C/EBP proteins
and do not display LPS induction of proinflammatory cytokines, indicating
some of the activities of these proteins can be redundant with regard to
IL-6 and MCP-1 expression (Hu et al., 1998). Additionally, when U-937
cells, a human promonocytic cell line, were treated with PMA (phorbol 12-
myristate 13-acetate) to induce differentiation along the monocyte/macro-
phage pathway, enhanced binding of C/EBP� but not -� or -� was encoun-
tered (Combates et al., 1997).

C/EBP� may also play a role in normal myeloid development (Antonson
et al., 1996; Chumakov et al., 1997). Expression studies using RT–PCR
demonstrated expression of C/EBP� mRNA in myeloblastic, myelo-
monoblastic, and T-cell lymphoblastic leukemic cell lines, which appeared
to be upregulated during differentiation toward a granulocyte phenotype
and downregulated when cells were induced to differentiate toward a macro-
phage phenotype (Morosetti et al., 1997; Yamanaka et al., 1997). Additional
studies using antisense oligonucleotides determined that inhibition of
C/EBP� expression in HL-60 and NB4 myloblasts and promyelocytes de-
creased their proliferative capacity. More recent studies indicated that
C/EBP� may be particularly important in the expression of different chemo-
kines and chemoattractants as well as an important regulator of myeloid
cell type differentiation and cytokine gene expression in differentiated cells
(Williams et al., 1998).

C/EBP� has also been shown to be a neuronal transcriptional regulator
in the mouse (Sterneck and Johnson, 1998). Utilizing in situ hybridization
analysis, these studies demonstrated that C/EBP� is widely expressed in the
adult mouse CNS in cells of the hippocampus and dentate gyrus and in
cerebellar Purkinje and granule cells. Using PC12 cells (a pheochromocytoma
cell line that differentiates into neuronlike cells in response to nerve growth
factor), it was shown that C/EBP� mRNA levels increased and protein levels
correspondingly decreased with differentiation of the PC12 cells. Thus,
C/EBP� may also participate in neurotrophin signaling within the brain.

A number of studies have demonstrated important interactions between
C/EBP family members and other transcription factors in the context
of a wide array of promoters (Fig. 6). Some of the major protein families
which have been implicated in these interactions include Sp1, ATF/CREB,
and NF-�B (Fig. 6A). These interactions also provide insight into the
functions of C/EBP family members. Interactions with Sp, ATF/CREB, and
NF-�B factors are particularly relevant to transcriptional regulation of
HIV-1 in cells of monocyte/macrophage/microglial origin, since all of these
factors interact functionally with the LTR during transcriptional regulation
of HIV-1 within this cell lineage. Furthermore, the close proximity of these
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FIGURE 6 C/EBP proteins interact with numerous proteins from other transcription factor
families to synergistically increase transcription. (A) C/EBP proteins have been shown to interact
with ATF/CREB, Sp, and NF-�B proteins in a number of promoter systems. Relative positions
of binding sites are depicted to scale. (B) C/EBP proteins can also heterodimerize with other
protein family members, such as different ATF/CREB proteins. (C) C/EBP proteins have been
shown to bind NF-�B elements, heterodimerize with �B proteins, and exhibit enhanced binding
due to interactions with NF-�B family members. This figure was adapted from data in previously
published reports (Bowers et al., 1996; Lee et al., 1997, 1994; Mink et al., 1997; Ray et al.,
1995; Roesler et al., 1996; Shuman et al., 1997; Stein and Baldwin, 1993; Vallejo et al., 1993).

factor binding sites to important C/EBP binding sites in the LTR may facili-
tate functional interactions between C/EBP and the above transcription
factors (Fig. 4).

C/EBP proteins have been shown to interact with Sp1 proteins to regulate
expression of CD11c integrin, another protein produced in myelomonocytic
cells (Lopez-Rodriguez et al., 1997). In this case, C/EBP�, Sp1, and AP-1
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recognized a composite regulatory element. Additionally, studies by Lee and
coworkers demonstrated that Sp1, bound to a nearby Sp1 binding site, can
facilitate C/EBP� binding to a C/EBP binding site which is not normally
recognized by C/EBP factors (Lee et al., 1994, 1997). These studies also
demonstrated a differential interaction between C/EBP� and Sp1, such that
C/EBP� and not C/EBP� could interact with Sp1 to activate a rat liver
gene (CYP2D5 P-450). Domain switch studies indicated that the interaction
between Sp1 and C/EBP� was dependent on the leucine zipper and activation
domain of C/EBP�. Therefore, two members of the same transcription factor
family could achieve differences in target binding sequence specificity due
to differential interactions with cooperating Sp family members.

Binding site sequence specificity may also be affected due to interactions
with ATF/CREB family members (Fig. 6B). ATF-2 can dimerize with
C/EBP� to bind asymmetric binding sites composed of half-site consensus
sequences for each monomer (Shuman et al., 1997). While this interaction
increases activation from these asymmetric sites, it decreases activation from
consensus C/EBP binding sites. Vallejo and colleagues reported the interac-
tion of C/EBP� and C/ATF (a member of the ATF/CREB family) (Vallejo
et al., 1993). These dimers bind to a subclass of asymmetric CRE sites rather
than C/EBP sites. Both of these studies indicate that cross talk between these
two families may be important and may serve to integrate different hormonal
and developmental stimuli. We have performed studies which have suggested
that C/EBP binding may be related to occupancy of an adjacent ATF/CREB
binding site within the HIV-1 LTR (Krebs et al., 1997) (Fig. 4). Further
studies have indicated that ATF/CREB binding may augment C/EBP binding
to an otherwise low-affinity C/EBP binding site sequence that occurs natu-
rally in LTRs from a large number of HIV-1 strains (Ross and Wigdahl,
unpublished data).

ATF/CREB family members also control C/EBP activation in a different
manner. CREB protein binds to two cognate sequences within the promoter
of the NF-IL6 gene (Niehof et al., 1997). Thus, expression of C/EBP family
members appears to be intimately related to ATF/CREB signaling pathways.
This further strengthens the importance of cross talk between these two
families of transcription factors. Furthermore, C/EBP� recruited to the
cAMP response element has been implicated as an important respondent
to liver-specific cAMP responsiveness of the PEPCK (phosphoenolpyruvate
carboxykinase) promoter (Roesler et al., 1996). These studies indicate that
the complex interactions between the ATF/CREB and C/EBP factors need
to be further investigated to determine the extent of their interactions in the
context of regulating HIV-1 gene expression.

Extensive studies indicate that members of the NF-�B transcription
factor family also interact with C/EBP proteins to regulate gene expression
(Fig. 6C). The p50 subunit of NF-�B associates with NF-IL6 (LeClair et
al., 1992) through the Rel homology domain and leucine-zipper motif,
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respectively. This discovery was soon followed by the demonstration of a
general interaction between these two families of proteins, since p65, p50,
and Rel could functionally synergize with C/EBP�, C/EBP�, and C/EBP�.
These interactions actually lead to the inhibition of promoters containing
�B elements and the synergistic stimulation of promoters containing C/EBP
binding elements. Interactions between Rel A and C/EBP� at a composite
site created by adjacent NF-�B and C/EBP sites was also recently reported
in the intercellular adhesion molecule-1 (ICAM-1) promoter in several endo-
thelial cell lines (Catron et al., 1998). Studies in the regulation of the serum
amyloid A gene indicated that not only did members of these two transcrip-
tion factor families interact, but heteromeric complexes were much more
potent transactivators of gene expression than either family alone (Ray et
al., 1995). These heteromeric complexes were actually capable of efficiently
promoting transcription from binding sites for both �B and C/EBP. This is
indicative of yet another mechanism by which cross talk between different
transcription factor family members may impact the regulation of a large
number of genes.

In 1993, it was discovered that C/EBP� could transactivate the HIV-1
LTR in transient transfection assays and that the LTR contained three
binding sites for this protein (Tesmer et al., 1993). Since then, evidence for
the importance of C/EBP family members in HIV-1 replication has grown.
It was demonstrated that C/EBP proteins transactivated the HIV-1 LTR in
the U-937 promonocytic cell line (Henderson et al., 1995). Utilizing site-
directed mutagenesis, it was shown that LTR-directed transcription in these
cells required one functional C/EBP site and that the high-affinity C/EBP
sites were functionally equivalent. Further studies indicated that these two
C/EBP binding sites were required for replication of an infectious HIV-1
molecular clone in U-937 promonocytic cell lines as well as in primary
monocyte/macrophage populations. However, they were dispensable for
replication of an infectious molecular clone in various T-cell lines and pri-
mary T-cell populations (Henderson and Calame, 1997; Henderson et al.,
1996).

A recent study by Honda and coworkers illustrated an interesting rela-
tionship between HIV-1 infection of monocytic cells and C/EBP. HIV-1
replication in THP-1 derived macrophages (THP-1 promonocytic cell line
treated with LPS or IFN-�) was inhibited after Mycobacterium tuberculosis
infection, even though HIV-1 replication is normally increased during tuber-
culosis. The reason for this replication suppression was that M. tuberculosis,
LPS, and IFN-� all induced the inhibitory C/EBP� protein LIP. In vivo,
alveolar macrophages from normal lung also strongly expressed this inhibi-
tory protein, but proinflammatory stimulation due to pulmonary tuberculo-
sis abolished LIP expression and induced a novel C/EBP DNA binding
protein. Thus, the THP-1-derived macrophages are similar to alveolar mac-
rophages in vivo, and a normal cellular immune response leads to a switching
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of C/EBP family members, which allows for high levels of HIV-1 replication
(Honda et al., 1998).

Binding of HIV-1 to a potential host cell has recently been shown to
activate cell signaling pathways which increase C/EBP protein expression
(Fig. 7). Popik and colleagues demonstrated that binding of HIV-1 glycopro-
teins (from both macrophage-tropic and T-cell-tropic strains) to a functional
CD4 receptor rapidly activated the ERK/mitogen-activated protein (MAP)
kinase pathway. This resulted in phosphorylation and increased promoter
binding of C/EBP (as well as AP-1 and NF-�B), which stimulated the expres-
sion of cytokine and chemokine genes including IL-6 (Popik et al., 1998).
These results imply that interactions between infected cells and viral particles
or soluble envelope glycoproteins may stimulate HIV-1 replication through
C/EBP transcription factors. Such a mechanism may serve to increase levels
of virus produced by HIV-1-infected macrophages and microglial cells in
the brain.

HIV-1 Tat protein also induces IL-6 (Ambrosino et al., 1997). This
observation is consistent with previous results that have reported an in-
creased level of IL-6 in serum and CSF of HIV-1-infected patients (Gallo et
al., 1989). As previously indicated, IL-6 signaling leads to an increase in
expression of C/EBP family members, which in turn transactivate the LTR.
Therefore, Tat expression effectively increases the levels of C/EBP available
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FIGURE 7 HIV-1 infection of monocyte/macrophage populations is intimately connected
to expression of C/EBP family members. (A) Binding of the HIV-1 glycoproteins to the CD4
receptor and (B) binding of interleukin-6 (IL-6) to its cognate receptor results in (C) increased
levels of activated nuclear C/EBP� and increased binding of C/EBP factors. HIV-1 Tat protein
has also been shown to increase C/EBP� binding to the IL-6 promoter, resulting in increased
levels of secreted IL-6. In summary, HIV-1 infection increases C/EBP nuclear protein expression
by at least two different pathways, creating a C/EBP activation loop. This figure was adapted
from data in previously published reports (Akira et al., 1990; Ambrosino et al., 1997; Popik
et al., 1998).
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for further transactivation of the LTR. Additionally, Ambrosino and co-
workers discovered that Tat can function by enhancing the C/EBP DNA
binding activity and can actually complex with in vitro translated C/EBP�.
The investigators also observed an in vivo interaction between Tat and
C/EBP� utilizing the yeast two-hybrid system.

Several groups also reported interactions with a family of general tran-
scription factors that may be important to C/EBP-directed transcription.
NF-�B and C/EBP interactions both have functional roles in HIV-1 regula-
tion. Complexes were observed between p50 and C/EBP� and -� in cells
transfected with a p50 expression plasmid (Ruocco et al., 1996), which
strongly activated the HIV-1 LTR through the �B binding sites. Mutational
analysis indicated that this transactivation relied on the DNA-binding do-
main of p50 and the transactivation domain of C/EBP�. To complicate the
picture, studies conducted by Mondal and coworkers indicated that an
NF-�B-proximal C/EBP binding site within the HIV-1 LTR negatively regu-
lated the HIV-1 promoter in brain-derived cells due to interactions with
NF-�B (Mondal et al., 1994). The studies indicated that HIV-1 LTR activity
was downregulated due to increased DNA–protein complex formation be-
tween endogenous proteins and an NF-�B DNA probe with no detectable
association with C/EBP in the complex. The differential use of transcription
factor families and individual family members within specific cell popula-
tions adds an additional level of complexity to the regulation of HIV-1
gene expression.

E. Cellular Interactions Mediating HIV-1-Associated
CNS Damage

The progression from initial CNS infection to development of HIV-1-
associated CNS dysfunction and HIVD is the consequence of complex inter-
actions that take place between cells within the CNS. During the spread of
HIV-1 within the brain, infected and uninfected cells interact with each other
through numerous cellular and viral soluble factors, resulting in changes in
the collective function of these resident CNS cells and physical alterations
to the structure of the brain. To better illustrate the multitude of cellular
interactions, increasingly complex models of neuroglial cell damage have
been proposed.

Most of the observations made in brains of patients suffering from
HIVD demonstrate that the primary cell types infected within the CNS are
CD4-positive, CCR5-positive cells of macrophage and microglial origin.
The levels of HIV-1 replication in these cell populations support not only
direct cellular damage as a consequence of intracellular viral replication,
but also indirect cellular damage caused by the release of inflammatory or
toxic soluble mediators. While some evidence does exist to support HIV-1
infection of neuroglial cells, the apparent level of infection would seem to
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be insufficient to account for more than a small part of the clinical and
pathological effects of HIV-1 CNS infection. Hypothetical models of HIVD
must include not only the contributions made by HIV-1-infected macro-
phages and microglial cells, but also their complex interactions with largely
uninfected neuroglial cell populations. Accurate models of HIVD must strive
to include the following: (1) HIV-1 infection of macrophage and microglial
cells that results in disruption of normal cellular functions and propagation
of HIV-1 within the CNS; (2) limited levels of HIV-1 replication in astrocytes
and, perhaps, in neurons; and (3) release of abnormal levels of soluble
mediators as a consequence of HIV-1 infection or as a secondary response
by uninfected cells to extracellular factors or cell-to-cell interactions. All of
these issues have been addressed in increasingly complex models described
in a previous review of HIVD (Price, 1994).

1. Direct Effects of Neuroglial Cell Damage

Viral infection of a neuroglial cell within the CNS can result in perturba-
tion of cellular processes and, in the extreme, compromise the integrity of
the cell to the point of cell death. Changes that accompany viral replication
can directly affect the role of that cell within the context of normal CNS
function. Poliovirus, a virus which infects neurons and causes neuronal
cytolytic damage as a direct consequence of infection, is an example of a
pathogen that directly affects its host cell, and, by doing so, causes disease.
Like poliovirus, HIV-1 can infect host cells within the CNS and cause direct
cellular damage through alterations of cellular metabolism and function,
intracellular toxicity of viral proteins, or insertional mutagenesis and trans-
activation. However, unlike poliovirus, the principal cell type that supports
viral replication (cells of macrophage/microglial cell lineage) is not the same
cell type that underlies the pathogenesis of HIVD (neurons). Although the
direct damage to macrophages and microglia caused by HIV-1 infection is
the foundation for development of HIVD, its importance lies in the indirect
impact on other cells within the CNS, including neurons. Levels of astrocytic
HIV-1 infection documented in infected brains may also directly affect astro-
cytic function and indirectly affect neuronal function. Although neurons are
largely uninfected, the contribution of low-level neuronal infection to CNS
damage may still warrant consideration.

2. Indirect Effects of Neuroglial Cell Infection

The pathological and clinical findings associated with HIV-1 CNS infec-
tion and HIVD are not consistent with a model in which infection of a
single cell type is the sole cause of neurological disease. Any hypothetical
reconstruction of the mechanisms and events that lead to HIVD must also
take into account the impact of HIV-1 replication on uninfected ‘‘bystander’’
cells and the contribution of their dysfunction to the onset of disease. An
accurate model of HIVD must include cells that play at least four roles in
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the events that precipitate the onset of dementia (Fig. 8) (Price, 1994). In
interactions between two cell types, an initiator cell releases soluble media-
tors as a consequence of HIV-1 replication and perturbation of the initiator
cell’s normal function. These molecules, which include viral proteins gp120
and Tat or cell-encoded molecules such as neopterin, quinolinic acid, or �2-
microglobulin (�2M), diffuse extracellularly and adversely affect the function
of secondary, uninfected target cells. Addition of a third cell type, called an
amplifier cell, accounts for secondary responses of uninfected cells to infected
cells in close proximity. Amplifier cells serve as intermediaries, responding
to signaling molecules produced by the initiator cell and producing their
own set of mediators (cytokines or chemokines) which, in turn, disrupt
target cell function. The relevance of amplifier cell types to HIV-1 CNS
infection is that the damage capacity of a limited number of HIV-1-infected
cells can be greatly magnified, accounting for the disproportionate relation-
ship between the limited number of infected cells observed in the CNS and
the appearance of widespread pathological effects. Addition of a fourth cell
type accounts for the element of time and the extended course of HIV-1-
associated CNS disease. The modulator cell acts to regulate HIV-1 infection
of the initiator cell. As immune function diminishes during the progression
of AIDS, the modulator cell, as a representative of the immune system,
would gradually lose its capacity to keep viral replication in check. Adding
additional complexity to this model is the observation that cellular interac-

Modulator cells
CD4+ T cells (TH1 subtype)
CD8+ T  cells

?

IFN-γ

NO, PAF
TNF-α
Quinolinic acid

β2M

Neopterin

gp120, Tat

GM-CSF

Target cells
neurons
oligodendrocytes
endothelial cells

TNF-α
IL-1

gp120, Tat

monocytes
microglia
astrocytes

Initiator cells
monocytes
microglia
CD4+ T cells

arachidonic acid
TNF-α,  TGF-β
IL-1β, IL-6

Amplifier
cells
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interactions between uninfected and HIV-1-infected cells within the CNS. HIV-1 infection of
initiator cells causes a cascade of cellular effects mediated by soluble signaling molecules and
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tions are often not unidirectional. Feedback loops between cell types may
serve to enhance cellular dysfunction and toxicity associated with HIV-1
CNS infection.

The roles of initiator, amplifier, modulator, and target cells may be
played by multiple cell types, dependent on the susceptibility to HIV-1
infection, the presence of a productive infection, the level of cellular differen-
tiation, and the state of cell activation. During the early stages of infection,
the initiator cells are generally those cells that have crossed the BBB carrying
infectious virus. Whether those cells are CD4-positive monocytes or acti-
vated T lymphocytes depends on the accuracy of models that predict the
identity of infected cells that traffic through the BBB. During the progression
of HIVD and the decline of CD4-positive T lymphocytes in the peripheral
circulation, infected macrophages and microglia may take on the role of
maintaining macrophage-tropic viral strains that predominate in the brain.
These cells produce and release soluble gp120, Tat, and Nef (Lipton, 1992b;
Sabatier et al., 1991; Werner et al., 1991), which serve as both signaling
molecules and as antigens that elicit an immune response. Astrocytes and
cells of monocyte/macrophage/microglial lineage may serve as amplifier cells
since both cell types can respond to and produce cytokines. These cells
may function particularly well in this role since the numbers of both cell
types are increased during the course of disease. Candidate soluble medi-
ators of the amplifier cells include quinolinic acid, TNF�, nitric oxide,
interleukin-1, and arachidonic acid metabolites. Modulator cells are gener-
ally cells of immune system origin that have the capacity to initiate virus
clearance or neutralization or modulate viral replication in the initiator cells
through the release of cytokines. The role of modulator cell may be played
by helper CD4-positive T lymphocytes, CD8-positive T lymphocytes, or B
cells that produce HIV-1-specific antibodies. Target cells are generally those
cell types that may be killed or altered functionally by soluble mediators
released by the amplifier or initiator cell types. Although all cell types within
the CNS may be subject to the effects of changes in the extracellular milieu,
target cells are identified primarily as neurons and oligodendrocytes. There
is evidence to support neuronal death and oligodendrocyte dysfunction dur-
ing the course of HIVD (Everall et al., 1993), as well as changes in cortical
architecture (Masliah et al., 1992a). Vascular endothelial cells and astrocytes
may also be considered target cells, since their roles in supporting the integ-
rity and function of the CNS are also compromised.

3. Mediators of Neuroglial Cell Damage

The central instruments of damage in these models are soluble mediators
released in response to HIV-1 CNS infection. The HIV-1-mediated deregula-
tion of normal cellular metabolic processes causes both infected and unin-
fected cells to release cellular and viral products that are toxic to resident
CNS cells. For example, HIV-1-infected macrophages secrete soluble prod-
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ucts shown to be toxic to neuroglial cells (Pulliam et al., 1991). Results
from other investigations have shown that uninfected astrocytes, in concert
with cocultured HIV-1-infected monocytes, produce factors toxic to hu-
man neurons (Genis et al., 1992). The body of evidence regarding HIV-1-
associated CNS damage indicates that the release of soluble mediators is
the consequence of complex interactions between infected and uninfected
cells in the CNS (Fig. 8).

The list of candidate neurotoxins involved in inducing neurologic dys-
function is lengthy and includes several classes of cellular and viral soluble
mediators. Studies have demonstrated elevated levels of cytokines TNF�
(Grimaldi et al., 1991; Perrella et al., 1992), IL-6 (Gallo et al., 1989; Perrella
et al., 1992), IL-1� (Gallo et al., 1989), and IL-1� (Perrella et al., 1992) in
the cerebral spinal fluid of HIV-1-infected patients. Elevated levels of TNF�,
IL-1�, and transforming growth factor � (TGF�) mRNA expression in
HIV-1-infected brains have also been reported (Wahl et al., 1991; Wes-
selingh et al., 1993). Increased expression of TNF� has also been associated
with the diagnosis of HIVD (Wesselingh et al., 1993). Increases in �2M,
neopterin, and quinolinic acid, all considered markers of immune activation,
have been observed in the CSF of HIV-1-infected patients with HIVD (Brew
et al., 1990, 1992; Heyes et al., 1991a). �2M, the light chain of the major
histocompatibility class I (MHC-I) cell surface molecule, is upregulated by
a number of cytokines, including IFN-� (Price, 1994). PAF, secreted by
HIV-1-infected monocytes (Genis et al., 1992), is also found at elevated
levels in HIVD patients (Perry et al., 1998).

Elevated levels of cytokine expression during HIV-1 CNS infection have
numerous effects on the normal function and architecture of the brain.
TNF� can cause damage to myelin and myelin-producing oligodendrocytes
(Selmaj and Raine, 1988; Wilt et al., 1995) as well as influence HIV-1 gene
expression in monocytes (Vitkovic et al., 1990) and glial cells (Tornatore
et al., 1991). TNF�, produced in high levels by HIV-1-infected monocytes
cocultured with astrocytes (Genis et al., 1992), is also toxic to primary
human neurons (Gelbard et al., 1993). PAF, which is also found in the CSF
during HIV-1 infection, is also toxic to primary neurons (Gelbard et al.,
1994) as well as the NTera 2 neuronal cell line (Westmoreland et al., 1996).
Exposure to PAF can result in neuronal apoptosis (Perry et al., 1998), which
may be mediated by signal transduction pathways that differ from those
used by TNF� (Pulliam et al., 1998). Although TGF�, IL-1�, and IL-6 are all
elevated during HIVD or HIV-1 CNS infection, their impacts on neuroglial
function/survival and their participation in HIVD are not as clearly defined
(Kolson et al., 1998).

Viral proteins proposed to be neurotoxic candidates include Tat, Nef,
and the envelope protein gp120. Given that a biologically active form of
the HIV-1 transactivator protein Tat is released from HIV-1-infected cells
(Ensoli et al., 1990, 1993) and can be taken up by a variety of cell types,
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Tat is a rather attractive neurotoxin candidate. Once inside other cells, Tat
can be transported to the nucleus where it is capable of transactivating both
the HIV-1 LTR and cellular promoters (Frankel and Pabo, 1988; Kolson
et al., 1994; Rappaport et al., 1999). Tat has been shown to transactivate
promoters for cytokines such as TGF-�1 (Cupp et al., 1993; Zauli et al.,
1992), TNF�, and IL-2 (Westendorp et al., 1994) and to repress both MHC
class promoter activity (Howcroft et al., 1993) and antigen-specific T-cell
responsiveness (Subramanyam et al., 1993). Recent studies also indicate
that Tat induces IL-6 mRNA expression in human brain endothelial cells,
which may play a role in altering the blood–brain barrier (Zidovetzki et al.,
1998) and augment HIV-1 replication through C/EBP transcription factors
(Tesmer et al., 1993). Tat gene sequence heterogeneity is higher in brains
from HIVD patients, indicating a relationship between selective pressures
in the CNS and the development of dementia (Bratanich et al., 1998).

Various studies have reported recombinant Tat to be neurotoxic. Micro-
molar concentrations of Tat have been reported to kill murine glioma and
neuroblastoma cell lines and strongly depolarize excitable cells (Sabatier et
al., 1991). In vivo studies demonstrated that intracerebral injections of
recombinant Tat into mice resulted in paralysis and death. Tat is also toxic
to human fetal neurons and causes depolarization of adult and human fetal
neurons after single or repeated application at femtomolar concentrations
(Cheng et al., 1998; Magnuson et al., 1995). Furthermore, Nath and cowork-
ers demonstrated that Tat was mildly toxic to human fetal neurons (Nath
et al., 1996). In contrast, other investigators have found no direct neurotoxic
effects in 3-day-old rat brain cultures, but did document changes in neuronal
and glial architecture in the presence of Tat (Kolson et al., 1993). Recently,
the combination of Tat and TNF� was shown to induce neuronal apoptosis
to a greater extent than either treatment alone (Shi et al., 1998). The induc-
tion of apoptosis appeared to be due to an increase in cellular oxidative
stress. However, antioxidants did not completely inhibit apoptosis, suggest-
ing several mechanisms may be involved in apoptotic induction. In a similar
study, exposure to Tat induced human neuronal apoptotic death through
TNF� and activation of non-N-methyl-D-aspartate (NMDA) receptors using
an NF-�B-independent mechanism (New et al., 1998).

The viral regulatory protein Nef has been implicated as a neurotoxic
modulator due to the levels of Nef expression in the CNS of AIDS patients
(Ranki et al., 1995; Saito et al., 1994; Tornatore et al., 1994). In particular,
subcortical astrocytes from pediatric brain tissue infected with HIV-1 were
found to express high levels of the Nef protein (Saito et al., 1994; Tornatore
et al., 1994). In another study, 7 of 14 autopsied brains from adult AIDS
patients showed expression of Nef in astrocytes (Ranki et al., 1995). Six of
the seven patients who exhibited Nef expression suffered from moderate to
severe dementia, but did not possess the neuropathologic markers typically
associated with HIVD. The implication of this study is that the impact of
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Nef on dementia may be independent of other factors responsible for causing
HIVD. Although the functional basis for Nef neurotoxicity has yet to be
determined, Nef protein has some sequence similarities to scorpion toxin
(Werner et al., 1991).

Another viral protein implicated in mediating neurotoxicity is the enve-
lope glycoprotein gp120. One of the earliest studies concerning the neurotox-
icity of gp120 demonstrated that recombinant gp120 killed embryonic rat
hippocampal neurons at picomolar concentrations (Brenneman et al., 1988).
Cultured mouse neurons are also sensitive to the neurotoxic effect of gp120
(Dreyer et al., 1990). In cultures of human neuroglial cells, gp120 induced
apoptosis in neurons and microglial cells, but not in astrocytes (Lannuzel
et al., 1997). Neuronal apoptosis may be mediated by interactions between
gp120 and the chemokine receptor CXCR4, as demonstrated using a human
neuronal cell line (Hesselgesser et al., 1998). In addition, the ability of gp120
to induce neuroglial apoptosis may be strain-dependent and related to the
appearance of HIV-1 strains in the late stages of HIV-1-associated disease
(Ohagen et al., 1999). Additional studies have suggested that the neurotoxic-
ity of gp120 is the result of neuronal stimulation through the NMDA recep-
tor. In studies along this line, gp120 acted synergistically with endogenous
glutamate to induce neurotoxicity (Lipton et al., 1991), which could be
blocked by the NMDA antagonist memantine (Lipton, 1992a). HIV-1 gp120
may act indirectly through the NMDA receptor, since neuronal exposure
to gp120 results in changes in calcium homeostasis and modified NMDA-
dependent NMDA receptor activity (Lannuzel et al., 1995). Nitric oxide
(NO) has also been implicated in gp120 neurotoxicity (Dawson and Dawson,
1994). Other studies have demonstrated that natural and synthetic glucocor-
ticoids exacerbate the neuronal toxicity of gp120 (Brooke et al., 1998; Iyer
et al., 1998). These data suggest that synthetic glucocorticoids used to treat
severe cases of Pneumocystis carinii pneumonia may have an adverse effect
on neuronal viability within the HIV-1-infected nervous system. Regardless
of the mechanism of neurotoxicity, it appears clear that gp120 is an impor-
tant mediator of neuronal degradation. This point is underscored by studies
in which HIVD-like neuropathology (including astrocytosis and neuronal
loss) was demonstrated in transgenic mice expressing gp120 under the direc-
tion of an astrocytic promoter (Toggas et al., 1994). In vivo and in vitro
models that include astrocytes, gp120 may act on neurons indirectly through
astrocytes, which undergo alterations in GFAP expression (Pulliam et al.,
1993) and ion transport (Benos et al., 1994) after exposure to gp120.

Genetic diversity and the appearance of HIV-1 quasispecies during the
course of extended replication may also be a determinant in gp120 neurotox-
icity. The limited fidelity of reverse transcriptase, selective pressures of the
host immune system, and selection imposed by antiretroviral drug therapies
result in the production of virus particles which, as a population, have a
great deal of genetic variability throughout the viral genome, including
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the envelope gene. The resulting population of viruses is referred to as a
quasispecies (Wain-Hobson, 1989). The envelope genes of viral quasispecies
isolated from the brain have reduced genetic variability when compared to
the variability of viruses from other organs (Epstein et al., 1991), suggesting
that replicating viruses, compartmentalized within the brain, are under selec-
tive pressure. Brain-derived V1 and V2 gp120 sequences from patients with
HIVD cluster phylogenetically and are distinct from similar sequences de-
rived from nondemented patients (Power et al., 1998). Furthermore, macro-
phage tropic recombinant viruses which include the V1-V3 sequences from
HIVD patients produce soluble factors which induce neuronal death to a
greater extent than viruses with V1-V3 from nondemented patients (Power
et al., 1998). These studies suggest that viral sequence diversity may be a
determinant in the appearance of HIVD.

Other factors believed to be possible mediators of neurotoxicity include
numerous cellular metabolities such as arachidonic acid, nitric oxide, and
quinolinic acid. Arachidonic acid, released by macrophages, astrocytes, and
neurons, potentiates the activity of the NMDA receptor (Miller et al., 1992)
and has implications for neurotoxicity associated with HIV-1 infection and
gp120 release. Prostaglandins, products of arachidonic acid catabolism, are
elevated in the CSF of patients with HIVD (Griffin et al., 1994) and may
also be neurotoxic.

Nitric oxide (NO) was proposed as being neurotoxic based on studies
which demonstrated that murine microglial cells stimulated with lipopoly-
saccharide (LPS) or �-interferon released the NO metabolite nitrite (Zielasek
et al., 1992), which was shown to be neurotoxic (Chao et al., 1992). NO
production specific to HIV-1-infected monocyte-derived macrophages
(MDMs) has been observed, albeit at modest levels (Bukrinsky et al., 1995).
NO may also be involved in HIV-1 gp120 neurotoxicity (Dawson and
Dawson, 1994). Bukrinsky and coworkers also demonstrated that inducible
NO synthase (iNOS) transcripts were present in a brain with advanced
HIV-1 CNS disease, but not in brains with lesser apparent neuropatho-
genesis (Bukrinsky et al., 1995). However, a more recent study of postmor-
tem HIV-1-infected brains did not demonstrate elevated NOS levels (Bagasra
et al., 1997). Therefore, the importance of NO as a neurotoxic mediator in
the development of HIVD is still debatable.

Quinolinic acid is a product of tryptophan metabolism and is produced
by human macrophages in response to various stimuli, including HIV-1
infection (Brew et al., 1995a). Chronic exposure of rat striatum cultures
to levels of quinolinic acid found in the CSF of HIVD patients induced
neurotoxicity (Whetsell and Schwarcz, 1989). Furthermore, elevated quino-
linic acid levels in the CSF of patients with HIVD can be correlated with
severity of neurologic dysfunction (Achim et al., 1993; Heyes et al., 1991b).
Elevated levels of quinolinic acid are also associated with SIV CNS infection
in macaques and rhesus monkeys (Heyes et al., 1990; Jordan and Heyes,
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1993). Since quinolinic acid may also serve as an NMDA receptor agonist,
the neurotoxicity of quinolinic acid may be a consequence of interactions
with neuronal NMDA receptors. These findings directly implicate quinolinic
acid in CNS pathogenesis associated with HIV-1 infection.

IV. Chemotherapeutic Treatment of HIVD

Efforts mounted in response to the AIDS epidemic have been concen-
trated in three directions: prevention of transmission, development of an
HIV-1 vaccine, and treatment of individuals already infected with HIV-1.
The overriding goal of each of these approaches is the reduction in incidence
and/or severity of disease processes associated with HIV-1 infection, includ-
ing HIVD. With respect to HIV-1 CNS infection and development of HIVD,
the benefit of blocking transmission is obvious: individuals not infected with
HIV-1 do not develop HIVD. An HIV-1 vaccine will provide immunologic
protection from HIV-1 infection and would also presumably decrease or
eliminate the appearance of HIVD. However, an effective vaccine has yet
to be developed. Finally, chemotherapeutic treatments of the immunologic
and neurologic consequences of HIV-1 infection, the most successful of
which to date have been combination drug regimens, may reverse or prevent
the progression of HIV-1-associated neurologic disease.

A. Treatment of HIV-1 CNS Infection Using Single-
and Multi-drug Strategies

Initial pharmaceutical treatments of HIV-1 infection concentrated on
checking systemic viral replication by inhibiting the activity of reverse tran-
scriptase (RT), an enzyme unique to HIV-1 as well as other retroviruses.
One of the first RT inhibitors, approved for clinical use and employed
successfully as an antiretroviral agent in 1987, was the nucleoside analog 3�-
azido-3�-deoxythymidine (AZT or zidovudine). Following its introduction,
AZT was shown to be an effective drug in the treatment of HIV-1 infection
and the development of AIDS (Fischl et al., 1987). Early studies demon-
strated that AZT treatment lessened cognitive deficits related to HIV-1
infection in both adults (Schmitt et al., 1988) and children (Pizzo et al.,
1988). AZT crosses the BBB and accumulates in the CSF at levels that
give it the highest CSF-to-plasma ratio among available nucleoside analogs
(Acosta et al., 1996). In studies which included patients diagnosed with
HIVD, administration of AZT monotherapy regimens resulted in significant,
dose-dependent improvements in neurologic function (Sidtis et al., 1993)
and reductions in CSF p24 (Royal et al., 1994), the appearance of MGCs,
concomitant neuropathologic damage, and the incidence of severe dementia
at the time of death (Vago et al., 1993). AZT also reversed increases in
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cerebral blood volume that accompany CNS HIV-1 infection (Tracey et al.,
1998). In another study, AZT administration resulted in reductions in CSF
HIV-1 RNA (Gisslen et al., 1997). Although AZT may reduce the risk of
HIVD (Baldeweg et al., 1998), treatment may not always result in broad
improvements in neurologic function (Gorman et al., 1993) and may only
result in transient gains in neurologic function (Tozzi et al., 1993). Unfortu-
nately, the efficacy of AZT in the treatment of peripheral and CNS HIV-1
infection is substantially diminished by the appearance of AZT-resistant
HIV-1 variants after therapy extended beyond 6 months (Larder et al., 1989).

Following the introduction of AZT, other RT inhibitors were introduced
for the treatment of AIDS. Nucleoside analog RT inhibitors (NRTIs) include
didanosine (ddI), zalcitabine (ddC), stavudine (d4T), lamivudine (3TC), and,
recently, abacavir (1592U89). Nonnucleoside RT inhibitor (NNRTI) drugs
include nevirapine, delavirdine, and efavirenz. NRTI and NNRTI drugs
continue to be introduced as products of a greater understanding of drug–RT
interactions. As more RT inhibitors were approved for clinical use, numerous
treatment regimens using each drug singly or in combination were developed.
Used singly, ddI was as effective as AZT as measured by neuropsychological
parameters (Sidtis et al., 1997), but less effective than AZT when assessed
by CSF HIV-1 RNA levels (Gisslen et al., 1997). Treatment with ddI also
resulted in cognitive improvements in HIV-1-infected children (Butler et al.,
1991). In a study that combined 3TC with either AZT or d4T, administration
of either combination resulted in consistent penetration of each drug into
the CSF and undetectable levels of CSF HIV-1 RNA (Foudraine et al., 1998).
Similarly, treatment of CNS-compromised patients with a combination of
AZT and ddI resulted in measurable improvements in neuropsychological
functions associated with HIVD (Brouwers et al., 1997). In HIV-1 infected
children, treatment combining AZT and ddI was more effective against
HIV-1-associated pediatric CNS disease than monotherapy with either AZT
or ddI (Raskino et al., 1999). RT inhibitors may be limited by their differen-
tial abilities to cross the BBB (Glynn and Yazdanian, 1998) and, like AZT,
the evolution of drug-resistant HIV-1 strains within the CNS and the periph-
eral circulation.

B. Combination Therapies and Highly Active
Antiretroviral Therapy (HAART):
Treatments That Include Protease Inhibitors and
Affect HIV-1 CNS Infection

The development and introduction of drugs in 1995 that inhibit the
activity of the HIV-1 protease enzyme broadened the arsenal of agents
available to treat HIV-1 infections. Available protease inhibitors (PIs) include
indinavir, saquinavir, nelfinavir, ritonavir, and amprenavir. Combination
therapy using protease inhibitors in combination with NRTIs and NNRTIs
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resulted in dramatic reductions in circulating virus (Perelson et al., 1997),
decreases in viral load in the blood below the limits of detection, and
reductions in disease progression and mortality. Despite early expectations
to the contrary, this treatment regimen, referred to as highly active antiret-
roviral therapy (HAART), does not result in complete eradication of
HIV-1, which finds sanctuary in regions of the body where drug penetration
is low or in cells that express little or no virus (Schrager and D’Souza, 1998).
However, since the introduction of HAART, the incidence of HIVD has
dropped dramatically (Brodt et al., 1997), suggesting that the course of
HIV-1-associated disease in the CNS can be altered despite the role of the
brain as a potential reservoir for HIV-1 during HAART.

Clinical studies have demonstrated that HAART is effective against
HIV-1 CNS disease. In a patient diagnosed with HIVD, 12 weeks of HAART
(AZT combined with indinavir and lamivudine) and nonsteroidal anti-
inflammatory agents resulted in measurable improvements in neurologic
function as well as reductions in CSF neurotoxin levels and decreases in
plasma viremia to undetectable levels (Gendelman et al., 1998). In a recent
clinical study, administration of combination therapies that included a PI
resulted in improvements in neuropsychological parameters compared to
patients receiving monotherapy or no antiretroviral therapy (Sacktor et al.,
1999). In another study of 34 HIV-1-infected patients, significant cognitive
improvement, sustained to 1 year after initiation of HAART, was observed
in over two-thirds of the subjects (Sacktor et al., 1998). HAART has also
been used to successfully treat pediatric HIV-1 CNS infections (Tepper et
al., 1998). HAART treatment during the early stages of HIVD may reverse
the progression of disease (Chang et al., 1999).

PIs used alone or combined with RT inhibitors have demonstrable activ-
ity against HIV-1 within the CNS, but may be limited by bioavailability in
the brain. In a study which combined saquinavir and ritonavir, measurable
levels of both PIs correlated with decreases in CSF and plasma HIV-1 RNA
(Kravcik et al., 1999). PI treatment was also associated with improvements
in cognitive abilities and neuropathological MRI findings (Filippi et al.,
1998). However, in combination therapies that included nelfinavir, levels
of nelfinavir found in the CSF were negligible (Aweeka et al., 1999). The
inability of a particular PI to penetrate the CSF may be related to active
drug transport within the brain. In mice with a homozygous knockout of
the drug transporter P-glycoprotein, levels of indinavir, saquinavir, and
nelfinavir in the brain were elevated 7- to 36-fold over levels in wild-type
mice (Kim et al., 1998), suggesting that PI penetration may be limited by
active drug efflux and that therapeutic inhibition of P-glycoprotein activity
may result in improved PI penetration into the CSF and brain.

Current findings indicate that administration of combination drug thera-
pies (including HAART) can result in measurable improvements in neurolog-
ical function and reductions in the incidence or severity of HIVD. However,
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like treatments with AZT, combination therapies may not provide indefinite
benefits. The limited penetration of some drugs into the CNS and the poten-
tial of the CNS to act as a reservoir for HIV-1 during antiretroviral treatments
may restrict the effectiveness of drug therapies against HIV-1-associated
CNS disease.

V. Summary

Despite more than 15 years of extensive investigative efforts, a complete
understanding of the neurological consequences of HIV-1 CNS infection
remains elusive. Although the resources of numerous investigators have been
focused on studies of HIV-1-associated CNS disease, the complex nature of
the disease processes that underlie the clinical, pathological, and cellular
manifestations of HIV-1 CNS infection have required a larger volume of
studies than was initially envisioned. Several major areas remain as the focus
of current research efforts.

One of the more pressing issues facing researchers and clinicians alike
is the search for correlates to the development of HIV-1-associated CNS
neuropathology and the onset of HIVD. Although numerous parameters
have been studied, none have been shown to be absolute predictors or
markers of HIV-1-related CNS dysfunction. The identification of solid corre-
lates of HIVD is an important goal that would permit clinical identification
of individuals at risk for developing potentially crippling, life-threatening
CNS abnormalities and would facilitate early treatment of nascent neurologi-
cal problems.

A more complete comprehension of the cellular foundations of CNS
dysfunction and HIVD is also a fundamental part of strategies designed to
treat or prevent HIV-1-associated CNS disease. Future investigations will
strive to expand the body of knowledge concerning the complex interactions
between infected and uninfected neuroglial cells and the roles of numerous
cytokines, chemokines, and other soluble agents that are deregulated during
HIV-1 CNS infection. In particular, a thorough understanding of the mecha-
nisms of neurotoxicity may facilitate the development of new therapies that
alleviate or eliminate the clinical consequences of CNS infection.

Finally, investigators will continue to study HIVD within the context
of single and combination drug therapies used in the treatment of HIV-1
infection and AIDS. As newer and more effective systemic treatments for
HIV-1 infection and AIDS are introduced, the effects of these treatments
on the onset, incidence, and severity of HIVD will also require intensive
study. The impact of drug therapies on the ability of the CNS to act as an
HIV-1 reservoir will also need to be addressed. Introduction of each new
drug or drug combination will necessitate studies of drug penetration into
the CNS and efficacy against the development of CNS abnormalities. Fur-
thermore, as more effective treatments prolong the lifespan of individuals
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infected with HIV-1, the impact of extended survival on the occurrence and
severity of HIVD will also require further investigations.

The quest for answers to these and other questions will be complicated
by the diversity of experimental systems used to study different aspects of
HIV-1 CNS infection and HIVD. Each system has its own unique strengths
and weaknesses. Clinical observations provide a continuous spectrum of
symptomatic findings but reveal little about the underlying mechanisms of
disease. In vivo imaging techniques, such as CT and MRI, also provide a
continuum of observations, but the images are limited in their resolution.
Neuropathological examinations of postmortem HIV-1-infected brains offer
gross, cellular, and molecular views (including phenotypic and genotypic
analyses of CNS viral isolates) of the diseased brain, but only provide a
snapshot of the end-stage neurologic dysfunction. Studies that rely on animal
surrogates for HIV-1, including SIV, simian-HIV (SHIV), feline immunode-
ficiency virus (FIV), visna virus, and HIV-1 SCID-hu models, permit experi-
mental protocols that cannot be carried out in humans, but are limited by
the fidelity with which each virus and animal model emulates the conditions
and events observed in the human host. Finally, in vitro techniques, which
include the use of primary cells and cell lines, adult or fetal human cell
cultures, and BBB barrier model systems, are also convenient means by
which aspects of HIVD can be studied. However, experiments conducted
using primary cell populations can be affected by donor variability and
cellular changes that arise during in vitro growth of primary cells.

The multitude of investigational approaches also poses the problem of
integration. Each new finding must be compared to results obtained using
other systems and evaluated for its relevance to in vivo conditions. For
example, numerous in vitro studies using animal cell cultures and whole-
animal models have shown that gp120 can act as a potent neurotoxin.
However, these results must be integrated with observations obtained using
human in vitro systems and assessed within the context of neuropathogenesis
associated with HIV-1 CNS infection in vivo. Clearly, a complete under-
standing of the molecular mechanisms of HIV-1 CNS infection and HIVD
will require melding numerous observations made using a variety of experi-
mental systems.

HIV-1-associated CNS disease and HIV-1 dementia are complex disease
states whose clinical and pathological hallmarks have their basis in events
that take place at the cellular and molecular levels during HIV-1 replication
within the CNS. Continued study of these events will certainly help further
our understanding of the consequences of HIV-1 infection of the CNS and
advance the search for effective treatments of HIVD.
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I. Introduction

AIDS in children is one of the fastest growing aspects of the AIDS
pandemic, as a greater number of women in the child-bearing age group
are infected with human immunodeficiency virus type 1 (HIV-1). The World
Health Organization (WHO) estimates that by the year 2000, 10 million
children will have been born HIV infected (Chin, 1990; WHO, 1992). Each
year, an estimated 300,000 infants worldwide are born with HIV-1 infection.
The United Nations Program on AIDS (UNAIDS) and the United States
Agency for International Development (USAID) project a higher number of
children will be infected with HIV-1 by the year 2010, with 90% of them
in the developing countries. In less developed countries, a significant propor-
tion of all HIV-infected people are children (Chin, 1990), and it is estimated
that one-third of all childhood deaths will be due to HIV-1 infection (Bennett
and Rogers, 1991). Maternal–fetal transmission accounts for approximately

Advances in Pharmacology, Volume 49
Copyright � 2000 by Academic Press. All rights of reproduction in any form reserved.
1054-3589/00 $35.00 387



388 Nafees Ahmad

80% of all HIV-1 infections in children (Ahmad, 1994, 1996; Blanche et
al., 1989; European Collaboration Study, 1998; Italian Multiculture Study,
1988; Mok et al., 1987; Ryder et al., 1988; Sprecher et al., 1986). Infants
born to mothers infected with HIV-1 are at risk of acquiring HIV-1 and of
subsequently developing AIDS (Anderson and Medley, 1989; Scott et al.,
1985; Hoff et al., 1988). Mother-to-infant transmission of HIV-1 predomi-
nately occurs perinatally at an estimated rate of more than 30%. However,
the rate of transmission also depends on the symptoms of the disease and
the frequency of delivery and at estimated rates of 24% in symptom-free
mothers and 65% in mothers with the disease or who have had a previous
child with AIDS (Scott et al., 1985; European Collaborative Study, 1988;
Italian Multiculture Study, 1988). In contrast, the rate of HIV-2 mother–
infant transmission is much lower compared to HIV-1 (Adjoriolo-Johnson
et al., 1994; Morgan et al., 1990) and dually infected mothers could transmit
both viruses, but transmission of HIV-1 has generally been observed
(Adjoriolo-Johnson et al., 1994)

While the actual mechanisms of perinatal transmission are not known,
the timing of HIV-1 transmission from mother to infant can occur mainly
at three stages: prepartum (transplacental passage), intrapartum (exposure
of infant’s skin and mucus membrane to maternal blood and vaginal secre-
tions), and postpartum (breast milk). To date, there are no clearly defined
factors, viral or host, associated with maternal transmission of HIV-1. How-
ever, maternal parameters including advanced clinical stages of the mother,
low CD4� lymphocyte counts, maternal immune response to HIV-1, recent
infection, high level of circulating HIV-1, and maternal disease progression
have been implicated in an increased risk of mother-to-infant transmission
of HIV-1 (Ahmad, 1996; Mok et al., 1987; Scott et al., 1985; Blanche et
al., 1989; Hira et al., 1989; Ryder et al., 1988). Several other factors such as
acute infection during pregnancy, the presence of other sexually transmitted
diseases or other chronic infections, disruption of placental integrity second-
ary to chorioamnionitis, and tobacco smoking have been shown to be associ-
ated with mother-to-infant transmission of HIV-1 (Report of a Consensus
Workshop, 1992). Several studies have demonstrated a direct association
between the presence of maternal antibody against the V3 domain of the
envelope protein and a lower rate of transmission of HIV-1 (Rossi et al.,
1989; Devash et al., 1990), whereas others have showed lack of correlation
(Hasley et al., 1992; Parekh et al., 1991). The ability of maternal antibody
to neutralize its own isolate (autologous neutralization) may be particularly
important because it has been suggested that the virus mutants that are
selected under immune pressure and that cannot be neutralized may play a
role in transmission (Scarlatti et al., 1991; Bryson et al., 1993).

Thus, prevention of mother-to-infant transmission of HIV-1 must be
an urgent global health priority. At present, the molecular mechanisms of
perinatal transmissions are not known, which makes it very difficult to
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define strategies for effective treatment and prevention of HIV-1 infection
in children. We (Ahmad et al., 1995) and others (Mulder-Kapinga, 1993;
Scarlatti et al., 1993; Wolinsky et al., 1992) have been involved in under-
standing the molecular mechanisms of HIV-1 maternal–fetal transmission,
especially in the characterization of HIV-1 isolates that are involved in
mother-to-infant transmission. Selective transmission of HIV-1 from moth-
ers to infants has been proposed. Our hypothesis is that there are specific
molecular and biological properties of HIV-1 that are critical determinants
of perinatal transmission. We have shown transmission of a minor variant
with a macrophage-tropic and non-syncytium-inducing phenotype from
mothers to infants. We should target our preventive strategies on the proper-
ties of the transmitted viruses.

II. Timing of HIV-1 Mother–Infant Transmission

The actual mechanisms of perinatal transmission are not known; how-
ever, the timing of HIV-1 transmission from mother-to-infant can occur
mainly at three stages: prepartum (transplacental passage), intrapartum (ex-
posure of infant’s skin and mucus membrane to maternal blood and vaginal
secretions), and postpartum (breast milk). There is evidence that HIV-1 can
infect the placenta at all stages of pregnancy. The intact amniotic sac can
be infected through placental tears, with transfusion of infected blood into
the fetal circulation. Based on examination of placental and fetal tissue
following termination of pregnancies, there is substantial evidence that intra-
uterine infection of HIV-1 occurs (Douglas and King, 1992; Mulder-
Kampinga et al., 1993). Several studies have demonstrated the infection of
placentas or fetuses by histologic methods, polymerase chain reaction (PCR),
or in situ hybridization (Brossard et al., 1993; Lyman et al., 1988), including
the ability of certain placenta-derived cells to support HIV-1 replication in
vitro (David et al., 1993; Siegal et al., 1990). In addition, the ability of
HIV-1 to pass through an intact placental barrier maintained ex vivo has
been demonstrated (Bawdon et al., 1993; Schwartz and Nahmias, 1991).
Moreover, HIV-1 antigens have been found in the amniotic fluid (Clavelli
et al., 1991; Viscarello et al., 1992) and may be related to the time of trans-
mission.

In HIV-1-infected mothers, the zygote can be infected as early as the
time of conception, probably by the virus present in vaginal secretions
(Laimore et al., 1993). The zygote then travels down the oviduct to the
uterus. The oviduct, which is lined with macrophages, can also infect the
dividing embryo on its passage to the uterus. The embryo may also be
exposed to virus by uteral macrophages or by residual seminal fluid (Laimore
et al., 1993). These hypotheses are further supported by the presence of
HIV-1 sequences and antigen in an 8-week fetus (Laimore et al., 1993).
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The formation of the placenta takes place shortly after the attachment
of fetus to the uterine wall and most maternal–fetal exchanges are mediated
by the placenta (Scott, 1994). In addition, HIV-1 infection has been demon-
strated in placental tissues (Muary et al., 1989; Sprecher et al., 1986). Since
placental tissue is rich in monocytes and macrophages, the macrophage-
tropic viral isolate can infect placental tissue and be transmitted to the fetus.
The exact route by which HIV-1 crosses the placenta is not known; however,
the outermost layers of the placenta, the terminal villi, and the trophoblast
do posses the CD4 receptor (Chandwani et al., 1991), which can be infected
by HIV-1. The terminal villi and the trophoblasts are bathed in maternal
blood and yet all fetuses are not infected by HIV-1. It is possible that
HIV-1 replication is not supported in these cells (Chandwani et al., 1991)
or a particular genotype or phenotype is needed to replicate in these cells.
However, disruption of these cells could allow migration of the virus to the
underlying cytotrophoblasts, which may support HIV-1 replication and
spread the virus via CD4-positive Hofbauer or endothelial cells to the fetal
cells. HIV-1 can also be transmitted from mother to infant through disrup-
tion of the placental membrane as a result of viral, bacterial, and/or fungal
infections; sexually transmitted diseases; and smoking (Nair et al., 1993;
Scott, 1994). In addition, disruption of the placental membrane can occur
as a result of chorioamnionitis (Scott, 1994). Chorioamnionitis has been
shown to occur in approximately 20% of normal pregnancies (Scott, 1994)
and that percentage increases greatly in HIV-1-infected women (Nair et al.,
1993). Moreover, it is likely that this would expose the underlying cells to
maternal blood and increase the chance of transmission.

At least 50% of infection occurs during or shortly before birth (intrapar-
tum) (Bryson et al., 1992). In addition to exposure to maternal blood at
the time of labor and in the birth canal during delivery, HIV-1 has been
found in cervical and vaginal secretions of infected women (Henin et al.,
1993). This result provides evidence that there could be an additional source
of HIV-1 exposure for vaginally delivered infants. It has been suggested that
if HIV-1 can be detected by virus culture or PCR in peripheral blood within
48 h of birth the infection should be termed as intrauterine (Bryson et al.,
1992; Henin et al., 1993). Some indirect evidence suggests that transmission
may occur around the time of delivery. Moreover, the risk of transmission
of HIV-1 to a firstborn twin has been found to be twofold higher than the
secondborn twin (Duliege et al., 1992; Goedert et al., 1991; Goedert 1992)
because the first child is exposed for a longer time to HIV-infected material
in the birth canal than the second child. Further analysis of the European
Collaborative Study (1994) has shown that the infection rate in children
born by cesarean section was lower than those born via vaginal delivery.

The isolation and detection of HIV-1 by PCR in infants just after birth
supports the view that some infants acquire infection at or very near the
time of birth. Several studies have demonstrated a lack of detectable virus
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in some infants at the time of birth, which turned positive after 3 to 6
months (Bryson et al., 1993; Ehrnst et al., 1991; Krivine et al., 1992;
Rouzioux et al., 1993). This could be attributed to the relative insensitivity
of testing at birth, a very small virus inoculum, or sequestration of the virus.
Furthermore, studies of an animal model of perinatal transmission using
simian immunodeficiency virus (SIV) have shown that fetal monkeys can
be infected during pregnancy (Davison-Fairburn et al., 1992; Fazley et al.,
1993). In one study, placental disruption appeared to be an additional
requirement for infection of fetus in monkeys (Davison-Fairburn et al.,
1992).

Postpartum transmission due to breast milk feeding has been docu-
mented in several cases (Lepage et al., 1987; Weinbreck et al., 1988; Ziegler
et al., 1985). HIV-1 transmission by breast milk may be related to the
duration of exposure to breast milk, infectivity of the milk, specific suscepti-
bility of the infant, or the timing of exposure (van’t Wout et al., 1994).
Most of the infections through breast feeding occur within 3–6 months after
birth, probably from colostrum or early milk.

III. Factors Influencing HIV-1
Mother–Infant Transmission

While the risk of transmission of HIV-1 from mother to infant is high,
certain factors, viral or host, protect 70% of children born to HIV-1-infected
mothers Connor et al., 1993; Hira et al., 1989; Oleske et al., 1983; Thomas
et al., 1989). These factors are an important area of research and must be
identified and characterized. To date, there are no clearly defined factors,
viral or host, associated with maternal transmission of HIV-1. However,
maternal parameters including advanced clinical stages of the mother, low
CD4� lymphocyte counts, maternal immune response to HIV-1, recent
infection, high level of circulating HIV-1, and maternal disease progression
have been implicated in an increased risk of mother-to-infant transmission
of HIV-1 (Anderson and Medley 1988; Blanche et al., 1989; European
Collaborative Study 1994; Hira et al., 1989; Report on a Consensus Work-
shop 1992; Ryder et al., 1988). In a French Cohort study involving a 7-
year follow-up, two factors were identified as being associated with an
increased risk of maternofetal transmission: p24 antigenemia and elevated
maternal age (Mayaux et al., 1995). Furthermore, the risk of transmission
increased gradually from 15% at counts of �600 CD4� cells to 43% at
counts of �200 and was also related to the percentage of CD8� cells with
the lowest risk (12%) when the CD4� cell count was �500 and the highest
risk (50%) for �200 (Mayaux et al., 1995). Several studies indicate that
elevated maternal viral load, plasma HIV-1 RNA levels, may play an impor-
tant role in perinatal transmission. Two groups observed different threshold
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effects for transmission, with 80% of the women transmitting who had
HIV-1 RNA level of over 100,000 copies/�l (Fang et al., 1995) and 75%
of the women transmitting with HIV-1 RNA levels over 50,000 copies/
�l (Dickover et al., 1996). However, larger studies have been unable to
significantly correlate a high viral load with increased risk of vertical trans-
mission. Cao et al. (1997) and the investigators of the Ariel Project in the
United States reported that the risk of transmission increased slightly with
a higher viral load, but no threshold value of virus load was identified
which discriminated between transmitters and nontransmitters. They further
concluded that a high maternal viral load is insufficient to fully explain
vertical transmission of HIV-1 (Cao et al., 1997). Several other studies
reported similar results, i.e., no predictive threshold for maternal HIV-1
RNA was observed for vertical transmission (Mayaux et al., 1997).

Several other factors such as acute infection during pregnancy, the pres-
ence of other sexually transmitted diseases or other chronic infections, dis-
ruption of placental integrity secondary to chorioamnionitis, or smoking
have been shown to be associated with mother-to-infant transmission of
HIV-1 (Report of a Consensus Workshop, 1992). Several studies have dem-
onstrated a direct association between the presence of maternal antibody
against the V3 domain of the envelope protein and a lower rate of transmis-
sion of HIV-1 (Devash et al., 1990; Rossi et al., 1989), whereas others have
shown lack of a correlation (Hasley et al., 1992; Parekh et al., 1991).
The ability of maternal antibody to neutralize its own isolate (autologous
neutralization) may be particularly important because it has been suggested
that the virus mutants that are selected under immune pressure and cannot
be neutralized may play a role in transmission (Bryson et al., 1993; Scarlatti
et al., 1991). Obstetrical factors such as mode of delivery, invasive monitor-
ing, or duration of ruptured membranes may alter the risk of intrapartum
transmission (Douglas et al., 1992; Konduri et al., 1993; Newell et al., 1993;
Report of a Consensus Workshop, 1992). The type of breast milk (colostrum
vs. later milk); duration of breast-feeding; and maternal factors such as viral
load, antibody content of milk, and duration of mother’s infection may
also influence transmission (Report of a Consensus Workshop, 1992). In
developed countries such as the United States and others, breast-feeding is
not recommended to HIV-1-infected mothers. In addition, the possibility
of viral factors affecting mother-to-infant transmission cannot be ruled out,
since 70% of the children born to HIV-1-infected mothers are uninfected.

IV. Effect of Smoking on HIV-1
Mother–Infant Transmission

Smoking has been linked with an increased risk of acquiring HIV-1
infection in women (Hasley et al., 1992) and rapid progression to AIDS in
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HIV-1-infected asymptomatic individuals (Burns et al., 1991; Nieman et al.,
1993; Royce et al., 1990) and it could potentially affect mother-to-infant
transmission of HIV-1. Moreover, the development of interventions to pre-
vent or reduce maternal transmission of HIV-1 requires an understanding
of the multiple factors involved and the mechanisms by which they interact.
One such factor, a low CD4� level in the mother, has been shown to be
associated with an increased risk of transmission by a number of perinatal
studies (European Collaborative Study, 1988; Ryder et al., 1988; St. Louis
et al., 1993; Tibaldi et al., 1993). Furthermore, substances that can reduce
CD4� levels, like cigarette smoking, can influence maternal transmission
of HIV-1.

In a New York City cohort, HIV-1-seropositive women who smoked
cigarettes after the first trimester and who had a prenatal CD4� level less
than 20%, had a greater than threefold increased risk of transmitting their
infections to their infants (Burns et al., 1994). Turner et al. (1997) have
also shown an increase in the rate of maternal–fetal transmission of HIV-1
as a result of smoking. There are several ways in which cigarette smoking
during pregnancy might interact with a low CD4� level to increase the
risk of maternal transmission. Smoking has been associated with multiple
alterations in the immune system, including decreased B-lymphocyte capping
and in vitro antibody production and a decrease in the number, proportion,
and function of natural killer cells (Savage et al., 1991). Constituents of
cigarette smoke have been identified in the lining of the cervix of smokers
(Schiffman et al., 1987), and smoking has been associated with changes in
numerical density of cervical Langerthans cells, macrophage, and CD4�
lymphocytes (Barton et al., 1988). Accordingly, smoking may have an impor-
tant impact on the immune response, including local immune function in
female genital tract (Smoking and Immunity, 1990). In addition, cigarette
smoking during pregnancy has been associated with alterations in placental
morphology and function (Arnholdt et al., 1990: Jauniax et al., 1992) and
since HIV-1 infection has been demonstrated in placenta (Muary et al.,
1989; Sprecher et al., 1986), tobacco smoking could have a direct effect on
prepartum (transplacental passage) transmission of HIV-1. Several obstetric
complications, including antepartum vaginal bleeding and placental abrup-
tion (Myer and Tonascia, 1977) and premature rupture of membranes
(PROM) and preterm PROM (Ekwo et al., 1993; Henin et al., 1993), have
been associated with cigarette smoking during pregnancy. While the presence
of HIV-1 in cervicovaginal secretions has been demonstrated to be increased
during pregnancy (Clemetson et al., 1993; Henin et al., 1993) and several
cases of mother-to-child transmission occur at or near delivery (Ehrnst et
al., 1991; European Collaborative Study, 1988), any process (such as smok-
ing) that increases the amount of blood or secretions in the birth canal
would be expected to increase the risk of intrapartum transmission.
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V. Diagnosis of HIV-1 Infection in
Perinatally Infected Infants

The maternal IgG HIV-1 antibodies that cross the placenta to the fetus
can persist for up to 18 months in the infant (European Collaborative Study,
1988; Mok et al., 1987). Thus, using conventional ELISA for the detection
of HIV-1 antibodies in infants is not immediately useful for serodiagnosis
of vertically transmitted infection because the infant’s IgG cannot be distin-
guished from those acquired from the mother. The infants born to HIV-1-
infected mothers are evaluated in regular follow-ups up to 3 years before
they are declared uninfected based on Center for Disease Control guidelines
(Center for Disease Control, 1992). A specific immune response of the infant
that would indicate infection is the presence of IgA or IgM antibodies, which
do not cross the placenta (Nicholas et al., 1989) and can be used to diagnose
HIV-1 infection in children born to seropositive mothers (Weiblen et al.,
1990). HIV-1-infected children may be identified by measuring antibody
production in the newborn’s PBMC cultures using a B-cell mitogen (Amadori
et al., 1988; Laure et al., 1988). However, the specific and reliable methods
to detect HIV-1 in infants are PCR, antigen detection, virus culture, and in
vitro antibody production. In a cohort study, the sensitivities of these tests
were estimated and compared among each other and were found to be
81.5% (PCR), 70.3% (virus culture), 92.5% (in vitro antibody production),
and 44.4% (antigen) (De Rossi et al., 1991). In general, a positive PCR and
virus culture in a newborn is considered to be indicative of HIV-1 infection.
Moreover, PCR should be done on HIV-1 proviral DNA in order to detect
the presence of HIV-1 in infected infants, as shown previously (Rogers et
al., 1989).

VI. Immunologic Abnormalities in
HIV-1-Infected Infants

HIV-1-infected infants’ progress more rapidly from asymptomatic to
symptomatic infection and from onset of symptomatic infection to death.
The basis of more rapid progression to AIDS in infants is unknown. It is
possible that HIV-1 interacts with the neonate’s immune system in a different
way than that observed in adults. In neonates, HIV-1 replication is probably
supported in the thymus. Thymocytes appear to differ from T cells in that
they may support the replication of HIV-1 in the absence of any stimulatory
effects (Schnittman et al., 1990). Thus, thymic injury from HIV-1 infection
may have a profound impact on development of the immune system in HIV-
1-infected fetuses and infants. Moreover, the thymus is critically important
in infants and neonates in populating the immune system with T cells.
Pediatric HIV-1 infection differs in immune dysfunction from that seen in
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adults. The immunologic abnormalities observed in HIV-1-infected infants
and children include a decreased percentage of thymic CD4� cells, drastic
reduction in cortical CD4/CD8 double-positive cells (Rubenstein 1993; Stan-
ley et al., 1993), and an increased percentage of CD8� cells (Koup et al.,
1993). In addition, the stromal cells, which support thymocyte development,
are damaged. In the periphery, an inverted ratio of CD4/CD8, increased
quantitative Ig, decreased in vitro response to mitogens/antigens, decreased
cytotoxic T-lymphocyte (CTL) response, and decreased phagocytosis have
been reported (Koup et al., 1993). In addition, poor antibody response
to vaccination with T-dependent and T-independent antigens; increased
production of IL-1�, IL-2, IL-6, and interferon-� in lymph nodes; and de-
creased production of IL-2, IL-4, and interferon-� by CD4 cells have been
observed in HIV-1-infected children (Koup et al., 1993).

VII. Clinical Manifestations in
HIV-1-Infected Infants

In HIV-1-infected mother–infant pairs, the clinical manifestations in
infected infants differ from those seen in their mothers (Clavelli et al.,
1990). Recurrent bacterial infections, lymphocyte interstitial pneumonitis,
encephalopathy, and neurological and physical growth deficits are com-
monly observed in children with HIV-1 infection (Claveli et al., 1990).
HIV-1-infected infants tend to have more CNS involvement than infected
adults. This is further supported by the presence of HIV-1 in fetal CNS
tissue (Lyman et al., 1990). The common opportunistic infection in both
children and adults is Pneumocystis carnii pneumonia (PCP) (Center for
Disease Control 1992). Several other common opportunistic infections in
children include cytomegalovirus (CMV) infections, Epstein-Bar virus (EBV)
infections, herpes zoster, mycobacterium avium, crytosporidium enteritis,
chronic and recurrent mucosal and esophageal candadiasis, and mucocuta-
neous herpes simplex virus infection (Van Dyke, 1993). A higher incidence of
common childhood infections such as otitis media, sinusitis, viral respiratory
infections, bacterial pneumonia, bacteremia, and meningitis have been ob-
served in HIV-1-infected children (Van Dyke et al., 1993).

VIII. Prevention of HIV-1 Mother–Infant Transmission
by Antiretroviral Therapy

The AIDS Clinical Trials Group (ACTG) protocol 076 suggests that
women with greater than 200 CD4 counts who initiate treatment with
zidovudine (ZDV) during pregnancy can prevent transmission of HIV-1 to
their infants in about two-thirds of the cases (Cooper et al., 1996). Oral
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ZDV was given to HIV-1-infected pregnant women between 14 to 34 weeks
gestation and continued throughout pregnancy to target in utero transmis-
sion. ZDV was not administered during the first trimester because of the
potential toxicity during the period of maximal organ development. ZDV
was intravenously administered during labor because it rapidly crosses the
placenta and provides active levels of drug to the fetus during passage
through the birth canal. Finally, oral ZDV was given to newborns for 6
weeks to inhibit viral replication if virus or infected maternal cells passed
into the infant’s circulation during uterine contraction. Furthermore, an
ACTG 185 perinatal trial that examined women with more advanced disease
and lower CD4 counts than ACTG 076 (�200) showed a similar reduction
in the transmission rate. The efficacy of ZDV in clinical practice has been
evaluated and the results are consistent with the ACTG 076 and 185 trials.
This treatment has become standard where the status of HIV-1 infection of
pregnant women is known and has resulted in the reduction of HIV-1
transmission from mother to infant. Recently, a short course of zidovudine
(300 mg twice daily from 36 weeks gestation and every 3 h from onset of
labor until delivery) reduced perinatal transmission in Thailand (Shaffer et
al., 1999) and Cote d’Ivoire (Wiktor et al., 1999).

One of the critical aspects of ZDV use is the long-term toxicity of
the treatment. There is a particular concern regarding intrauterine ZDV
exposure, especially for those infants who will not be infected. The lethal
effect of ZDV on embryonic development has been demonstrated in experi-
mental animals (McGaughey et al., 1992; Wattier et al., 1993). However,
the long-term toxicity is being evaluated, in ACTG 219 protocols, in infants
up until age 21 and in ACTG 288 protocols, which follow women from
ACTG 076 for 3 years postpartum. The other concern is the development
of ZDV resistance in women receiving ZDV during pregnancy and the
possibility that the ZDV-resistant mutant can be transmitted to their infants.
If we can differentiate transmitters from nontransmitters early in pregnancy
by analyzing their viral genotypes in conjunction with maternal parameters
(CD4 counts, etc.), it will be helpful in making the decision as to which
infected pregnant women should be placed on antiretroviral agents. This
would then avoid adverse effects of the antivirals, if any, used during preg-
nancy on the growth and development of uninfected children born to in-
fected mothers.

IX. Pathogenesis of HIV-1 Infection and
Disease Progression

HIV-1 encodes three structural (gag, pol, and env) and six regulatory/
accessory (tat, rev, nef, vif, vpu, and vpr) genes. The potential pathogenic
region of HIV-1 probably resides within the env gene (Shioda et al., 1991).



HIV-1 Mother–Infant Transmission 397

The hypervariable regions, designated V1 to V5, are interspersed among
conserved regions along the env gene. The V3 loop is functionally important
in virus infectivity (Wiley et al., 1989), virus neutralization (Lasky et al.,
1986; Mathews et al., 1986), and host cellular tropism (Hwang et al.,
1991; Shioda et al., 1991), whereas the V1–V2 regions influence replication
efficiency in macrophages by affecting virus spread (Toohey et al., 1995).
Genetic variability in HIV-1, especially in the variable region 3 (V3) of the
envelope gene, has been observed within infected individuals (Ahmad et al.,
1995; Mulder-Kampinga et al., 1993, 1995; Myers et al., 1995; Scarlatti et
al., 1993; Wolinsky et al., 1992, 1995). These variants arise during retroviral
replication by errors in reverse transcription (Dougherty and Temin, 1988;
Peterson et al., 1988; Roberts, 1988). Several reasons for the existence of
different genetic variants within an infected individual could be postulated
such as immunologic pressure for change, alteration in cell tropism, and
replication efficiency (Hwang et al., 1991; Shioda et al., 1991; Siliciano et
al., 1988). Although the CD4� lymphocyte is the major target for HIV-1
replication, cells of monocyte-macrophage lineage represent the predomi-
nant HIV-1-infected cell type in most tissues, including the central nervous
system (Gartner et al., 1986; Gendelman et al., 1989; Koenig et al., 1986;
Potts et al., 1990). Moreover, the presence of a heterogeneous population
of HIV-1 within infected individuals poses a major problem in the develop-
ment of strategies for prevention and treatment of HIV-1 infection. It is
very difficult to inhibit or neutralize a heterogeneous population of HIV-1.

People infected with HIV-1 exhibit variable rates of disease progression.
The basis of this variability is unknown, but it has been suggested to be
due to interplay between the strength of the host immune system and the
phenotypic characteristics of the initially infecting or evolving virus subtype
(Lu et al., 1997; Sheppard et al., 1993; Tersmette et al., 1989). Furthermore,
disease progression is reflected in decreased CD4� counts, and the rate of
decline can be used to divide HIV-1-infected individuals into three general
groups: (i) rapid progressors (10%), (ii) progressors (80%), and (iii) non-
progressors or long-term survivors (10%) (Sheppard et al., 1992). In vitro
studies have demonstrated that HIV-1 isolates from asymptomatic individu-
als tend to replicate more slowly than HIV-1 isolates from 50% of the
patients with AIDS (Cheng-Myer et al., 1990). In addition, T-lymphotropic-
syncytium-inducing (SI) HIV-1 variants appear during the asymptomatic
phase of infection in about 50% of infected individuals and are associated
with CD4 depletion and more rapid progression to AIDS (Koot et al., 1993).
In general, macrophage-tropic-nonsyncytium-inducing (NSI) variants of
HIV-1 have been observed in the early asymptomatic phase (Schuitmaker
et al., 1991). Furthermore, these macrophage-tropic NSI variants have been
found to exist during all stages of infection (Schuitmaker et al., 1991, 1992).
The molecular basis of some of these phenotypes has been partially eluci-
dated and mapped to the env gene. In addition, a differential pattern of
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unspliced and spliced RNAs has been observed in rapid progressors and
nonprogressors, with a higher level of unspliced RNA in rapid progressors
and relatively stable levels of unspliced and spliced viral mRNAs in slow
progressors (Furtado et al., 1995). Moreover, the extent of viral transcription
and replication correlates with the rate of CD4� T-cell loss (Furtado et al.,
1995), suggesting that the HIV-1 population in rapid progressors replicates
faster than the HIV-1 population in slow progressors (Cheng-Myer et al.,
1990; Tersmette et al., 1988). However, the mutations in the regulatory
and accessory genes that might have any impact on the course of HIV-1
infection is currently unknown. Recently, persistence of attenuated or defec-
tive regulatory and accessory genes have been shown in HIV-1-infected long-
term survivors that contributed to their lack of disease progression (Iverson
et al., 1995). In HIV-1 mother–infant transmission, the genotypic and phe-
notypic diversity and the variability in viral genes may be important because
of a direct correlation between increased risk of transmission and maternal
disease progression.

X. Molecular and Biological Characterization of HIV-1
Involved in Mother-to-Infant Transmission

We hypothesize that the molecular and biological properties of HIV-1
involved in mother-to-infant transmission are critical determinants of perina-
tal transmission. Wolinsky et al. (177) were the first group that analyzed
and compared HIV-1 DNA sequences in the V3 and V4–V5 regions of the
env gene from three mother–infant pairs and suggested that a minor subtype
of maternal virus from a genetically heterogeneous virus population could
be transmitted to the infant. Studies from my laboratory compared the
HIV-1 DNA sequences in the V3 region of the envelope gene from seven
mother–infant pairs following perinatal transmission (Ahmad et al., 1995).
These results suggest that a minor subtype of maternal virus from the geneti-
cally heterogeneous virus population was transmitted to the infant (Ahmad
et al., 1995). The minor HIV-1 genotype predominates initially as a homoge-
neous population in the infant and then becomes diverse as the infant grows
older (Ahmad et al., 1995). Several other groups have also reported transmis-
sion of minor (Contag et al., 1998; Mulder-Kampinga et al., 1993, 1995;
Pasquier et al., 1998; Sato et al., 1999; Scarlatti et al., 1993), major (Scarlatti
et al., 1993), and multiple (Lamers et al., 1994; Pasquier et al., 1998)
HIV-1 genotypes from mother to infant. In addition, sequence analysis of
five maternal–fetal macaque pairs has revealed the selective transmission of
a single SIV genotype from mother to infant (Amedee et al., 1995). In this
transplacental transmission, the mothers harbored a heterogeneous virus
population compared to their infants (Amedee et al., 1996).
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Nucleotide sequencing directly derived from HIV-1 DNA isolated from
infected mother–infant pairs’ peripheral blood mononuclear cells (PBMC),
alignment of deduced amino acid sequences, and phylogenetic analysis
(Felsenstein, 1989) have provided a powerful tool to analyze and identify
HIV-1 genotypes transmitted from mother to infant. HIV-1-infected mothers
harbored a heterogeneous virus population compared to the infants’ virus
population (Ahmad et al., 1995; Mulder-Kampinga et al., 1993, 1995;
Scarlatti et al., 1993; Wolinsky et al., 1992). Ahmad et al. (1995) have
shown that the HIV-1 sequences in younger infants are more homogeneous
than the sequences of older infants. All the infants’ sequences were different
but even the older infants’ sequences displayed patterns similar to those
seen in their mothers (Ahmad et al., 1995). Multiple alignments of deduced
amino acid sequences and phylogenetic analysis of a mother–infant pair
have allowed us and others to identify HIV-1 genotypes that could be
transmitted from mother to infant. Multiple alignment shows that the in-
fants’ sequences have a pattern or signature region seen in their mothers
(Ahmad et al., 1995; Mulder-Kampinga et al., 1993, 1995; Scarlatti et al.,
1993; Wolinsky et al., 1992). Similarly, phylogenetic analysis performed
revealed several subtypes in mothers and mainly one subtype in infants. In
these studies, the mothers’ minor sequence was found to be closer to the
infant’s sequence. These studies are providing new directions in the under-
standing HIV-1 heterogeneity, transmission, and disease progression.

Similar observations of selective transmission of HIV-1 have also been
found in transmitter–recipient partners involving sexual transmission
including a homogeneous sequence population present in the recipients
(Cichutek et al., 1992; McNearny et al., 1992; Pang et al., 1992; Wolfs et
al., 1992; Zhang et al., 1993; Zhu et al., 1993). Three models have been
proposed to explain this feature: (i) the random dilution effect, in which a
low inoculum of the virus is transmitted from the transmitter to the recipient;
(ii) selective amplification, in which multiple HIV-1 variants may enter the
recipient but only one is selectively amplified; and (iii) selective transmission,
in which one viral variant has a selective advantage in penetrating the
mucosal barrier of the new host (Zhu et al., 1993). In mother–infant trans-
mission, the selective transmission model looks the most favorable, as evi-
denced by the selective transmission of HIV-1 variants from mother to infant
(Ahmad et al., 1995; Mulder-Kampinga et al., 1993, 1995; Scarlatti et al.,
1993; Wolinsky et al., 1992). These findings are based only on the analysis
of few small regions in the env gene. Further studies involving analysis of
several other important regions in the HIV-1 genome are needed in order
to molecularly characterize the HIV-1 transmitted from mother to infant.

Little is known about the biological properties of HIV-1 transmitted
from mother to infant. However, the viral phenotype involved in sexual
transmission has been elucidated. Zhu et al. (1993) have shown the viral
phenotype to be uniformly macrophage-tropic (MT) and non-syncytium-
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inducing (NSI) in five HIV-1 seroconvertors, including a homogeneous se-
quence population in the recipients. Several other studies have suggested
the viral phenotype to be macrophage-tropic-NSI viruses, based on the
sequence analysis of the V3 region (MnNearny et al., 1991). In addition,
van’t Wout et al. (1994) have shown that macrophage-tropic HIV-1 variants
initiate infection after sexual, parenteral, and vertical transmission. In con-
trast, Kliks et al. (1994), in a small-cohort study, have demonstrated the
transmission of a rapid or high-titered replicating, T-cell tropic, and neutral-
ization-resistant HIV-1 variant from mother to child. Moreover, the viral
phenotype in SIV transmission from mother to infant transplacentally was
found to be macrophage-tropic (Amedee et al., 1995). However, more re-
search is needed to better understand the viral phenotype and other biological
properties of the HIV-1 transmitted from mother to infant.

To further characterize the biological properties of HIV-1 associated
with mother-to-infant transmission, we have evaluated the functional role
of the V3 region from mother–infant isolates because of it’s being a major
determinant of replication efficiency, cell tropism, and cytopathic effects.
The V3 region of mother–infant isolates characterized before (Ahmad et
al., 1995) were reciprocally transferred into an HIV-1-infectious molecular
clone and the biological properties, including replication efficiency, cellular
tropism, and cytopathic effects, were evaluated (Ahmad et al., 1999, Matala
et al., 1999). The V3-region chimeras were transfected into HeLa cells by
electroporation and virus production was measured by RT assay (Ahmad
et al., 1999; Matala et al., 1999). We found that all our V3 chimeras
replicated in HeLa cells, as evidenced by RT activity in the culture media.
The V3-region chimeras replicated at the same level of the parent clone
(pNL4-3), suggesting that the V3-region substitution did not alter the env
open reading frame. We then determined the replication of mother–infant
V3 chimeras in a T-lymphocyte cell line (A3.01) and found these chimeras
were unable to replicate in T-lymohocyte cell lines. These data suggest
that the V3 region from mother–infant isolates changed the tropism of the
lymphotropic parent clone NL4-3. We next examined the replication of
these chimeras in the HOS CD4-CCR5 cell line, which contains the receptor
(CD4) and coreceptor (CCR5) for the macrophage-tropic clone. Figure 1
shows the replication of the V3-region chimeras in the HOS CD4-CCR5
cell line. Interestingly, the mother–infant V3-region chimeras infected and
replicated in the HOS CD4-CCR5 cell line, including the macrophage-tropic
Ada-M, whereas NL4-3 was unable to replicate in this cell line. The data
suggest that the V3 region from mothers and infants conferred macrophage
tropism to the virus (Matal et al., 1999). Furthermore, the syncytium-
inducing ability of these chimeras was examined on MT-2 cells and found
to be non-syncytium-inducing (NSI) (Matala, et al., 1999) and are now
referred to as R5 virus. The characterization of the molecular and biological
properties of HIV-1 variants transmitted from mother to infant will allow
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FIGURE 1 Replication efficiency and cellular tropism of HIV-1 V3 region chimeras from
mother–infant isolates following perinatal transmission. The V3 regions from three mother
(M)–infant (1) pairs (1, 5, and 7; Ahmad et al., 1995) were reciprocally inserted into
a lymphotropic molecular clone, NL4-3. Viruses generated from the V3 region chimeras,
NL4-3 and Ada-M, were used to infect Hos-CD4-CCR5 cell line. Equal amounts of viruses
were used to infect the cell line and virus production was measured by reverse transcriptase
assay in the culture media. The V3 regions from mother–infant pairs conferred macrophage-
tropism to the virus.
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us to understand the molecular mechanisms of maternal transmission of
HIV-1. These studies may be helpful in the further development of methods
for the prevention and treatment of HIV-1 infection in children.

The characterization of HIV-1 genotypes associated with maternal trans-
mission has been performed using only the blood samples of mother–infant
pairs (Ahmad et al., 1995; Mulder-Kampinga et al., 1993, 1995; Scarlatti et
al., 1993; Wolinsky et al., 1992). The minor genotypes of the heterogeneous
population of HIV-1-infected mothers have been shown to predominate
in their infants following perinatal transmission. The possibility remains,
however, that the minor genotypes of HIV-1 found in maternal blood could
be either the same or different from those present in other sources of trans-
mission such as vaginal secretions and placenta. Substantial evidence exists
supporting in utero transmission of HIV-1 from infected mothers to the
developing fetus (Muary et al., 1989; Sprecher et al., 1988). Since HIV-1
has been detected in placenta (Courgnaud et al., 1991; Lyman et al., 1990),
the HIV-1 genotypes found in the placenta or vaginal secretions are likely
to be transmitted to the infants. Therefore, it will be important to perform
a comparative sequence analysis on the maternal blood samples along with
vaginal secretions and placental tissue.

XI. Chemokine Receptors and HIV-1
Mother–Infant Transmission

Two distinct coreceptors, CXCR4 and CCR5, have been identified for
the entry of T-lymphotropic and macrophage-tropic HIV-1, respectively
(Alkhatib et al., 1996; Feng et al., 1996). The region responsible for deter-
mining coreceptor utilization was examined by Choe et al. (1996) and
showed that the V3 region was responsible for interacting with this corecep-
tor. The role of the V3 region becomes very important in determining the
tropism that may play an important role in transmission, infection, and
disease progression. M-tropic viruses are the more commonly transmitted
viruses in sexual (Zhu et al., 1993) and vertical (Matala et al., 1999) trans-
missions. While M-tropic (R5) viruses predominate initially in most infected
individuals, T-tropic viruses (X4 viruses) are more virulent and associated
with a faster rate of CD4� T-cell loss following several years of infection
(Connor and Ho, 1994; Richmann and Bozzette, 1994). In addition, individ-
uals homozygous for a 32-bp deletion in their CCR5 genes were substantially
protected from HIV-1 infection and heterozygous for a 32-bp deletion in
CCR5 genes had a slow disease progression (Dean et al., 1996). Several
other coreceptors that interact with HIV-1 have also been identified, includ-
ing CCR2b, CCR3, CCR8, BOB, BONZO, and CX3CR1. Thus, the study
of the viral genotypes and phenotypes controlled by the env gp120 and its
interaction with the coreceptors (CXCR4, CCR5, etc.) may have significance
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for understanding viral transmission, pathogenesis, and disease progression.
We and others have shown that R5 viruses are involved in maternal–fetal
transmission.

Several studies have examined the role of CCR5 on maternal–fetal
transmission and have found that infants who have two copies of a 32-bp
deletion in CCR5 were infectable by X4 viruses following perinatal transmis-
sion (Koup, 1997; Salvatori et al., 1998). They further suggested that that
CCR5 deletion had a minimal to nonexistent effect on maternal–fetal trans-
mission.

XII. Genetic Analysis of HIV-1 Regions Following
Mother-to-Infant Transmission

Genetic analysis of HIV-1 sequences in other regions of the genome, in
addition to the variable regions of env, from mother–infant pairs following
perinatal transmission has been very limited (Myers et al., 1995). The possi-
bility exists, however, that several other regions or motifs in the HIV-1
genome may be involved in mother-to-infant transmission and could be
critical determinants of perinatal transmission. My laboratory has been
actively involved in the analyses of various HIV-1 regions following perinatal
transmission, with the idea that a complete molecular and biological charac-
terization of HIV-1 associated with maternal–fetal transmission may provide
relevant information for the strategies of prevention and treatment. We
should target the properties of HIV-1 that are involved in transmission for
preventive strategies.

HIV-1 encodes gag p17 matrix protein, which plays a pivotal role in
the virus life cycle, including virus entry, localization to the nucleus, and
virus assembly and release, and may have a role in transmission. In addition,
the accessory genes vif and vpr are found to be highly conserved and func-
tional during natural infection (Sova et al., 1995; Goh et al., 1997), suggest-
ing that vif and vpr are important for HIV-1 pathogenesis in maternal–fetal
isolates. Since the transmitted viruses from mothers to infants are
macrophage-tropic and NSI (R5 viruses), the role of HIV-1 accessory genes
vif and vpr and p17 matrix becomes important because these proteins are
necessary for HIV-1 replication in macrophages and quiescent T cells (Con-
nor et al., 1995; Gabuzda et al., 1994; Von Schwedler et al., 1994). There-
fore, we performed a complete analysis of HIV-1 vif and vpr sequences from
mother–infant pairs following perinatal transmission. Better characteriza-
tion of HIV-1 transmitted from mothers to infants may provide relevant
information toward the development of strategies for prevention and treat-
ment because the strategies involved should be targeted at the properties of
the transmitted viruses.
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To determine the coding potential of the env, gag p17, vif, and vpr
genes, we analyzed these sequences from seven infected mother–infant pairs
following perinatal transmission. The frequencies of the coding potential of
the Gag p17, Vif, Vpr, Env (V3 region), and Env V1–V5 open reading
frames were 86.2, 89.8, 97.12, 98.4, and 92%, respectively (Fig. 2). These
data suggest that these open reading frames are highly conserved following
mother-to-infant transmission of HIV-1 and may have a role in perinatal
transmission. The degree of variability of HIV-1 sequences, including env
V3-region, gag p17 vif, and vpr sequences, is shown in Figs. 3 and 4. There
was a low degree of sequence variability of HIV-1 sequences in the regions

FIGURE 2 Conservation of intact HIV-1 Gag p17, Vif, Vpr, Env (V3 region), and Env
(V1–V5 regions) open reading frames in mother–infant isolates following perinatal transmis-
sion. The frequency of conservation is expressed as a percentages of intact open reading frames
in mother–infant isolates.
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FIGURE 3 Genetic variability of gag p17, vif, vpr, and env (V3 region) nucleotide sequences.
The percentages of mismatches were calculated between nucleotide sequences within the same
mother’s set, within the same infant’s set, between epidemiologically linked mother–infant
pairs, and between epidemiologically unlinked individuals. The distance percentages were
rounded off to the nearest decimal.

of gag p17, vif, and vpr compared to env V3-region sequences. In addition,
the mothers’ V3-region sequences were more heterogeneous compared to
infants’ sequences, suggesting selective transmission. The genetic variability
of HIV-1 nucleotide sequences in the regions of gag p17, vif, vpr, and env
V3 were determined within mothers, within infants, and between epidemio-
logically linked and unlinked individuals, as shown in Fig. 3. The data
suggested that HIV-1 sequences from epidemiologically linked mother–
infant pairs were closer than those from epidemiologically unlinked individu-
als. Interestingly, HIV-1 sequences in the conserved and less variable regions,
including gag p17, vif, and vpr, were distinguishable from epidemiologically
linked and unlinked individuals. Furthermore, the HIV-1 amino acid vari-
abilities in the regions of Gag p17, Vif, Vpr, and Env (V3 region within
mothers, within infants, and between linked mother–infant pairs) are shown
in Fig. 4. The phylogenetic analysis of HIV-1 env V3-region, gag p17, vif,
and vpr sequences from seven mother–infant pair isolates following perinatal
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FIGURE 4 Distribution of Gag p17, Vif, Vpr, and Env (V3) amino acid distances within
mothers, within infants, and between epidemiologically linked mother–infant pairs. The per-
centages of mismatches were calculated between amino acid sequences within the same mother’s
set, within the same infant’s set, and between epidemiologically linked mother–infant pairs.
The distance percentages were rounded off to the nearest decimal.

transmission were performed. The phylogenetic tree for 263 sequences for
V3 region (Ahmad et al., 1995), 166 sequences for gag p17 (Hahn et al.,
1999), 137 sequences for vif (Yedavalli et al., 1998a), and 166 sequences
for vpr (Yedavalli et al., 1998b) from seven mother–infant pairs revealed
that all the mother–infant pairs were well discriminated, separated, and
confined within subtrees (not shown), indicating that the epidemiologically
linked mother–infant pairs were closer to each other and that there was no
PCR product. We also performed a global phylogenetic tree for all our
mother–infant pairs’ gag p17, vif, and vpr sequences and other available
HIV-1 sequences in these regions in the HIV databases and found that the
mother–infant sequences were separated from other HIV-1 sequences. In
addition, our mother–infant sequences grouped with the subtype, or clade,
B. The functional domains required for Gag p17 matrix, Vif and Vpr activi-
ties, were examined in the deduced amino acid sequences of mother–infant
isolates and found to be highly conserved. Several motifs in Gag p17, includ-
ing glutamic acid (E) or aspartic acid (D) at position 55, tyrosine (Y) or
phenylalanine (F) at position 79, an aspartic acid (D) or glutamic acid (E)
at positions 93 and 102, and dipeptide alanine–glutamic acids (AD) at
positions 122–123 were present in most of the mother–infant pairs’ se-
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quences (Hahn et al., 1999). Furthermore, the p17 motifs that were pre-
viously shown to be significantly associated with transmission (Narwa et
al., 1996), including a glutamic acid (E) at position 93, was found in one
of seven mother–infant pairs and KIEEEQN at 103–109 was found in six
of the seven mother–infant pairs. Taken together, these findings suggest
that an intact an functional gag p17 open reading frame is essential for
HIV-1 replication in mothers and infants and contains several motifs that
may be associated with perinatal transmission.

While perinatal transmission may be multifactorial in nature, character-
ization of HIV-1 transmission from mother to infant may provide relevant
information for the development of strategies for prevention and treatment
of HIV-1 infection in children. In this context, we (Ahmad et al., 1995) and
others (Mulder-Kapinga, 1993; Scarlatti et al., 1993; Wolinsky et al., 1992)
have shown a selective transmission of HIV-1 from mothers to their infants.
Further molecular and biological characterization may help AIDS research-
ers to target the specific variant of HIV-1 involved in transmission. We
also show that the minor genotype transmitted from mother to infant is
macrophage-tropic and NSI (R5 virus) (Matala et al., 1999). In addition,
intact and functional gag p17, vif, and vpr genes were conserved following
mother–infant transmission. The conservation of intact and functional vif
and vpr genes, which are essential for HIV-1 replication in macrophages,
further supports our findings of macrophage-tropic and NSI phenotypes
of the transmitted viruses (R5 viruses). These results might be helpful in
understanding the pathogenesis of HIV-1 infection in mothers and infants,
including the molecular mechanisms involved in perinatal transmission,
which may aid in the development of better strategies for prevention and
treatment. In conclusion, we should target our preventive strategies on these
molecular and biological properties of the virus.
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Molecular Epidemiology of HIV-1:
An Example of Asia

I. Introduction

The human immunodeficiency virus type 1 (HIV-1) epidemic continues
to grow in countries where high prevalence rates already exist and has
spread to areas where extremely low levels of infection were found before
1990. It was estimated that in the world over 30 million people were infected
with HIV-1 by the beginning of 1998 (UNAIDS, 1998). Over two-thirds of
all the people infected with HIV-1 live in sub-Saharan Africa. The HIV-1
epidemic in Africa, which was initially most severe in areas stretching from
West Africa across to the Indian Ocean, in the 1990s marched gradually to
the southern countries of Africa. The HIV-1 seroprevalence surveys among
pregnant women in South Africa showed seroprevalence that was below
5% before 1992 but had reached 41.2% in late December 1998 (Wilkinson
et al., 1999). HIV-1 in sub-Saharan Africa has mostly spread through hetero-
sexual contact. But the HIV-1 epidemic varies between African countries as
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the result of different sexual behaviors and sociocultural and economic
factors. The way HIV-1 moves through the countries can also influence the
magnitude of the epidemic and the predominance of certain HIV-1 subtypes.

HIV-1 infection rates appear to be dropping in Western Europe and
North America. Transmission through homosexual contact has reduced
greatly. However, new infections among intravenous drug users (IDUs) and
through heterosexual contact are still increasing in some disadvantaged
sections of society. In Latin America and the Caribbean, rising infection
rates in women and in poorer and less educated members of the population
are an ominous sign for a future epidemic. But the most surprising recent
HIV-1 epidemic has occurred in Eastern Europe. An explosive increase in
the number of HIV-1-infected individuals has been documented in Ukraine,
Russia, and Belarus since 1995. The overlap of IDUs and sex workers and
the dramatic increase in sexual transmitted diseases (STDs) are warning
signs of a widespread HIV-1 epidemic entering the general population in
this area.

Asia, where the two countries, China and India, with the largest popula-
tions in the world are located had low HIV-1 infection rates in 1980s. By the
late 1980s, Thailand was the first Asian country to experience an explosive
spreading of HIV-1 among IDUs and female commercial sex workers (CSWs)
(Weniger et al., 1991). Shortly afterward, the HIV epidemic among IDUs
expanded to neighboring areas, including Myanmar, the Yunnan province
in China, and the northeastern Indian states (Weniger, 1996). In the early
1990s, a sharp rise in HIV-1 infections among CSWs and STD patients not
related to Thailand epidemic was detected in western and southeastern India
(Bollinger et al., 1995). By the late 1990s, successive transmission of HIV-1
had entered the low-risk general population through heterosexual contact
in both Thailand and India, with the estimated number of HIV-1 infections
reaching 0.78 and 4 million respectively. The epidemic now marches to
China and countries bordering Thailand. If this trend continues, Asia, with
5 times the population, will soon surpass sub-Saharan Africa in the number
of people living with HIV-1.

HIV-1 can be divided into two groups: M (major) and O (outlier).
Group M can be further classified into at least 10 subtypes, designated by
letters A through J. An HIV-1 subtype is usually determined by the similari-
ties and differences of nucleotide sequences in the env or gag gene. Phyloge-
netic analysis of circulating HIV-1 subtypes is of great value in tracing when
and how the virus is introduced into a specific area (Weniger et al., 1994).
Rapid heteroduplex mobility assays (HMA) can also be applied to classify
subtypes and estimate genetic diversity without expensive and labor-
intensive DNA sequencing (Delwart et al., 1993). In Asia, V3-loop peptide-
enzyme immunoassay (PEIA) is widely used for subtype identification
(Cheinsong-Popov et al., 1994). This technique can be used to screen samples
on large scale, but is limited by cross-reactivity when several HIV-1 subtypes
cocirculate in the population studied (Nkengasong et al., 1998). Further-
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TABLE I Seroprevalence Rates (in Percentages) among Different Risk Groups
in Asian Countries in the Advanced Stage of the HIV-1 Epidemic as Compared
with Myanmar

Risk groups Thailand India Cambodia Myanmar

IDUs 33.1 55.7 — 72.2
CSWs 13 27.3 39.3 21
STDs 6.8 33 — 7
Pregnant women 1.3a 4.3 0.8 0.8

1.7b 3.4 3.5 1.0

Abbreviations: IDUs, intravenous drug users; CSWs, commercial sex workers; STDs, sexually
transmitted diseases.
Source: UNAIDS: Report on the global HIV epidemic (1998).

a Major urban areas.
b Outside major urban areas.

more, intrasubtype genetic divergence cannot be determined by this method.
Nevertheless, PEIA is suitable for countries where one or two subtypes are
found and the HIV-1 epidemic is explosive and of recent onset. However,
the recent discovery of recombinant HIV-1 strains in China (Shao et al.,
1998b) can be an obstacle to the study of molecular epidemiology. Simple
PEIA is misleading under this circumstance. Genotyping by simple nested
polymerase chain reaction (PCR) using subtype-specific primers encompass-
ing both gag and vpu or env may be a good solution to this problem (Chen,
1998; Kondo et al., 1998; Lee et al., 2000).

The geographic distribution of HIV-1 subtypes is greatly affected by
political, ethnic, social, and economic interactions between neighboring
countries. Through various interactions, the virus may enter different suscep-
tible populations by chance. Molecular epidemiology is important in under-
standing how the virus was introduced into a country and then spread among
risk groups. The nature of the HIV-1 epidemic in many Asian countries had
changed significantly since the last review in 1994 (Weniger et al., 1994).
In this chapter, we review the published reports concerning the molecular
epidemiology of HIV-1 infection in several Asian countries, grouped accord-
ing to the latest data concerning HIV prevalence rates. As shown in Table
I, the categorizations of the HIV-1 epidemic are based mainly on the sero-
prevalence rates of pregnant women, which can best reflect the extent of
widespread HIV-1 infection in general population.

II. Countries in the Advanced Stage of the
HIV-1 Epidemic

A. Thailand

The epidemiology of HIV-1 infection in Thailand had been well charac-
terized since its beginning. Similar to most other Asian countries, the first
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case, detected in 1985, was a homosexual man. However, Thailand was the
first Asian country to experience an explosive increase in HIV-1 incidence,
which climbed from about 1% among IDUs at the start of 1988 to 32–43%
by August–September 1988 in Bangkok (Weniger et al., 1991). National
surveys conducted 5 years later showed that the prevalence rate among IDUs
stabilized at 35–40% (Brown et al., 1994), perhaps the result of needles
not being shared as frequently. Unfortunately, the explosive spread of
HIV-1 among IDUs was followed by a second wave of infection among
lower class brothel-based prostitutes in northern Thailand (Chiang Mai).
The first national serosurvey detected a seroprevalence rate of 44% among
female prostitutes in this area in June 1989. The HIV-1 epidemic quickly
spread to CSWs in other areas. As anticipated, HIV-1 was transmitted
successively to male clients and then to the girlfriends and wives of these
men. The high mobility of the labor and sex-worker populations and the
frequent premarital and extramarital sexual contact with the relative small
population of CSWs in Thailand provide a possible explanation for the
speed with which HIV-1 seroprevalence has grown. By mid-1993, HIV-1
prevalence reached 35% among IDUs, 29% among female sex workers in
brothels, 8% among male patients with sexually transmitted disease, 4%
among military conscripts, and 1.4% among pregnant woman. These data
show that the HIV-1 epidemic had firmly established itself in the general pop-
ulation.

The viral strains circulating in Thailand prior to 1988 were genetically
similar to the subtype B viruses found in the Americas and in Europe (Kalish
et al., 1994). However, two distinct genotypes were found to segregate by
mode of transmission after the outbreak of the HIV-1 epidemic in Thailand
(Ou et al., 1993). Subtype B� infected approximately 75% of IDUs while
86% of heterosexually infected patients had subtype E. Although subtype
B� is clustered phylogenetically with subtype B, it is genetically distinct from
the other subtype B viruses found in the Americas and in Europe. It is not
known how the two Thai strains were introduced into separate dynamic,
high-risk subgroups that spread the virus more rapidly. Both genotypes
show similar interperson nucleotide divergence rates, implying that they
may have been introduced into Thailand at much the same time. The source
of subtype E infection among CSWs in central Thailand (including Bangkok)
might have come from northern Thailand. Studies on a limited number of
IDUs in Chiang Mai and Chiang Rai showed that subtype E infection
prevailed during both 1991 and 1994–1995, in contrast to central Thailand
where subtype B� prevailed among IDUs (Ou et al., 1993; Subbarao et al.,
1998). It is possible that HIV-1 subtype E infected northern Thai IDUs
initially and then spread to CSWs. This theory is compatible with the fact
that high HIV-1 prevalence rates were first identified among both IDUs and
female CSWs in northern Thailand and nearly two-thirds of the HIV-1-
infected CSWs were born in this area (Subbarao et al., 1998).
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Low genetic variations were found in nucleotide sequences of Thai
subtypes B� and E in 1991. However, genetic diversity increased over time.
The sequence divergence that occurred in Thailand had been used as the
standard to estimate roughly the duration of the rapidly spreading HIV-1
epidemics. Monitoring the molecular epidemiology of HIV-1 infection in
Thailand also showed that new infections with subtype E viruses among
IDUs in Bangkok increased significantly from 2.6% in 1988–1989 to 43.8%
in 1992–1993 (Wasi et al., 1995; Kalish et al., 1995). The chronological
shift was assumed to result from increasing sexually acquired infections and
the reduction in needle-sharing among IDUs. Among heterosexuals, the
proportion of subtype E infection increased from 86% in 1991 to 98% in
1994–1995 (Subbarao et al., 1998). At present, most of the circulating
HIV-1 viruses in Thailand are subtype E because of the much larger hetero-
sexual population. In this way, heterosexual prostitution is responsible for
the Thai HIV-1 epidemic.

B. India

India is now considered the country with the largest number (an esti-
mated 4 million people infected with HIV) of people infected with HIV-1
in the world. The HIV-1 epidemic started in the mid-1980. By 1988–1989,
seroprevalence rates showed that HIV-1 had already entered several risk
groups including CSWs, STD clinic patients, IDUs, and paid blood donors
(Bollinger et al., 1995). Commercial blood donors were probably infected
through sexual contact with female CSWs or by contaminated equipment
used in plasma extraction (Navarro et al., 1988). From 1990 to 1995, the
prevalence rate had risen from less than 10% to between 40–50% among
female sex workers in Bombay, India (Lalvani et al., 1996). As of December
1997, heterosexual contact was the major mode of transmission (74.1%)
among 5145 reported AIDS cases (Mishra et al., 1998). At present, HIV-1
has spread beyond high-risk groups into the general population (Gan-
gakhedkar et al., 1997). HIV-2 was found to have been extensively transmit-
ted along with HIV-1 in Bombay (Grez et al., 1994). However, its present
status in India remains unclear.

The early isolates from western India were closely related to subtype
C, as determined by phylogenetic analysis (Grez et al., 1994). The specific
subtype could have been introduced from South Africa, where subtype C
prevails, because of a close historic relationship between the two countries.
A later analysis also found that the prevailing subtype in western India and
New Delhi was subtype C (Tripathy et al., 1996). In a previous review
(Weniger et al., 1994), the intrasubtype divergence rates suggested that
HIV-1 had circulated longer in India than in Thailand. Subtype C is also
transmitted rapidly through heterosexual contact in South Africa (van Har-
melen et al., 1999). But high intrasubtype diversity in South Africa suggests
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that multiple introductions of subtype C occurred rather than through the
clonal epidemic developed in India. Other subtypes had been detected in
India, such as subtype A in Bombay and the American/European subtype
B in southcentral India (Baskar et al., 1994), but they were not known to
represent major circulating subtypes. Among IDUs living in Manipur, a state
bordering Myanmar, both North American subtype B and Thai subtype B�
were discovered (Panda et al., 1996). The absence of subtype C is puzzling
since subtype C was supposed to have been introduced into the Yunnan
province in China and possibly into neighboring Northern Myanmar from
India (Fig. 1). However, molecular epidemiology results in India could be
biased by small sample size.

C. Cambodia

HIV-1 infection was not detected in Cambodia until 1991. However,
the HIV-1 epidemic in Cambodia seems to have spread through heterosex-
ual contact, with a speed similar to that in Thailand. The median HIV-1
rates in seroprevalence surveys were 37.9% in commercial sex workers,
8.15% in soldiers, and 2.6% in pregnant women (Phalla et al., 1999). In
contrast to neighboring countries, there is little evidence for transmission
by IDUs.

FIGURE 1 The spread of HIV-1 infection along drug-trafficking routes and the distribution
of HIV-1 subtypes among IDUs in Asia.
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The phylogenetic analysis of env C2/V3 sequences obtained from nine
HIV-1-infected patients showed that all Cambodian HIV-1 strains fell into
the subtype E cluster (Kusagawa et al., 1999). The absence of monophylogen-
etic clustering of sequences and the comparable level of contemporaneous
divergence relative to that of Thailand did not support the possibility of
a single founder strain. The most likely reason for the prevalence of
HIV-1 subtype E in Cambodia is the cross-border population migration
with neighboring countries.

III. Countries with a High Potential for
Rapid Heterosexual Transmission

Countries in this group have high levels of HIV infection among IDUs.
Different modes of interaction between IDUs and heterosexuals may influ-
ence the transmission of HIV-1 infection.

A. Myanmar

HIV-1 was detected in 23.7% of 228 IDUs in 1989 while none was
found among 46 IDUs in 1988. This was just 1 year after an HIV-1 outbreak
among IDUs in Thailand. HIV serosurveillance conducted in 1992–1993
revealed high HIV-1 prevalence rates ranging from 27 to 95% among IDUs
in different areas of Myanmar (Htoon et al., 1994). Seroprevalence rate
also rose from 1.8% in September 1992 to 6.8% in September 1993 among
CSWs in Yangon. The higher positive rate (2 to 12%) among antenatal
women in areas close to the border with Thailand indicates cross-border
transmission. Myanmar has now approached the advanced level of the
HIV-1 epidemic (Table I).

In 1991, six subtype B� viruses and one subtype E virus were identified
by phylogenetic analysis of C2/V3 regions in seven specimens collected from
Myanmar (Cassol et al., 1996). All four IDUs were infected by subtype B�.
Both subtypes E and B� were found among heterosexual patients. A nation-
wide study using V3 PEIA in 1995 showed that only 1 among 47 IDUs and
2 among 18 heterosexual patients (including CSWs) were infected with
subtype E in Yangon (Kusagawa et al., 1998). Phylogenetic analysis of
HIV subtypes also showed consistent results. The extent of interpersonal
nucleotide sequence divergence by year in Yangon is close to that of Thai-
land, suggesting a similar duration of the HIV-1 epidemic. However, the
HIV-1 epidemic in Yangon differed from that in Bangkok in speed of trans-
mission and in the predominant HIV subtypes among CSWs. Subtype B�
continued to prevail among CSWs despite introduction of subtype E into
the heterosexual population. In other areas of Myanmar, the molecular
epidemiology of HIV-1 infection showed a close relationship with those of



424 Mao-Yuan Chen and Chun-Nan Lee

neighboring countries. Therefore, subtype E prevailed among heterosexuals
in areas close to Thailand and subtype C could be almost certain to exist
in areas close to Yunnan province, China, in addition to subtypes B� and
E (Kusagawa et al., 1998).

B. China

As of December 1994, a cumulative number of 1445 native residents
were detected as HIV-1 positive (Yu et al., 1996). Of these reported cases,
88% were from Yunnan, a southwestern province bordering Myanmar,
Laos, and Vietnam. Heroin traffic usually enters Guangxi through Yunnan
or Vietnam en route to Hong Kong. Not surprisingly, 90.7% of the 1291
patients with known risk factors were IDUs. HIV-1 was also found among
female sex workers returning from Thailand (Cheng et al., 1994). The
cumulative reported cases increased more than threefold from 1994 to the
end of 1996 (Neild et al., 1997). Surveys conducted from 1992 to 1997 in
Yunnan showed an explosive increase in HIV-1 prevalence rates among
IDUs at several sites in just 1 year (Zhang, 1998). For example, the prevalence
rates in Dali were 0% in 1994, 4.7% in 1995, and 47.5% in 1996. The
latest prevalence rates were higher than 45% in 7 of 11 sites. In Guangxi
province, which neighbors Yunnan, 40% of 227 IDUs were found to be
HIV-1 positive in 1996–1997 (Yu et al., 1998). Furthermore, HIV-1 had
spread to Xinjian in west China via drug traffic. The prevalence rate was
20.8% among IDUs in 1997 (Qu et al., 1998). Another warning bell is the
increase of prevalence rate among prostitutes from below 0.5% before 1997
to 1–2% in 1997. Migration, a resurgence of prostitution, and high rates
of STDs among prostitutes (Gil et al., 1996) after China’s economic transfor-
mation created a huge HIV-1 susceptible population in a country with 1.2
billion people. Therefore, one of the urgent studies will be the prevailing
subtype and seroprevalence rate among prostitutes in densely populated
areas, since heterosexual contact is the fastest growing method of trans-
mission.

The early isolates from Yunnan were genetically characterized and
classified as subtype B (Weniger et al., 1994). During 1993–1994, sub-
type E infections, determined by PEIA, were detected among five HIV-1-
seropositive prostitutes returning from Thailand (Cheng et al., 1994).
Phylogenetic analysis of 11 C2V3 sequences collected during 1992–1993
from Yunnan showed that besides four subtype B� infections, seven subtype
C infections were discovered for the first time (Luo et al., 1995). Using the
same method, nine subtype E and five subtype C viruses were identified
among 14 C2V3 sequences obtained from Guangxi province. Interestingly,
all subtype E viruses were detected in Pingxiang City, which borders Viet-
nam, and all subtype C in Baise City, which borders Yunnan (Yu et al.,
1998). The geographic relationship reflects the two drug traffic routes
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through Vietnam and Yunnan into Guangxi. Another study conducted in
Guangxi had similar findings among IDUs (Chen et al., 1999). They also
found HIV-1 among a low-risk group, commercial blood donors, similarly
to that in India. They were all infected with subtype B�, but one was infected
with subtype D. Sequence divergence of these subtype B� isolates suggested
that these infections were recently acquired and probably had the same
soure, which could be the contaminated equipment used in blood collection.
The distribution of HIV-1 subtypes in China during 1996–1997 was found
to have geographic variations. While subtype E was still limited to the border
and coastal regions, subtype B� had spread to central and eastern China
and subtype C to far western China (Shao et al., 1998a). In addition, subtype
B had been found among homosexuals and subtypes A and D among visitors
to Africa. As has been done in Thailand, studies of molecular epidemiology
must be conducted in different geographic areas and among different risk
groups in the presence of at least three predominant HIV subtypes circulating
in China. Recently, recombinant HIV-1 strains between subtypes B� and C
had been identified in two separate areas: the Sichuan province of southwest-
ern China and the Xinjiang province of far west China (Shao et al., 1998b).
These two areas can be linked by a drug-trafficking route. Phylogenetic
analysis of both env and gag gene will be needed to monitor molecular
epidemiology in these areas.

C. Vietnam

The first case of HIV-1 infection was identified in southern Vietnam in
1990. A significant rise in the seroprevalence rate has been noted among
IDUs and CSWs since 1993 (Lindan et al., 1997). By the end of December
1996, a total of 4961 HIV-1 infections had been reported in Vietnam. About
half of the reported HIV-1 cases lived in Ho Chi Minh City and most of
them were IDUs. The HIV-1 prevalence rate rose dramatically from 1% in
1992 to 42% in 1995 among IDUs in Ho Chi Minh City. During the same
period, the rates of increase in HIV-1 prevalence were much slower among
CSWs (from 0 to 1.2%) and STD clinic patients (from 0.2 to 1.0%). The
use of the same paraphernalia for multiple customers could explain quick
transmission of HIV-1 infection among IDUs and might result in a
founder effect.

According to the analysis of 50 specimens by HMA, HIV-1 subtype E
prevails in southern Vietnam (Menu et al., 1996). Phylogenetic analyses of
C2/V3 sequences obtained from two sex workers and three IDUs also showed
that HIV-1 strains circulating in southern Vietnam are clustered to subtype
E and form a monophylogenetic group (Nerurkar et al., 1996). It was
assumed that HIV-1 infection spread from Thailand to Cambodia then to
southern Vietnam. The higher HIV-1 prevalence rate detected among CSWs
who live in provinces bordering Cambodia is consistent with the hypothesis.
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However, the extremely different mode of HIV-1 transmission in Cambodia
from that in Vietnam still remains an enigma.

No information is available about the HIV-1 subtypes circulating in the
northernmost province. Almost all known HIV-1 infections living in this
area are IDUs. The geographical relationship to the drug traffic route suggests
that the same subtype may prevail in nearby China and northern Vietnam.

D. Malaysia

The earliest documented, after the first case reported in 1986, HIV-1-
infected patients in Malaysia were hemophiliacs, homosexual men, and
IDUs. Prevalence of HIV-1 infection among IDUs increased rapidly to 30%
in 1992 (Singh et al., 1996). As of February 1996, IDUs comprised about
77% of the 15,100 HIV-1-infected cases detected by the Malaysian National
AIDS Reference Laboratory. Phylogenetic tree analysis among IDUs showed
that the predominant subtype was Thai B� (11 of 13) between 1992 and
1993 (Brown et al., 1996). In another report, 89 individuals were studied
in 1992–1996. HIV-1 subtypes determined by PEIA showed that 81% of
heterosexual patients were infected with subtype E. Although subtype B�
was still the predominant subtype (55%) among IDUs, 36% of IDUs were
infected with subtype E (Beyrer et al., 1998). Overall, more patients were
infected with subtype E (54%) than subtype B� (38%). Furthermore, 88%
of commercial sex workers in the study were found to be Thais. Therefore,
the HIV-1 epidemic in Malaysia can be regarded as an extension of the Thai
epidemic. The future trend of the HIV-1 epidemic in Malaysia can only be
predicted from the results of surveyed CSWs and STD clinic patients.

IV. Countries with Low HIV Prevalence Rates

The HIV-1 epidemics in these countries are characterized by low preva-
lence rates among IDUs and CSWs. However, incidence of HIV-1 is still
increasing in most countries through heterosexual contact.

A. Taiwan

As of March 1999, the number of HIV-1 infections reported among
native residents in Taiwan reached 2022 (Bureau of Communicable Disease
Control, 1999). Of the 1573 infected persons with known risk factors,
1461 (92.9%) were infected through sexual contact, including 699 (44.4%)
heterosexuals, 443 (28.2%) homosexuals, and 319 (20.3%) bisexuals. In
1984–1987, HIV-1 infections were found only among homosexual men and
hemophiliacs. The risk factors diversified to include heterosexuals and IDUs
in the following years. The number of annual reported cases has increased
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by an average rate of 24% since 1991 (Chen, et al., 1994; Chang, 1998).
During this period, HIV-1 infection through heterosexual contact increased
rapidly and gradually became predominant. However, the prevalence rate
among homosexuals also increased from 4.7% in 1988–1991 to 9.5% in
1995–1996 (Ko et al., 1992, 1996). In Taiwan, only 47 HIV-1 infections
were documented among IDUs. Survey of prisoners who were IDUs showed
that the prevalence rates were between 0 and 0.7%. The low incidence of
HIV-1 infection among IDUs is possibly due to not sharing needles. Most
of the female sex workers are illegal in Taiwan and are difficult to approach.
In one study, a low prevalence rate (2 of 1036) among female sex workers
was found in 1993–1996 (Chen et al., 1998a). In contrast, the prevalence
rate of HIV-1 infection was 2.7% among male STD patients in 1995. Among
low-risk groups such as blood donors and military conscripts, the prevalence
rates were 0.0023 and 0.0072% in 1996.

HIV-1 subtypes determined mainly by PEIA from 1993 to 1996 among
288 HIV/AIDS patients showed that 63.2% were subtype B and 30.6%
were subtype E (Chen et al., 1998b). Most of the homosexuals (75.8%)
and bisexuals (84.4%) were infected with subtype B, as expected. Men with
subtype E infection were more often heterosexuals (56.2%), whereas all 21
female patients were infected most often with subtype E (71.4%). This result
was incompatible with the demographic data, which revealed that 51%
of heterosexual male patients were infected with subtype B. One possible
explanation is that homosexuality is discriminated against by the society,
therefore the self-reported risk factors may not be correct. Travel histories
showed that many infected heterosexual men might have become infected
through sexual contact with prostitutes in Southeast Asian countries. Sub-
type E may become the prevailing subtype in the future because an increasing
proportion of heterosexual and homosexual men were recently infected with
subtype E.

The intrasubtype divergence of the C2/V3 region of subtypes B and E
was 13.6 and 7.4% respectively. The latter is close to the degree of sequence
divergence of subtype E detected in Thailand in 1994–1995 (Subbarao et
al., 1998). Multiple introductions of different strains into Taiwan seemed
more likely according to the extent of genetic diversity. The Thailand variant
subtype B� was not found in Taiwan. Other HIV-1 subtypes including A,
C, F, and G had been reported in Taiwan (Guo et al., 1993; Chang et al.,
1997; Lee et al., 1998). Some of these patients were infected abroad. For
example, the first subtype G in Taiwan was detected in a woman who was
the spouse of a bisexual German. Three patients infected with subtype A
were detected in 1989, 1991, and 1995 respectively. The first case was a
sailor who might have been infected abroad, but two heterosexual women,
whose infection was discovered after 1991, were probably infected domesti-
cally. However, three subtype A isolates were phylogenetically unrelated,
as shown by the genetic variations, which ranged between 12 and 15% in
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the env V3 gene. The sporadic detection of non-B, non-E HIV-1 infections
and the wide intrasubtype genetic diversity showed that these rare HIV-1
subtypes did not enter highly dynamic risk groups. Recently, four genetically
clustered subtype G isolates (nucleotide differences ranged from 0.3 to 2.0%
in the gag gene) were found. They were genetically distinct from the first
subtype G reported in Taiwan. Epidemiological data showed that a juvenile
prostitute was probably first infected through sexual contact with a white
male. Later, she transmitted the virus to one customer and to her boyfriend.
Her boyfriend then infected another female sex partner (Lee et al., 1999).
Our findings suggest that the introduction of foreign subtypes more often
than not entered a population with a very low dynamic of transmission in
a country with low HIV-1 prevalence.

B. Japan

In the 1980s, HIV-1 infection was found mainly among hemophiliacs
and homosexuals. The incidence of HIV-1 infection is still increasing in
Japan (Kihara et al., 1998). In 1997, the annual reported HIV-1 infections
were 397 in Japan as compared to 353 in Taiwan in the same year. As is
in Taiwan, HIV-1 infection through heterosexual contact increased signifi-
cantly. Through heterosexual contact with prostitutes from Southeastern
Asia, subtype E has become the predominant subtype among heterosexuals
since 1994 (Kondo et al., 1998). The trend of the HIV-1 epidemic in Japan
is very similar to that in Taiwan.

C. Philippines

As of August 1997, 933 cumulative cases of HIV-1 infection had been
reported in Philippines by the National AIDS registry. Most of the reported
cases (71%) were infected through heterosexual contact. Only 0.6% of the
reported cases are IDUs (Paladin et al., 1998) The distribution of HIV-1
subtypes in the Philippines studied in one report might not provide answer
to the prevailing HIV-1 subtypes among native risk groups because travel
histories show that 65% of the enrolled subjects were presumably infected
outside of the Philippines. In addition, another 6% were wives of infected
spouses who resided in the United States. There were five subtypes found
in that study: A, B, C, D, and E. Subtypes E and B were predominant among
a small number of patients infected indigenously. Interestingly, three female
sex workers were infected with African E strains. The trend of the HIV-1
epidemic in the Philippines remains unclear. Sentinel surveys of CSWs and
STD clinic patients as well as continuous monitoring of molecular epidemiol-
ogy are obviously required.

D. South Korea

The rate of HIV-1 infection is relatively low in South Korea as compared
with other Asian countries. As of March 1997, the cumulative number of
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people known to be infected was 645. Among them, 66% were infected
through heterosexual contact and 19% through homosexual contact. The
low percentage of female carries (12%) could be explained partly by the
high proportion of infections through heterosexual contact abroad (32 and
37.7% in two reports; Kang et al., 1997; Kim et al., 1999).

Sequence variations of the nef gene among 46 HIV-1-infected patients
were studied between 1993 and 1997 (Kang et al., 1997). Of the 46 sequences
studied, 41 were classified to subtype B, 3 to subtype A, 1 was classified to
subtype D, and 1 was unclassifiable. Nucleotide variations of 32 closely
clustered subtype B sequences ranged from 1.9 to 8.8%. Of these 32 patients,
the majority were infected through homosexual contact (17 patients) or
through transfusion of blood or blood products (11 patients). Closely related
sequences found in the majority of Korean homosexual carriers indicated
the introduction of a single strain or few HIV-1 strains into the risk group.
In another report (Kim et al., 1999), a phylogenetic tree was constructed
by standard analysis of the C2/V3 region. The predominant HIV-1 strain
is still subtype B (51 of 58 isolates). But two subtype Cs, one subtype H,
and four subtype As were also found.

Infections through homosexual contact and the transfusion of blood-
related products were overpresented in both reports. Therefore, the number
of non-B HIV-1 subtypes detected among patients who were infected abroad
through heterosexual contact might actually be greater than reported. How-
ever, genetic diversity of non-B subtypes in Korea did not show evidence of
domestic transmission. The HIV-1 epidemic in Korea is distinguished by
persistent prevailing subtype B infection among heterosexuals.

E. Singapore

In Singapore, there has been a similarly rapid increase in the incidence
of HIV-1 infection since 1991, as in Taiwan. Infection through heterosexual
contact is the dominant route of transmission (Se-Thoe et al., 1998). The
heterosexual risk group is infected almost equally with subtypes B and E
while all homosexual/bisexual patients are infected with subtype B. Subtype
B� was found among IDUs. Other documented subtypes, A and C, were few
and related to foreign origin. It is not known if the chronological shift in
molecular epidemiology of HIV-1 infection from subtype B to E will happen
in Singapore.

V. Conclusions

The most severe HIV-1 epidemic is occuring in sub-Saharan Africa.
Widespread HIV-1 infection cannot occur unless the infection moves into
the heterosexual group, which is the largest susceptible population. The
high HIV-1 prevalence rates in Africa were the result of the migration of
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populations from rural to urban centers between 1960 and 1980 (Quinn,
1994). Urbanization lead to demographic, economic, and social changes as
well as to an increasing number of prostitutes due to the growing sex
industry. The accompanying high prevalence rates of STDs were then respon-
sible for the explosive HIV epidemic when HIV-1-infected individuals mi-
grated from low-endemic rural areas to uninfected urban areas. There are
no simple explanations for the diverse extent and speed in the transmission
of HIV through heterosexual contact. The seroprevalence of local CSWs,
the frequency of visiting CSWs, the rate of condom use, the incidence of
STDs, and the number of casual sex partners can all attribute to the
HIV-1 epidemic. In Asia, both African and American/European patterns of
HIV-1 infection are found. Obviously, Asian countries with either a high
or low level of HIV-1 infection can be distinguished by their economic
status. The repeated African experience in Thailand and India shows that the
similar socioeconomic upswing provided the fertile ground for the explosive
HIV-1 epidemic. In China, the revival of widescale female prostitution fol-
lowing economic success also resulted in high STDs among CSWs (Gil et
al., 1996). Recently, the opening of many former socialist countries enabled
social and economic transformations. The incidence of syphilis increased
sharply in Eastern Europe after economic liberation (UNAIDS WHO, 1998).
Although similar risk behaviors are noted in China and Eastern Europe,
predicting the future level of the HIV-1 epidemic is problematic as compared
to India and Thailand because of quite different social and cultural struc-
tures.

Asian countries where economic success has continued in recent decades
have low HIV-1 prevalence. The seroprevalence rates among IDUs are low
in these countries possibly because of easy access to needles, as in Taiwan.
The trend of HIV infection among homosexuals is similar to those North
America and Western Europe. Various HIV-1 subtypes have been introduced
but the phylogenetic data do not show widespread transmission. However,
there has been a significant increase in HIV-1 infection through heterosexual
contact in these countries since 1991. For example, the annual number of
newly diagnosed cases of HIV-1 infection has increased, with a mean rate
of 25%, since 1991 in Taiwan. In some countries, subtype E infection
accounts for a significant part of the increase in HIV-1 infections and thought
to be of Southeastern Asian origin. Nevertheless, the HIV-1 epidemic among
heterosexuals is still on a very small scale in these countries, as reflected by
the number of vertical transmissions.

The Golden Triangle, where the borders of Myanmar, Laos, and Thai-
land meet, is a major heroin-producing, -refining, and -trading area. The
Golden Triangle is unique to the Asian HIV pandemic. IDUs gather along
the drug traffic route from this heroin-producing area to the West. There
is a common feature of the explosive HIV-1 epidemic among IDUs—the
founder effect (Lukashov et al., 1998). Recombinant strains can be the
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predominant subtypes among IDUs under this special situation (Liitsola et
al., 1998; Shao et al., 1998b). The circulating HIV-1 subtypes in areas
bordering the Golden Triangle are theoretically related to each other (Fig.
1). The first wave of HIV infection occurred in northern Thailand and
Bangkok. From here, subtype E, prevalent in Northern Thailand, spread
east (to Guangxi) via northern Vietnam and subtype B�, prevalent in Bang-
kok, spread north (to Yunnan), south (to Malaysia), and west (to Yangon
and India). However, the discovery of the American subtype B and subtype
C among IDUs in northeastern India and Yunnan respectively was puzzling.
Subtype C prevailed among heterosexuals in India, but was not detected
among IDUs in northeastern India (Panda et al., 1996). It is possible that
these viruses may have entered the IDU group by chance through heterosex-
ual contact. In China, subtype C was transmitted further to far-western
Xinjiang and subtype B� spread to central and eastern China along the drug-
trafficking route. Surveys of IDUs, CSWs, and STD clinic patients conducted
in densely populated cities such as Peking, Shanghai, and Guangzhou are
therefore urgently needed to keep the HIV-1 epidemic in check. The monitor-
ing of molecular epidemiology is important in China in order to understand
the future trend of the HIV-1 epidemic.

There are two patterns of HIV-1 transmission: among IDUs by sharing
needles and among non-IDUs through heterosexual contact. In Bangkok
HIV-1 was transmitted quickly among both CSWs and IDUs simultaneously.
In Yangon transmission began with a rapid increase in HIV-1 infection
among IDUs which was followed by a slower rate of transmission among
CSWs. As to the latest Asian HIV-1 epidemic, in Vietnam the pattern was
similar to that in the early stage of the Yangon epidemic, while in Malaysia
it seemed more similar to that in Bangkok. In Yangon, it took 3 years for
HIV-1 infection to spill over from IDUs to CSWs. It seems unlikely that
HIV-1 interchange between IDUs and CSWs occurred on a large scale. Other
sources of introducing HIV-1 infection, such as migrant sex workers, may
therefore become predominant if sufficient numbers are present.

The HIV-1 epidemic may not spread at the same rate among heterosexu-
als in different areas. For example, the spread of HIV-1 in Cambodia and
Vietnam is closely linked, but the prevalence rates among CSWs varies
significantly between the two countries. Several factors, including frequency
of visiting prostitutes, population size of prostitutes, migration of popula-
tions, rate of condom use, and incidence of genital ulcers might have contri-
bution to the differences. Obviously, prevalence of risky sexual behaviors
and incidence of STDs can be use to levels of HIV-1 infection in a particular
country. The recent decline in HIV infection among young men in Thailand
shows that changes in sexual behavior was a successful intervention in
preventing HIV-1 infection (Nelson et al., 1996).

Three major HIV-1 subtypes are now circulating in Asia. Since most
Asian countries cannot afford expensive highly active antiretroviral therapy,
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the development of an effective vaccine seems to be cost-effective. However,
cross-subtype immunity may not be produced by the candidate vaccines
derived from subtype B strains. Vaccines against the more prevalent subtypes
C, E, and B� should be developed for evaluation in Asian countries (van der
Groen et al., 1998). More importantly, each Asian government should learn
from the past and respond to the most recent HIV-1 epidemic appropriately.
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I. Introduction

Simian immunodeficiency viruses (SIV) are a large family of primate
lentiviruses that naturally infect a wide range of African primates. These
viruses are highly relevant models for the study of human AIDS since upon
experimental infection of macaques, they induce an immunodeficiency that
is remarkably similar to AIDS in humans. This has lead to extensive charac-
terization of a number of isolates of SIV which are presently used in the
study of AIDS pathogenesis, the development of vaccines, and the assessment
of antiviral therapies. An essential component of these animal studies has
been the use of plasma viral RNA assays for assessing viral replication. This
chapter reviews the relative pathogenicity of different isolates of SIV and
discusses the use of plasma viremia as an early readout for the study of
pathogenesis, therapy, and vaccine development.

At the present time, these primate lentiviruses can be classified into five
lineages based upon sequence and functional genetic organization. These
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five lineages are represented by (1) SIVcpz from chimpanzees (Pan troglo-
dytes), (2) SIVsm from sooty mangabeys (Cercocebus torquatus atys),
(3) SIVagm from four species of African green monkeys (members of the
Chlorocebus aethiops superspecies), (4) SIVsyk from Sykes’ monkeys (Cer-
copithecus mitis albogularis), and (5) SIVmnd from a mandrill (Mandrillus
sphinx) together with SIVlhoest from l’hoest monkeys (Cercopithecus
l’hoesti lhoesti) (Hirsch et al., 1999) and SIVsun from sun-tailed monkeys
(Cercopithecus l’hoesti solatus) (Beer et al., 1999). More detailed informa-
tion on the phylogenetic relationships between these viruses have been re-
viewed previously (Franchini and Retiz, 1994; Hirsch and Johnson 1993;
Johnson and Hirsch, 1993; Sharp et al., 1995). Recently SIVrcm from red-
capped mangabeys (SIVrcm; Cercocebus torquatus torquatus) was partially
characterized by Georges Courbot et al. (1998) and SIVdrl from drills
(SIVdrl; Mandrillus leucophaeus) was partially characterized by Clewley et
al. (1998). Complete analysis of their genomes will be required to determine
whether these are representative of new lineages. The various SIV strains are
listed in Table I and the phylogenetic relationship between fully characterized

TABLE I Major Lineages of Simian Immunodeficiency Virus

SIV strain Species of origin Scientific name

SIVsm Sooty mangabey Cercocebus atys
SIVmac Macaque Macaca sp.
SIVstm Stumptailed macaque Macaca arctoides
SIVmne Pigtailed macaque Macaca nemestrina
HIV-2 Human Homo sapiens

SIVagm African green monkey Chlorocebus aethiops sp.
SIVagm/ver Vervet monkey Chlorocebus aethiops pygerythrus
SIVagm/gri Grivet monkey Chlorocebus aethiops aethiops
SIVagm/tan Tantalus monkey Chlorocebus aethiops tantalus
SIVagm/sab Sabaeus monkey Chlorocabus aethiops sabaeus

SIVsyk Sykes’ monkey Ceropithecus mitis albogularis

SIVI’hoest L’hoest monkey Cercopithecus l’hoesti
SIVsun Suntailed monkey Cercopithecus solatus
SIVmnd Mandrill Mandrillus sphinx

SIVrcm Redcapped mangabey Cercocebus torquatus torquatus

SIVdrl Drill Mandrillus leucophaeus

SIVcpz Chimpanzee Pan troglodytes
HIV-1 Human Homo sapiens



SIV Infection of Macaques as a Model for Human AIDS 439

lineages of SIV and HIV is depicted in Fig. 1. Each of the lineages share
approximately 50% identity between the most highly conserved gag and
pol genes. The identification of unique but related SIV isolates within the
members of the African green monkey lineage implies that these viruses are
ancient, since speciation is estimated to have occurred many thousands of
years ago. It is therefore believed that the SIVs coevolved with their host
species. A similar situation has been observed recently in members of the
l’hoesti superspecies (l’hoest monkeys and sun-tailed monkeys) (Beer et
al., 1999).

In addition to this evidence of long-term evolution within African pri-
mates, there are situations that can only be explained by recent cross-species
transmission (reviewed in Sharp et al., 1995). For example, a remarkable
phylogenetic relationship exists between SIV isolated from sooty mangabey
monkeys (SIVsm; Cercocebus torquatus atys) and HIV-2 in West African
humans (Hirsch et al., 1989; Marx et al., 1991; Gao et al., 1992; reviewed
in Sharp et al., 1995). Indeed, some of these viruses cannot be distinguished
phylogenetically, implying that HIV-2 arose by cross-species transmission

FIGURE 1 The phylogenetic relationship between representative HIV and SIV strains is
shown in this maximum-likelihood analysis of concatenated Gag-Pol-Vif-Env-Nef proteins.
Five SIV lineages are represented respectively by SIVcpz, SIVsyk, SIVsm, SIVagm, and SIVI’-
hoest. SIVrcm and SIVdrl are not shown since sequence analyses of their complete genomes
were not available. Horizontal branch lengths indicate the degree of divergence as compared
to the scale at the bottom of the figure (0.1 amino acid replacement per site). Asterisks
indicate that the clade to the right was found in 100% of the bootstrap values of the neighbor-
joing analysis.
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from sooty mangabeys to humans (Gao et al., 1991). More recently, a
similar relationship has been described between SIV isolates from chimpan-
zees (SIVcpz; Pan troglodytes) and HIV-1, consistent with the origins of the
HIV-1 epidemic in chimpanzees (Huet et al., 1990; Janssens et al., 1994;
Gao et al., 1999).

Given the genetic relatedness of the immunodeficiency viruses of nonhu-
man primates with the etiologic agents of the human acquired immunodefi-
ciency syndrome (AIDS), the human immunodeficiency viruses (HIV-1 and
HIV-2), it is perhaps not surprising that these viruses share many biological
properties. Indeed, much of the interest in these viruses stems from their
similarities to HIV-1 and HIV-2 in genetic structure, gene regulation, tro-
pism, and cellular receptor usage. SIV and HIV share tropism for CD4� T
lymphocytes and macrophages, and utilize CD4 as well as the chemokine
receptor molecule, CCR5, for viral entry. The vast majority of SIV isolates
do not use the CXCR4 chemokine receptor molecule for entry which is one
characteristic that distiguishes them from HIV-1 (Unutmaz et al., 1998). As
shown in Fig. 2, the genetic organization of SIV and HIV are similar. The
basic genome structure of the majority of the primate lentiviruses represented
in SIVagm, SIVmnd, SIVsyk, SIVsun, and SIVlhoest is gag-pol-vif-vpr-tat-
rev-env-nef. SIVsm and HIV-2 share a common novel gene, vpx, in the
central region of their genomes, and SIVcpz and HIV-1 share the vpu gene.
The major utility of SIV as an animal model for AIDS arises from the
observations that many SIV isolates can infect Asian macaques (Macaca sp.)
and induce an AIDS-like syndrome similar to HIV infection of humans,

A.

B.

C.

FIGURE 2 Genomic organization of SIV. A schematic representation of the genome structure
of various SIV and HIV strains is shown. (A) The majority of SIV strains have a structure as
depicted (gag-pol-vif-vpr-tat-rev-env-nef ) where each gene is represented by a black rectangle.
(B) SIVsm and HIV-2 have an additional gene, Vpx, shown by the white rectangle and
(C) SIVcpz and HIV-1 have an additional gene, Vpu, shown by the white rectangle.



SIV Infection of Macaques as a Model for Human AIDS 441

as reviewed in Allan (1991), Hirsch and Johnson (1994), and Letvin and
King (1990).

II. SIV as a Model for Human AIDS

A. Natural Infection

Although SIV infection appears to be highly prevalent among free-living
African primates, there is no evidence that infection is associated with any
adverse consequences. The best evidence for the apathogenic nature of SIV
infection in African primates comes from studies of sooty mangabeys housed
in North American primate centers. Although up to 90% seropositivity has
been reported in these colonies, there is no evidence of AIDS in observation
over the entire life span of these animals. The lack of disease association
provides a model to study successful host mechanisms in dealing with lentivi-
ral infection. Unfortunately, there are few of such animals in captivity, their
immunology is poorly characterized, and the viruses infecting such animals
are genetically diverse. Therefore experimental models of natural infection
can provide a system for examining the host mechanisms responsible for
protecting against development of AIDS.

One such model is experimental SIVagm infection of African green
monkeys (AGM), which also does not result in disease development in AGM.
This model becomes more interesting when one realizes that experimental
transfer of SIVagm from a naturally infected AGM to one of the Asian
macaque species frequently results in an AIDS-like syndrome with remark-
able similarities to human AIDS (Hirsch et al., 1995). Thus SIV strains are
not attenuated per se; rather it is the unique virus–host interaction in African
monkeys that results in lack of disease. At the present time the host mecha-
nism(s) responsible for the lack of virulence of these viruses in their natural
host species have not been delineated.

B. Pathogenic Experimental Infection

The observation that SIV induces AIDS in macaques actually came
about by serendipity. In the 1980s, an unusual clustering of lymphomas
and immunodeficiency-associated disorders was noted in a colony of captive
macaques at the New England Regional Primate Research Center. These
observations eventually led to the isolation of simian immunodeficiency
virus (SIV), which was designated SIVmac to indicate its apparent origin in
macaques (Daniel et al., 1985; Letvin et al., 1985). Additional related SIV
isolates were identified in stumptailed macaques (SIVstm) at the California
Regional Primate Center and a pigtailed macaque from the Washington
Regional Primate Research Center (SIVmne; Benveniste et al., 1986). In
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parallel, investigators at the Tulane primate center, conducting leprosy stud-
ies in sooty mangabeys, observed that transplantation of tissues from a sooty
mangabey to a rhesus macaque resulted in AIDS (Murphey-Corb et al.,
1986). Investigators at the Yerkes primate Center also identified SIV in their
colony of sooty mangabey monkeys (Fultz et al., 1986) and the viruses from
these two centers were designated SIVsm. After molecular characterization
of SIVmac and SIVsm, it became apparent that these were highly related
viruses (Hirsch et al., 1989). Based upon the presence of SIVsm in feral
populations of sooty mangabeys in West Africa (Marx et al., 1991) and
sequence analysis of these and North American isolates of SIVsm/SIVmac
(Chakrabarti et al., 1987; Hirsch et al., 1989), researchers have concluded
that SIVmac, SIVstm, and SIVmne are actually inadvertant transmissions
of SIVsm into macaque populations through housing with sooty mangabeys
in captivity (Hirsch and Johnson, 1994; Sharp et al., 1995).

Many of the SIVsm and SIVmac isolates that have been studied for
pathogenesis in primates are described in Table II. Other SIV isolates from
each of the primate lentivirus lineages have been characterized for their
pathogenic effects in their natural host species or macaques (reviewed in
Allan et al., 1991; Johnson and Hirsch, 1994), as summarized in Table
III. Both SIVsm and SIVagm (Hirsch et al., 1995) can induce AIDS in
experimentally inoculated macaques. Some of these viruses do not appear

TABLE II Genetic and Pathogenic Diversity of SIV Strains

Subtype Strain Isolate form Disease potential

SIVmac SIVmac251 SIVmac/251, uncloned High, AIDS
SIVmac/32H, uncloned Moderate, AIDS
SIVmac/J5, molecular clone Low, AIDS
SIVmac/BK28, molecular clone Low, AIDS
SIVmac/1A11, molecular clone Attenuated

SIVmac239 SIVmac/239, molecular clone High, AIDS
SIVmne SIVmne, uncloned Moderate, AIDS

SIVmne/E11S, biological clone Low, AIDS
SIVmne/c18, molecular clone Low, AIDS

SIVsm SIVsmB670 SIVsmB670, uncloned High, AIDS
SIVsmF236 SIVsmF236, uncloned Moderate

SIVsmH-4, molecular clone Low, AIDS
SIVsmH-3, molecular clone Low, AIDS

SIVsmE660 SIVsmE660, uncloned High, AIDS
SIVsmE543 SIVsmE543, uncloned High, AIDS

SIVsmE543-3, molecular clone High, AIDS
SIVsmm9 SIVsmm9, uncloned Moderate, AIDS
SIVsmPBj SIVsmPBj14, biologically cloned High, Acute disease

SIVsmPBj6.6, molecular clone High, Acute Disease



SIV Infection of Macaques as a Model for Human AIDS 443

TABLE III Pathogenesis of Other SIV Lineages

Lineage Isolate Pathogenesis

SIVagm SIVagm/ver-3 No disease (Cyn, Pt, AGM)
SIVagm/verTyo1 No disease (Cyn, AGM)
SIVagm/ver155 No disease (Pt, Rh, AGM)
SIVagm/ver90 AIDS (PT); No disease (Rh)
SIVagm/ver9063 AIDS (PT); No disease (Rh, AGM)
SIVagm/gri-1 n.t.
SIVagm/sab No disease (Rh)
SIVagm/tan No disease (Cyn, AGM)

SIVsyk SIVsyk173 No disease (Rh, Pt, Cyn)
SIVmnd SIVmnd/GB-1 n.t.
SIVlhoest SIVlhoest-7 AIDS (Pt)

Abbreviations: Cyn, cynomolugus macaque; Pt, pigtailed macaque; AGM, African
green monkey; Rh, rhesus macaque; n.t., not tested.

to be pathogenic. For example, SIVsyk infects various macaque species but
does not appear to result in AIDS in these animals. In contrast, SIVagm can
produce AIDS in pigtailed macaques (but not rhesus macaques or the natural
host, AGM; Hirsch et al., 1995). In addition, SIVlhoest from a l’hoest
monkey induces characteristic CD4 depletion in pigtailed macaques, also
consistent with virulence in this species (Hirsch et al., 1999).

The majority of studies have focused on the SIVsm and SIVmac viruses
(reviewed in Letvin and King, 1990) since these viruses were the first to be
demonstrated to induce an immunodeficiency syndrome in macaques. Both
SIVsm and SIVmac cause a fatal immunodeficiency in a variety of species
of macaque monkeys with an accompanying depletion of circulating CD4
lymphocytes and the onset of opportunistic infections and virally induced
meningoencephalitis. The resulting disease is remarkably similar in pathol-
ogy and apparent pathogenesis to human AIDS. However, in contrast to
human HIV infection, where progression from initial infection to AIDS may
take more than a decade, in many SIV infected macaque models these
events are compressed into a 1- to 2-year period and thus into the realm of
experimental feasibility.

1. Phases of SIV Infection

Similar to the human disease, experimental infection of macaques with
SIVsm/SIVmac can be divided into three distinct phases, the primary infec-
tion, an asymptomatic phase, and a late phase, termed AIDS. Primary infec-
tion occurs within the first 3 weeks after intravenous or mucosal inoculation
and is characterized by massive viremia; a transient leukopenia; and clinical
signs such as fever, lymphadenopathy, diarrhea, rash, anorexia, and general
malaise (Letvin and King 1990). SIV-specific antibodies and cytotoxic T
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lymphocytes (CTL) develop (Kuroda et al., 1998) and the plasma viremia
resolves as the animal enters a clinically asymptomatic phase. The animals
remain in an apparently healthy state although many exhibit significant
lymphadenopathy and continual but gradual decline in the absolute circulat-
ing CD4 lymphocytes, along with evidence of immune activation. The se-
quential progression of the lymph node pathology ranges from early lymph-
oid hyperplasia, to dissolution of germinal centers, eventually leading to
severe follicular and paracortical lymphoid depletion during the late stages
of the disease (Hirsch et al., 1991). The final phase, AIDS, is characterized
primarily by severe depletion of CD4 lymphocytes and the onset of opportu-
nistic infections such as cytomegalovirus (CMV), Pneumocystis carnii pneu-
monia, and mycobacterial infections (Baskin et al., 1988; Hirsch and John-
son, 1994; McClure et al., 1989; Zhang et al., 1988). In HIV-1 infected
humans, a switch in the major coreceptor (from CCR5 to CXCR4) used by
HIV-1 has been observed in about 50% of patients as they progress to
AIDS. Coreceptor use of SIV and HIV is reviewed in Unutmaz et al. (1998).
The coincidence of this switch has lead some to postulate that the increased
cytopathic effects of these viruses (due to the corecptor switch) is associated
with an increase in virulence of late-stage isolates (reviewed by Fenyo et al.,
1989). These theories are impossible to address with HIV in humans. Recent
studies with the SIVmne/macaque model demonstrate that viruses that evolve
in an infected macaque become more virulent as assessed by increased rapid-
ity in AIDS induction in naive macaques (Edmondson et al., 1998; Kimata
et al., 1999). Interestingly, the increase in virulence of SIVmne is not associ-
ated with a change in coreceptor use (Kimata et al., 1999).

2. AIDS-Inducing Strains of SIV

As is evident from Table II, the pathogenicity of SIVsm/mac strains
varies significantly from attenuated to highly pathogenic. A wide range
of isolates are available as uncloned virus stocks along with numerous
molecularly or biologically cloned viruses. The clinical course of infected
animals varies significantly based on the virus strain and the individual
animals’ response to infection. Some of these factors that can influence the
pathogenicity of SIV isolates are the source of the virus, strain of virus,
whether it is molecularly cloned, the species of animal inoculated, and
the tissue culture passage history of the virus. Some strains are relatively
nonpathogenic, others result in AIDS after a long latency, and some induce
AIDS more rapidly.

This situation affords a spectrum of experimental options that is broad
enough to be confusing. However, it also means that virtually regardless of
the specific aspect of HIV pathogenesis of interest, there is an SIV infection
model that nicely recapitulates the essential aspects of the process. Thus,
uncloned SIVmac251 (Letvin et al., 1985), SIVsmB670 (Zhang et al., 1988),
SIVsmE660, and SIVsmE543 (Hirsch and Johnson, 1994) are all highly
pathogenic isolates. Characteristically, 10–30% of animals inoculated with
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such strains fail to develop SIV-specific immune responses and die rapidly
within 6 months of inoculation, as depicted in a Kaplan–Meier plot of
survival of SIV-infected macaques in Fig. 3. It is fairly rare to observe long-
term survivors (long-term nonprogressors) of infection with such highly
pathogenic strains. In contrast, there are other AIDS-inducing strains that
are slightly less pathogenic which do not induce rapidly progressive disease.
Such strains include SIVmne (Benveniste et al., 1988), SIVsmF236 (Zhang
et al., 1988; Hirsch and Johnson, 1994), and SIVsmm9 (McClure et al.,
1989). In general, all of the uncloned SIVsm/SIVmac isolates exhibit some
virulence. There are fewer examples of pathogenic molecularly cloned (or
biologically cloned) SIV isolates. Most of the molecularly cloned viruses are
minimally, if at all, pathogenic. These viruses include SIVmac1A11 (Luciw
et al., 1992; Marthas et al., 1993), SIVsmH-4 (Hirsch et al., 1989),
SIVmacBK-28 (Edmondson et al., 1998), and SIVsm62d (Hirsch et al.,
1998a). There are only a handful of AIDS-inducing molecularly cloned SIVs,
including SIVmac239 (Kestler et al., 1988) and SIVsmE543-3 (Hirsch et
al., 1998).

3. Strains with Variant Pathogenesis

Only one strain of SIV (SIVsm/PBj) appears to be acutely lethal. Experi-
mental infection of pigtail macaques results in a highly reproducible syn-

FIGURE 3 Variability in survival of macaques infected with various strains of SIVsm and
SIVmac as depicted in a Kaplan–Meier plot. Some strains such as SIVmac251, SIVsmE660,
and SIVsmE543 are highly pathogenic, whereas other strains are minimally pathogenic. Charac-
teristically, 10 to 30% of macaques inoculated with highly pathogenic strains develop AIDS
within 6 months of inoculation. These plots were constructed from data on survival of macaques
inoculated with different SIV strains (Baskin et al., 1988; McClure et al., 1989; Hirsch and
Johnson, 1994; Letvin et al., 1985; Letvin and King, 1990).
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drome of severe diarrhea and death by 7 to 14 days postinoculation (Fultz
et al., 1989; Fultz and Zack, 1990; Dewhurst et al., 1990; Novembre et al.,
1993). Originally isolated from a pigtailed macaques inoculated with the
AIDS-inducing SIVsmm9 strain, SIVsmPBj is an interesting virus character-
ized by distinct in vitro properties and in vivo pathogenesis. In vitro, in
contrast to other SIV and HIV isolates, the virus replicates efficiently in
cultures of resting T lymphocytes. At least part of this phenotype appears
to be related to a characteristic mutation in the nef gene that introduces an
ITAM motif associated with the ability to activate T cells. Introduction of
this mutation into the nef gene of the AIDS-inducing SIVmac239 strain
partially recapitulates the PBj phenotype (Du et al., 1995). In vivo infection
with the PBj virus is characterized by early high-level viral replication in the
lymphoid tissues of the gastrointestinal tract. This is accompanied by a
massive infiltration of lymphocytes and inflammatory changes and produc-
tion of IL-6 and other cytokines, leading to diarrhea, dehydration, erosion
of the mucosa, and death within 2 weeks following inoculation (Fultz and
Zack, 1994).

In addition to the SIV viruses described above which cause a gradual
depletion of CD4 cells that mimics the pattern seen in human infection with
HIV-1, experimental infection systems have been described that result in
dramatic, rapid, and virtually complete loss of CD4 cells. One such system
involves infection of pigtailed macaques with the HIV-2 isolate HIV-2/287
(Hu et al., 1993; Watson et al., 1997a). This particular isolate was derived
from the HIV-2/EHO isolate by serial passage in pigtailed macaques through
which the virus acquired virulence. Following inoculation, high levels of
viral replication are observed, while circulating CD4 cells decline to virtually
unmeasurable levels over a period of weeks. Histopathologic analyses dem-
onstrate extensive T-cell depletion of lymphoid tissues and confirm that the
loss of measurable circulating cells is due to true loss of the cells.

A similar pattern of pathogenesis is seen with certain engineered viruses,
designated SHIVs, for simian/human immunodeficiency viruses. Engineered
by recombinant techniques for use in vaccine experiments in which investiga-
tors wished to study the envelope glycoprotein of HIV-1 in an in vivo
nonhuman primate model, the SHIVs are chimeric viruses that essentially
consist of viral cores composed of SIV internal structural proteins sur-
rounded by HIV-1 envelopes. The subtleties of the exact construction of
different SHIVs, including the source of accessory genes and regulatory
sequences (HIV or SIV), are reviewed in Lu et al. (1996). The initial SHIVs
that were inoculated into animals proved to replicate only transiently at
low levels and were apathogenic (Li et al., 1992; Shibata et al., 1991). It
was only after varying degrees of in vivo passage that pathogenic SHIVs
were successfully isolated ( Joag et al., 1997; Lu et al., 1998; Shibata et al.,
1997). Thus there are a number of independently isolated pathogenic SHIVs.
SHIV/89.6P was derived from SHIV89.6, which expressed the primary iso-
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late 89.6 envelope. SHIV/KU-1 ( Joag et al., 1997) was derived from a SHIV
expressing the HIV-1/IIIB envelope (Li et al., 1992), and SHIV/DH12R was
derived from SHIV expressing the envelope of the primary HIV-1 isolate,
DH12 (Shibata et al., 1997). These viruses are associated with sustained,
high-level viral replication (similar to levels seen with pathogenic SIV iso-
lates) and rapid, virtually complete depletion of CD4 cells, strongly reminis-
cent of the pattern seen in HIV-2/287 infection of pigtail macaques. Each
of the SHIV strains (SHIV89.6P, SHIV/KU-1 and SHIV/KU-2, and SHIV/
DH12R) that acquired virulence express a CXCR4-utilizing envelope. Inter-
estingly a number of mutations in the envelope gene acquired through the
course of in vivo passage appear to be conserved between different SHIV
isolates that became pathogenic through in vivo passage. Strains which
express a CCR5-utilizing envelope do not appear to induce the rapid periph-
eral CD4 lymphocyte depletion (Harouse et al., 1999). These viruses provide
a system for the assessment of candidate vaccines that incorporate HIV-1
envelope glycoprotein as a part of the immunogen with a rigorous pathogenic
challenge, allowing evaluation of both laboratory and clinical endpoints (Lu
et al., 1996).

4. Undefined Host Factors Influence Variable Disease Outcome

For a given virus, there is generally a characteristic associated range of
pathogenicity in a given macaque species that is broadly consistent from
experiment to experiment and correlates with the extent of viral replication.
Interestingly, even a given virus can vary in replicative capacity and pathoge-
nicity in vivo in different macaque species. The biologically cloned virus
SIVmne/E11S (Benveniste et al., 1994) and the isolate from which it was
derived (SIVMne; Benveniste et al., 1986) exhibit among the clearer exam-
ples of species-dependent pathogenicity upon experimental infection. Ma-
caca mulatta can be infected, but appears to be relatively resistant to patho-
genic consequences of infection. In contrast, infection is associated with
depletion of CD4� T cells and development of AIDS over 1–2 years in the
majority of inoculated Macaca nemestrina, while experimental inoculation
of Macaca fasicularis results in AIDS at a slightly lower frequency and
typically after a longer duration. The underlying basis for this phenomenon
is not well understood. These differences in pathogenicity in different species
correlate broadly with the extent of replication by the different viruses in
different species. The species of macaque used for experimental infection
also has a major impact upon pathogenesis. In general, pigtailed macaques
(M. nemestrina) appear to be the most susceptible to the majority of SIVs
and can even be infected with strains of HIV-1 (albeit with very low viral
replication levels) (Agy et al., 1992). Thus SIVagm and SIVsmPBj are uni-
formly pathogenic in this species but not in rhesus macaques (Hirsch et al.,
1995; Lewis et al., 1992). However, there are some exceptions to this rule.
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For example, SIVmac239 is highly adapted to rhesus macaques and is sig-
nificantly less pathogenic in pigtailed and cynomologus macaques.

Regardless of the relative virulence of a particular SIV isolate, consider-
able biologic variation can occur between different identically inoculated
animals. Thus, the disease course in an individual animal can vary from
rapid to intermediate to slow. There is a spectrum of potential responses to
SIV infection with specific strains and the spectrum varies for each individual
isolate. A small number of animals inoculated with a highly pathogenic
strain of SIV may not develop SIV-specific antibody and will die rapidly,
whereas others mount a more effective immune response and survive for
longer periods of time (Zhang et al., 1988). The specific host factors responsi-
ble for this great variation in response to infection are not known. The
disease course in rhesus macaques can be predicted to some degree by
assessment of in vitro susceptibility to SIV of PBMC from individual ma-
caques (Lifson et al., 1997).

III. Viral Load Measurements as a Prognostic Indicator

A. Measurement of Viral Load

In the course of characterizing various systems of different species of
monkeys infected with different strains of SIV it has become clear that the
extent of viral replication, or ‘‘viral load,’’ is one of the most important
determinants of pathogenesis (Hirsch et al., 1996; Lifson et al., 1997; Watson
et al., 1997; Staprans et al., 1999). Viral load is most conveniently assessed
by measurement of the level of virion-associated SIV RNA in plasma. This
observation, which parallels similar observations in HIV-infected humans
(Mellors et al., 1996; O’Brien et al., 1996), has been enabled by the develop-
ment of laboratory methods that allow the sensitive, accurate, and precise
quantitation of viral load in specimens from infected animals. Prior to consid-
ering in detail the role of viral load measurements in understanding SIV
pathogenesis and in the evaluation of experimental vaccines and therapies,
we briefly review the approaches used to perform such measurements.

1. Classic Methods of Measuring Viral Load

Initial approaches for measurement of viral load in SIV-infected animals
used classic methods, such as limiting dilution infectivity cultures with indi-
cator cells for plasma or PBMC, capture immunoassays for detection of
viral proteins, or immunohistochemical/in situ hybridization analysis of
tissues. However, infectivity cultures are expensive and time and labor inten-
sive and suffer from limitations in assay reproducibility and dynamic range.
Capture immunoassays for viral proteins are simple and convenient, but are
of limited sensitivity and may be seriously confounded by interference from
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endogenous antibodies present in specimens from infected or vaccinated
animals. Analysis of tissues by immunohistochemistry for SIV antigens or
in situ hybridization for SIV RNA are critical methods for localizing infected
cells in tissues but are difficult to standardize for quantitative purposes. In
addition, there is considerable variation in the expression of virus in different
tissues that could be affected by sampling. Finally, obtaining the samples is
relatively invasive as compared to blood sampling, even for those tissues
that are most readily analyzed (tonsils and peripheral lymph nodes). This
limits longitudinal assessments of viral load. As was the case for HIV, it
became apparent that nucleic-acid-based approaches to assay plasma viral
RNA would provide the best combination of feasibility, cost-effectiveness,
and assay performance characteristics for measurements of SIV viral load.

2. Branched DNA Methods

As for HIV, the available nucleic acid methods for quantifying viral
load can be classified as either target-amplification or signal-amplification
approaches. In each instance, an amplification step is introduced to allow
indirect measurement of the very small (in absolute terms) amounts of viral
RNA present in test samples, amounts too small to be measured without
amplification. The primary signal amplification method in use for quantifi-
cation of SIV uses an approach designated ‘‘branched DNA’’ or bDNA
detection. In this method, solid-phase bound oligonucleotides are used for
sequence-specific capture of SIV RNA, which is then subsequently detected
by oligonucleotides containing complementary sequences for binding to the
captured SIV RNA probes. Extensive ‘‘branched DNA’’ arms, to which are
conjugated numerous alkaline phosphatase moieties, allow sensitive and
quantitative chemiluminescent detection (Marx et al., 1996; Staprans et al.,
1999). The method is robust, with good precision, although it requires a
relatively large sample volume and has not been as sensitive as other methods
(see below). A newer version of the basic assay has improved sensitivity.

3. Quantitative Competitive PCR Methods for
Assaying Viral RNA

Other available methods depend on amplification of the target template
itself to achieve quantitation in a measurable range. The most widely used
of these methods are based on variations of the polymerase chain reaction.
However, as reviewed in detail elsewhere, there are serious intrinsic problems
in attempting to use PCR for quantitative applications (Piatak et al., 1996;
Piatak and Lifson, 1997). To overcome these problems, two main ap-
proaches have been employed. In the first approach, designated internally
controlled PCR, or competitive PCR, or sometimes quantitative competitive
PCR (QC-PCR), a synthetic internal control template is spiked into the test
sample. This internal control template is designed to use the same primers
as the test target template and to be reverse transcribed and PCR amplified
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with efficiency comparable to the test template, but to be independently
quantifiable. The basic approach thus is based on the premise that by testing
a fixed but unknown amount of test template against a limited bracketing
range of spiked internal control template, the amounts of amplified product
for unknown and test template at the end of PCR can be measured. Since
both templates are reverse transcribed and amplified with comparable effi-
ciency, the ratio of the measurable amounts of products following amplifica-
tion should reflect the ratio of target templates prior to amplification. Based
on a regression of the ratio of measured postamplification products for the
two templates as a function of the input copy number of the control temples,
the titration equivalence point can be determined by interpolation. The key
feature of this approach is that it is based on relative quantitation of target
and internal control templates, not absolute endpoint quantitation of target
template. Thus it avoids many of the intrinsic problems associated with
absolute quantitation of endpoint PCR amplifications (Piatak et al., 1993,
1996; Piatak and Lifson, 1997).

4. Real-Time Methods for Assaying Viral RNA

Internally controlled PCR/RT–PCR approaches have proved to be sensi-
tive, robust, and reliable and have been used extensively in pathogenesis
studies and in the evaluation of experimental vaccines and therapies in
various SIV model systems (Hirsch et al., 1996, 1998; Nowak et al., 1997;
Lifson et al., 1997; Tsai et al., 1998, Van Rompay et al., 1998). However,
these approaches are time and labor intensive, which limits throughput.
Recently, new approaches have been developed based on kinetic PCR or
‘‘real-time’’ PCR (Heid et al., 1996; Gibson et al., 1996; Livak et al., 1995;
Suryanarayana et al., 1998). The key feature of these methods is that the
measurement is based on kinetic or real-time measurements of accumulating
product during ongoing PCR amplification rather than endpoint measure-
ments of accumulated amplified PCR product at the conclusion of the reac-
tion. This confers several advantages. First, it allows measurements to be
performed during the earliest stages of the exponential phase of PCR ampli-
fication. This period exhibits the most consistent relationship between input
template copy number and PCR product. Second, the kinetic nature of this
approach provides an extremely broad linear dynamic range. Finally, since
measurements are obtained during the PCR amplification, there is no need
for separate analysis of amplified products at the conclusion of amplification.
This factor increases throughput and minimizes potential for PCR back-
contamination associated with manipulation of amplified material.

To realize these advantages requires the ability to sequentially and non-
invasively monitor accumulation of specific amplicons during ongoing PCR
reactions. This technical challenge has been elegantly solved with instrumen-
tation that provides for light excitation of ongoing PCR reactions and quanti-
tative collection of the resulting emitted fluorescence signal. The fluorescence
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signal is derived via a variety of reagents and schemes that depend on
release from fluorescence resonance energy transfer-mediated quenching of
fluorescence from fluorochrome-labeled hybridizing oligonucleotide primers
or probes. Release from quenching is obligately and quantitatively linked
in a proportional manner to specific amplification of the target sequence.
While a detailed description of these methods is beyond the scope of this
chapter, they provide excellent sensitivity, precision, and dynamic range,
with excellent specimen throughput.

Real-time PCR methods represent a significant advance in these regards,
although it is important to note that there can be pitfalls with this emerging
technology. The potentially severe errors in quantitation can be introduced
by sequence mismatches between probes and cognate target sequences to
which they are intended to hybridize (Suryanarayana et al., 1998). In addi-
tion to PCR-based methods, there are a number of other technologies based
on cyclical enzymatic target-amplification strategies. Discussion of these less
widely used methods is beyond the scope of this chapter.

B. Viral Replication in Experimental Lentiviral
Infection of Primates

Measurements of viral load through quantitation of virion associated
viral RNA in plasma has been invaluable in defining the relationship between
viral replication patterns and pathogenesis in different SIV infection models.
As noted above, there are a number of different systems used in experimental
infection studies, varying in both the species of macaque employed and the
strains of virus used. Indeed, one of the principal advantages of the SIV-
infected macaque as an animal model system for AIDS is the ability to define
the amount, route, dose, and timing of inoculation and the identity of the
inoculating virus.

1. SIV Infection of Adapted Natural Host Species

As described above for the families of SIVs, there appear to be natural
host species in which the virus does not appear to be pathogenic. Given the
well-established relationship between level of viral replication and pathoge-
nicity, one obvious hypothesis is that the adapted host species have simply
developed mechanisms to limit viral replication, thereby preventing pathoge-
nicity. However, available studies of the natural host for SIVsm, sooty
mangabeys, suggest that the levels of viral replication are comparable to the
levels seen when the same viruses are used to infect new host species, such
as rhesus or pigtail macaques (Rey-Cuille et al., 1997; Kaur et al., 1998,
Villinger et al., 1996, 1999). The high viral load in such animals is confirmed
and supported by the ease with which virus can be isolated from plasma of
such animals as well as by in situ hybridization of lymphoid tissues of sooty
mangabeys. Additional studies aimed at determining the basis of nonpatho-
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genicity of these viruses in the adapted host will hopefully identify the
responsible host factors. Progress in this area may provide important insights
into understanding, and ultimately preventing, the pathogenesis of AIDS.

In a similar vein, analysis of African green monkeys infected with SI-
Vagm strains is also of interest. The technical issues involved in plasma viral
load measurement in African green monkeys are more complicated due to
the greater genetic diversity among SIVs infecting these species. As a result,
there is not a good consensus of understanding within the field concerning
quantitation of plasma viral load levels in various different African green
monkey species naturally or experimentally infected with different SIVagm
isolates. Studies of tissues from naturally infected African green monkeys
revealed that the majority have very low expression of virus in tissues (Beer
et al., 1996; V. Hirsch, unpublished observations). Real-time assays for viral
RNA levels in plasma will be necessary to address whether the viral load
in such animals is lower than that observed in sooty mangabeys. This will
require the development of species-specific primers and probes to reliably
detect the four specific SIVagm subtypes within African green monkeys
(SIVagm/tan, SIVagm/ver, SIVagm/gri, and SIVagm/sab). However, once
these problems are resolved, additional studies to characterize the rate and
extet of viral replication, and the basis of nonpathogenicity in this adapted
host species, will also be of great interest.

2. Experimental Pathogenic Infection of Macaques

There are a number of other experimental systems characterized by
much greater pathogenicity, including infection of rhesus or pigtail macaques
with SIV viruses such as SIVsmE660 (a biological swarm), SIVsmE543-3,
SIVmac251, SIVmac239, or SIVsmB670. Infection with these viruses gener-
ally follows a consistent pattern, illustrated for SIVsmE660 in pigtail ma-
caques in Fig. 4. Following intravenous inoculation, virus is first detectable
in plasma within 3 to 7 days postinoculation. Plasma SIV RNA levels increase
exponentially, reaching peak values from 10 to 20 days postinoculation.
Over the next couple of weeks, there is typically a down-modulation of
circulating virus levels, of varying degrees, leading in most animals to a
relative stabilization of plasma viral load at what has been termed the
postacute viral load ‘‘set point’’ or ‘‘inflection point,’’ approximately 6–8
weeks postinoculation. Plasma viral load at this ‘‘set point’’ is broadly
predictive of the subsequent clinical course, with animals that show higher
viral loads at this time showing persistently elevated plasma virus levels and
on average a more rapid progression to AIDS and death (Hirsch et al., 1996;
Watson et al., 1997). Conversely, the small percentage of animals that show
lower levels of plasma SIV over this time interval show persistently restricted
viral load and much slower disease progression. In some instances, these
animals exhibit a nonprogressive clinical course, with low or unmeasurable
levels of plasma virus, implying host control of readily demonstrable persis-
tent infection. This situation mimics the rare human patients with long-term
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FIGURE 4 Variability in plasma viremia within a strain in a cohort of pigtailed macaques
is shown over the first 40 days after intravenous inoculation of SIVsmE660 (Lifson et al.,
1997). Macaques with rapidly progressive infection that failed to seroconvert are shown in
black symbols with solid lines. Those macaques with partial control of viremia are shown
with open symbols and dashed lines and those which controlled viremia to a significant extent
(�104/ml) are shown with shaded symbols.

nonprogressive HIV-1 infection (Panteleo et al., 1995; Cao et al., 1995). A
significant percentage of animals show little or no evidence of control of
viral replication, as measured by plasma viremia. These animals typically
fail to seroconvert and experience a rapidly fatal clinical course, generally
dying less than 6 months postinoculation with massive levels of plasma
viremia (up to 109 copies/ml). As shown in Fig. 5, there is a remarkable
correlation between relative viral load assessed by in situ hybridization
and that assessed by plasma viral RNA assays. Thus plasma viral load
measurements appear to reflect the ongoing virus expression in SIV-infected
macaques (Lifson et al., 1997).

Of course, the patterns described above are generalizations, and the
behavior of individual animals may vary, at least in part due to the ongoing
dynamics of viral evolution within the host and the influence of the host
immune response. Thus, the inoculated virus can evolve through in vivo
replication (Edmondson et al., 1998; Kimata et al., 1999), in some instances
increasing in pathogenicity such that virus recovered from late in infection
may show greater and more rapid pathogenicity on inoculation into new
naı̈ve hosts (Kimata et al., 1999).

3. Minimally Pathogenic SIV Isolates

a. Spontaneous Attenuated SIV Variants The SIV strains described above
are particularly useful for studies of comparatively rapid pathogenesis or
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FIGURE 5 Correlation between the pattern of viral replication in three macaques inoculated
with SIVsmE660 is shown on the right with the detection limit of the assay shown by a dotted
line. The middle panel shows SIV-specific in situ hybridization of lymph node biopsies obtained
at 4 weeks postinoculation and the left panel shows the corresponding H&E-stained histopatho-
logic sections. The macaque at the top (01006) demonstrated uncontrolled viremia and pro-
gressed rapidly to AIDS with high lymph node expression of virus. The macaque in the middle
panel (01002) seroconverted and decreased viremia to 100,000 copies/ml. The virus expression
in the lymph node is moderate and there is evidence of trapping of virus–immune complexes
on follicular dendritic cells. The macaque at the bottom (01003) controlled viremia to a greater
degree to approximately 1000 copies/ml and few SIV-expressing cells were observed by in
situ hybridization.

rigorous testing of vaccines or treatment approaches. However, there are
other viruses that are essentially apathogenic, even when experimentally
inoculated into host species readily susceptible to highly pathogenic infection
with closely related viruses. Examples include the 1A11 molecular clone,
derived from the highly pathogenic SIVmac251 swarm (Marthas et al.,
1989, 1993). This virus represents an interesting model in that it frequently
mediates an ‘‘abortive’’ infection, especially after vaginal inoculation, char-
acterized by a transient low-level viremia. The virus replicates to low levels
and then becomes undetectable, while the animals remain clinically well,
with no evidence of progressive SIV disease. This pattern has some similari-
ties to another phenomenon, in which the SIVmac251 swarm, which gener-
ally replicates to high levels and is strongly pathogenic following intravenous
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inoculation, can be associated with a different profile following low-dose
vaginal inoculation (McChesney et al., 1998). In this latter instance, the
majority of animals show typical productive infection and disease course;
however, a small percentage of vaginally inoculated animals show a pattern
of transient low-level viremia and limited, atypical immune responses (often
with variable low-level cellular responses in the absence of seroconversion).
Exhaustive efforts at necropsy several years postinoculation demonstrated
the persistence of virus, including replication competent virus in many in-
stances, in most animals. However, in the vast majority of macaques that
show this transient viremia pattern the infection appears to be largely latent,
both virologically and clinically (McChesney et al., 1998). Other examples
of minimally pathogenic but ultimately AIDS-inducing strains include molec-
ularly cloned SIVsmH-4 ( Johnson et al., 1990), SIVmac/BK28 (Edmondson
et al., 1998), and SIVsm62d (Hirsch et al., 1998). Characteristically, these
attenuated and minimally pathogenic SIV strains exhibit low levels of both
primary and chronic plasma viremia as demonstrated by the comparison of
plasma viremia in macaques inoculated with SIVsmE660 and SIVsm62d in
Figs. 6A and 6B. As evident in this figure, range in both primary and
postacute plasma viremia is much lower in macaques infected with the less
pathogenic strain, SIVsm62d, as compared to SIVsm62d-infected macaques,
which maintain lower viremia and do not show disease progression, whereas
macaques at the top of the spectrum of viremia levels develop AIDS.

FIGURE 6 Differences in the range of plasma viremia observed in macaques inoculated
with a highly pathogenic strain (SIVsmE660) and a minimally pathogenic AIDS-inducing strain
(SIVsm62d) are shown. (A) The range of viremia in SIVsmE660-inoculated rhesus macaques
(Hirsch et al., 1996). The two macaques with the highest viremia in A died with AIDS by 12
and 32 weeks respectively, whereas the others survived for approximately 1 year. (B) Lower
plasma viremia in macaques inoculated with the less pathogenic SIVsm62d molecularly cloned
virus. The two animals with higher relative viremia (open symbols) died with AIDS at 58 and
77 weeks postinoculation, whereas the other macaques remained healthy for over 3 years.
These animals are described in Hirsch et al. (1998a).
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b. Genetically Modified Attenuated SIV Variants An additional example of
the relationship between viral replication levels and pathogenicity can be
drawn from studies of attenuated strains of SIV generated by mutational
deletion of accessory genes in an effort to develop strains suitable for evalua-
tion as candidate live attenuated vaccine strains. A series of deletion mutants
have been developed and evaluated. The wild-type virus from which the
deleted mutants were constructed, SIVmac239, establishes a high-level per-
sistent viremia and pathogenic, progressive infection in the vast majority of
inoculated rhesus macaques (Kestler et al., 1988). In striking contrast, in
the majority of inoculated animals the deleted mutants show a blunted peak
viremia that resolves, with plasma SIV RNA levels generally decreasing to
below the level of detection in most assays (Desrosiers et al., 1998). The
degree of blunting of the peak in in vivo viremia correlates with the extent of
attenuation through mutation (Desrosiers et al., 1998; Johnson et al., 1999).

4. Viral Replication Patterns of Viruses
with Variant Pathogenesis

In addition to the experimental SIV infection systems described above,
there are some other systems involving experimental infection of macaques
that result in variant patterns of pathogenesis rather than the typical progres-
sive infection leading to AIDS. These systems have been effectively used for
specific experimental purposes.

a. SIVsmPBj The kinetics of viremia in SIVsmPBj-inoculated macaques
is more rapid than observed with AIDS-inducing strains of SIV, frequently
peaking by 7 days after intravenous inoculation (Hirsch et al., 1998; O’Neil
et al., 1999) versus 11 to 14 days for other SIVmac and SIVsm strains
(Lifson et al., 1997). However, the actual peak levels are not significantly
higher than that observed with AIDS-inducing strains. Plasma viremia is
accompanied by a decline in all lymphocyte subsets, as illustrated in Fig.
7A. The kinetics of viremia in intrarectally inoculated macaques is delayed
by 3 to 4 days as compared to those inoculated intravenously (Fig. 7B). In
keeping with the relationship between viral replication levels and pathogene-
sis seen in other systems, site-directed mutants of SIVsmPBj (nef, vpr, or
vpx mutants) that show blunted in vivo viral replication also show markedly
blunted pathogenesis, with animals surviving infection (Novembre et al.,
1997; Hirsch et al., 1998). While this pattern of pathogenesis is sufficiently
different from the typical course of progressive SIV or HIV infection leading
to AIDS to not be an optimal model, it has been usefully employed to study
specific questions in AIDS pathogenesis (Hirsch et al., 1998).

b. Acutely CD4 Depleting Viruses Overall, the kinetics of viral replication
following infection with the acutely CD4-depleting SHIV isolates, as re-
flected by plasma SIV RNA levels, parallel the pattern seen for pathogenic



SIV Infection of Macaques as a Model for Human AIDS 457

FIGURE 7 (A) The kinetics of viremia (open symbols) and accompaning lymphopenia
(black symbols) in macaques inoculated with the acutely lethal, molecularly cloned,
SIVsmPBj6.6 extracted from data presented in Hirsch et al. (1998b). (B) The delay in viremia
observed in macaques inoculated intrarectally (black symbols, solid lines) as compared to those
inoculated intravenously (open symbols, dotted lines).

SIV isolates (Reimann et al., 1999). Infection with pathogenic SHIV isolates
leads to the rapid development of high levels of plasma viremia, typically
as high and as rapidly or slightly more rapidly than is observed for pathogenic
SIV isolates (Lu et al., 1998; Joag et al., 1997, 1998; Reimann et al., 1996;
Shibata et al., 1997). After viremia reaches a peak there can be some modest
down-modulation of virus levels, but, in general, levels remain high through
the period of CD4 depletion. With extensive depletion of CD4� T cells
there may be some modest decrease in levels of circulating virus, although
it is interesting that moderate levels of plasma viremia are maintained even
after depletion of CD4� T cells from the circulation and lymph nodes is
virtually complete.

In striking contrast, infection with the nonpathogenic SHIVs, from
which the pathogenic, acutely CD4-depleting SHIVs are derived by in vivo
passage, results in only transient viremia, reinforcing the relationship be-
tween levels of viral replication and pathogenesis in vivo (Reimann et al.,
1999; Li et al., 1992; Shibata et al., 1991). For the pathogenic SHIVs, a
greater inherent cytopathicity for CD4� T cells may also contribute to the
dramatic CD4-depleting phenotype and overall pathogenesis in vivo. All of
the SHIVs that induce the rapid CD4 depletion utilize CXCR4 as their
coreceptor. Few SIVs that utilize CCR5 have been constructed (Luciw et
al., 1992; Harouse et al., 1999) and these viruses do not appear to cause
the acute peripheral CD4 depletion. A recent study has demonstrated, how-
ever, that a CCR5-using SHIV causes depletion of CD4� intraepithelial
lymphocytes in the gastrointestinal tract (Harouse et al., 1999) similar to
that seen in pathogenic SIV infection (Veazy et al., 1998).
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IV. Modulation of Viral Replication by
Partially Protective Vaccines

Vaccination includes the prophylactic immunization as well as the im-
munization to modify disease during the chronic stage of infection. Thera-
peutic vaccination is beyond the scope of this chapter and is not discussed.
Quantitative assays of viral load provide an extremely useful tool in the
experimental evaluation of vaccines for AIDS. Nucleic-acid-based viral-load
studies provide among the most sensitive means of evaluating protection
from challenge in vaccine studies. The absence of detectable viral RNA in
plasma, and viral RNA or DNA in PBMC and lymph node cells, can be
used to confirm complete protection from infection (‘‘sterilizing immunity’’)
in macaques in which there is a failure to isolate infectious virus and lack
of an anamnestic antibody response. Even in many instances where complete
protection from infection was not achieved, measurement of viral load has
proved extremely valuable in the evaluation of experimental vaccines in the
SIV system. The use of the SIV/macaque model to evaluate AIDS vaccines
has been extensively reviewed (Almond and Heeney, 1998; Hu et al., 1993;
Letvin, 1998; Nathanson et al., 1999; Schultz and Hu, 1993; Schultz and
Stott, 1994). Thus the discussion in this chapter deals primarily with studies
in which protection from infection was not achieved but where measurement
of viral load in the postchallenge period has demonstrated vaccination-
associated reductions in viral load in vaccinated animals that did become
infected relative to unvaccinated controls. In many instances, long-term
follow-up has shown that substantial reduction of viral load in the immediate
postchallenge period can be associated with sustained modulation of viral
replication and improved clinical course relative to control animals (Hirsch
et al., 1996).

At the present time, a number of vaccine strategies have demonstrated
complete to partial protection in primate models. To those unfamiliar with
the various strains of SIV (and SHIV) used in vaccine experiments, the
results of challenge experiments can be difficult to decipher and vaccine
modalities almost impossible to compare. It is critical to remember that the
level of protection observed is impacted not only by the efficacy of the
vaccine but also by the genetic relatedness of the vaccine virus and the
challenge virus and by the virulence of the challenge virus. Assessment of
vaccine studies should also include evaluation of the neutralization pheno-
type since some viruses may appear to be quite similar genetically but anti-
bodies generated to one virus may not cross-neutralize the other strain. Thus
a vaccine can appear to mediate complete protection from infection if the
animals are challenged with a virus identical to the vaccine virus that has
low virulence (low AIDS-inducing potential and low virus loads). However,
the same vaccination regimen may afford little or no protection from a more
robust challenge. Therefore, in evaluating vaccine studies it is critical to
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understand the typical viral replication profile and clinical course associated
with the individual viruses used as challenge strains in vaccine trials, as
described in Section III.

A. Attenuated Live SIV Vaccines

The most effective vaccine modality still appears to be attenuated live
SIV. One of the first of such attenuated live SIV mutants to be used in such
a fashion is the SIV mac/1A11 virus, which is a spontaneously generated
attenuated molecular clone. Prior infection of macaques with the 1A11 virus
resulted in protection from AIDS when the animals were challenged with a
pathogenic SIV strain (Marthas et al., 1990). Later studies with genetically
modified strains of SIV with deletions in the accessory genes (nef and vpr)
and the LTR revealed that prior infection can provide complete protection
if challenge is delayed for 6 months to a year after vaccination (Connor et
al., 1998). Prior infection with these viruses has resulted in some of the
more impressive vaccination related protection observed to date in the SIV
system (Daniel et al., 1992; Desrosiers et al., 1998; Johnson et al., 1999).
However, even with this approach, broad protection against heterologous
challenges has proven difficult (Lewis et al., 1999; Desrosiers et al., 1999).
Even in such situations, a reproducible reduction in viremia has been ob-
served (Desrosiers et al., 1998; Johnson et al., 1999; Lewis et al., 1999).
Since the level at which plasma viremia plateaus after the primary phase of
infection is an excellent prognostic indicator, significant reductions in plasma
viremia in such vaccinated monkeys are associated with a long-term clinical
benefit in these animals (Hirsch et al., 1996; Watson et al., 1997b).

The potential human use of this approach is precluded for the foreseeable
future by observations that in some animals inoculated with these deleted
attenuated viruses, both neonates and juveniles, pathogenic infections have
been observed (Baba et al., 1998, 1999; Alexander et al., 1999). It is nonethe-
less interesting that the pathogenicity was associated with much higher levels
of viral replication than is typically observed in the majority of animals
receiving these viruses and with ‘‘compensatory’’ mutations that might be
expected to increase viral replication levels (Desrosiers et al., 1998). Thus
even the exceptions to the rule of the behavior of these mutant attenuated
viruses reinforces the rule of the relationship between the extent of viral
replication and pathogenesis.

B. Live Viral Vectors

The best evidence for reduction in viremia as a consequence of prior
vaccination has been observed in macaques immunized with live viral vectors
that express SIV antigens. Thus, as with attenuated live vaccines, priming
with vaccinia virus SIV envelope recombinants followed by a recombinant
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envelope antigen boost can under ideal circumstances prevent infection.
Complete protection has thus been observed in one study that used as
the challenge virus a biologically cloned SIV isolate (SIVmne/E11S) that is
minimally pathogenic in the species used for the trial (Hu et al., 1992). In
this situation, protection appears to be mediated by type-specific neutralizing
antibodies that were fortunately matched to the challenge strain. However,
when similarly immunized macaques were challenged with a slightly more
pathogenic, and more heterogenous, isolate, uncloned SIVmne, only partial
protection was observed spanning the spectrum from complete protection
and transient infection to reduction in viral replication (Polacino et al.,
1999). The investigators have also observed a significant reduction in viremia
in macaques immunized with vaccinia virus core antigen recombinants,
suggesting that genes other than envelope can contribute in vaccine-mediated
protective effects (Hu et al., 1993). In a similar vein, immunization of
macaques with vaccinia virus envelope recombinant virus and boosting with
recombinant envelope did not prevent infection following challenge with
the highly pathogenic SIVmac251, but modulation of viremia was observed
(Ahmad et al., 1994).

There are a number of poxviruses with unique properties that are avail-
able for use as vaccine vectors (reviewed in Paoletti et al., 1996; Tartaglia
et al., 1998). This includes the conventional vaccinia viruses used for the
smallpox eradication campaign [such as New York Board of Health (Wyeth)
and Copenhagen strains]. The use of these viruses in populations where a
fraction of the vaccinees might be immunosuppressed due to HIV-1 infection
is problematic due to the risk of disseminated fatal vaccinia virus infection
in such individuals. Therefore attenuated poxviruses have been developed
for use as vaccine vectors (Meyer et al., 1991; Paoletti et al., 1996; Moss
et al., 1996). NYVAC and MVA (modified vaccinia virus Ankara) are attenu-
ated vaccinia viruses (Blanchard et al., 1998) that have been explored as
potential AIDS vaccine vectors in primate models. NYVAC is genetically
modified version of the New York Board of Health strain, whereas MVA
was spontaneously generated through passage in chicken embry fibrobalsts.
Both have severe host range restrictions in mammalian cells and are safe in
immunosuppressed animal models. In addition, the avipoxviruses, ALVAC,
and fowlpox are also attractive candidates since they would be immunogenic
in vaccinia-immunized individuals (Andersson et al., 1996). Protection from
infection with HIV-2, which is apathogenic in macaques, has been observed
in macaques immunized with poxvirus recombinants of HIV-2 (Abimiku et
al., 1995; Myagkikh et al., 1995). Modulation of plasma viremia has been
observed in macaques immunized with both NYVAC and MVA–SIV recom-
binant vaccines (Benson et al., 1998; Hirsch et al., 1997). Modulation of
viral load was more pronounced in macaques challenged by the intrarectal
route (Benson et al., 1998). A small proportion of the vaccinees in both of
these studies controlled virus replication to extremely low levels and have
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become macaque equivalents of long-term nonprogressors (LTNP) (Abimiku
et al., 1997; Hirsch et al., 1997). The effect on viremia in macaques immu-
nized with MVA–SIV recombinants as compared to those immunized with
a Wyeth–SIV recombinant or nonrecombinant vaccinia virus is illustrated
in Fig. 8. Fowlpox recombinants expressing HIV-1 antigens have been used
in combination with DNA priming. This approach significantly boosts CTL
responses and has been shown to protect macaques against HIV-1 infection
(Kent et al., 1998). However, the relevance of this protection is unclear,
since HIV-1 infection of macaques is highly transient in nature and therefore
this constitutes the weakest of vaccine challenges.

C. Other Viral Vectors

A number of other nonpathogenic viruses under consideration and inves-
tigation as potential viral vectors for an AIDS vaccine are poliovirus replicons
(Morrow et al., 1999); adeno-associated virus (AAV) in the very early stages
of development (Clark et al., 1995); adenovirus (Robert-Guroff et al., 1998);
alphaviruses, including Semliki forest virus (SFV; Berglund et al., 1997;
Mossman et al., 1996); and venezuelan equine encephalitits virus (VEE;
Caley et al., 1997). Adenovirus recombinants of HIV provided protection
when used in a prime boost strategy in chimpanzees when the challenge
strain was matched genetically to the vaccine virus and are capable of
preventing infection (Robert-Guroff et al., 1998). When a more rigorous

A B C

FIGURE 8 The effect of vaccination with a partially protective vaccine, MVA-expressing SIV
env and gag-pol (Hirsch et al., 1996). Plasma viremia during the first 50 weeks postintravenous
inoculation with SIVsmE660 of macaques vaccinated with (A) MVA-expressing SIV gag-pol
and env, (B) Wyeth-expressing SIV gag-pol and env, and (C) nonrecombinant vaccina virus.
The survival of the macaques in weeks is indicated by the numbers near the plot of plasma
viremia. The shaded area indicates the first 6 months after challenge, the period in which rapid
progressor macaques develop AIDS. Rapid progressors are plotted with open symbols, slower
progressors with shaded symbols, and nonprogressors with black symbols.
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challenge is used such as in the SIV/macaque model, macaques immunized
with a adenovirus–SIVenv recombinant and boosted with SIVmac gp120
were not protected from infection following intravaginal challenge with
pathogenic SIVmac251. However, significant reduction in plasma viremia
was observed in these vaccinated macaques (Buge et al., 1997). Macaques
immunized with SFV-expressing envelope were protected from acutely lethal
disease when challenged with SIVsmPBj, although all animals became in-
fected. Although viremia was not characterized in these animals, it is likely
that the protection observed with SFV recombinant viruses was due to
blunting of acute viremia. There are no published reports on challenge
studies in macaques immunized with either VEE– or AAV–SIV recombinants
although these studies are in progress.

D. DNA Immunization

Another exciting strategy for generating both cellular and humoral im-
munity is the use of naked DNA as an immunogen as reviewed by Robinson
(1997). DNA can be adminstered either intramuscularly or coated on gold
particles by gene gun. Although this method is extremely immunogenic in
mice, there have been difficulties in generating similar responses in primates.
Nevertheless, there are some preliminary trials in which protection from
infection was achieved in chimpanzees immunized with HIV-1 envelope and
challenged with HIV-1/SF-2 (Boyer et al., 1997). The SF-2 strain of HIV-1
is considered to be a less rigorous challenge than other HIV-1 strains such
as IIIB, since it shows restricted replication in nonimmunized chimps. Others
have investigated the use of HIV-1 envelope DNA in rhesus macaques.
Macaques immunized with env and boosted with recombinant env were
protected from infection after an intravenous challenge with SHIV/IIIB (Let-
vin et al., 1997). As discussed above (Section II,B,3), the original parental
SHIVs such as SHIV/IIIB are not pathogenic and do not replicate efficiently
in macaques. Therefore, as with the experiments with chimps, this is not a
rigorous challenge and will require further validation with a more robust
challenge. When DNA immunization has been evaluated in the SIV/macaque
model (Fuller et al., 1997; Haigwood et al., 1999; Lu et al., 1996) reduction
in viremia has been observed, consistent with a partially protective effect
of this vaccine regimen. As discussed briefly above under poxvirus vectors,
there is considerable promise in the approach of combining DNA immuniza-
tion with a viral vector such as the attenuated poxviruses. Preliminary studies
suggest that such an approach significantly boosts CTL responses (Kent et
al., 1998; Robinson et al., 1999).

In summary, a pattern begins to emerge from evaluation of challenge
results with various immunization protocols. With the exception of live
attenuated SIV vaccines, the degree of protection observed in many of the
trials is less than ideal. This translates into complete protection if an attenu-
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ated virus is used for challenge and significant reduction in viremia if a more
robust pathogenic challenge virus is employed. However, it should also be
noted that the challenges typically employed in vaccine studies in macaques
are, for practical reasons, typically much more rigorous than estimates of
the type of exposures involved in human infection with HIV-1. Thus, vaccine
studies generally are designed using a challenge inoculum that will result in
productive infection of all nonvaccinated control animals. This contrasts
with estimates of infection rates for sexual transmission of HIV-1 that are
generally less than 1% per exposure episode. This factor, in combination
with the observation that, in general, there has been greater success in
protecting against mucosal challenge than against intravenous challenge,
suggests that even vaccine approaches that are less than completely protective
in macaque/SIV models may still show some degree of efficacy in people.
Experience with clinical studies of candidate vaccines will be required to
further clarify this issue and perhaps help refine challenge models to further
optimize the evaluation of vaccines in macaques.

V. Antiviral Therapy

Experimental models of SIV infection have also proven valuable in the
evaluation of antiviral therapies. However, since many anti-HIV drugs are
targeted to specific enzymes such as the viral reverse transcriptase and prote-
ase, and there are subtle differences in the corresponding enzymes in SIV,
some anti-HIV compounds may not work as potently against SIV as they
do against HIV. Nevertheless, SIV-infected macaques remain a useful model
for the evaluation of compounds having good potency against SIV and HIV.
In addition, they provide an extremely important model to explore questions
related to pathogenesis and treatment that cannot be readily approached in
HIV-1-infected human subjects, due to logistical constraints, ethical consid-
erations, or other issues.

A. Treatment of Macaques with Antiretroviral Drugs

One compound with broad activity against many retroviruses, including
SIV, is the reverse transcriptase inhibitor 9-[2-(R)-(phosphonomethoxy)pro-
pyl]adenine (PMPA). This compound is particularly convenient to use in
SIV-infected macaques and due to its potency and pharamcokinetic profile,
effective drug levels can be maintained with a single daily dose, given by
subcutaneous injection, without any need to anesthetize the animals. This
avoids the practical difficulties encountered in trying to achieve controlled
administration of other drugs, the pharmacological or pharmacokinetic
properties of which often require multiple daily doses, oral administration,
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or parenteral administration via routes less convenient than subcutaneous
injection. Due in part to this profile, PMPA has been used extensively in
SIV studies to address a number of different, important questions.

B. Treatment of Chronic SIV Infection

PMPA has been shown to potently suppress viral replication in chroni-
cally SIV-infected macaques, although drug levels returned to essentially
pretreatment baseline levels upon drug discontinutation (Nowak et al., 1997;
Tsai et al., 1997). An example of a 14-day treatment with PMPA of three
chronically SIV-infected macaques is shown in Fig. 9. Careful measurements
of plasma viral load prior to, during, and upon discontinuation of drug
treatment have allowed the estimation of viral dynamics parameters in SIV-
infected macaques (Nowak et al., 1997). These parameters are broadly
comparable with the same parameters measured in HIV-infected patients
treated with antiviral drugs (Ho et al., 1995; Wei et al., 1995), underscoring
the similarity of HIV and SIV infection and reinforcing the relevance of
studies in SIV-infected macaques for understanding HIV infection in hu-
mans. In addition to PMPA, other compounds that have shown activity in
SIV-infected macaques include d4T, ddI, and hydroxyurea, among others.

FIGURE 9 The effect of therapy with the antiviral drug PMPA on plasma viral RNA levels
during chronic SIV infection for three macaques. Macaque RH 352 and RH 911 were inoculated
with SIVsmE543-3 and macaque PT 459 was inoculated with SIVsmE660 (Nowak et al.,
1997). The shaded area indicates the period of drug treatment. Note the rapid decline in plasma
viral RNA levels during the 14 days of treatment and the rapid rebound to pretreatment values
after withdrawal of drug treatment.
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C. Treatment of Acute SIV Infection

A variety of different treatment approaches have been evaluated for
their ability to impact acute SIV infection. Both immunological and pharma-
cological approaches have been tried, often in studies designed to test the
ability of a given regimen to mediate postexposure prophylaxis, i.e., to
prevent the establishment of persistent pathogenic infection or modify the
subsequent course of infection by treatment begun after exposure to infec-
tious virus. Passive transfer of SIV immune globulin has been shown to
modulate viral replication during primary infection (Haigwood et al., 1997).
Interestingly, the apparent effects of the immune globulin infusion persist
long after circulating levels of the infused antibody had declined to below
the threshold of detection. Treated animals showed lower levels of circulating
virus and prolonged survival relative to controls, suggesting the possibility
of long-lasting effects as a consequence of modulation of primary infection.

1. Studies with SIVMne

In postinoculation treatment models, PMPA treatment begun shortly
after inoculation was able to prevent establishment of persistent infection
with SIVMne (Tsai et al., 1995, 1998; Van Rompay et al., 1998, 1999).
Both the interval between inoculation and initiation of treatment and the
duration of treatment affected effectiveness in preventing persistent infection
(Tsai et al., 1998). Even in instances where the establishment of persistent
infection was not prevented by postinoculation PMPA treatment, viral repli-
cation levels and clinical course were impacted, including in studies involving
postinoculation treatment of neonatal macaques (Van Rompay et al., 1996).

The treatment of neonatal macaques also underscores a unique SIV/
macaque system of great value in validating the feasibility for impacting a
preventable form of infection, i.e., perinatal infection. In an SIV/neonatal
macaque model of perinatal infection, PMPA has been shown to be capable
of preventing the establishment of persistent infection, even using as few
as two doses, bracketing the period of virus exposure (Van Rompay et
al., 1999).

These studies also underscore the potential of treatments impacting
viral replication during primary infection to fundamentally modulate the
subsequent pattern of viral replication and pathogenesis, including long-
lasting effects manifested well after discontinuation of the treatment. This
suggests that such treatment may induce a basic change in the dynamics of
the relationship between the virus and the host, perhaps with regard to
facilitating the development of immune responses capable of achieving long-
term suppression of the virus. Studies in these types of postinoculation
treatment models may usefully inform vaccine development efforts.

2. Studies with HIV-2

Transient postinoculation antiretroviral treatment has been shown to
produce sustained, long-term impact on viral replication patterns, pathogen-
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esis, clinical course, and survival in a different experimental model. As
described above, infection of pigtail macaques with HIV-2/287 typically
results in rapid, virtually complete destruction of the CD4� T-cell popula-
tion, with development of AIDS and death. Postinoculation treatment of
HIV-2287-infected animals with the reverse transcriptase inhibitor d4T pro-
duced lowered circulating viral loads, with persistent modulation of viral
load even after drug treatment was discontinued (Watson et al., 1997a).
This effect was associated with prolonged survival in the treated animals
compared to identically inoculated, untreated controls.

Like HIV-2287 of pigtail macaques, SHIV KU2 infection of rhesus ma-
caques results in rapid, virtually complete destruction of the CD4� T-cell
population ( Joag et al., 1998). PMPA treatment, begun 1 week postinocula-
tion, at a time when plasma SIV levels were in excess of 107 copy Eq/ml, with
widely disseminated infection, was nevertheless capable of fundamentally
altering the virus/host relationship. Although treatment did not result in
clearance of the infection, following discontinuation of drug treatment
plasma virus levels did not rebound to levels seen in the postacute phase of
infection in untreated animals. Rather, circulating virus levels fluctuated at
greatly reduced values, ranging from undetectable to peak values that were
still orders of magnitude lower than those seen in untreated animals. This
reduced level of viral replication, reflected by reduced levels of viremia, was
not associated with the depletion of CD4� T cells that is hallmark of
pathogenic SHIV KU2 infection, through more than a year of follow-up
after drug discontinuation. The two studies described above underscore the
power of macaque infection models for studies of pathogenesis questions
directly relevant to critical issues in human HIV infection, in this instance,
achievement of host control of infection in the absence of continual lifelong
antiretroviral therapy (Watson et al., 1997a).

VI. Summary

As presented in this review, there are a number of different models of
both natural and experimental infection of monkeys with primate lentivi-
ruses. There are numerous different viruses and multiple different monkey
species, making for a potentially large number of different combinations.
The fact that each different combination of virus isolate and host macaque
species may show different behavior underscores the need to understand
the different models and their key features. On the one hand, this diversity
of systems underscores the need to provide some standardization of the
systems used for certain kinds of studies, such as vaccine evaluations, in order
to facilitate the comparison of results obtained in different experiments, but
in essentially the same experimental system. On the other hand, the rich
diversity of different systems, with different features and behaviors, repre-
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sents a tremendous resource, among other things allowing the investigator
to select the system that best recapitulates particular aspects of human HIV
infection for study in a relevant nonhuman primate model. Such studies
have provided, and may be expected to continue to provide, important
insights to guide HIV treatment and vaccine development in the future.
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I. Introduction

Two hundred years ago Edward Jenner described the cost of domestica-
tion of animals as an increased risk of the transmission of infectious diseases
( Jenner, 1802). He also noticed that zoonotic infectious agents could attenu-
ate when first passed in an alternate species. His third and most important
observation was that the attenuated variant microbe could be used as a
vaccine against pathogenic versions of the organism. The success of his
vaccine was not fully realized until 150 years (1979) after his death. Today
smallpox is confined to a couple of research laboratories in the United States
and Russia.

HIV is a lentivirus that has been recently introduced into humans most
likely as a result of a cross-species transmission of the virus from another
primate. Recent evidence strongly suggests that HIV was transmitted from
chimpanzees to humans (Gao et al., 1999) (see Section VIII). A close associa-
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tion of humans with chimps from the wild appears to be responsible for a
new disease in humans. Jenner had predicted that human intrusion into the
habitats of wild animals could result in the transmission of infectious agents.

Like smallpox viruses, AIDS viruses also have a great differences in
pathogenic potential. Attenuation of primate lentiviruses has also been de-
scribed. The first case of attenuation was not the result of passage of virus
in vivo or by tissue culture passage, but in vitro using recombinant techniques
(Kestler et al., 1991). The elimination of the nef reading-frame rendered the
molecular clone SIVmac239 infectious, but unable to induce disease in rhesus
macaques. This suggested that nef attenuated SIV may represent a model
for a ‘‘modern day cowpox virus’’ and the use of this weakened SIV as a
potential vaccine has been described (Daniel et al., 1992).

It is unlikely that Jenner’s prevention strategy will ever be applied to
the disease caused by HIV. The association of the attenuated vaccine with
disease in immunocompromised rhesus monkeys (Baba et al., 1995) dimin-
ishes the enthusiasm for such an approach. Furthermore, even in immuno-
competent animals new evidence suggests that there is no escape from dis-
ease, only a delay in disease onset (Baba et al., 1999). The results for rhesus
monkeys with attenuated SIV is duplicated in humans infected with nef-
deleted HIV. Individuals who harbor naturally attenuated HIV do not escape
disease, but, like the rhesus macaques, experience a delay in its onset (Alt-
man, 1999; Greenough et al., 1999; Learmont et al., 1999). These results
virtually eliminate any live vaccine candidate where proviral DNA persists
from further consideration. A critical difference in the disease that Jenner
eliminated, smallpox, and AIDS is the persistence of the lentivirus while the
poxvirus is cleared.

In order for a live attenuated vaccine to succeed, additional control or
elimination of persistent proviral copies is necessary. A vaccine in which a
conditional lethal genetic element has been added is a viable alternative to
the live nef-attenuated vaccine and should be pursued (Kestler and Jeang,
1995; Chakrabarti et al., 1996; Smith et al., 1996; Kestler and Chakrabarti,
1997). In this model an additional target for antiretroviral therapy is added;
however, therapy using conventional highly active antiretroviral therapy
(HAART) could also be applied to nef-attenuated viral infection. Combina-
tion therapy could succeed in eliminating an attenuated virus from the
infected individual and this treatment regimen should be tested in an ani-
mal model.

The primate lentiviruses have differential pathogenesis; not all combina-
tions of virus and hosts produce disease. Pathogenesis is a function of both
viral and host determinants. Furthermore, even within a species susceptible
to disease caused by an AIDS virus, variability in manifestations of the
disease exists. As an example, when Rhesus monkeys are inoculated with
isogenic molecularly cloned virus, two different disease patterns are ob-
served: one in which monkeys succumb to AIDS in a short time course (6
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months) and one in which monkeys succumb to AIDS over a more protracted
time course (2 to 3 years) (Kestler et al., 1990). This can only be due to
individual variations in the monkeys since the virus used in the inoculum
is genetically homogenous. We know that the monkeys who respond differ-
ently have a difference in antibody response to the virus.

Recent evidence has suggested that even though few animals are infected
with SIVcpz in the wild, Pan troglodytes may have been the reservoir for
HIV transmission into humans. SIVcpz was found in so few animals that
many have speculated that HIV transmission from humans to monkeys was
more likely than SIVcpz transmission to humans. The answer to this ‘‘which
came first question’’ may be found in some new data about chimpanzee
infections (Gao et al., 1999). Hann and coworkers have found that three
subspecies of chimpanzees are infected with SIVcpz. These animals are geo-
graphically isolated from each other and the viruses of the subspecies are
distinct (Golberg and Ruvolo, 1997). Therefore Gao and colleagues specu-
lated that infection of the chimpanzees by the virus that was the ancestor
of the modern SIVcpz occurred prior to subspeciation. If this is true, one
can determine the minimal length of time chimps have been infected by
calculating the time since the subspecies arose. This can be done by compar-
ing the sequence of mitochondrial DNA that diverges at a relatively constant
rate (Morin et al., 1994). Thus by calculating homology, one can surmise
the minimal length of time that SIV has been in the chimp population. Using
this technique they have determined that chimpanzees have been infected
with the virus for at least 10,000 years (Gao et al., 1999).

If chimpanzees have been infected this long with the virus it is likely
that monkeys who are resistant to infection or disease have been selected.
Thus by mounting a ‘‘genetic defense’’ against the virus, chimpanzees have
nearly eliminated SIV from its population. Thus the epidemic may be nearly
over in the chimpanzee population and just beginning in the human popula-
tion. A number of mutations exist in the human population that affect the
ability of HIV to infect or produce disease, providing evidence that we are
mounting a genetic defense against HIV. It appears that the mutations in
humans, mapping to second receptor genes, will not be the same as those
that were selected for in the chimp population since the second receptors
in the chimpanzee are nearly identical to the wild-type human second recep-
tors (see Section VIII). The question of why there is differential pathogenesis
for HIV in the two primate species remains unanswered.

II. Primate Lentiviruses Cause AIDS

Infectious disease science has been guided for over 200 years by a set
of postulates described by Robert Koch to establish microbial etiology for
a disease (Koch and Cheyne, 1880). The postulates state that:
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1. The same pathogen must be present in every case of the disease
and must be isolated from the diseased host.

2. The pathogen must be grown in pure culture and characterized.
3. The pathogen from the pure culture must produce the same

disease in an animal model.
4. The pathogen can be reisolated from the diseased tissue from the

animal and must be identical to the original organism.

Koch’s postulates have served for the identification of a host of bacterial,
fungal, parasitic, and viral diseases. Koch’s postulates have even been ap-
plied, albeit with some modification, to suspected prion diseases where the
infectious agent may be void of nucleic acid. With the successes of these
postulates, there have been failures where a microbe is responsible for the
disease but Koch’s postulates fail to identify a microbial etiology. These are
best exemplified by syphilis and Treponema palladum. While it is widely
accepted that that there is a bacterial cause for syphilis, the organism Trepo-
nema palladum has never been cultured on artificial media. The disease
tuberculosis was shown to be due to Mycobacterium tuberculosis by Koch
himself, but even this organism is known to produce pathology in tissues
other than the lung.

Koch’s postulates are being updated to reflect modern molecular technol-
ogy (Shaw and Falkow, 1988). Recently Koch’s postulates were used to
show viral etiology for Kaposi’s Sarcoma (KS). The order in which Koch’s
postulates were applied in this case was not the typical order. The investiga-
tors characterized the microorganism before they had isolated it. Chang and
Moore made an assumption that the cause of KS was microbial and that
there would be residual nucleic acid in the diseased tissue. The characteriza-
tion they made was genetic. They used a technique called representational
difference analysis to ask what was genetically different about diseased tissue
from normal tissue in the same patient. They found a DNA sequence and
it was used to search Genbank for homology. This search produced several
‘‘hits.’’ The candidate sequences were several distinct herpesviruses (Chang
et al., 1994). They returned to the first of Koch’s postulates and focused
their isolation attempts on herpesvirues and thus discovered HHV-8 (Moore
et al., 1996).

There has been much spoken in the popular media about applying
Koch’s postulates to human AIDS. Establishing a microbial cause for AIDS
using Koch’s postulates has been problematic. However, when examining
the total of all the information available, the evidence is quite good for a
lentiviral etiology for acquired immunodeficiency syndrome. The central
problem has been the lack of an animal model for the disease. While chim-
panzees can be infected with HIV, they do not in general experience the
severity of the disease that humans do. This may be due to the fact that
now we are beginning to understand that the chimpanzee population has



Animal Models 483

been infected with the virus for a long period of time and the chimpanzees
of today may have been selected for resistance to lentiviral disease (Gao et
al., 1999). There have been recent reports of pathology in this animal model
(Fultz, 1997; Mwaengo and Novembre, 1998; Wei and Fultz, 1998) (See
Section VIII for more discussion). Other animal models supply evidence for
a lentiviral etiology for AIDS. SIV infection of rhesus monkeys shows a
disease that is exactly like human AIDS.

The isolation of molecular clones of SIV have enabled the investigation
of the molecular genetics of primate lentiviruses and have provided the best
evidence for a viral cause for AIDS. A molecular cloned virus contains the
total genetic information for the virus on a proviral DNA copy. That copy
can, by itself, program the production of the virus; in essence the virus life
cycle can be started in the absence of complete virus. Thus, pure DNA
encoding viral information can be used to test whether the virus causes
AIDS or whether some contaminating substance copurifying in the virus
preparation is necessary to produce the disease. The molecular clone SIV-
mac239 was the first molecular cloned AIDS virus shown to be pathogenic
(Kestler et al., 1990). The hypothesis was extended further by the discovery
that pathogenesis could be attenuated by the deletion of a gene called nef
(Kestler et al., 1991). The discovery of long-term HIV-infected AIDS non-
progressors who harbor nef-deleted virus suggests that HIV is also the cause
of AIDS in humans (Deacon et al., 1995; Kirchhoff et al., 1995).

The best evidence for a lentiviral cause of AIDS comes from an unfortu-
nate laboratory accident. A well-characterized strain of HIV was accidentally
introduced into a laboratory worker who eventually developed AIDS (Weiss
et al., 1988). The virus that was recovered from the individual was identical
to the virus the individual was working with (Kong and Shaw, 1989).

III. SIV Infection of Rhesus Monkeys

SIV was used to study pathogenic effects of primate lentiviruses and to
understand the molecular genetics of AIDS viruses. Additionally, SIV was
instrumental in evaluating candidate vaccines and has itself uncovered a
potential AIDS vaccine strategy. There are many animal models for AIDS
and they differ in the extent to which disease is represented and the degree
of genetic relatedness of the infectious agent or component of the agent
used in the model. The first animal model for AIDS was the result of a
discovery in the Primate Center System in the United States. A disease that
was remarkably similar to human AIDS spontaneously arouse in several
colonies around the country. Scientists who were at the time studying a
retrovirus that produced a different disease that only loosely resembled
human AIDS discovered the disease. These virologists were adept at recogniz-
ing the biochemical and physical properties of retroviruses and one of them,
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M. D. Daniel, isolated the first simian immunodeficiency virus (SIVmac)
from a captive rhesus macaque (Macaca mulatta) at the New England Re-
gional Primate Research Center (Daniel et al., 1985). Rhesus macaques
infected with SIVmac suffered from a disease that was very similar to HIV
disease in humans. With the first isolation and subsequent inoculation of
naive animals, the first animal model for AIDS was developed (Letvin et al.,
1985). Since then, SIV has been obtained from sooty mangabeys (Cercocebus
atys; Fultz et al., 1986a), African green monkeys (Cercopithecus aethiops;
Ohta et al., 1988), Mandrill (Papio sphinx; Tsujimoto et al., 1988), and
chimpanzees (Pan troglodies; Peeters et al., 1989, 1992; Huet et al., 1990;
Vanden Haesevelde et al., 1996). The SIV model was accelerated by the
isolation of molecular provrial clones of the virus (Kestler et al., 1990). One
clone was able to produce AIDS in the model (Kestler et al., 1991), leading
to the many studies on the molecular genetics of AIDS pathogenesis. The
use of clones had a number of other applications, such as a detailed analysis
of neutralization and the generation of escape mutations (Burns and Desro-
siers, 1990) and the analysis of determinants needed for macrophage tropism
as well as neurotropism (Kodama et al., 1990; Mori et al., 1992). The use
of molecular clones has been questioned since in an infected individual the
virus exist as a quasispecies, but data from HIV-infected individuals suggest
that only one clone of a quasispecies is transmitted in a natural infection
(Zhu et al., 1993). An acutely pathogenic molecular clone has been isolated
from an infected sooty mangabey called pBJ14 (Fultz et al., 1989). The
determinants of this virus needed for acute pathogenesis were in this virus.

IV. HIV Infection of Macaques

It came as a surprise to most primate lentivirologists that pigtailed
macaques could be used as a host for HIV. Researchers at the University
of Washington’s Regional Primate Center succeeded in infecting pigtailed
macaques (Macaca nemestrina) with HIV-1 (Agy et al., 1992) despite con-
ventional wisdom based on the findings that other closely related monkeys
such as rhesus (M. mulatta), longtail macaques (Macaca fascicularis), and
cynomogus monkeys resisted infection (Lewis et al., 1992). Several logistical
advantages over the only other nonhuman primates to be infected with
HIV-1, chimpanzees and gibbon apes (Fultz et al., 1986c; Lusso et al.,
1988), are that the pigtailed macaques are not as scarce, expensive, or an
endangered species, yet do share hematological markers similar to humans.
The early excitement over the potential of an animal model that may help
in understanding the pathogenesis of early HIV-1 infection and evaluating
candidate vaccines and antiviral therapies has since been tempered.

The possibility that pigtailed macaques might be infectable with HIV-1
arose from observations that the macaques and pigtail PBMCs were more
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susceptible to infection with HIV-2 and SIV (Agy et al., 1992; Lewis et al.,
1992). Acute and persistent infection of eight pigtailed macaques by cell-
free virus or HIV-infected cells was determined by cocultivation and the
presence of HIV-1 DNA in PBMC, detectable by the polymerase chain
reaction and seroconversion to produce antibodies to HIV gag and envelope
antigens (Agy et al., 1992). The animals developed moderate lymphadenopa-
thy and two developed rash over the abdominal and inguinal regions. In
contrast to experience with HIV-1-infected chimpanzees, one of the eight
developed viremia, as evidenced by isolation of virus from cell-free plasma.
The HIVLAI and the molecularly cloned HIVNL4-3 strains were used to infect
these animals.

The confirmatory report by Frumkin et al. (1993) extended the model
to show infection of pigtailed macaque PBMCs by five laboratory-adapted
and one clinical isolate of HIV-1 and in vivo infection of six macaques with
cell-free and cell-associated virus. Coculture, PCR amplification of gag DNA,
and seroconversion demonstrated acute and persistent infection. The in-
fected macaques again had moderate lymphadenopathy and two had rash.
In contrast to acute HIV infection of humans, none of the six macaques
developed viremia and only one developed serum HIV-1 antigenemia. Typi-
cally, virus was not routinely recoverable after 2 months. Infections were
not associated with any significant disturbances in CD4� T-cell levels nor
were there signs of immunodeficiency disease (Frumkin et al., 1993; Bosch
et al., 1997). Evidence of HIV DNA in nonneuronal brain cells and mild
brain pathology (Frumkin et al., 1995; Anderson et al., 1994) were not
accompanied by viral encephalitis or behavioral changes often seen in ad-
vanced human brain disease.

The limitations of the pigtailed macaque/HIV-1 model began to be
defined by studies that showed not all strains of HIV replicated in pigtailed
macaque PBMCs. Twenty-four primary isolates of HIV-1 failed to replicate
in pigtailed macaque PBMCs (Otten et al., 1994). Also, intravenous inocula-
tions with field isolates of HIV-1 and a high-titered laboratory strain failed
to establish a productive infection using conditions that were successful
using HIV-2. Only HIVIIIB and related strains such as HIVCH69, which was
obtained from an HIVIIIB persistently infected chimpanzee, replicated in
pigtailed macaque PBMCs and even then at a delayed, 10 to 100 times
decreased level compared with human cells (Frumkin et al., 1993; Gartner
et al., 1994a; Kimball and Bosch, 1998). Individual pigtailed macaques did
not seem to be responsible for this limitation since T cells from more than
40 macaques were infectable with HIVCH69 (Gartner et al., 1994a). The
observation that HIV-1 replication in pigtailed macaques cell appeared to
be suboptimal yet could establish persistent infections with low-dose inocula-
tions, allowing recovery of infectious virus more than 1 year later, was of
some interest (Gartner et al., 1994b). It showed that persistent infection,
however reduced compared to human HIV infection, as demonstrated by
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virus recovery was not due to lingering virus present in cells following large
inoculations. Also, the delay in seroconversion beyond that expected from
an immune response to heterologous host cells and a large virus inoculum
suggested the specific anti-HIV-1 immune response followed replication of
virus in vivo.

The necessity of adaptation of HIV to the pigtailed macaque host cells
was considered a possible limitation to replication in vivo and establishing
persistent infection or developing pathogenesis. Passage on autologous
PBMCs to prepare HIV-1 inoculum of pigtailed macaques did not increase
viral replication in vivo or produce disease (Gartner et al., 1994a). Serial
transfer of HIV-1 to successive animals failed in one report, apparently due
to a premature transfer before the peak of viral replication and adaptation
was reached (Gartner et al., 1994b). Transfer of HIV-1 in pigtailed macaques
was successful between groups of pigtailed macaques, with HIV recoverable
from macaque PBMCs up to 10 weeks after transfusion (Agy et al., 1997).
Plasma viremia detected as HIV-1 RNA was found in 11 of 12 animals
in the study. Seroconversion following transfers between groups was also
established, although none developed any clinical signs of immunodeficiency
disease or drops in CD4� T cells. Animals in the second group did show
higher levels of HIV RNA than the original pair of inoculated animals, but
that increase was not reproduced in the third group. A fourth group trans-
fused with 10 ml of blood 8 weeks postinoculation from group three animals
did not yield culturable virus or produce seroconversion (Agy et al., 1997).
The primary objective of the study, to recover an adapted, pathogenic variant
of HIV-1, failed. Sequence analysis of env DNA from serial passage in
pigtailed macaques showed little evidence of adaptation, presumably as a
function of limited viral replication.

The block in viral replication of HIV-1 in pigtailed macaques in vitro
and in vivo may be potentially overcome with HIV-1/-2 chimeric viruses
(Otten et al., 1994) or SIV/HIV-1 chimeras, the so-called SHIV constructs
(Kimball and Bosch, 1998). Identification of a post-reverse transcription
(RT) block on efficient HIV-1 replication in macaque cells in vitro suggested
that a little as one SIV gene might be replaced in HIV to create a chimera
capable of inducing CD4� T-cell depletion and disease in pigtailed macaques
(Kimball and Bosch, 1998).

The value of the pigtailed macaque/HIV-1 model began to be demon-
strated by studies addressing specific aspects of HIV infection and pathogene-
sis. The earliest reports showed inhibition of HIV-1 replication in vitro by
agents such as human recombinant soluble CD4� (Agy et al., 1992) and
AZT (Frumkin et al., 1993). The potential of pigtailed macaques as a nonhu-
man primate model for pharmacokinetic analysis of anti-HIV drugs has
included effects of ddI (Pereira et al., 1994) and d4T (Keller et al., 1995)
on neonatal pigtailed macaques. Prenatal, postnatal, and maternal toxicity
testing and pharmacokinetic analyses of ddI and d4T (Odinecs et al., 1996)
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and AZT (Tuntland et al., 1998; Ha et al., 1998) helped determine guide
treatment regimens that may need to vary with age. The pigtailed macaque/
HIV-1 model allowed study of vertical transmission between fetal and mater-
nal circulation by intra-amniotic inoculation. This would allow a reverse
route of infection of the mother by the fetus via the placenta (Ochs et
al., 1993). Other HIV transmission studies include inoculation of pigtailed
macaque neonates via oral, anal, and intravenous routes (Bosch et al., 1997).
This report found that oral transmission was not more efficient that nontrau-
matic anal inoculation in HIV-1 transmission.

Independent evidence, other than coculture, PCR amplification of viral
genes, and seroconversion, that HIV-1 productively and persistently infects
pigtailed macaques includes studies detailing the anti-HIV-1 cellular immune
response. The poor HIV-1 replication to levels below that permitting re-
peated reisolation after 20 weeks postinoculation might be due to the rela-
tively poor replication relative to human cells. It may also be caused by an
effective and sustained proliferative and cytotoxic T-lymphoctye response
(CTL). Kent et al. (1995), investigating the immunological containment of
HIV-1 in pigtailed macaques, found an early and persistent CD4� T-cell
proliferative response and CTL response starting 4–8 weeks after infection
and persisting to 140 weeks. These CTL responses temporally correlate with
reduction and continued control of HIV in macaques (Kent et al., 1997).
Comparisons with humans infected with HIV suppressing HIV similar to
that seen in long-term nonprogressors must be tempered with the result that
viremia in the pigtailed macaques is 2–3 logs lower than in acute HIV-1
infection of humans. Nevertheless, the intriguing result that HIV levels fall
with the rise of an HIV-1-specific cellular immune response and continues
to be contained in macaques lead to even more promising work. Vaccination
with HIV DNA and boosting with a recombinant fowlpox vaccine encoding
HIV antigens protected four macaques from intravenous challenge (Kent et
al., 1998). No signs of acute infection, plasma viremia, or culturable virus
were obtained. Four unvaccinated animals became infected using these same
criteria. This otherwise dramatic result of protective immunity may reflect
the suboptimal replication and nonpathogenic infection of HIV-1 in pig-
tailed macaques.

V. SHIV Infection of Macaques

In the long search for an adequate animal model for HIV, a number of
novel approaches have been taken. Infection of chimpanzees with HIV em-
ploys the virus that we would like to have more information about, but it
does not produce significant disease. Thus, while useful, this model does
not have the same properties of SIV infection of rhesus monkeys or HIV
infection of humans. These properties include depletion of cells bearing the
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CD4 antigen and production of high virus loads. SIV infection of rhesus
monkeys employs a virus that is only a relative of the clinically significant
virus HIV. To evaluate the behavior of HIV genes in the SIV animal model,
a novel approach has been taken (Li et al., 1992). Various investigators
have developed SHIV strains of virus, that is, SIV HIV hybrid virus. Recently,
it appears that some combinations of HIV and SIV genes can be made
pathogenic for Rhesus macaques. SHIVs have great utility for a number of
genetic applications. Perhaps the best use is to map genetic differences be-
tween HIV and SIV. They have also been used to evaluate host genetic
differences as well as immune responses. Doms and coworkers have used a
SHIV construct to find host determinants for species specificity (Hoffman
et al., 1998). Their analysis will help reconstruct molecular events that
transpired when primate lentiviruses were crossing species barriers.

The most exciting use of SHIVs has been to determine the nature of
AIDS virus pathogenesis. This goal was not immediately realized because
of the limited pathogenesis of early SHIV constructs. The blockade was
eliminated when Narayan applied an old technique used on another lentivi-
rus to the problem. The technique, in vivo passage of virus, selects for virus
that has fast replication kinetics. The technique was initially applied to visna
virus (Clements et al., 1982) and is performed by serially infecting animals
with the virus. The virus that comes out is genetically distinct from the virus
that was used in the initial infection. The mechanism by which it works is
unknown, but probably involves selection of viruses that are adapted for
replication in the tissue that is sampled when the passage is performed. Since
lentiviruses have a great genetic plasticity, better replicating strains rapidly
emerge. In the case of SHIV, the technique can be used to adapt the virus to
its ‘‘new’’ host. Early replication kinetics are probably essential to lentiviral
pathogenesis. Early replication kinetics are essential for establishment of
infection. An HIV infection can be aborted if AZT is employed (Sperling et
al., 1996; Wade et al., 1998). Naryan has used SHIVs to map pathogenic
determinants by genotyping serial isolates from the in vivo passaging of the
virus (McCormick-Davis et al., 1998). The determinants of pathogenesis
mapped to env, nef, and vpu.

VI. HSIV

A number of studies have been devoted to the investigation of chimeric
SIV and HIV, called SHIV, in which HIV genes are inserted into an SIV
backbone (see Section V). The purpose of such a construct is to address
questions of HIV pathogenicity or immunogenicity in the macaque model.
The opposite approach has not been explored; that is, to take SIV genes
and insert them into an HIV backbone. Recently Yoon et al. (1998) have
taken the nef gene from the pathogenic molecular clone SIVmac and cloned



Animal Models 489

it into HIV-NL4-3. These workers found that the SIV allele of nef could
complement the HIV-1 nef in an in vitro growth assay. They have provided
further evidence for a lentiviral cause of AIDS. Since nef is a pathogenic
determinant of SIV, and previous studies have shown that HIV nef can
substitute for the SIV nef in a SHIV, this study demonstrated that the
SIV nef can also substitute for the HIV nef. It is apparent that although
genotypically distinct, the phenotype of either nef gene product is identical.

VII. HIV Infection of Chimpanzees

The HIV-1/chimpanzee (P. troglodytes) model is arguably the most
relevant of several primate animals models due to the greater than 98%
genetic identity between our species (King and Wilson, 1975) and the recent
identification of the chimpanzee as the most likely origin of HIV (Gao et
al., 1999). The considerable expense and concrete limitation on the number
of these endangered species available for research in HIV pathogenesis and
drug or vaccine testing have been and are continuing problems. As viable
candidate HIV vaccines reach status for testing in humans and animal mod-
els, ethical and practical debates about the use of the HIV-1/chimpanzee
model have intensified.

HIV infection of the chimpanzee has been established by cell-associated
and cell-free HIV-1 or by transfusion of blood or plasma (Alter et al., 1984;
Francis et al., 1984; Gajdusek et al., 1985; Fultz et al., 1986b). These animals
developed anti-HIV IgG antibody responses and HIV was recoverable from
peripheral blood mononuclear cells (PBMC). While these reports and others
suggest primary HIV infection would cause mild symptoms including lymph-
adenopathy or weight loss, no clinical disease is apparent in most instances.
Laboratory results have characterized the immunological response, including
neutralizing antibodies and antibody-dependent cellular cytotoxicities (Nara
et al., 1987) and cell-mediated immune responses (Eichberg et al., 1987).

These early reports of a valuable animal model for AIDS began immedi-
ately to support other evidence concerning the transmission of HIV. For
instance, infection of chimps with lymphocyte-poor plasma suggested the
risk of exposure to HIV might be present in blood products such as clotting
factors (Alter et al., 1984). Also the inability of HIV to be transmitted to
cagemates in close physical contact for long periods of time (Fultz et al.,
1986c; Fultz et al., 1987) helped define the limits of HIV transmission
methods, that is, excluding casual contact.

The value of the chimpanzee model was held up as representative of
the early natural history of HIV infection, as that stage was rarely available
for study in humans. The closest genetic companion to humans, Homo
sapiens, among the great apes, may well have been expected to be infectable
with HIV. However, the mere 1.5% genetic difference between chimpanzees
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and humans overall includes central major histocompatibility complex
(MHC) genes and variation at MHC accounts for a large proportion of that
difference (Leelayuwat et al., 1993). Furthermore, this difference in MHC
may influence the course of HIV infection (Malkovsky, 1996). Differences
in clinical and immunological responses to HIV are more apparent. The
acute primary stage of HIV disease in chimps was milder than that in
humans, suggesting biological differences in either the virus stocks used to
infect the animals or differences in the immunological responses between
chimpanzees and humans. In chimpanzees, the appearance and waning of
plasma viremia has been detected, often sporadically. The continued pres-
ence of virus in PBMCs subject to virus reisolation has been more reliable
(Alter et al., 1984; Fultz et al., 1986c; Gajdusek et al., 1985; Nara et al.,
1987; Nara et al., 1989). The humoral response also mimics that of humans,
with the appearance of neutralizing antibody titers typically produced after
about 6 weeks and plateauing at about 6 months after infection (Fultz, 1993).

As in humans, chimpanzees after acute HIV-1 infection follow a long
course of asymptomatic infection. No plasma viremia is detectable with
coculture methods but virus may be infrequently recovered from PBMC
cocultivation. The ability of the virus to persist in the presence of neutralizing
antibody suggested that that humoral response played a lesser role. Antibody
to virus that was initially type specific was found to broaden with time of
infection to neutralize other more diverse isolates (Morrow et al., 1989;
Nara et al., 1987). With the advent of PCR methods, reanalysis of HIV-1
infection of chimpanzees became more approachable. Largely due to the
limited numbers of chimpanzees available, chimps were often ‘‘recycled’’ in
various studies. The diversification and recombination among HIV strains
following superinfection (Fultz et al., 1987; Fultz et al., 1997; Wei and
Fultz, 1998) or challenge with heterologous HIV strains highlighted the
ability of HIV to change considerably during the asymptomatic, yet active
viral replication period of infection in this animal (Saksela et al., 1993).
Wooley and colleagues have shown recombination between different strains
of SIV in a dually infected rhesus monkey (Wooley et al., 1997). The extraor-
dinary genetic diversity of HIV remains a hurdle for vaccine design, testing,
and analysis in animal models.

With analysis of difference in HIV strains being more testable than
biological differences between Pan and humans, several reports began to
distinguish differences among HIV isolates and strains in their ability to
infect chimpanzees. Most macrophage-tropic isolates replicated poorly in
chimpanzee cells in vitro (Gendelman et al., 1991; Schuitemaker et al.,
1993), mirroring the relatively poor replication seen in acutely infected
animals. Lymphotropic HIV strains can replicate in chimpanzee cells in
vitro. The extensive passage of HIV-1 in human T-cell lines or direct isolates
from patients may select against well-replicating strains in chimpanzees. The
poorly replicating strains, HIVLAI, has been used for most vaccine trials
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where challenges have been used. Other in vitro or in vivo poorly replicating
strains include HIVSF2 (Berman et al., 1990; Berman et al., 1996). The better
replicating strains, HIVIIIb, HIVRF, and HIVMN (Girard et al., 1995) are found
to have been passaged in vivo (HIV LAI-1B; Gendelman et al., 1991; Wata-
nabe et al., 1991) or in vitro (HIVDH12 and HIVE/90CR402; Shibata et al., 1995;
Girard et al., 1996; Barre-Sinoussi et al., 1997). The improvement in replica-
tion in chimpanzees or their cells following passage in the same is not
unexpected due to mutation and selection of the better replicating variants
within viral quasispecies. Other considerations such as the presence of het-
erologous antigens in the lipid envelope may have contributed to the immune
response of chimpanzees infected with cell free-virus or virally infected cells
from human cell lines or patients.

Examination of the mild acute HIV infection of chimpanzees has lead
to the understanding that the differences may be due to immunological
differences. The CD4� depletion seen in humans has been investigated in
Pan. The largely apathogenic strains of HIV used in most studies did not
cause the dramatic depletion of CD4� cells in chimpanzees. When CD4�
depletion was noted, increased apotosis in this cell population was an impor-
tant factor and a correlate of disease (Davis et al., 1998). Other studies
found the lack of apoptosis correlated with absence of immune dysfunction
and disease (Heeney et al., 1993; Estaquier et al., 1994; Gougeon et al.,
1997). The effects of xenostimulation of the immune system was found to
increase viral replication to levels that had not previously been detectable
(Shibata et al., 1997). The effect of imunosuppression, such as via steroid
therapy, demonstrated that the increase in HIV replication responds to
immune system function (Morrow et al., 1987; Shibata et al., 1997).

A few studies have established that infection via the mucosal route is
possible (Fultz et al., 1986b; Girard et al., 1998; Davis et al., 1998). The
scarcity of chimpanzees has largely dictated that vaccination challenge stud-
ies use the intravenous route, which is more quantifiable and better character-
ized. If more animals were available a mucosal vaccine challenge, which
would be more predictive of the usefulness of the vaccine for humans, could
be employed in the animal model. Even the coreceptors of HIV infection
between human and chimpanzees, CXCR4 and CCR5, are identical or
show differences as little as two substitutions. This suggests that the poor
replication of some strains of HIV is not due to differences in CD4 receptors
or coreceptors (Pretet et al., 1997)

The potential for animal models, including HIV-1/chimpanzees, for not
only defining aspects about HIV infectiousness and pathogenesis but also
serving as venues for testing antiviral or immunosupportive therapies and
eventually vaccines was noted early. The scarcity, expense, and largely
apathogenic HIV infections have limited the usefulness of HIV-1/chimpan-
zees in preclinical drug evaluations. Rather, mechanisms for drug testing in
clinical trials already existed and AIDS patients clamored to enter them. No
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pressing need for an animal model beyond toxicity testing existed. Now,
with combination therapy available, HAART (highly active antiretroviral
therapy) undermines the potential for evaluation of vaccines in humans and
increases the need for a suitable animal model for vaccine testing. That
model may have just appeared on the horizon.

A chimpanzee infected with three different isolates of HIV-1 over 10
years progressed to AIDS (Novembre et al., 1997). A decline in CD4� cells
over 3 years, an increase in cell-free virus in plasma, and opportunistic
infections characterize the disease. Of particular interest was the presence
of a new strain, HIVJC, that is cytopathic for chimpanzee peripheral blood
cells, significantly divergent from all inoculating viruses, and suggestive of
a large quasispecies. This suggests that not only may some HIV-1 strains
produce AIDS in chimpanzees but also that passage may result in a more
pathogenic virus. Transfusion of blood into other chimpanzees resulted in
a rapid and progressive loss of CD4� T cells, high viral burdens, immune
hperactivation, and increased levels of CD4� T-cell apopotosis (Novembre
et al., 1997; Davis et al., 1998). The conclusion that some HIV-1 strains may
be pathogenic for chimpanzees and that HIV-1-induced disease is possible
invigorated researchers’ interest in using this model. Objections to using a
highly pathogenic strain of HIV in chimps arose (Leigh, 1998; Prince and
Andrus, 1998; Ryder, 1998; Prince et al., 1999), largely arguing that our
nearest genetic relative deserves additional ethical consideration. The scien-
tific advantage of a highly pathogenic HIV strain that may be used as a
challenge for vaccine trials was always limited by the number and expense
of chimpanzees and especially time if disease only developed on a decade-
long scale. The advantages of using the highly pathogenic strain of HIV in
chimpanzee vaccine efficacy studies, rather than a nonpathogenic strain,
HIVHAN-2, permit a fair test of vaccination, with an endpoint as close as
possible to that of human HIV-1 disease, that is, AIDS (Letvin, 1998).

The first attempts to vaccinate chimpanzees met with mixed success.
Claims of protection or lack of protection were difficult to evaluate due
to the small sample size, below that necessary for statistical significance;
additionally, differences in methods, including various challenge HIV strains
or doses, made drawing general conclusions about the data difficult. For
example, with no known correlates of protective immunity, reports on the
lack of neutralization of virus following HIV envelope, gp120 vaccination
(Arthur et al., 1989; Nara et al., 1990) appeared to be a setback in vaccine-
development efforts. A test of clade B HIV-1-vaccinated chimpanzees with
challenge with heterologous HIV-1 (clade E) also did not prevent infection
(Girard et al., 1996). Unlike other established antiviral vaccines, it became
apparent that neutralizing antibody was not critical to limiting viral replica-
tion or disease progression. The relatively rare and late appearance of
antibody-dependent cytotoxicity in chimpanzees differs significantly from
that seen in human HIV infection (Ferrari et al., 1994). Virus-specific cyto-
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toxic T-cell response that coincides with the drop in HIV during acute
infection indicates its importance (Eichberg et al., 1987). Other antiviral
vaccines did not necessarily induce cellular T-cell responses. Successes in
vaccination of chimpanzees have included whole inactivated virus, HIV–
poxvirus recombinants, or purified recombinant proteins such as surface
glycoprotein gp160 (Hu et al., 1987; Berman et al., 1990; Girard et al.,
1991; Fultz et al., 1992; Girard, 1995). However, these positive reports of
protection often used strains of HIV that replicated poorly in chimpanzees
for challenge or had very extensive immunization and booster schedules
unlikely to be practical. The strains used were not representative of clinical
isolates of HIV-1 and were delivered in dosages or routes unlike typical
human transmission of HIV.

The description of HIV-1 infection of chimpanzees as basically apatho-
genic with some minor variations such as detectable lymphopenia or throm-
bocytopenia began to change a disease model as the length of time of
infection for some of the chimpanzees stretched into a decade (Fultz et al.,
1991). The search for strains of HIV with a highly pathogenic potential for
chimpanzees began with surveying patient isolates for their ability to grow
in chimpanzee cells in vitro (Shibata et al., 1995). Only 3 of 23 isolates
were infectious in cell culture and one strain, HIVDH12, had extremely rapid
replication kinetics, profound pathogenicity, and dual tropism for macro-
phages and T cells. Unlike other strains of HIV which do not cause viremia in
chimpanzees, HIVDH12 caused viremia, lymphadenopathy, and disseminated
rash. The peak load of HIVDH12 in one infected chimpanzee during primary
infection and 6 months postinfection rose to levels comparable to that of
HIV-infected humans. Without question, the infectability of chimpanzees
with HIV contributed to our early understandings about transmission, pri-
mary HIV infection, and the immune response. What will the HIV/chimp
model offer future vaccine and anti-HIV therapeutic evaluations? The an-
swer, however positive, is preordained by the limited numbers of this endan-
gered animal. A role in vaccine, rather than drug, studies seems likely.
The current debates about the choice of HIV vaccine challenge strains for
chimpanzees demonstrates our experience and advancement in using this
HIV animal model. It may well determine our ability to develop and fairly
test a safe and effective vaccine against HIV.

VIII. HIV Infection of SCID Mice

Mice genetically bred to have immunodeficiency called severe combined
immunodeficiency (SCID) can be implanted with human tissue. The im-
planted tissue will develop a partial humanlike immune system, and HIV
can infect the engrafted animal. The model has been useful in confirming
viral pathogenicity predicted from the rhesus monkey model and has also
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been useful in testing potential vaccines. However, the model, like primate
models, are not widely available to investigators because of cost and the
expertise necessary to maintain facilities for immunologically crippled an-
imals.

Most animal models for HIV are approximations of the human HIV
situation, with numerous limitations. They are either animal lentiviruses
infecting nonhuman animal hosts such as SIV/macaques or HIV is forced
into a context beyond its natural tropism such as nonhuman primates,
rabbits, or transgenic mice.

The need for a small-animal model for HIV infection was set back by the
failures to infect various animal cells in vitro, even following the xenogenic
expression of the principle HIV receptor, the human CD4� protein. CD4�
rodents cell were refractory to HIV infection and since the second receptors
for HIV, the CCR5 and CXCR4 chemokine receptors, were not identified
until 1996 (Dragic et al., 1996; Deng et al., 1996; Feng et al., 1996), direct
infection of rodent cells has not been achieved. Nevertheless small-animal
models have played important roles in studies of viral replication, viral
pathogenesis, preclinical evaluation of antiviral drugs, and vaccines, result-
ing in a reduction in cost and more rapid development. Specifically, without
a small-animal model for HIV infection, candidate antiviral compounds
would leap from in vitro efficacy against the virus, with some animal toxicity
testing, directly to clinical studies in humans. The assessment of dose–
response relationships in vivo, serum binding, tissue penetration, and phar-
macokinetics, while not equal in animals and humans, would, in the least,
give an important first approximation. Additionally, a postexposure efficacy
trial, such as postexposure prophylaxis with AZT following HIV exposure
in the workplace (Henderson and Gerberding, 1989), would be difficult to
pursue in a clinical trial, but approachable with a small-animal model.

The description in 1983 of a severe combined immunodeficiency mouse
(Bosma et al., 1988) resulted from a defect in rearrangement of receptors
for B and T cells due to recombinase deficiency. The animals have normal
erythrogenic, myelomonocytic, and megakaryocytic lineages, but lack ma-
ture B and T cells. The lack of humoral or cell-mediated immunity is therefore
called severe combined immunodeficiency. They cannot produce antibodies
and cannot reject allografts or xenogratfts. Normal innate immunity as well
as functional macrophages, NK cells, and elevated hemolytic complement
activity remain. Mice homozygous for the scid mutation, such as C.B-17-
scid/scid mice, have shown some degree of ‘‘leakiness.’’ Some mice that
produce peripheral populations of mature lymphocytes and antibodies, per-
haps due to somatic reversion events, are routinely excluded from experi-
ments. While detecting murine Ig in serum by ELISA is a straightforward
procedure, no standard for such exclusion has been established and has
ranged from 0.4 �g/ml to 50 �g/ml by different investigators (Bosma et al.,
1988; Nonoyama et al., 1993; Mosier et al., 1993).
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The xenotransplantation of SCID mice with components of the human
immune system infectable with HIV began in 1988. Several variations have
since been tested in order to improve reproducibility and the length or
constitution of the human immune cell transplantation. These variations
have served to help define aspects of HIV pathogenesis, antiviral safety
and efficacy, passive and active vaccination effectiveness, model mucosal
transmission, pediatric AIDS, and HIV encephalitis, among others. A review
of the different SCID mouse models reconstituted with human cells or tissues
and the usefulness in studying HIV processes follows.

A. SCID Hu thy/liv

Human reconstituted SCID mice have been developed using fragments
of human fetal thymus and liver organ transplants under the renal capsule
(McCune et al., 1988, 1990; Namikawa et al., 1990). A local chimeric
lymphoid compartment is fused to create a conjoined organ capable of long-
term multilinear human hematopoesis. Fetal human liver provides a source
of human hematopoietic stem cells, allowing self-renewal. The thymus pro-
vides an appropriate environment and architecture for immune-cell matura-
tion. In addition, the use of fetal organs assures that no mature human T
cells are present that would mount a graft versus host (GVH) response to
the SCID mouse. In fact, developing human immune cells become tolerant
to the murine tissue. The thy/liv SCID-hu mice, as they are called, produce
B and T cells of human origin in the peripheral circulation and secrete
human IgG (Krowka et al., 1991; Namikawa et al., 1990).

The ability of the transplanted tissue to become infected with HIV
(Namikawa et al., 1988) was immediately found to be effected by the strains
of HIV used. The SCID-hu mouse model served as testing for antiviral
medication such as AZT (McCune et al., 1990). It was found that tissue
culture-adapted HIV were not infectious, whereas primary patient isolates
were (Namikawa et al., 1988). The kinetics of replication and CD4� cell
depletion in the SCID-hu mouse varied according to phenotypic cell tropism
of the particular HIV isolate ( Jamieson et al., 1995; Uittenbogaart et al.,
1996). HIV that is T-cell tropic with an SI (syncytium-inducing) phenotype
is more pathogenic, replicates to higher viral titers, and results in more
severe thymic and CD4� depletion compared to non-SI, macrophage-tropic
isolates ( Jamieson et al., 1995; Kaneshima et al., 1994; Kollmann et al.,
1996). The high viral burden and rapid CD� depletion suggested to some
investigators that direct killing, and not apoptosis, was responsible during
the initial phase of infection in SCID-hu mice ( Jamieson et al., 1997).

The report by Kitchen and Zack (1997) identified the greater expression
of CXCR4 cytokine receptor, an HIV coreceptor with CD4, in immature
thymocytes. This suggested that the rapid disease progression in some chil-
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dren may be due to efficient infection of the thymus by certain SI strains
of HIV.

A dramatic example of the analysis possible in SCID-hu mice not possible
in humans includes identification of HIV-1 determinants necessary for repli-
cation in vivo as opposed to in vitro (Su et al., 1997). Following the accidental
infection of a lab worker with the HIV Lai/IIIB strain that may be attenuated
by passage in T-cell line, HIV reisolation occurred only with primary PBMC
and not T-cell lines. To determine whether the replication of HXB2, the
molecular clone of HIV Lai/IIIB, contained rare members able to replicate
in vivo or reversion events were required, the SCID-hu model was used.
HXB2 didn’t grow out efficiently in the infected lab worker or in SCIDhu
mice. The apparent attenuation in the envelope region was supported by
making recombinant viruses between HXB2 and the envelope gene isolated
from the lab worker (Kong and Shaw, 1989). In addition to envelope, studies
identified other gene regions of HIV responsible for attenuation, including
deletions in nef ( Jamieson et al., 1994; Aldrovandi and Zack, 1996), vif,
and vpu (Aldrovandi and Zack, 1996).

Several major or minor variations in thy/liv SCID-hu mouse models for
HIV pathogenesis have also been pursued. Increasing the amount of human
thymus and liver tissue under both kidney capsules increased the number
of human T cells in the peripheral blood. This resulted in a more disseminated
infection following HIV injection (Kollmann et al., 1994, 1995). In addition
to thy/liv tissue in the kidney capsule, fragments of autologous lungs were
coimplanted into the peritoneal cavity in a study of thymocyte abnormalities
occurring in the first month of HIV infection. The lung tissue served as a
peripheral immune tissue rich in macrophages, allowing a systemic and
multifocal infection (Autran et al., 1996). An interesting model for mucosal
transmission of HIV included implantation of human intestine in thy/liv-
SCID hu mice (Gibbons et al., 1997). The thy/liv implants apparently provide
a continuing supply of circulating T cells that populate the human intestinal
implant. Inoculation into the lumen allows infection to occur at a mucosal
surface, although whether human T cells, monocytes, or dendritic cells are
first infected is not yet clear. The potential remains for this model system
to yield valuable insight into mucosal transmission of HIV and the viral
tropism for certain cell types or coreceptors.

B. SCID Hu PBL

The other major model system for reconstituting SCID mice uses human
peripheral blood lymphocytes (PBL) from HIV-negative, EBV-negative do-
nors (Mosier et al., 1988). The Hu PBL-SCID mice are infectable with HIV
(Mosier et al., 1991), resulting in rapid CD4� cell decline using noncyto-
pathic HIV isolates (Mosier et al., 1993b). No prior activation of the human
cells is necessary, presumably because mature cells become activated in the



Animal Models 497

murine environment, including inducing a graft versus host response and
disease. Results consistent with the SCID-hu model of HIV infection include
envelope’s role in cell tropism, SI phenotype, and CD4� T-cell depletion
(Mosier et al., 1993b; Gulizia et al., 1996; Markham et al., 1996; Picchio
et al., 1998).

The Hu-PBL SCID mouse has shown that resistance of donors vaccinated
with Vaccinia gp160 and boosted with recombinant HIV gp160 can be
protective against homologous challenge (Mosier et al., 1993a). Of three
donors, all yielded some resistance to hu-PBL-SCID mice even though only
one made neutralizing antibody. The T-cell response did correlate with the
level of protection. This demonstrates the usefulness of the Hu-SCID mice
model for evaluating future vaccine candidates and for defining the nature
of protective immunity.

The most effective therapy for HIV infection will likely combine antiviral
therapy with immunomodulators. The potential for pharmacological inter-
vention to act as immunomodulators has also been tested in SCID mice.
Linomide, a synthetic derivative of quinoline, has strong immunomodulatory
effects in humans by limiting inflammatory cytokine overproduction and
preventing apoptosis. Since the ability of HIV to replicate depends in part on
the activation state, reduction of inflammatory cytokines and maintenance of
CD4� cell demonstrated by linomide may help reconstitute the immune
system and boost the anti-HIV-1 response (del Real et al., 1998). The effect
of IL-10, but not IL-12, on a modified SCID-hu mouse model with dissemin-
ated HIV infection and plasma viremia showed potential as therapy for
acute HIV infection (Kollmann et al., 1996). The virtue of the model for
further evaluation of exogenous cytokine therapy in a preclinical tests
was established.

The need for a model of pediatric AIDS and the attendant problems in
conducting human clinical trails in newborns may be solved in part by the
description of a neonatal C.B-17 SCID mouse (nSCID) model using human
cord blood lymphocytes (Hu-CBLs; Reinhardt et al., 1994). The engraftment
of human cells in peripheral lymphoid organs and blood was much greater
than that using adult human blood donors and adult SCID mice. Both
laboratory and clinical HIV isolates were infectious and pathogenic in the
hu-CBL-nSCID mice. The hu-CBL-nSCID mice had greater engraftment and
contained higher numbers of CD4� cells and few memory T cells and
functionally immature T and B cells. Therefore this system mimics certain
aspects of pediatric infection and should be useful for testing antivirals and
strategies for blocking HIV infection of neonates.

Improving the SCID mouse model specifically for testing antivirals led
Alder et al. (1995) to use multiple reconstitutions with human lymphocytes
and a large inoculum. The advantage gained was splenic HIV p24 antigen
levels detectable by ELISA. Using AZT as an example, potency and tissue
concentration correlated with treatment efficacy. The high viral burden and
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p24 measurements were reported to be more quantitative than with other
methods using PCR. Difficulties reported were the rarely detectable p24
levels in plasma, necessitating a terminal assay for assessing drug efficacy;
biohazard concerns of injecting live mice with HIV; and variability in achiev-
ing splenic P24 levels in all trials. Despite the problems, the authors maintain
that SCID mice models for pre clinical testing of antiviral would save time
and money compared to human trails designed to evaluate potential HIV
therapeutics.

Rather than use normal human cells in SCID mice, human tumor cells
U937 were injected subcutaneously with cell-free HIV-1 or HIV-1-infected
cells (Lapenta et al., 1997). Pretreatment with antibody to either mouse-
IFN or granulocytes resulted in tumor take and higher levels of HIV p24
antigenemia. The long-lasting antigenemia, over 3 months, was inhibited
by AZT, as were the levels of virus expression and number of infected cells
at the tumor site. The features of easy establishment of U937 tumor cells
in SCID mice, high reproducibility, well-defined viral kinetics, and high
levels of persistent viremia offer advantages for testing antivirals. A novelty
of the model is the ability to serially reimplant tumor cells from HIV-infected
mice treated with antivirals to investigate long-term antiviral therapy for
the selection of HIV-1 drug-resistant strains.

Two models of the SCID mouse reconstituted with human cells have
addressed the ‘‘leakiness’’ of the murine immunodeficiency and the remain-
ing murine immune function other than B- and T-lymphocytic responses.
The SCID-Beige mouse, closely related to C.B-17 SCID mice, also has de-
fects in natural killer cells in addition to a lack of mature B and T cells
(MacDougall et al., 1990). This additional defect may allow for greater
acceptance of xenografts, help establish viral infections, and remove the
murine NK function from troubling the interpretation of antiviral protection
studies. The beige defect also makes the mice less ‘‘leaky’’ compared to scid/
scid mice (Mosier et al., 1993b). Reconstitution efficiencies approaching
100% in SCID-Beige mice, functional human immune responses to KLH
antigen, and intaperitoneal infection by HIV were reported (McBride et al.,
1995). Backcrossing of the scid/scid mice with nonobese diabetic NOD/Lt
stain increases the percentage of engraftment of human PBLs in mouse
spleens by 5- to 10-fold over that in inbred C.B-17 scid/scid mice (Hesselton
et al. 1995). The success in engraftment and HIV infection of back-crossed
NOD/LtSz-scid/scid mice may be due to loss of aspects of innate immunity
still present in C.B-17 SCID mice, including macrophages, NK cells, and
hemolytic complement. The resulting increase in human cell engraftment
may make the NOD/LtSz-scid/scid mice a better choice for antiviral drug
testing.

The blood–brain barrier presents another problem for the discovery
and evaluation of anti-HIV therapies. HIV encephalitis is characterized by
the infiltration of virus-infected macrophages, the presence of multinucleated
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giant cells, and a striking gliosis. The clinical manifestation of AIDS dementia
and its relationship to HIV encephalitis is still not clear (Persidsky et al.,
1997). Modeling HIV encephalitis by injecting HIV and human PBLs intrace-
rebrally into SCID mice yielded similar pathologies (Tyor et al., 1993; Persid-
sky et al., 1996).

IX. HIV Infection of Rabbits

The development of animal models for the limited host range of HIV
has hampered AIDS. The restriction is apparently at the level of both the
receptor CD4 and coreceptor CCR5. Dunn et al. (1995) made a transgenic
rabbit model that specifically and stably expresses human CD4 on the surface
of the lymphocytes. These lymphocytes were more susceptible to HIV-1 IIIB
infection than normal rabbits. They have been shown to be capable of
infecting these rabbits with IIIB and retrieving viral DNA from these rabbits.
Another group (Speck et al., 1998) has shown that when human CCR5 is
added along with human CD4 in a rabbit cell line (SIRC), it renders the
cells permissive to infection with HIV-1 macrophage-tropic strains. A rabbit
transgenic for both CD4 and CCR5 may develop disease and would be very
useful to access candidate therapies and vaccines.

X. Mice Transgenic for Primate Lentivirus Genes

Transgenic mice encoding AIDS viral genes have been used to analyze
the functions of the gene products. A transgenic animal has a foreign gene
integrated into its genome as an embryo. Thus, as the mouse develops, all
cells of the animal encode the foreign gene. Expression of the foreign gene
is dependent on regulatory signals introduced with the transgene. Tissue
specific and developmentally specific promoter sequences can be used to
limit gene expression to a particular time or organ. Alternatively, the use
of a pan-active promoter will enable the assessment of phenotypes in a
variety of contexts and may be more useful in uncovering fundamental
mechanisms of the transgene. The model has been useful in determining the
several properties of HIV and SIV proteins. Studies on tat show that the
protein may facilitate the development of Kaposi’s sarcoma (Vogel et al.,
1988). The product of the env gene may be required for the development
of neurological lesions (Thomas et al., 1994). The nef gene product appears
to interact with the cellular machinery to establish conditions favorable to
replication of HIV and SIV (Brady et al., 1993; Skowronski et al., 1993;
Lindemann et al., 1994; Hanna et al., 1998a; Larsen et al., 1998).

Primate lentiviruses contain at least six other genes in addition to gag,
pol, and env. The genes tat, rev, nef, vif, vpr, and vpu are important in
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regulating the virus life cycle. AIDS-defining malignancies and other, less
clear AIDS-associated pathologies have been reproduced in HIV-1 and
SIVmac239 transgenic mice (Vogel et al., 1988; Larsen et al., 1998). Mice
are not natural hosts to HIV-1, HIV-2, or SIV. This is probably due to the
lack of appropriate primary and secondary receptors, since human CD4
transgenic mice do not support HIV infection (Lores et al., 1992). A human
CD4/human second receptor (CKR5R or fusin) doubly transgenic mouse
has not been developed. The use of a transgenic mouse model has circum-
vented the problem of species specificity since genetic transformation of the
mouse embryo is independent of virus infectivity (Gordon and Ruddle, 1981;
Hogan, 1986; Taketo et al., 1991). Mice transgenic for primate lentivirus
genes have allowed us to study the following effects of a given HIV-1,
HIV-2, or SIV gene on a developing animal system: development, regulation,
expression, and function. These transgenic models have contributed signifi-
cantly to our understanding of HIV pathogenesis and disease.

A. Proviral Transgenic Mice

One of the first HIV-1 transgenic mouse lines was deficient in gag and
pol, as described by Dickie et al. (1991). Deletion of the gag and pol genes
was performed as a safety measure to be sure that the virus would be
defective in its ability to replicate. As safety concerns abated, researchers
chose to use full-length virus under the control of murine active promoters.
Jolicoeur expressed full-length HIV under the control of the mouse mam-
mary tumor virus promoter (MMTV LTR) ( Jolicoeur et al., 1992). They
did not find an abnormal phenotype, only expression of the proteins as
directed by the promoter. Dickie et al. (1993) showed, using a MLV/HIV
construct, that the development of cataracts was the predominating pheno-
type. They later showed that this phenotype was linked to the nef gene
(Dickie, 1996). Iwakura et al. (1992) also found cataracts in transgenic
mice containing proviral DNA. Interestingly enough, all of these proviral
constructs have an intact nef gene. From the later work by Hanna, one can
infer that the reason for disease is the presence of the nef gene (Hanna et
al., 1998b).

The value of the model was realized recently when investigators found
pathogenesis very similar to that observed in human AIDS using a proviral
transgenic mouse model (Hanna et al., 1998b). Using a large number of
animals and a second promoter (CD4) in addition to the LTR to drive gene
expression of the provirus, they showed depletion of CD4 a hallmark of
AIDS. Furthermore, the severity of disease was positively correlated with
the level of expression of the nef gene product and mice with proviral
transgenes that lacked nef did not develop any signs of AIDS. This model
will be instrumental in the development of antiretrovirals that target Nef.
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B. Tat Transgenic Mice

HIV-1 produces a small nuclear protein, tat, which is required for viral
replication. The product of the tat gene is a potent transactivator that is
capable of upregulating gene expression in cultured cells by both transcrip-
tional and posttranscriptional mechanisms. Tat has been found to function
as an extracellular protein during an acute HIV-1 infection or a transfection
of tat (Ensoli et al., 1990). This extracellular protein can stimulate the
growth of spindlelike cells taken from KS lesion of an HIV-1-infected individ-
ual (Ensoli et al., 1990). Tat was also implicated in the upregulation of
numerous cytokines, which are found to be elevated in HIV-1-infected pa-
tients. TAT-transgenic mice that have been developed give strong evidence
to the pathogenic potential of the tat gene in HIV-1 disease.

When tat is under the control of the proviral LTR in transgenic mice,
only male mice developed KS-like lesions on the skin at 12–18 months of
age (Vogel et al., 1988). Upon careful examination of the skin, the most
prominent findings were hypercellularity of spindle-shaped cells in the dermis
and subsequent development of malignant tumors. After long-term follow-
up, a significant percentage of these mice developed liver tumor past the
age of 18 months (Vogel et al., 1991). This evidence has shown that tat
may be a cofactor for the development of KS (HIV-1 co-infection with
HHV8) and hepatocellular carcinoma in HIV-1-infected humans (Vogel et
al., 1991).

Brady et al. (1995) made transgenic mice which expressed tat in T cells
under the transcriptional control of the human CD2 promoter. They looked
at cytokine mRNA and protein expression in activated T cells and were
able to show elevated levels of TNF-� in primary activated T cells CD2-
Tat transgenic mice, which correlated with an in vitro tat-transfected T-cell
line (Buonaguro et al., 1992). Their aging mice expressed high levels of Tat,
but did not develop skin lesions.

Evidence exists which shows that Tat (Ensoli et al., 1990). TNF (Brady
et al., 1995), and other cytokines (Buonaguro et al., 1992) promote the
growth and proliferation of KS-derived cells from an AIDS patient. The
dermal lesions seen by Vogel (Vogel et al., 1988) may be expression of Tat
outside the lymphoid system.

C. Env Transgenic Mice

Neurological complications such as dementia and paralysis have been
attributed not only to opportunistic infections, but also to HIV-1 infection
of the CNS (Cinque et al., 1998; Robertson et al., 1998). To better under-
stand the pathogenic role that env, specifically gp 120, plays in the CNS,
three different models that describe transgenic mice expression of the env
protein are presented. Thomas made transgenic mice expressing gp 120
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under the control of the human neurofilament light (NFL) promoter (Thomas
et al., 1994). Their observations were that NFL-HIV-transgenic mice had
expression of HIV in neurons that triggered degenerative changes in the
nervous system. Berrada describes a transgenic mouse model similar to that
of Thomas that looked at the effect of full-length gp 160 under the control
of the human NFL gene promoter (Berrada et al., 1995). The protein was
expressed in the brain stem and spinal chord of the transgenic mice. The
phenotype that is seen mostly in these mice was neuronal toxicity, although
there was no difference in motor function between the transgenic mice and
the controls.

Toggas placed gp 120 under the control of the murine glial fibrillary
acidic protein (GFAP) in transgenic mice (Toggas et al., 1994). This protein
was expressed and induced pathological effects in astrocytes, neurons, and
microglia in the CNS. These data provide strong in vivo evidence that env
expression is detrimental to CNS tissue.

D. Nef Transgenic Mice

Nef has been shown to be essential for the development of disease and
in maintaining high viral titers in SIVmac239 infection of rhesus monkeys
(Kestler et al., 1991) and in HIV-1-infected SCID-hu mice ( Jamieson et al.,
1994). Monkeys infected with virus that has a deletion in the nef gene have
nonprogressive disease characterized by normal CD4 cell counts and low
viral loads. There are some humans infected with HIV-1 that have deletions
in nef. These individuals also appear to have nonprogressive disease and
are classified as long-term nonprogressors (LTNP) (Deacon et al., 1995;
Kirchhoff et al., 1995). For 15–20 years after infection, they too have
normal CD4 cell counts and low viral loads. It appears that nef is extremely
important in the determination of pathogenicity in primate lentiviruses in
vivo, yet is not required for viral replication in vitro (Terwilliger et al., 1986;
Niederman et al., 1989).

Mice transgenic for the nef gene of HIV-1 have been studied extensively.
Several labs have shown that the NEF protein expressed by human T-cell
promoters/enhancers in these mice can down-modulate surface CD4 and
deplete CD4� T cells in the thymus (Brady et al., 1993; Skowronski et al.,
1993; Lindemann et al. 1994). Oddly, Dickie et al., (1996) have shown
that mice transgenic for HIV-1 nef develop cataracts. The most convincing
evidence that HIV-1 nef is essential for pathogenicity in the transgenic mouse
model was from Hanna et al. (1998b). They described a mutational analysis
of an HIV-1 proviral DNA under the control of the human CD4 promoter.
Transgenic mice exhibited down-modulation of CD4 in the thymus and
periphery, sickness such as diarrhea and wasting, and early death with any
of the constructs that contained nef. In fact, the amount of protein that was
expressed correlated with the severity of disease.



Animal Models 503

We have described a transgenic animal system to examine the function
of SIVmac239 nef, the allele from the pathogenic molecular clone that
has been demonstrated to be required for pathogenesis in rhesus monkeys
(Salkowitz, 1998; Larsen et al., 1998). In this construct, nef from the patho-
genic molecular clone SIVmac239 is under the control of the potent human
CMV major immediate-early promoter (MIEP). The promoter of the trans-
gene plays the primary role of a single-gene or multiple-gene construct. A
broad-acting promoter such as CMV will allow expression of the transgene
in many tissues, unlike using a promoter specifically for a lymphocyte
subtype.

Using MIEP to control the expression of the SIVmac239 nef gene, the
transgenic mice express NEF in the broadest variety of tissue types. This is
unlike using a T-cell-specific promoter where expression will be limited to
the T-cell lineage. This transgenic mouse line would express Nef in other
mouse cell types and induce some of the manifestations of the monkey
disease.

Three independent SIV nef transgenic mouse lines were derived. There
was no enhanced lethality due to the presence of the nef transgene on the
fetal development of the mice as evidenced by litter size (our average litter
size was 9 
 3 for both transgenic and wild-type mice). Additionally, the
inheritance pattern in the test cross of a heterozygote and a wild-type mouse
was also at the expected ratio (50% transgene). Nef transgenic mice were
born healthy and expressed low levels of NEF throughout the first year of
life (Salkowitz, 1998).

As early as 4 months of age, tumors began to develop in all transgenic
lines, while wild-type FVB/N littermates remained tumor free. Tumors were
found in 5, 10, and 28% of the three transgenic lines. A significant number
of these tumors were either adenocarcinoma (42%), primarily of the lung,
or fibrosarcoma (33%). Interestingly, the observed growth of tumors shows
many parallels with tissues that are likely to be infected by human CMV
(spleen, lung, mucous membrane, kidneys, and genital tract). Baskar et al.
(1996) found that MIEP-driven expression of �-galactosidase in transgenic
mice overlaps with the sites of natural human CMV infection, suggesting
that viral transcriptional factors that are needed for virus replication are
present in these cell types.

Fluorescent staining of peripheral blood mononuclear cells (PBMC)
showed that altered levels of CD4�, CD8�, and CD3� T cells accompany
disease in nef-transgenic mice. PBMC from diseased mice at the time of
sacrifice showed a significant decrease in the level of CD4� T cells which
was far below those in nef� healthy mice and wild-type control groups. This
down-modulation was statistically significant. There was also, on average, a
decreased number of CD8� and CD3� T cells in diseased mice (Salkowitz,
1998), but these differences were not statistically significant. Interestingly,
the CD8� T cells in healthy nef� animals were elevated to 21%, a value
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that was significantly elevated above the wild-type and sick animals, demon-
strating that the SIV nef-transgenic mice, like the HIV-1 nef-transgenic
mice, show a similar loss of CD4� T cells (Brady, Pennington et al., 1993;
Skowronski et al., 1993; Lindemann et al., 1994; Hanna et al., 1998a,b).

Seven immortalized tumor cell lines were established from the primary
tumors in the animals. The types of tumors seen in these mice are adenocarci-
noma, mostly of the lung, and fibrosarcoma, mostly of the skin or of the
reproductive organs. Tumor cell lines from the mice reached the point of
countinuous growth, or crisis, at varying times. Most tumor cell lines reached
crisis within 3 weeks. The tumor cell lines in culture showed decreased
dependence on growth factors and no inhibition of growth due to contact.

Three of seven tumor cell lines were tumorgenic in vivo. Intraperitoneal
injection of these three tumors in recipient nef� or wild-type animals pro-
duced tumors at the site of injection in approximately 2 weeks. By 1 month
postinjection, mice were overcome by the tumor and were sacrificed. Mice
had normal levels of peripheral CD4�, CD8�, and CD3� T cells at the
time of sacrifice. There was no difference in the course of tumor growth or
the incidence of death between nef-transgenic and wild-type recipient mice.
All naı̈ve mice died when they were transplanted with the three tumor cell
lines. Tumors were still able to develop with as little as 2500 cells from
these three tumor cell lines when injected intraperitoneally. All three tumor
cell lines were fibrosarcomas. None of the other tumor cell lines derived
from transgenic animals or nef-transformed cell lines (NIH3T3/nef and
NIH3T3/nef-stop), or NIH3T3, were able to produce tumors when trans-
planted into recipient mice. Subcutaneous injection of the tumor cell lines
on the back left side above the hind leg of recipient mice slowed the progres-
sion of three tumor-producing cell lines. Mice were still overcome by the
uninhibited progression of the tumor by 1 month after transplantation.
These tumors are unique in their ability to cause disease in a normal immuno-
competent host (Salkowitz, 1998).

p53 is a tumor suppressor gene (Lodish, 1999). The absence of this
gene leads to uncontrolled cell proliferation and contributes to tumor
(Lodish, 1999). p53 as a tumor suppressor has been demonstrated in trans-
genic mice that lack a functional p53 gene. These mice are viable at birth,
but they are highly susceptible to the development of tumors, especially
malignant lymphoma (Marin et al., 1994). Lack of a functional p53 gene
is also associated with a higher rate of metastasis and the ready establishment
of the tumor in tissue culture (Baxter et al., 1996), both of which we have
seen in our tumor cell lines. Mutations in p53 are also common in human
tumors of various cell types.

All nef tumor cell lines lacked functional p53 activity. NIH3T3 showed
an upregulation of expression of p53 in the same experiments. Mutations
in the p53 gene resulting in tumors may indicate a defect in the cell-mediated
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immunity branch of the immune system due to loss of immune surveillance
(Lodish, 1999).

The immune system of tg10198 transgenic mouse line described here
has also been studied by Larsen et al. (1998). They found that this line
exhibited a significantly increased mortality rate when challenged with
HSV-1. These mice also showed a tremendous antibody response after virus
challenge; however, their HSV-1-neutralizing antibodies were severely di-
minished as compared to wild type. These results indicate that there may
be a defect in B-cell responses. They also showed that the spleen cells from
nef-transgenic mice have a decreased response to phytohemagglutinin
(PHA), which showed that there was a compromise in T-cell function. Taken
together their results suggest that the presence of nef is sufficient to induce
immune dysfunction in SIVmac239-transgenic mice. The work described
here and Hanna et al. (1998b) show that nef is the major determinant of
pathogenicity and it alone is sufficient to induce AIDS in transgenic mice.
The role of the CMV MIEP may be to direct expression of nef outside the
lymphoid tissues with the resulting tumor development that was not seen
by other groups.
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Jean-Luc Darlix, Gaël Cristofari, Michael Rau, Christine Péchoux, Lionel
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