





RESEARCH
METHODS IN
ANTHROPOLOGY






RESEARCH
METHODS IN
ANTHROPOLOGY

Qualitative and
Quantitative Approaches

H. Russell Bernard

ALTAMIRA

PRESS
A Division of
ROWMAN & LITTLEFIELD PUBLISHERS, INC.

Lanham ¢ New York * Toronto * Oxford



ALTAMIRA PRESS

A division of Rowman & Littlefield Publishers, Inc.

A wholly owned subsidiary of The Rowman & Littlefield Publishing Group, Inc.
4501 Forbes Boulevard, Suite 200

Lanham, MD 20706

www.altamirapress.com

PO Box 317, Oxford, OX2 9RU, UK
Copyright © 2006 by AltaMira Press

All rights reserved. No part of this publication may be reproduced, stored in a retrieval
system, or transmitted in any form or by any means, electronic, mechanical,
photocopying, recording, or otherwise, without the prior permission of the publisher.

British Library Cataloguing in Publication Information Available

Library of Congress Cataloging-in-Publication Data

Bernard, H. Russell (Harvey Russell), 1940—

Research methods in anthropology : qualitative and quantitative approaches / H.
Russell Bernard.—4th ed.

p. cm.

Includes bibliographical references and index.

ISBN 0-7591-0868-4 (cloth : alk. paper)—

ISBN 0-7591-0869-2 (pbk. : alk. paper)

1. Ethnology—Methodology. 1. Title.
GN345.B36 2006
301'.072—dc22 2005018836

Printed in the United States of America
™ The paper used in this publication meets the minimum requirements of

American National Standard for Information Sciences—Permanence of Paper for
Printed Library Materials, ANSI/NISO Z39.48-1992.



—_—

e e e e e e
S A R

D A o

Contents

Preface

Anthropology and the Social Sciences

The Foundations of Social Research

Preparing for Research

The Literature Search

Research Design: Experiments and Experimental Thinking
Sampling

Sampling Theory

Nonprobability Sampling and Choosing Informants
Interviewing: Unstructured and Semistructured

Structured Interviewing I: Questionnaires

Structured Interviewing II: Cultural Domain Analysis
Scales and Scaling

Participant Observation

Field Notes: How to Take Them, Code Them, Manage Them
Direct and Indirect Observation

Introduction to Qualitative and Quantitative Analysis
Qualitative Data Analysis I: Text Analysis

Qualitative Data Analysis II: Models and Matrices

vii

28

69

96
109
146
169
186
210
251
299
318
342
387
413
451
463
522



vi Contents

19.  Univariate Analysis 549
20. Bivariate Analysis: Testing Relations 594
21. Multivariate Analysis 649
Appendix A: Table of Random Numbers 697
Appendix B: Table of Areas under a Normal Curve 700
Appendix C: Student’s ¢ Distribution 703
Appendix D: Chi-Square Distribution Table 704
Appendix E: F Tables for the .05 and .01 Levels of Significance 706
Appendix F: Resources for Fieldworkers 710
References 711
Subject Index 771
Author Index 791

About the Author 803



Preface

ince 1988, when I wrote the first edition of this book, I’ve heard from

many colleagues that their departments are offering courses in research
methods. This is wonderful. Anthropologists of my generation, trained in the
1950s and 1960s, were hard-pressed to find courses we could take on how do
research. There was something rather mystical about the how-to of fieldwork;
it seemed inappropriate to make the experience too methodical.

The mystique is still there. Anthropological fieldwork is fascinating and
dangerous. Seriously: Read Nancy Howell’s 1990 book on the physical haz-
ards of fieldwork if you think this is a joke. But many anthropologists have
found that participant observation loses none of its allure when they collect
data systematically and according to a research design. Instead, they learn that
having lots of reliable data when they return from fieldwork makes the experi-
ence all the more magical.

I wrote this book to make it easier for students to collect reliable data begin-
ning with their first fieldwork experience. We properly challenge one another’s
explanations for why Hindus don’t eat their cattle and why, in some cultures,
mothers are more likely than fathers are to abuse their children. That’s how
knowledge grows. Whatever our theories, though, all of us need data on which
to test those theories. The methods for collecting and analyzing data belong
to all of us.

What’s in This Book

The book begins with a chapter about where I think anthropology fits in the
social sciences. With one foot planted squarely in the humanities and the other
in the sciences, there has always been a certain tension in the discipline
between those who would make anthropology a quantitative science and those
whose goal it is to produce documents that convey the richness—indeed, the
uniqueness—of human thought and experience.

vii
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Students of cultural anthropology and archeology may be asked early in
their training to take a stand for qualitative or quantitative research. Readers
of this textbook will find no support for this pernicious distinction. I lay out
my support for positivism in chapter 1, but I also make clear that positivism
is not a synonym for quantitative. As you read chapter 1, think about your
own position. You don’t have to agree with my ideas on epistemological issues
to profit from the later chapters on how to select informants, how to choose a
sample, how to do questionnaire surveys, how to write and manage field notes,
and so on.

Chapter 2 introduces the vocabulary of social research. There’s a lot of jar-
gon, but it’s the good kind. Important concepts deserve words of their own,
and chapter 2 is full of important concepts like reliability, validity, levels of
measurement, operationism, and covariation.

Whenever I introduce a new term, like positivism, hermeneutics, stan-
dard error of the mean, or whatever, I put it in boldface type. The index
shows every example of every boldfaced word. So, if you aren’t sure what a
factorial design is (while you’re reading about focus groups in chapter 9, on
interviewing), the index will tell you that there are other examples of that
piece of jargon in chapter 5 (on experiments), in chapter 10 (on question-
naires), and in chapter 18 (on qualitative analysis).

Chapter 3 is about choosing research topics. We always want our research
to be theoretically important, but what does that mean? After you study this
chapter, you should know what theory is and how to tell if your research is
likely to contribute to theory or not. It may seem incongruous to spend a lot
of time talking about theory in a textbook about methods, but it isn’t. Theory
is about answering research questions . . . and so is method. I don’t like the
bogus distinction between method and theory, any more than I like the one
between qualitative and quantitative. Chapter 3 is also one of several places in
the book where I deal with ethics. I don’t have a separate chapter on ethics.
The topic is important in every phase of research, even in the beginning phase
of choosing a problem to study.

Chapter 4 is about searching the literature. Actually, “scouring” is a better
word than “searching.” In the old days, BC (before computers), you could get
away with starting a research paper or a grant proposal with the phrase “little
is known about . ..” and filling in the blank. Now, with online databases, you
simply can’t do that.

Chapter 5 is about research design and the experimental method. You
should come away from chapter 5 with a tendency to see the world as a series
of natural experiments waiting for your evaluation.

Chapters 6, 7, and 8 are about sampling. Chapter 6 is an introduction to
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sampling: why we do it and how samples of individual data and cultural data
are different. Chapter 7 is about sampling theory—where we deal with the
question “How big should my sample be?” If you’ve had a course in statistics,
the concepts in chapter 7 will be familiar to you. If you haven’t had any stats
before, read the chapter anyway. Trust me. There is almost no math in chapter
7. The formula for calculating the standard error of the mean has a square root
sign. That’s as hard as it gets. If you don’t understand what the standard error
is, you have two choices. You can ignore it and concentrate on the concepts
that underlie good sampling or you can study chapter 19 on univariate statis-
tics and return to chapter 7 later.

Chapter 8 is about nonprobability sampling and about choosing informants.
I introduce the cultural consensus model in this chapter as a way to identify
experts in particular cultural domains.

I’ve placed the sampling chapters early in the book because the concepts in
these chapters are so important for research design. The validity of research
findings depends crucially on measurement; but your ability to generalize
from valid findings depends crucially on sampling.

Chapters 9 through 15 are about methods for collecting data. Chapter 9 is
titled “Interviewing: Unstructured and Semistructured.” All data gathering in
fieldwork boils down to two broad kinds of activities: watching and listening.
You can observe people and the environment and you can talk to people and
get them to tell you things. Most data collection in anthropology is done by
just talking to people. This chapter is about how to do that effectively.

Chapter 10 is devoted entirely to questionnaires—how to write good ques-
tions, how to train interviewers, the merits of face-to-face interviews vs. self-
administered and telephone interviews, minimizing response effects, and so
on.

Chapter 11 is about interviewing methods for cultural domain analysis: pile
sorts, triad tests, free listing, frame eliciting, ratings, rankings, and paired
comparisons—that is, everything but questionnaires.

One topic not covered in chapters 10 and 11 is how to build and use scales
to measure concepts. Chapter 12 deals with this topic in depth, including sec-
tions on Likert scales and semantic differential scales, two of the most com-
mon scaling devices in social research.

Chapter 13 is about participant observation, the core method in cultural
anthropology. Participant observation is what produces rapport, and rapport
is what makes it possible for anthropologists to do all kinds of otherwise
unthinkably intrusive things—watch people bury their dead, accompany fish-
ermen for weeks at a time at sea, ask women how long they breast-feed, go
into people’s homes at random times and weigh their food, watch people apply
poultices to open sores. . . .
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Lone fieldworkers don’t have time—even in a year—to interview hundreds
and hundreds of people, so our work tends to be less reliable than that of our
colleagues in some other disciplines. But participant observation lends valid-
ity to our work, and this is a very precious commodity. (More about the differ-
ence between reliability and validity in chapter 2.)

Participant observation fieldwork produces field notes—Iots of them. Chap-
ter 14 describes how to write and manage field notes.

Chapter 15 is about watching. There are two kinds of watching: the direct,
obtrusive kind (standing around with a stopwatch and a note pad) and the indi-
rect, unobtrusive kind (lurking out of sight). Direct observation includes con-
tinuous monitoring and spot sampling, and the latter is the method used in
time allocation research. Unobtrusive observation poses serious ethical prob-
lems, which I treat in some detail in this chapter. One kind of unobtrusive
observation poses hardly any ethical problems: research on the physical traces
of behavior. You may be surprised at how much you can learn from studying
phone bills, marriage contracts, office memos, and other traces of behavior.
Your credit rating, after all, is based on other people’s evaluation of the traces
of your behavior.

Chapters 16 through 21 are about data analysis. Chapter 16 is a general
introduction to the fundamentals of analysis. Data do not “speak for them-
selves.” You have to process data, pore over them, sort them out, and produce
an analysis. The canons of science that govern data analysis and the develop-
ment of explanations apply equally to qualitative and quantitative data.

Chapters 17 and 18 are about the analysis of qualitative data. In chapter 17,
I focus on the collection and analysis of texts. There are several traditions of
text analysis—hermeneutics, narrative and discourse analysis, grounded the-
ory, content analysis, and schema analysis—some more qualitative, some
more quantitative. In chapter 18, I deal with ethnographic decision models and
the methods of cognitive anthropology, including the building of folk taxo-
nomies and ethnographic decision-tree modeling.

Chapters 19 through 21 are about the analysis of quantitative data and pres-
ent the basic concepts of the common statistical techniques used across the
social sciences. If you want to become comfortable with statistical analysis,
you need more than a basic course; you need a course in regression and
applied multivariate analysis and a course (or a lot of hands-on practice) in the
use of one of the major statistical packages, like SPSS®, SAS®, and SYSTAT®.
Neither the material in this book nor a course in the use of statistical packages
is a replacement for taking statistics from professional instructors of that sub-
ject. Nevertheless, after working through the materials in chapters 19 through
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21, you will be able to use basic statistics to describe your data and you’ll be
able to take your data to a professional statistical consultant and understand
what she or he suggests.

Chapter 19 deals with univariate statistics—that is, statistics that describe a
single variable, without making any comparisons among variables. Chapters
20 and 21 are discussions of bivariate and multivariate statistics that describe
relationships among variables and let you test hypotheses about what causes
what.

I don’t provide exercises at the end of chapters. Instead, throughout the
book, you’ll find dozens of examples of real research that you can replicate.
One of the best ways to learn about research is to repeat someone else’s suc-
cessful project. The best thing about replicating previous research is that what-
ever you find out has to be significant. Whether you corroborate or falsify
someone else’s findings, you’ve made a serious contribution to the store of
knowledge. If you repeat any of the research projects described in this book,
write and tell me about what you found.

What’s New in This Edition?

New references have been added throughout the book (the bibliography is
about 50% larger than in the last edition) to point students to the literature on
the hundreds of methods and techniques covered.

In chapter 1, I’ve added information on the social science origins of proba-
bility theory. I’ve added several examples of interesting social science vari-
ables and units of analysis to chapter 2 and have spelled out the ecological
fallacy in a bit more detail. I’ve added examples (Dordick, Price, Sugita,
Edgerton) and have updated some examples in table 3.1. Chapter 4 has been
thoroughly updated, including tips on how to search online databases. Some
examples of natural experiments were added to chapter 5. In chapter 6, I added
examples (Laurent, Miller, Oyuela-Cacedo), and there’s a new example on
combining probability and nonprobability samples. In chapter 7, I updated the
example for the central limit theorem.

Chapter 8, on nonprobability sampling and selecting informants, is much
expanded, with more examples and additional coverage of chain referral meth-
ods (including snowball sampling), case control sampling, and using consen-
sus analysis to select domain specific informants. In chapter 9, on unstructured
and semistructured interviewing, the sections on recording equipment and on
voice recognition software (VRS) have been expanded. This may be the last
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edition in which I'll talk about tape (rather than digital) recording—though
the issue of digital format is hardly settled—and about transcribing machines
(rather than about VRS). I’ ve added material in chapter 9 on interviewing with
a third party present, on asking threatening questions, and on cued recall to
increase the probability of informant accuracy.

In chapter 10, on structured interviewing, I’ve added a section on computer-
based methods, including CASI (computer-assisted self-interviewing), CAPI
(computer-assisted personal interviewing), CATI (computer-assisted tele-
phone interviewing), and Internet-based surveys. The chapter has been
updated, and there is new material on the social desirability effect, on back
translation, on pretesting, on longitudinal surveys, on time budgets, and on
mixed methods. In chapter 11, I’ve added material on free lists and on using
paired comparisons to get rank-ordered data. In chapter 12, on scaling, I’ve
added a new example on the semantic differential and a new section on how
many choices to offer people in a scaling question.

In chapter 13, on participant observation, I’ve updated the bibliography and
have added new examples of in-home observation (Graham, Sugita), a new
example (Wallace) on building awareness, and more material on the impor-
tance of learning the native language of the people you’re studying. In chapter
14, on taking and managing field notes, I’ ve emphasized the use of computers
and have added an example (Gibson) on coding films. Chapter 15, on direct
observation, has a new section on ethograms and several new examples,
including one (O’Brian) on combining spot sampling and continuous monitor-
ing. Chapter 16, the introduction to general principles of data analysis, is
essentially unchanged.

Chapter 17, on text analysis, has been thoroughly updated, with an
expanded bibliography, a new section on conversation analysis, and more on
how to find themes in text. These new sections owe much to my work with
Gery Ryan (see Ryan and Bernard 2000). I’ve added an example (Paddock)
of coding themes in pictures rather than in words and a new example of cod-
ing for the Human Relations Area Files (Ember and Ember). I’ ve updated the
section on computers and text analysis, but I haven’t added instructions on
how to use any particular program. I don’t do this for Anthropac, either, but
I discuss the options and point readers to the appropriate websites (and see
appendix F). I added more on the native ethnography method in response to
Harry Wolcott’s cogent critique (1999), and have added a new example for
schema analysis.

I continue to add materials on the collection and analysis of visual materials
in several parts of the book. For example, chapter 9 has an example of the use
of video and photos as cues in an experiment on the accuracy of eyewitness
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testimony. There is an example in chapter 14 of coding ethnographic film as
text; and there are examples of the use of video in continuous monitoring in
chapter 15, along with a description of labanotation, the method used by
anthropologists to record physical movements, like dance and nonverbal com-
munication. There is an example of content analysis on a set of films in chap-
ter 17.

However, I don’t have a chapter on this vibrant and important set of meth-
ods. The field of visual anthropology is developing very quickly with the
advent of easy-to-carry, easy-to-use cameras that produce high-quality still
and moving images and synchronized sound. Recently, Fadwa El Guindi
(2004) published a general text on visual anthropology that covers the whole
field: the history of the discipline, ethnographic filmmaking (which she illus-
trates in detail with her own work), the use of photos as interview probes, the
use of film as native ethnography, and the use of photos and film as documen-
tation of culture and culture change.

Chapters 18, 19, and 20 have only minor changes, and, where appropriate,
an expanded bibliography. In chapter 21, on multivariate analysis, I’ve
updated some figures in examples, added an extended section on similarity
matrices, including tables and a figure, and have rewritten the section on mul-
tidimensional scaling with a new example.
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Anthropology and the
Social Sciences

The Craft of Research

his book is about research methods in anthropology—methods for

designing research, methods for sampling, methods for collecting data,
and methods for analyzing data. And in anthropology, this all has to be done
twice, once for qualitative data and once for quantitative data.

No one is expert in all the methods for research. But by the time you get
through this book, you’ll know about the range of methods used in anthropol-
ogy and you’ll know which kinds of research problems are best addressed by
which methods.

Research is a craft. I'm not talking analogy here. Research isn’t like a craft.
It is a craft. If you know what people have to go through to become skilled
carpenters or makers of clothes, you have some idea of what it takes to learn
the skills for doing research. It takes practice, practice, and more practice.

Have you ever known a professional seamstress? My wife and I were doing
fieldwork in Ixmiquilpan, a small town in the state of Hidalgo, Mexico, in
1962 when we met Florencia. She made dresses for little girls—Communion
dresses, mostly. Mothers would bring their girls to Florencia’s house. Floren-
cia would look at the girls and say “turn around . . . turn again . . . OK,” and
that was that. The mother and daughter would leave, and Florencia would start
making a dress. No pattern, no elaborate measurement. There would be one
fitting to make some adjustments, and that was it.

Carole and I were amazed at Florencia’s ability to pick up a scissors and
start cutting fabric without a pattern. Then, 2 years later, in 1964, we went to

1



2 Chapter 1

Greece and met Irini. She made dresses for women on the island of Kalymnos
where I did my doctoral fieldwork. Women would bring Irini a catalog or a
picture—from Sears or from some Paris fashion show—and Irini would make
the dresses. Irini was more cautious than Florencia was. She made lots of mea-
surements and took notes. But there were no patterns. She just looked at her
clients, made the measurements, and started cutting fabric.

How do people learn that much? With lots of practice. And that’s the way
it is with research. Don’t expect to do perfect research the first time out. In
fact, don’t ever expect to do perfect research. Just expect that each time you
do a research project, you will bring more and more experience to the effort
and that your abilities to gather and analyze data and write up the results will
get better and better.

Methods Belong to All of Us

As you go through this book, you’ll learn about methods that were devel-
oped in other fields as well as methods that were developed in anthropology.
In my view, there are no anthropological or sociological or psychological
methods. The questions we ask about the human condition may differ across
the social sciences, but methods belong to all of us.

Truth is, from the earliest days of the discipline, right up to the present,
anthropologists have been prodigious inventors, consumers, and adapters of
research methods. Anthropologists developed some of the widely used meth-
ods for finding patterns in text, for studying how people use their time, and
for learning how people make decisions. Those methods are up for grabs by
everyone. The questionnaire survey has been developed mostly by sociolo-
gists, but that method is now everyone’s. Psychologists make the most consis-
tent use of the experiment, and historians of archives, but anthropologists use
and contribute to the improvement of those methods, too.

Anthropologists make the most consistent use of participant observation,
but that method turns up in political science, nursing, criminology, and educa-
tion. The boundaries between the social science disciplines remain strong, but
those boundaries are less and less about methods and even less and less about
content. Anthropologists are as likely these days as sociologists are to study
coming of age in American high schools (Hemmings 2004), how women are
socialized to become modern mothers in Greece (Paxon 2004), and alternative
medicine in London (Aldridge 2004).

In fact, the differences within anthropology and sociology with regard to
methods are more important than the differences betrween those disciplines.
There is an irreducible difference, for example, between those of us in any of



Anthropology and the Social Sciences 3

the social sciences for whom the first principle of inquiry is that reality is
constructed uniquely by each person (the constructivist view) and those of us
who start from the principle that external reality awaits our discovery through
a series of increasingly good approximations to the truth (the positivist view).
There is also an important (but not incompatible) difference between those of
us who seek to understand people’s beliefs and those of us who seek to
explain what causes those beliefs and action and what those beliefs and
actions cause.

Whatever our epistemological differences, though, the actual methods for
collecting and analyzing data belong to everyone (Bernard 1993).

Epistemology: Ways of Knowing

The problem with trying to write a book about research methods (besides
the fact that there are so many of them) is that the word “method” has at least
three meanings. At the most general level, it means epistemology, or the study
of how we know things. At a still-pretty-general level, it’s about strategic
choices, like whether to do participant observation fieldwork, dig up informa-
tion from libraries and archives, do a survey, or run an experiment. These are
strategic methods, which means that they comprise lots of methods at once.

At the specific level, method is about choice of technique—whether to strat-
ify a sample or not, whether to do face-to-face interviews or use the telephone,
whether to use a Solomon four-group design or a static-group comparison
design in running an experiment, and so on (we’ll get to all these things as we
go along—experimental designs in chapter 5, sampling in chapters 6, 7, and
8, personal and telephone interviews in chapters 9 and 10, and so on).

When it comes to epistemology, there are several key questions. One is
whether you subscribe to the philosophical principles of rationalism or
empiricism. Another is whether you buy the assumptions of the scientific
method, often called positivism in the social sciences, or favor the competing
method, often called humanism or interpretivism. These are tough ques-
tions, with no easy answers. I discuss them in turn.

Rationalism, Empiricism, and Kant

The virtues and dangers of rationalism vs. empiricism have been debated
for centuries. Rationalism is the idea that human beings achieve knowledge
because of their capacity to reason. From the rationalist perspective, there are
a priori truths, which, if we just prepare our minds adequately, will become
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evident to us. From this perspective, progress of the human intellect over the
centuries has resulted from reason. Many great thinkers, from Plato (428-327
BCE) to Leibnitz (Gottfried Wilhelm Baron von Leibniz, 1646—1716) sub-
scribed to the rationalist principle of knowledge. “We hold these truths to be
self-evident” is an example of assuming a priori truths.

The competing epistemology is empiricism. For empiricists, like John
Locke (1632—-1704), human beings are born tabula rasa—with a “clean
slate.” What we come to know is the result of our experience written on that
slate. David Hume (1711-1776) elaborated the empiricist philosophy of
knowledge: We see and hear and taste things, and, as we accumulate experi-
ence, we make generalizations. We come, in other words, to understand what
is true from what we are exposed to.

This means, Hume held, that we can never be absolutely sure that what we
know is true. (By contrast, if we reason our way to a priori truths, we can be
certain of whatever knowledge we have gained.) Hume’s brand of skepticism
is a fundamental principle of modern science. The scientific method, as it’s
understood today, involves making incremental improvements in what we
know, edging toward truth but never quite getting there—and always being
ready to have yesterday’s truths overturned by today’s empirical findings.

Immanuel Kant (1724-1804) proposed a way out, an alternative to either
rationalism or empiricism. A priori truths exist, he said, but if we see those
truths it’s because of the way our brains are structured. The human mind, said
Kant, has a built-in capacity for ordering and organizing sensory experience.
This was a powerful idea that led many scholars to look to the human mind
itself for clues about how human behavior is ordered.

Noam Chomsky, for example, proposed that any human can learn any lan-
guage because we have a universal grammar already built into our minds. This
would account, he said, for the fact that material from one language can be
translated into any other language. A competing theory was proposed by B. F.
Skinner, a radical behaviorist. Humans learn their language, Skinner said, the
way all animals learn everything, by operant conditioning, or reinforced learn-
ing. Babies learn the sounds of their language, for example, because people
who speak the language reward babies for making the “right” sounds (see
Chomsky 1957, 1969, 1972, 1977; Skinner 1957; Stemmer 1990).

The intellectual clash between empiricism and rationalism creates a
dilemma for all social scientists. Empiricism holds that people learn their val-
ues and that values are therefore relative. I consider myself an empiricist, but I
accept the rationalist idea that there are universal truths about right and wrong.

I’m not in the least interested, for example, in transcending my disgust with,
or taking a value-neutral stance about genocide in Germany of the 1940s, or
in Cambodia of the 1970s, or in Bosnia and Rwanda of the 1990s, or in Sudan
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in 2004-2005. I can never say that the Aztec practice of sacrificing thousands
of captured prisoners was just another religious practice that one has to toler-
ate to be a good cultural relativist. No one has ever found a satisfactory way
out of this rationalist-empiricist dilemma. As a practical matter, I recognize
that both rationalism and empiricism have contributed to our current under-
standing of the diversity of human behavior.

Modern social science has its roots in the empiricists of the French and
Scottish Enlightenment. The early empiricists of the period, like David Hume,
looked outside the human mind, to human behavior and experience, for
answers to questions about human differences. They made the idea of a mech-
anistic science of humanity as plausible as the idea of a mechanistic science
of other natural phenomena.

In the rest of this chapter, I outline the assumptions of the scientific method
and how they apply to the study of human thought and behavior in the social
sciences today.

The Norms of Science

The norms of science are clear. Science is “an objective, logical, and sys-
tematic method of analysis of phenomena, devised to permit the accumulation
of reliable knowledge” (Lastrucci 1963:6). Three words in Lastrucci’s defini-
tion—“objective,” “method,” and “reliable” —are especially important.

1. Objective. The idea of truly objective inquiry has long been understood to be a
delusion. Scientists do hold, however, that striving for objectivity is useful. In
practice, this means being explicit about our measurements, so that others can
more easily find the errors we make. We constantly try to improve measurement,
to make it more precise and more accurate, and we submit our findings to peer
review—what Robert Merton called the “organized skepticism” of our col-
leagues.

2. Method. Each scientific discipline has developed a set of techniques for gather-
ing and handling data, but there is, in general, a single scientific method. The
method is based on three assumptions: (1) that reality is “out there” to be discov-
ered; (2) that direct observation is the way to discover it; and (3) that material
explanations for observable phenomena are always sufficient and metaphysical
explanations are never needed. Direct observation can be done with the naked
eye or enhanced with various instruments (like microscopes); and human beings
can be improved by training as instruments of observation. (I’ll say more about
that in chapters 13 and 15 on participant observation and direct observation.)

Metaphysics refers to explanations of phenomena by any nonmaterial
force, such as the mind or spirit or a deity—things that, by definition, cannot
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be investigated by the methods of science. This does not deny the existence of
metaphysical knowledge, but scientific and metaphysical knowledge are quite
different. There are time-honored traditions of metaphysical knowledge—
knowledge that comes from introspection, self-denial, and spiritual revela-
tion—in cultures across the world.

In fact, science does not reject metaphysical knowledge—though individual
scientists may do so—only the use of metaphysics to explain natural phenom-
ena. The great insights about the nature of existence, expressed throughout the
ages by poets, theologians, philosophers, historians, and other humanists may
one day be understood as biophysical phenomena, but so far, they remain tan-
talizingly metaphysical.

3. Reliable. Something that is true in Detroit is just as true in Vladivostok and Nai-
robi. Knowledge can be kept secret by nations, but there can never be such a
thing as “Venezuelan physics,” “American chemistry,” or “Kenyan geology.”

Not that it hasn’t been tried. From around 1935-1965, T. D. Lysenko, with
the early help of Josef Stalin, succeeded in gaining absolute power over biol-
ogy in what was then the Soviet Union. Lysenko developed a Lamarckian the-
ory of genetics, in which human-induced changes in seeds would, he claimed,
become inherited. Despite public rebuke from the entire non-Soviet scientific
world, Lysenko’s “Russian genetics” became official Soviet policy—a policy
that nearly ruined agriculture in the Soviet Union and its European satellites
well into the 1960s (Joravsky 1970; Soifer 1994; see also Storer 1966, on the
norms of science).

The Development of Science: From Democritus to Newton

The scientific method is barely 400 years old, and its systematic application
to human thought and behavior is less than half that. Aristotle insisted that
knowledge should be based on experience and that conclusions about general
cases should be based on the observation of more limited ones. But Aristotle
did not advocate disinterested, objective accumulation of reliable knowledge.
Moreover, like Aristotle, all scholars until the 17th century relied on meta-
physical concepts, like the soul, to explain observable phenomena. Even in the
19th century, biologists still talked about “vital forces” as a way of explaining
the existence of life.

Early Greek philosophers, like Democritus (460—370 BCE), who developed
the atomic theory of matter, were certainly materialists, but one ancient
scholar stands out for the kind of thinking that would eventually divorce sci-
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ence from studies of mystical phenomena. In his single surviving work, a
poem entitled On the Nature of the Universe (1998), Titus Lucretius Carus
(98-55 BCE) suggested that everything that existed in the world had to be
made of some material substance. Consequently, if the soul and the gods were
real, they had to be material, too (see Minadeo 1969). Lucretius’ work did not
have much impact on the way knowledge was pursued, and even today, his
work is little appreciated in the social sciences (but see Harris [1968] for an
exception).

Exploration, Printing, and Modern Science

Skip to around 1400, when a series of revolutionary changes began in
Europe—some of which are still going on—that transformed Western society
and other societies around the world. In 1413, the first Spanish ships began
raiding the coast of West Africa, hijacking cargo and capturing slaves from
Islamic traders. New tools of navigation (the compass and the sextant) made
it possible for adventurous plunderers to go farther and farther from European
shores in search of booty.

These breakthroughs were like those in architecture and astronomy by the
ancient Mayans and Egyptians. They were based on systematic observation of
the natural world, but they were not generated by the social and philosophical
enterprise we call science. That required several other revolutions.

Johannes Gutenberg (1397-1468) completed the first edition of the Bible
on his newly invented printing press in 1455. (Printing presses had been used
earlier in China, Japan, and Korea, but lacked movable type.) By the end of the
15th century, every major city in Europe had a press. Printed books provided a
means for the accumulation and distribution of knowledge. Eventually, print-
ing would make organized science possible, but it did not by itself guarantee
the objective pursuit of reliable knowledge, any more than the invention of
writing had done four millennia before (Eisenstein 1979; Davis 1981).

Martin Luther (1483—-1546) was born just 15 years after Gutenberg died.
No historical figure is more associated with the Protestant Reformation, which
began in 1517, and that event added much to the history of modern science.
It challenged the authority of the Roman Catholic Church to be the sole inter-
preter and disseminator of theological doctrine.

The Protestant affirmation of every person’s right to interpret scripture
required literacy on the part of everyone, not just the clergy. The printing
press made it possible for every family of some means to own and read its
own Bible. This promoted widespread literacy, in Europe and later in the
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United States. Literacy didn’t cause science, but it helped make possible the
development of science as an organized activity.

Galileo

The direct philosophical antecedents of modern science came at the end of
the 16th century. If I had to pick one single figure on whom to bestow the
honor of founding modern science, it would have to be Galileo Galilei (1564—
1642). His best-known achievement was his thorough refutation of the Ptol-
emaic geocentric (Earth-centered) theory of the heavens. But he did more than
just insist that scholars observe things rather than rely on metaphysical dogma
to explain them. He developed the idea of the experiment by causing things to
happen (rolling balls down differently inclined planes, for example, to see
how fast they go) and measuring the results.

Galileo became professor of mathematics at the University of Padua in
1592 when he was just 28. He developed a new method for making lenses and
used the new technology to study the motions of the planets. He concluded
that the sun (as Copernicus claimed), not the Earth (as the ancient scholar
Ptolemy had claimed) was at the center of the solar system.

This was one more threat to their authority that Roman church leaders
didn’t need at the time. They already had their hands full, what with break-
away factions in the Reformation and other political problems. The church
reaffirmed its official support for the Ptolemaic theory, and in 1616 Galileo
was ordered not to espouse either his refutation of it or his support for the
Copernican heliocentric (sun-centered) theory of the heavens.

Galileo waited 16 years and published the book that established science as
an effective method for seeking knowledge. The book’s title was Dialogue
Concerning the Two Chief World Systems, Ptolemaic and Copernican, and it
still makes fascinating reading (Galilei 1953 [1632], 1997). Between the direct
observational evidence that he had gathered with his telescopes and the mathe-
matical analyses that he developed for making sense of his data, Galileo
hardly had to espouse anything. The Ptolemaic theory was simply rendered
obsolete.

In 1633, Galileo was convicted by the Inquisition for heresy and disobedi-
ence. He was ordered to recant his sinful teachings and was confined to house
arrest until his death in 1642. He nearly published and perished. For the
record, in 1992, Pope John Paul II reversed the Roman Catholic Church’s
1616 ban on teaching the Copernican theory and apologized for its condemna-
tion of Galileo. (For more on Galileo, see Drake 1978.)
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Bacon and Descartes

Two other figures are often cited as founders of modern scientific thinking:
Francis Bacon (1561-1626) and René Descartes (1596-1650). Bacon is
known for his emphasis on induction, the use of direct observation to confirm
ideas and the linking together of observed facts to form theories or explana-
tions of how natural phenomena work. Bacon correctly never told us how to
get ideas or how to accomplish the linkage of empirical facts. Those activities
remain essentially humanistic—you think hard.

To Bacon goes the dubious honor of being the first “martyr of empiricism.”
In March 1626, at the age of 65, Bacon was driving through a rural area north
of London. He had an idea that cold might delay the biological process of
putrefaction, so he stopped his carriage, bought a hen from a local resident,
killed the hen, and stuffed it with snow. Bacon was right—the cold snow did
keep the bird from rotting—but he himself caught bronchitis and died a month
later (Lea 1980).

Descartes didn’t make any systematic, direct observations—he did neither
fieldwork nor experiments—but in his Discourse on Method (1960 [1637])
and particularly in his monumental Meditations (1993 [1641]), he distin-
guished between the mind and all external material phenomena—matter—and
argued for what is called dualism in philosophy, or the independent existence
of the physical and the mental world. Descartes also outlined clearly his vision
of a universal science of nature based on direct experience and the application
of reason—that is, observation and theory. (For more on Descartes’s influence
on the development of science, see Schuster 1977, Markie 1986, Hausman and
Hausman 1997, and Cottingham 1999.)

Newton

Isaac Newton (1643-1727) pressed the scientific revolution at Cambridge
University. He invented calculus and used it to develop celestial mechanics
and other areas of physics. Just as important, he devised the hypothetico-
deductive model of science that combines both induction (empirical observa-
tion) and deduction (reason) into a single, unified method (Toulmin 1980).

In this model, which more accurately reflects how scientists actually con-
duct their work, it makes no difference where you get an idea: from data, from
a conversation with your brother-in-law, or from just plain, hard, reflexive
thinking. What matters is whether you can fest your idea against data in the
real world. This model seems rudimentary to us now, but it is of fundamental
importance and was quite revolutionary in the late 17th century.
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Science, Money, and War

The scientific approach to knowledge was established just as Europe began
to experience the growth of industry and the development of large cities.
Those cities were filled with uneducated factory laborers. This created a need
for increased productivity in agriculture among those not engaged in industrial
work.

Optimism for science ran high, as it became obvious that the new method
for acquiring knowledge about natural phenomena promised bigger crops,
more productive industry, and more successful military campaigns. The
organizing mandate for the French Academy of Science in 1666 included a
modest proposal to study “the explosive force of gunpowder enclosed (in
small amounts) in an iron or very thick copper box” (Easlea 1980:207, 216).

As the potential benefits of science became evident, political support
increased across Europe. More scientists were produced; more university posts
were created for them to work in. More laboratories were established at aca-
demic centers. Journals and learned societies developed as scientists sought
more outlets for publishing their work. Sharing knowledge through journals
made it easier for scientists to do their own work and to advance through the
university ranks. Publishing and sharing knowledge became a material benefit,
and the behaviors were soon supported by a value, a norm.

The norm was so strong that European nations at war allowed enemy scien-
tists to cross their borders freely in pursuit of knowledge. In 1780, Reverend
Samuel Williams of Harvard University applied for and received a grant from
the Massachusetts legislature to observe a total eclipse of the sun predicted
for October 27. The perfect spot, he said, was an island off the coast of Massa-
chusetts.

Unfortunately, Williams and his party would have to cross Penobscot Bay.
The American Revolutionary War was still on, and the bay was controlled by
the British. The speaker of the Massachusetts House of Representatives, John
Hancock, wrote a letter to the commander of the British forces, saying
“Though we are politically enemies, yet with regard to Science it is presum-
able we shall not dissent from the practice of civilized people in promoting
it” (Rothschild 1981, quoted in Bermant 1982:126). The appeal of one “civi-
lized” person to another worked. Williams got his free passage.

The Development of Social Science: From Newton to Rousseau

It is fashionable these days to say that social science should not imitate
physics. As it turns out, physics and social science were developed at about
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the same time, and on the same philosophical basis, by two friends, Isaac
Newton and John Locke (1632—1704). It would not be until the 19th century
that a formal program of applying the scientific method to the study of human-
ity would be proposed by Auguste Comte, Claude-Henri de Saint-Simon,
Adolphe Quételet, and John Stuart Mill (more about these folks in a bit). But
Locke understood that the rules of science applied equally to the study of
celestial bodies (what Newton was interested in) and to human behavior (what
Locke was interested in).

In his An Essay Concerning Human Understanding (1996 [1690]), Locke
reasoned that since we cannot see everything and since we cannot even record
perfectly what we do see, some knowledge will be closer to the truth than will
other knowledge. Prediction of the behavior of planets might be more accurate
than prediction of human behavior, but both predictions should be based on
better and better observation, measurement, and reason (see Nisbet 1980;
Woolhouse 1996).

Voltaire, Condorcet, and Rousseau

The legacy of Descartes, Galileo, and Locke was crucial to the 18th-century
Enlightenment and to the development of social science. Voltaire (Frangois
Marie Arouet, 1694-1778) was an outspoken proponent of Newton’s nonre-
ligious approach to the study of all natural phenomena, including human
behavior (Voltaire 1967 [1738]). In several essays, Voltaire introduced the idea
of a science to uncover the laws of history. This was to be a science that could
be applied to human affairs and would enlighten those who governed so that
they might govern better.

Other Enlightenment figures had quite specific ideas about the progress of
humanity. Marie Jean de Condorcet (1743—1794) described all of human his-
tory in 10 stages, beginning with hunting and gathering, and moving up
through pastoralism, agriculture, and several stages of Western states. The
ninth stage, he reckoned, began with Descartes and ended with the French
Revolution and the founding of the republic. The last stage was the future,
reckoned as beginning with the French Revolution.

Jean-Jacques Rousseau (1712-1778), by contrast, believed that humanity
had started out in a state of grace, characterized by equality of relations, but
that civilization, with its agriculture and commerce, had corrupted humanity
and lead to slavery, taxation, and other inequalities. Rousseau was not, how-
ever, a raving romantic, as is sometimes supposed. He did not advocate that
modern people abandon civilization and return to hunt their food in the for-
ests. Rousseau held that the state embodied humanity’s efforts, through a
social contract, to control the evils brought about by civilization. In his clas-
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sic work On The Social Contract, Rousseau (1988 [1762]) laid out a plan for
a state-level society based on equality and agreement between the governed
and those who govern.

The Enlightenment philosophers, from Bacon to Rousseau, produced a phi-
losophy that focused on the use of knowledge in service to the improvement
of humanity, or, if that weren’t possible, at least to the amelioration of its pain.
The idea that science and reason could lead humanity toward perfection may
seem naive to some people these days, but the ideas of John Locke, Jean Jac-
ques Rousseau, and other Enlightenment figures were built into the writings
of Thomas Paine (1737-1809) and Thomas Jefferson (1743—1826), and were
incorporated into the rhetoric surrounding rather sophisticated events—Ilike
the American and French revolutions. (For more on the history of social sci-
ence, see Znaniecki 1963 [1952], Olson 1993, McDonald 1994, R. Smith
1997, and Wagner 2001.)

Early Positivism: Quételet, Saint-Simon, Comte

The person most responsible for laying out a program of mechanistic social
science was Auguste Comte (1798-1857). In 1824, he wrote: “I believe that I
shall succeed in having it recognized . . . that there are laws as well defined
for the development of the human species as for the fall of a stone” (quoted
in Sarton 1935:10).

Comte could not be bothered with the empirical research required to
uncover the Newtonian laws of social evolution that he believed existed. He
was content to deduce the social laws and to leave “the verification and devel-
opment of them to the public” (1875-1877, III:xi; quoted in Harris 1968).

Not so Adolphe Quételet (1796-1874), a Belgian astronomer who turned
his skills to both fundamental and applied social research. He developed life
expectancy tables for insurance companies and, in his book A Treatise on Man
(1969 [1842]), he presented statistics on crime and mortality in Europe. The
first edition of that book (1835) carried the audacious subtitle “Social Phys-
ics,” and, indeed, Quételet extracted some very strong generalizations from
his data. He showed that, for the Paris of his day, it was easier to predict the
proportion of men of a given age who would be in prison than the proportion
of those same men who would die in a given year. “Each age [cohort]” said
Quételet, “paid a more uniform and constant tribute to the jail than to the
tomb” (1969 [1842]:viii).

Despite Quételet’s superior empirical efforts, he did not succeed in building
a following around his ideas for social science. But Claude-Henri de Saint-
Simon (1760-1825) did, and he was apparently quite a figure. He fought in



Anthropology and the Social Sciences 13

the American Revolution, became wealthy in land speculation in France, was
imprisoned by Robespierre during the French Revolution, studied science after
his release, and went bankrupt living flamboyantly.

Saint-Simon’s arrogance must have been something. He proposed that sci-
entists become priests of a new religion that would further the emerging indus-
trial society and would distribute wealth equitably. Saint-Simon’s narcissistic
ideas were taken up by industrialists after his death in 1825, but the movement
broke up in the early 1830s, partly because its treasury was impoverished by
paying for some monumental parties (see Durkheim 1958).

Saint-Simon may have been the originator of the positivist school of social
science, but it was Comte who developed the idea in a series of major books.
Comte tried to forge a synthesis of the great ideas of the Enlightenment—the
ideas of Kant, Hume, and Voltaire—and he hoped that the new science he
envisioned would help to alleviate human suffering. Between 1830 and 1842,
Comte published a six-volume work, The Course of Positive Philosophy, in
which he proposed his famous “law of three stages” through which knowl-
edge developed (see Comte 1853, 1975).

In the first stage of human knowledge, said Comte, phenomena are
explained by invoking the existence of capricious gods whose whims can’t be
predicted by human beings. Comte and his contemporaries proposed that reli-
gion itself evolved, beginning with the worship of inanimate objects (fetish-
ism) and moving up through polytheism to monotheism. But any reliance on
supernatural forces as explanations for phenomena, said Comte, even a mod-
ern belief in a single deity, represented a primitive and ineffectual stage of
human knowledge.

Next came the metaphysical stage, in which explanations for observed phe-
nomena are given in terms of “essences,” like the “vital forces” commonly
invoked by biologists of the time. The so-called positive stage of human
knowledge is reached when people come to rely on empirical data, reason, and
the development of scientific laws to explain phenomena. Comte’s program of
positivism, and his development of a new science he called “sociology,” is
contained in his four-volume work System of Positive Polity, published
between 1875 and 1877.

I share many of the sentiments expressed by the word “positivism,” but
I’ve never liked the word itself. I suppose we’re stuck with it. Here is John
Stuart Mill (1866) explaining the sentiments of the word to an English-speak-
ing audience: “Whoever regards all events as parts of a constant order, each
one being the invariable consequent of some antecedent condition, or combi-
nation of conditions, accepts fully the Positive mode of thought” (p. 15) and
“All theories in which the ultimate standard of institutions and rules of actions
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was the happiness of mankind, and observation and experience the guides . . .
are entitled to the name Positive” (p. 69).

Mill thought that the word “positive” was not really suited to English and
would have preferred to use “phenomenal” or “experiential” in his translation
of Comte. I wish Mill had trusted his gut on that one.

Comte’s Excesses

Comte wanted to call the new positivistic science of humanity “social phys-
iology,” but Saint-Simon had used that term. Comte tried out the term “social
physics,” but apparently dropped it when he found that Quételet was using it,
too. The term “sociology” became somewhat controversial; language puritans
tried for a time to expunge it from the literature on the grounds that it was a
bastardization—a mixture of both Latin (societas) and Greek (logo) roots.
Despite the dispute over the name, Comte’s vision of a scientific discipline
that both focused on and served society found wide support.

Unfortunately, Comte, like Saint-Simon, had more in mind than just the
pursuit of knowledge for the betterment of humankind. Comte envisioned a
class of philosophers who, with support from the state, would direct all educa-
tion. They would advise the government, which would be composed of capi-
talists “whose dignity and authority,” explained John Stuart Mill, “are to be
in the ratio of the degree of generality of their conceptions and operations—
bankers at the summit, merchants next, then manufacturers, and agricultural-
ists at the bottom” (1866:122).

It got worse. Comte proposed his own religion; condemned the study of
planets that were not visible to the naked eye; and advocated burning most
books except for a hundred or so of the ones that people needed in order to
become best educated. “As his thoughts grew more extravagant,” Mill tells
us, Comte’s “self-confidence grew more outrageous. The height it ultimately
attained must be seen, in his writings, to be believed” (p. 130).

Comte attracted a coterie of admirers who wanted to implement the mas-
ter’s plans. Mercifully, they are gone (we hope), but for many scholars, the
word “positivism” still carries the taint of Comte’s outrageous ego.

The Activist Legacy of Comte’s Positivism

Despite Comte’s excesses, there were three fundamental ideas in his brand
of positivism that captured the imagination of many scholars in the 19th cen-
tury and continue to motivate many social scientists, including me. The first
is the idea that the scientific method is the surest way to produce knowledge
about the natural world. The second is the idea that scientifically produced
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knowledge is effective—it lets us control nature, whether we’re talking about
the weather, or disease, or our own fears, or buying habits. And the third is
the idea that effective knowledge can be used to improve human lives. As far
as I’'m concerned, those ideas haven’t lost any of their luster.

Some people are very uncomfortable with this “mastery over nature” meta-
phor. When all is said and done, though, few people—not even the most out-
spoken critics of science—would give up the material benefits of science. For
example, one of science’s great triumphs over nature is antibiotics. We know
that overprescription of those drugs eventually sets the stage for new strains
of drug-resistant bacteria, but we also know perfectly well that we’re not going
to stop using antibiotics. We’ll rely (we hope) on more science to come up
with better bacteria fighters.

Air-conditioning is another of science’s triumphs over nature. In Florida,
where I live, there is constant criticism of overdevelopment. But try getting
middle-class people in my state to give up air-conditioning for even a day in
the summer and you’ll find out in a hurry about the weakness of ideology
compared to the power of creature comforts. If running air conditioners pol-
lutes the air or uses up fossil fuel, we’ll rely (we hope) on more science to
solve those problems, too.

Technology and Science

We are accustomed to thinking about the success of the physical and biolog-
ical sciences, but not about the success of the social sciences. Ask 500 people,
as I did in a telephone survey, to list “the major contributions that science has
made to humanity” and there is strong consensus: cures for diseases, space
exploration, computers, nuclear power, satellite telecommunications, televi-
sion, automobiles, artificial limbs, and transplant surgery head the list. Not
one person—not one—mentioned the discovery of the double helix structure
of DNA or Einstein’s theory of relativity.

In other words, the contributions of science are, in the public imagination,
technologies—the things that provide the mastery over nature I mentioned.

Ask those same people to list “the major contributions that the social and
behavioral sciences have made to humanity” and you get a long silence on the
phone, followed by a raggedy list, with no consensus.

I want you to know, right off the bat, that social science is serious business
and that it has been a roaring success, contributing mightily to humanity’s
global effort to control nature. Everyone in science today, from astronomy
to zoology, uses probability theory and the array of statistical tools that have
developed from that theory. It is all but forgotten that probability theory was
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applied social science right from the start. It was developed in the 17th century
by mathematicians Pierre Fermat (1601-1665) and Blaise Pascal (1623-1662)
to help people do better in games of chance, and it was well established a
century later when two other mathematicians, Daniel Bernoulli (1700-1782)
and Jean D’ Alambert (1717-1783), debated publicly the pros and cons of
large-scale inoculations in Paris against smallpox.

In those days (before Edward Jenner’s breakthrough in 1798), vaccinations
against smallpox involved injecting small doses of the live disease. There was
a substantial risk of death from the vaccination, but the disease was ravaging
cities in Europe and killing people by the thousands. The problem was to
assess the probability of dying from smallpox vs. dying from the vaccine. This
is one of the earliest uses I have found of social science and probability theory
in the making of state policy, but there were soon to be many more. One of
them is state lotteries—taxes on people who are bad at math. Another is social
security.

In 1889, Otto von Bismarck came up with a pension plan for retired German
workers. Based on sound social science data, Bismarck’s minister of finance
suggested that 70 would be just the right age for retirement. At that time, the
average life expectancy in Germany was closer to 50, and just 30% of children
born then could expect to live to 70. Germany lowered the retirement age to
65 in 1916, by which time, life expectancy had edged up a bit—to around 55
(Max-Planck Institute 2002). In 1935, when the Social Security system was
signed into law in the United States, Germany’s magic number 65 was adopted
as the age of retirement. White children born that year in the United States
had an average life expectancy of about 60, and for black children it was only
about 52 (SAUS 1947:table 88).

Today, life expectancy in the highly industrialized nations is close to 80—
fully 30 years longer than it was 100 years ago—and social science data are
being used more than ever in the development of public policy. How much
leisure time should we have? What kinds of tax structures are needed to sup-
port a medical system that caters to the needs of 80-somethings, when birth
rates are low and there are fewer working adults to support the retirement of
the elderly?

The success of social science is not all about probability theory and risk
assessment. Fundamental breakthroughs by psychologists in understanding
the stimulus-response mechanism in humans have made possible the treatment
and management of phobias, bringing comfort to untold millions of people.
Unfortunately, the same breakthroughs have brought us wildly successful
attack ads in politics and millions of adolescents becoming hooked on ciga-
rettes from the likes of Joe Camel. I never said you’d like all the successes of
social science.
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And speaking of great successes that are easy not to like. . . . In 1895, Fred-
erick Winslow Taylor read a paper before the American Society of Mechanical
Engineers, entitled “A piece-rate system.”” This was the start of scientific
management, which brought spectacular gains in productivity and profits—
and spectacular gains in worker alienation as well. In 1911, F. B. Gilbreth
studied bricklayers. He looked at things like where masons set up their pile of
bricks and how far they had to reach to retrieve each brick. From these studies,
he made recommendations on how to lessen worker fatigue, increase morale,
and raise productivity through conservation of motion.

The method was an instant hit—at least among people who hired bricklay-
ers. Before Gilbreth, the standard in the trade was 120 bricks per hour. After
Gilbreth published, the standard reached 350 bricks per hour (Niebel
1982:24). Bricklayers, of course, were less enthusiastic about the new stan-
dards.

Just as in the physical and biological sciences, the application of social sci-
ence knowledge can result in great benefits or great damage to humankind.

Social Science Failures

If the list of successes in the social sciences is long, so is the list of failures.
School busing to achieve racial integration was based on scientific findings in
a report by James Coleman (1966). Those findings were achieved in the best
tradition of careful scholarship. They just happened to be wrong because the
scientists involved in the study couldn’t anticipate “white flight”—a phenom-
enon in which Whites abandoned cities for suburbs, taking much of the urban
tax base with them and driving the inner cities further into poverty.

On the other hand, the list of failures in the physical and biological sciences
is quite impressive. In the Middle Ages, alchemists tried everything they could
to turn lead into gold. They had lots of people investing in them, but it just
didn’t work. Cold fusion is still a dream that attracts a few hardy souls. And
no one who saw the explosion of the space shuttle Challenger on live televi-
sion in January 1986 will ever forget it.

There are some really important lessons from all this. (1) Science isn’t per-
fect but it isn’t going away because it’s just too successful at doing what peo-
ple everywhere want it to do. (2) The sciences of human thought and human
behavior are much, much more powerful than most people understand them
to be. (3) The power of social science, like that of the physical and biological
sciences, comes from the same source: the scientific method in which ideas,
based on hunches or on formal theories, are put forward, tested publicly, and
replaced by ideas that produce better results. And (4) social science knowl-
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edge, like that of any science, can be used to enhance our lives or to degrade
them.

The Varieties of Positivism

These days, positivism is often linked to support for whatever power rela-
tions happen to be in place. It’s an astonishing turnabout, because historically,
positivism was linked to social activism. In The Subjection of Women (1869),
John Stuart Mill advocated full equality for women, and Adolphe Quételet,
the Belgian astronomer whose study of demography and criminology carried
the audacious title Social Physics (1969 [1835]), was a committed social
reformer.

The legacy of positivism as a vehicle for social activism is clear in Jane
Addams’s work with destitute immigrants at Chicago’s Hull House (1926), in
Sidney and Beatrice Webb’s attack on the abuses of the British medical system
(1910), in Charles Booth’s account of the living conditions of the poor in Lon-
don (1902), and in Florence Nightingale’s (1871) assessment of death rates in
maternity hospitals. (See McDonald [1993] for an extended account of Night-
ingale’s long-ignored research.)

The central position of positivism is that experience is the foundation of
knowledge. We record what we experience—what we see others do, what we
hear others say, what we feel others feel. The quality of the recording, then,
becomes the key to knowledge. Can we, in fact, record what others do, say,
and feel? Yes, of course we can. Are there pitfalls in doing so? Yes, of course
there are. To some social researchers, these pitfalls are evidence of natural
limits to a science of humanity; to others, like me, they are a challenge to
extend the current limits by improving measurement. The fact that knowledge
is tentative is something we all learn to live with.

Later Positivism: The Vienna Circle

Positivism has taken some interesting turns. Ernst Mach (1838-1916), an
Austrian physicist, took an arch-empiricist stance further than even Hume
might have done himself: If you could not verify something, Mach insisted,
then you should question its existence. If you can’t see it, it isn’t there. This
stance led Mach to reject the atomic theory of physics because, at the time,
atoms could not be seen.

Discussion of Mach’s ideas was the basis of a seminar group that met in
Vienna and Berlin during the 1920s and 1930s. The group, composed of math-
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ematicians, philosophers, and physicists, came to be known as the Vienna
Circle of logical positivists. They were also known as logical empiricists, and
when social scientists today discuss positivism, it is often this particular brand
that they have in mind (see Mach 1976).

The term logical empiricism better reflects the philosophy of knowledge
of the members of the Vienna Circle than does logical positivism. Unfortu-
nately, Herbert Feigl and Albert Blumberg used “logical positivism” in the
title of their 1931 article in the Journal of Philosophy in which they laid out
the program of their movement, and the name “positivism” stuck—again
(Smith 1986).

The fundamental principles of the Vienna Circle were that knowledge is
based on experience and that metaphysical explanations of phenomena were
incompatible with science. Science and philosophy, they said, should attempt
to answer only scientifically answerable questions. A question like “Was
Mozart or Brahms the better composer?” can only be addressed by metaphys-
ics and should be left to artists.

In fact, the logical positivists of the Vienna Circle did not see art—painting,
sculpture, poetry, music, literature, and literary criticism—as being in conflict
with science. The arts, they said, allow people to express personal visions and
emotions and are legitimate unto themselves. Since poets do not claim that
their ideas are testable expressions of reality, their ideas can be judged on their
own merits as either evocative and insightful, or not. Therefore, any source of
wisdom (like poetry) that generates ideas, and science, which tests ideas, are
mutually supportive and compatible (Feigl 1980).

I find this eminently sensible. Sometimes, when I read a really great line of
poetry, like Robert Frost’s line from The Mending Wall, “Good fences make
good neighbors,” I think “How could I fest that? Do good fences always make
good neighbors?” When sheepherders fenced off grazing lands across the
western United States in the 19th century, keeping cattle out of certain
regions, it started range wars.

Listen to what Frost had to say about this in the same poem: “Before I built
a wall I’d ask to know/ What I was walling in or walling out./ And to whom I
was like to give offence.” The way I see it, the search for understanding is a
human activity, no matter who does it and no matter what epistemological
assumptions they follow.

Understanding begins with questions and with ideas about how things work.
When do fences make good neighbors? Why do women earn less, on average,
for the same work as men in most industrialized countries? Why is Barbados’s
birth rate falling faster than Saudi Arabia’s? Why is there such a high rate of
alcoholism on Native American reservations? Why do nation states, from Italy
to Kenya, almost universally discourage people from maintaining minority
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languages? Why do public housing programs often wind up as slums? If
advertising can get children hooked on cigarettes, why is public service adver-
tising so ineffective in lowering the incidence of high-risk sex among adoles-
cents?

Instrumental Positivism

The practice that many researchers today love to hate, however, is neither
the positivism of Auguste Comte nor that of the Vienna Circle. It is, instead,
what Christopher Bryant (1985:137) calls “instrumental positivism.”

In his 1929 presidential address to the American Sociological Society, Wil-
liam FE Ogburn laid out the rules. In turning sociology into a science, he said,
“it will be necessary to crush out emotion.” Further, “it will be desirable to
taboo ethics and values (except in choosing problems); and it will be inevita-
ble that we shall have to spend most of our time doing hard, dull, tedious, and
routine tasks” (Ogburn 1930:10). Eventually, he said, there would be no need
for a separate field of statistics because “all sociologists will be statisticians”
(p. 6).

The Reaction against Positivism

That kind of rhetoric just begged to be reviled. In The Counter-Revolution
of Science, Friedrich von Hayek (1952) laid out the case against the possibility
of what Ogburn imagined would be a science of humanity. In the social sci-
ences, Hayek said, we deal with mental phenomena, not with material facts.
The data of the social sciences, Hayek insisted, are not susceptible to treatment
as if they were data from the natural world. To pretend that they are is what
he called “scientism.”

Furthermore, said Hayek, scientism is more than just foolish. It is evil. The
ideas of Comte and of Marx, said Hayek, gave people the false idea that gov-
ernments and economies could be managed scientifically and this, he con-
cluded, had encouraged the development of the communism and totalitarian-
ism that seemed to be sweeping the world when he was writing in the 1950s
(Hayek 1952:110, 206).

I have long appreciated Hayek’s impassioned and articulate caution about
the need to protect liberty, but he was wrong about positivism, and even about
scientism. Science did not cause Nazi or Soviet tyranny any more than religion
caused the tyranny of the Crusades or the burning of witches in 17th-century
Salem, Massachusetts. Tyrants of every generation have used any means,
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including any convenient epistemology or cosmology, to justify and further
their despicable behavior. Whether tyrants seek to justify their power by
claiming that they speak to the gods or to scientists, the awful result is the
same. But the explanation for tyranny is surely neither religion nor science.

It is also apparent that an effective science of human behavior exists, no
matter whether it’s called positivism or scientism or human engineering or
anything else. However distasteful it may be to some, John Stuart Mill’s sim-
ple formula for a science applied to the study of human phenomena has been
very successful in helping us understand (and control) human thought and
behavior. Whether we like the outcomes is a matter of conscience, but no
amount of moralizing diminishes the fact of success.

Today’s truths are tomorrow’s rubbish, in anthropology just as in physics,
and no epistemological tradition has a patent on interesting questions or on
good ideas about the answers to such questions. Several competing traditions
offer alternatives to positivism in the social sciences. These include human-
ism, hermeneutics, and phenomenology.

Humanism

Humanism is an intellectual tradition that traces its roots to Protagoras’
(485-410 BC) famous dictum that “Man is the measure of all things,” which
means that truth is not absolute but is decided by individual human judgment.
Humanism has been historically at odds with the philosophy of knowledge
represented by science.

Ferdinand C. S. Schiller (1864—1937), for example, was a leader of the
European humanist revolt against positivism. He argued that since the method
and contents of science are the products of human thought, reality and truth
could not be “out there” to be found, as positivists assume, but must be made
up by human beings (Schiller 1969 [1903]).

Wilhelm Dilthey (1833-1911) was another leader of the revolt against posi-
tivism in the social sciences. He argued that the methods of the physical sci-
ences, although undeniably effective for the study of inanimate objects, were
inappropriate for the study of human beings. There were, he insisted, two dis-
tinct kinds of sciences: the Geisteswissenschaften and the Naturwissen-
schaften—that is, the human sciences and the natural sciences. Human beings
live in a web of meanings that they spin themselves. To study humans, he
argued, we need to understand those meanings (Dilthey 1985 [1883]. For more
on Dilthey’s work, see Hodges 1952.)

Humanists, then, do not deny the effectiveness of science for the study of
nonhuman objects, but emphasize the uniqueness of humanity and the need
for a different (that is, nonscientific) method for studying human beings. Simi-
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larly, scientists do not deny the inherent value of humanistic knowledge. To
explore whether King Lear is to be pitied as a pathetic leader or admired as a
successful one is an exercise in seeking humanistic knowledge. The answer to
the question cannot possibly be achieved by the scientific method.

In any event, finding the answer to the question is not important. Carefully
examining the question of Lear, however, and producing many possible
answers, leads to insight about the human condition. And that is important.

Just as there are many competing definitions of positivism, so there are for
humanism as well. Humanism is often used as a synonym for humanitarian or
compassionate values and a commitment to the amelioration of suffering. The
problem is that died-in-the-wool positivists can also be committed to humani-
tarian values. Counting the dead accurately in so-called collateral damage in
war, for example, is a very good way to preserve outrage. We need more, not
less, science, lots and lots more, and more humanistically informed science,
to contribute more to the amelioration of suffering and the weakening of false
ideologies—racism, sexism, ethnic nationalism—in the world.

Humanism sometimes means a commitment to subjectivity—that is, to
using our own feelings, values, and beliefs to achieve insight into the nature
of human experience. In fact, trained subjectivity is the foundation of clinical
disciplines, like psychology, as well as the foundation of participant observa-
tion ethnography. It isn’t something apart from social science. (See Berg and
Smith [1985] for a review of clinical methods in social research.)

Humanism sometimes means an appreciation of the unique in human expe-
rience. Writing a story about the thrill or the pain of giving birth, about surviv-
ing hand-to-hand combat, about living with AIDS, about winning or losing a
long struggle with illness—or writing someone else’s story for them, as eth-
nographers often do—are not activities opposed to a natural science of experi-
ence. They are the activities of a natural science of experience.

Hermeneutics

The ancient Greek god, Hermes, had the job of delivering and interpreting
for humans the messages of the other gods. From this came the Greek word
hermeneus, or interpreter, and from that comes our word hermeneutics, the
continual interpretation and reinterpretation of texts.

The idea that texts have meaning and that interpretation can get at that
meaning is nothing new. Literacy in ancient Greece and Rome involved the
ability to discuss and interpret texts. The Talmud—a series of interpretations
of the Five Books of Moses compiled over several hundred years beginning
in the second century CE—is a massive hermeneutic exercise. And the great



Anthropology and the Social Sciences 23

concordances and exegetical commentaries on the New Testament are a form
of hermeneutics.

In biblical hermeneutics, it is assumed that the Bible contains truths and
that human beings can extract those truths through careful study and constant
interpretation and reinterpretation. In the United States, we treat the Constitu-
tion as a sacred document that contains timeless truths, and we interpret and
reinterpret the document to see how those truths should play out over time.
The same Constitution has, at various times, permitted or forbade slavery, per-
mitted or forbade universal voting rights, and so on.

The hermeneutic tradition has come into the social sciences with the close
and careful study of all free-flowing texts. In anthropology, the texts may be
myths or folk tales. The hermeneutic approach would stress that: (1) The
myths contain some underlying meaning, at least for the people who tell the
myths; and (2) It is our job to discover that meaning, knowing that the mean-
ing can change over time and can also be different for subgroups within a
society. Think, for example, of the stories taught in U.S. schools about Colum-
bus’s voyages. The meaning of those stories may be quite different for Nava-
jos, urban African Americans, Chicanos, and Americans of northern and cen-
tral European descent.

The hermeneutic approach—the discovery of the meaning of texts through
constant interpretation and reinterpretation—is easily extended to the study of
any body of texts: sets of political speeches, letters from soldiers in battle to
their families at home, transcriptions of doctor-patient interactions. The idea
that culture is “an assemblage of texts” is the basis for the interpretive anthro-
pology of Clifford Geertz (1973). And Paul Ricoeur, arguing that action, like
the written word, has meaning to actors, extended the hermeneutic approach
even to free-flowing behavior itself (1981, 1991). In fact, portable camcorders
make it easy to capture the natural behavior of people dancing, singing, inter-
acting over meals, telling stories, and participating in events. In chapter 17 on
text analysis, we’ll look at how anthropologists apply the hermeneutic model
to the study of culture.

Phenomenology

Like positivism, phenomenology is a philosophy of knowledge that
emphasizes direct observation of phenomena. Unlike positivists, however,
phenomenologists seek to sense reality and to describe it in words, rather than
numbers—words that reflect consciousness and perception. Phenomenology is
part of the humanistic tradition that emphasizes the common experience of all
human beings and our ability to relate to the feelings of others (see Veatch
1969).
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The philosophical foundations of phenomenology were developed by
Edmund Husserl (1859-1938), who argued that the scientific method, appro-
priate for the study of physical phenomena, was inappropriate for the study of
human thought and action (see Husserl 1964 [1907], 1999). Husserl’s ideas
were elaborated by Alfred Schutz, and Schutz’s version of phenomenology
has had a major impact in social science, particularly in psychology but also
in anthropology.

When you study molecules, Schutz said, you don’t have to worry about
what the world “means” to the molecules (1962:59). But when you try to
understand the reality of a human being, it’s a different matter entirely. The
only way to understand social reality, said Schutz, was through the meanings
that people give to that reality. In a phenomenological study, the researcher
tries to see reality through another person’s eyes.

Phenomenologists try to produce convincing descriptions of what they
experience rather than explanations and causes. Good ethnography—a narra-
tive that describes a culture or a part of a culture—is usually good phenome-
nology, and there is still no substitute for a good story, well told, especially if
you’re trying to make people understand how the people you’ve studied think
and feel about their lives. (For more on phenomenology, see Moran 2000,
Sokolowski 2000, Zahavi 2003, and Elliott 2005.)

About Numbers and Words: The Qualitative/Quantitative Split

The split between the positivistic approach and the interpretive-phenomeno-
logical approach pervades the human sciences. In psychology and social psy-
chology, most research is in the positivistic tradition, while much clinical
work is in the interpretivist tradition because, as its practitioners cogently
point out, it works. In sociology, there is a growing tradition of interpretive
research, but most sociology is done from the positivist perspective.

In anthropology, the situation is a bit more complicated. Most anthropologi-
cal data collection is done by fieldworkers who go out and stay out, watch and
listen, take notes, and bring it all home. This makes anthropology a thoroughly
empirical enterprise. But much of anthropological data analysis is done in the
interpretivist tradition, and some empirical anthropologists reject the positivist
epistemological tradition, while other empirical anthropologists (like me)
identify with that tradition.

Notice in the last two paragraphs the use of words like “approach,” “per-
spective,” “tradition,” and “epistemology.” Not once did I say that “research
in X is mostly quantitative” or that “research in Y is mostly qualitative.”
That’s because a commitment to an interpretivist or a positivist epistemology
is independent of any commitment to, or skill for, quantification. Searching
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the Bible for statistical evidence to support the subjugation of women doesn’t
turn the enterprise into science.

By the same token, at the early stages of its development, any science relies
primarily on qualitative data. Long before the application of mathematics to
describe the dynamics of avian flight, qualitative, fieldworking ornithologists
did systematic observation and recorded (in words) data about such things as
wing movements, perching stance, hovering patterns, and so on. Qualitative
description is a kind of measurement, an integral part of the complex whole
that comprises scientific research.

As sciences mature, they come inevitably to depend more and more on
quantitative data and on quantitative tests of qualitatively described relations.
But this never, ever lessens the need for or the importance of qualitative
research in any science.

For example, qualitative research might lead us to say that “most of the land
in Popotlan is controlled by a minority.” Later, quantitative research might
result in our saying “76% of the land in Popotlan is controlled by 14% of the
inhabitants.” The first statement is not wrong, but its sentiment is confirmed
and made stronger by the second statement. If it turned out that “54% of the
land is controlled by 41% of the inhabitants,” then the first part of the qualita-
tive statement would still be true—more than 50% of the land is owned by
less than 50% of the people, so most of the land is, indeed controlled by a
minority—but the sentiment of the qualitative assertion would be rendered
weak by the quantitative observations.

For anthropologists whose work is in the humanistic, phenomenological tra-
dition, quantification is inappropriate. And for those whose work is in the pos-
itivist tradition, it is important to remember that numbers do not automatically
make any inquiry scientific. In chapter 17, I’ll discuss how texts—including
words and pictures—can be collected and analyzed by scholars who identify
with either the positivist or the interpretivist tradition.

In the rest of this book, you’ll read about methods for describing individuals
and groups of people. Some of those methods involve library work, some
involve controlled experiments, and some involve fieldwork. Some methods
result in words, others in numbers. Never use the distinction between quantita-
tive and qualitative as cover for talking about the difference between science
and humanism. Lots of scientists do their work without numbers, and many
scientists whose work is highly quantitative consider themselves humanists.

Ethics and Social Science

The biggest problem in conducting a science of human behavior is not
selecting the right sample size or making the right measurement. It’s doing
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those things ethically, so you can live with the consequences of your actions.
I’m not exaggerating about this. Ethics is part of method in science, just as it
is in medicine, business, or any other part of life. For while philosophers dis-
cuss the fine points of whether a true science of human behavior is really pos-
sible, effective social science is being done all the time, and with rather spec-
tacular, if sometimes disturbing, success.

In the mid-19th century, when Quételet and Comte were laying down the
program for a science of human affairs, no one could predict the outcome of
elections, or help people through crippling phobias with behavior modifica-
tion, or engineer the increased consumption of a particular brand of cigarettes.
We may question the wisdom of engineering cigarette purchases in the first
place, but the fact remains, we can do these things, we are doing these things,
and we’re getting better and better at it all the time.

It hardly needs to be pointed out that the increasing effectiveness of science
over the past few centuries has also given human beings the ability to cause
greater environmental degradation, to spread tyranny, and even to cause the
ultimate, planetary catastrophe through nuclear war. This makes a science of
humanity even more important now than it has ever been before.

Consider this: Marketers in a midwestern city, using the latest supercomput-
ers, found that if someone bought disposable diapers at 5 p.M., the next thing
he or she was likely to buy was a six-pack of beer. So they set up a display of
chips next to the disposable diapers and increased snack sales by 17% (Wilke
1992). At the time, 15 years ago, that was a breakthrough in the monitoring of
consumer behavior. Today, every time you buy something on the Internet or
download a computer program or a piece of music, you leave a trail of infor-
mation about yourself and your consumer preferences. By tracking your pur-
chases over time, and by sharing information about your buying behavior
across websites, market researchers develop ads that are targeted just for you.

We need to turn our skills in the production of such effective knowledge to
solving the problems of hunger, disease, poverty, war, environmental pollu-
tion, family and ethnic violence, and racism, among others. Social scientists,
including anthropologists, can play an important role in social change by pre-
dicting the consequences of ethically mandated programs and by refuting false
notions (such as various forms of racism) that are inherent in most popular
ethical systems. This has been a hallmark of anthropology since Franz Boas’s
devastating critique, nearly a century ago, of racial theories about why some
ethnic minorities in the United States were taller and healthier than others.

Don’t get me wrong here. The people who discovered that fact about the
six packs and the diapers were good scientists, as are the people who design
all those automated data-collection mechanisms for monitoring your behavior
on the Internet. I’'m not calling for rules to make all those scientists work on
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problems that I think are important. Scientists choose to study the things that
industry and government pay for, and those things change from country to
country and from time to time in the same country. Science has to earn its
support by producing useful knowledge. What “useful” means, however,
changes from time to time even in the same society, depending on all sorts of
historical circumstances.

Suppose we agreed that “useful” means to save lives. AIDS is a terrible
disease, but three times as many people died in motor vehicle accidents in
2002 as died of AIDS (about 44,000 and 14,000 respectively). Should we
spend three times more money teaching safe driving than we do teaching safe
sex?

I think the answer is pretty clear. In a democracy, researchers and activists
want the freedom to put their skills and energies to work on what they think
is important. Fortunately, that’s just how it is, and, personally, I hope it stays
just that way.
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The Foundations of Social Research

The Language of Social Research

his chapter is about the fundamental concepts of social research: vari-

ables, measurement, validity, reliability, cause and effect, and theory.
When you finish this chapter, you should understand the crucial role of mea-
surement in science and the mutually supportive roles of data and ideas in the
development of theory.

You should also have a new skill: You should be able to operationalize any
complex human phenomenon, like “machismo” or “anomie” or “alienation”
or “acculturation.” You should, in other words, be able to reduce any complex
variable to a set of measurable traits.

By the end of this chapter, though, you should also become very critical of
your new ability at operationalizing. Just because you can make up measure-
ments doesn’t guarantee that they’ll be useful or meaningful. The better you
get at concocting clever measurements for complex things, the more critical
you’ll become of your own concoctions and those of others.

Variables

A variable is something that can take more than one value. The values can
be words or numbers. If you ask a woman how old she was at her first preg-
nancy, the answer will be a number (16 or 40, or whatever), but if you ask her
about her religion, the answer will be a word (“Muslim” or “Methodist”).

Social research is based on defining variables, looking for associations
among them, and trying to understand whether—and how—uvariation in one

28
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thing causes variation in another. Some common variables that you’ll find in
social research are age, sex, ethnicity, race, education, income, marital status,
and occupation.

A few of the hundreds of variables you’ll see in anthropological research
include number of children by each of several wives in a polygynous house-
hold, distance from a clinic or a market or a source of clean water, blood pres-
sure, and level of support for various causes (the distribution of clean needles
to drug addicts, the new farmer’s co-op, rebels fighting in Eritrea, etc.).

Variables Have Dimensions

Variables can be unidimensional or multidimensional. The distance from
Boston to Denver can be expressed in driving time or in miles, but no matter
how you measure it, distance is expressed as a straight line and straight lines
are one dimensional. You can see this in figure 2.1.

Boston Denver
Three days' driving

Boston Denver
1,863 miles

Figure 2.1. Two ways to measure distance.

If we add Miami, we have three distances: Boston-Miami, Boston-Denver,
Denver-Miami. One dimension isn’t enough to express the relation among
three cities. We have to use two dimensions. Look at figure 2.2.

The two dimensions in figure 2.2 are up-down and right-left, or North-
South and East-West. If we add Nairobi to the exercise, we’d either have to
add a third dimension (straight through the paper at a slight downward angle
from Denver), or do what Gerardus Mercator (1512-1594) did to force a
three-dimensional object (the Earth) into a two-dimensional picture. Mercator
was able to project a sphere in two dimensions, but at the cost of distortion at
the edges. This is why, on a map of the world, Greenland (an island of 840,000
square miles), looks the same size as China (a land mass of about 3.7 million
square miles).

Height, weight, birth order, age, and marital status are unidimensional vari-
ables and are relatively easy to measure. By contrast, political orientation
(being conservative or liberal) is multidimensional and is, therefore, a lot more
difficult to measure. We often talk about political orientation as if it were uni-
dimensional, with people lying somewhere along a line between strictly con-



30 Chapter 2

Boston
Denver

Miami

Figure 2.2. Three points create two dimensions.

servative and strictly liberal. But if you think about it, people can be liberal
about some dimensions of life and conservative about others. For example,
you might agree strongly with the statement that “men and women should get
equal pay for equal work” and also with the statement that “the war in Iraq
is necessary to defend freedom in America.” These statements test political
orientation about domestic economic policy and foreign policy—two of the
many dimensions of political orientation.

Even something as seemingly straightforward as income is multidimen-
sional. To measure the annual income of retired Americans in Florida, for
example, you have to account for social security benefits, private pension
funds, gifts from children and other kin, gambling winnings, tax credits, inter-
est on savings, wages paid entirely in cash (including tips), food stamps. . . .

And don’t think it’s easier in out-of-the-way communities around the world.
If you think it’s tough assessing the amount that a waitress earns from tips,
try assessing the amount a Haitian family gets from people who are working
in Miami and sending money home.

In chapter 12, after we look at questionnaire design, I’ll discuss the building
of scales and how to test for the unidimensionality of variables.

Simplifying Variables: Race and Gender

In the United States, at least, race is treated (by academics as well as by
people in general) as a dichotomous variable, with two values: black and
white. This makes race easy to measure and, in fact, we’ve learned a lot by
making the measurement simple. For example, any man in the United States
who is labeled “black” is about five times more likely to be the victim of
homicide than is any man labeled “white.” This is down from a ratio of nearly
eight-to-one in 1991. Black babies are about two-and-a-half times more likely
to die in infancy than are white babies, and people labeled “black” are two-
and-a-half times more likely as people labeled “white” to be poor (which
meant $18,392 for a family of four in 2002) (SAUS 2004-2005, tables 100,
297, 685, 686).
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Still, we know that there are gradations of skin color besides black and
white, so it’s reasonable to ask whether people who are more black are more
likely to be a victim of homicide, to die in infancy, to be poor, etc. Around
1970, medical researchers began to find a relation in the United States between
darkness of skin color and blood pressure among people labeled “Blacks”
(see Boyle 1970; Harburg et al. 1978). The darker the skin, the higher blood
pressure was likely to be.

Later, researchers began to find that education and social class were more
important predictors of high blood pressure among Blacks than was darkness
of skin color (see Keil et al. 1977, 1981). This meant that darker-skinned peo-
ple were more likely to be the victims of discrimination and, as a consequence,
uneducated and poor. Poverty causes stress and poor diet, both of which are
direct causes of high blood pressure.

But suppose we treated skin color as the continuous variable it really is
rather than as a dichotomous variable? Clarence Gravlee (2002b) did this in
his study of race and blood pressure in Puerto Rico. He measured skin color
in two ways. First, he showed people a line with nine numbers on it and asked
them to rate themselves from light to dark by telling him which number best
described their skin color. Then he measured the color of people’s inner arm
with a photospectrometer. The first measure is emic (what people think, them-
selves, about their color) and the second is etic (an objective, external mea-
surement that doesn’t depend on what people think).

Now, etic skin color—the amount of melanin that people have in their skin,
as measured by a photospectrometer—by itself doesn’t account for variation
in blood pressure. But the difference between etic skin color and what people
say their color is is strongly associated with people’s blood pressure (Gravlee
2002b:182). The relationship between these variables is anything but simple.
Poor people who rate themselves as having darker skin than they really have
are likely to have higher blood pressure. For middle-class people, it’s the other
way around: They are likely to have lower blood pressure when they rate their
skin color as darker than it really is. The puzzle requires a lot more work, but
this much is clear: Variation in blood pressure is not caused by melanin (Grav-
lee and Dressler 2005).

It may not be possible for everyone who uses skin color as an independent
variable to measure it with a photospectrometer (the gadgets are very expen-
sive), but if we did this, we could assess whether white schoolteachers react
more negatively to darker-skinned black children than they do to lighter-
skinned black children, and if so, by how much. This would help us account
for some of the variation in black children’s school scores as a function of
teacher reaction to skin color. This, in turn, would show /&ow skin color leads
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to discrimination in education, how discrimination in education leads to pov-
erty and how all this leads to lowered life expectancy.

We already know that Whites live longer than Blacks do. Making skin color
a continuous variable would help us learn how racism actually works, not just
its consequences.

If the benefits of such research are attractive, though, consider the risks.
Racists might claim that our findings support their despicable ideas about the
genetic inferiority of African Americans. Life insurance companies might
start charging premiums based on amount of skin pigmentation. Even if the
Supreme Court ruled against this practice, how many people would be hurt
before the matter was adjudicated? As you can see, every research question
has an ethical component.

Gender is another dichotomous variable (male and female) that is more
complex than it seems. We usually measure gender according to the presence
of male or female sexual characteristics. Then we look at the relation between
the presence of those characteristics and things like income, level of educa-
tion, amount of labor migration, attitudes to various social issues, aptitude for
math, success in certain jobs, and so on.

But if you think about it, we’re not interested in whether differences in
human anatomy predict any of these things. What we really want to know is
how being more male or more female (socially and psychologically) predicts
attitudes about social issues, success in various jobs, and many other things—
like the ability to secure agricultural credit, the ability to cope with widow-
hood, or health status in old age.

Sandra Bem (1974, 1979) developed a scale called the BSRI (Bem Sex Role
Inventory) to measure sex-role identity. The scale consists of 60 words or
phrases: 20 that represent what Americans in the early 1970s generally
thought of as masculine traits (like independent and assertive); 20 that repre-
sented generally accepted feminine traits (like affectionate and sympathetic);
and 20 that represented generally accepted gender-neutral traits (like tactful
and happy). Respondents rate themselves on a scale of 1 to 7 on how much
they think each trait applies to them. Depending on your score, you are either
“sex typed” (displaying stereotyped feminine traits or masculine traits) or
androgynous (getting a high score on both feminine and masculine traits) or
undifferentiated (getting a low score on both feminine and masculine traits).

As you can imagine, the BSRI has gotten plenty of criticism over the years,
and, to be sure, what people in the United States think of as typically mascu-
line or feminine traits has changed in the last three decades, but the BSRI has
been used in hundreds of studies across many Western societies and in some
non-Western societies as well. For example, Sundvik and Lindeman (1993)
applied the BSRI to 257 managers (159 men and 98 women) of a government-
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controlled transportation company in Finland. Each of the managers had rated
a subordinate on 30 dimensions—things like the ability to get along with oth-
ers, independence in getting the job done, willingness to implement innova-
tions, and so on. The sex-typed female managers (the women who scored high
on femaleness, according to the BSRI) rated their male subordinates more
favorably than they rated their female subordinates. Similarly, the sex-typed
male managers rated their female subordinates more favorably than they rated
their male subordinates.

The bottom line, according to Sundvik and Lindeman: “Among persons
whose self-concepts are formed on the basis of gender, both the queen bee
and the king ape syndromes are alive and well” (1993:8). Sex-typed managers
discriminate against subordinates of the same sex.

Of course, traits thought to be masculine in one culture might be thought of
as feminine in another. Aggressiveness is a trait widely viewed across many
cultures to be desirable for men and boys and undesirable for women and girls.
In Zimbabwe, however, 488 schoolteachers, half of whom were men, gave this
trait their lowest desirability rating of the 20 masculine items in the BSRI
(Wilson et al. 1990).

In Japan, Katsurada and Sugihara (1999) found that all 20 masculine traits
in the BSRI were culturally appropriate, but that three of the classically 20
feminine traits in the scale (“sensitive to the needs of others,” “understand-
ing,” and “loyal”) were inappropriate. (Loyalty, for example, is seen as a
highly desirable trait for everyone in Japan, so it can’t be used in a test to
distinguish between men and women.) Based on tests with 300 college stu-
dents, Katsurada and Sugihara recommend substituting “conscientious,”
“tactful,” and “happy” in the list of feminine adjectives when the BSRI is
used in Japan. (For a version of the BSRI tested for use in Mexico, see Lara-
Cantu and Navarro-Arias 1987. For a version of the BSRI for use in China,
see Qin and Yianjie 2003.) After 25 years of research with the BSRI, we’ve
learned a lot about the differences between men and women.

One thing we’ve learned is that those differences are much more complex
than a biological dichotomy would make them appear to be. We’ve also
learned that gender role differences are even more complex than Bem imag-
ined. Choi and Fuqua (2003) looked at 23 validation studies of the BSRI and
found that Bem’s inventory doesn’t fully capture the complexity of masculin-
ity and femininity. But that just means that we’re learning more with each
generation of researchers—exactly what we expect from a cumulative science.
(For more on measuring gender across cultures using the PAQ and the BSRI,
see Sugihara and Warner 1999, Auster and Ohm 2000, Sugihara and Katsurada
2000, Zhang et al. 2001, and Norvilitis and Reid 2002.)
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Dependent and Independent Variables

Beginning in the 1840s, breakthroughs in sociology and anthropology pro-
duced insight into the impact of economic and political forces on demography.
One practical result of all this work was life insurance. The way life insurance
works is that you bet the company that you’ll die within 365 days. You answer
a few questions (How old are you? Do you smoke? What do you do for a
living? Do you fly a small plane?), and the company sets the odds—say, your
$235 against the company’s promise to pay your heirs $100,000 if you win
the bet and die within 365 days. But if you /ose the bet and stay alive, they
keep your $235, and next year you go through all this again, except that now
the odds are raised against you to say, your $300 against the company’s prom-
ise to pay your heirs a lot of money.

For insurance companies to turn a profit, they have to win more bets than
they lose. They can make mistakes at the individual level, but in the aggregate
(that is, averaging over all people) they have to predict longevity from things
they can measure.

Longevity, then, is the dependent variable, because it depends on sex, edu-
cation, occupation, etc. These latter are called independent variables because
they are logically prior to, and therefore independent of, the dependent vari-
able of longevity. How long you live doesn’t have any effect on your sex. In
our earlier example, blood pressure was the dependent variable. There is no
way skin color depends on a person’s blood pressure.

It’s not always easy to tell whether a variable is independent or dependent.
Does high female infant mortality among Amazonian tribal people depend on
high levels of warfare, or is it the other way around? Does high income depend
on having a lot of land, or vice versa? Do inner-city adolescent girls get preg-
nant because they are poor, or . . . ? Does the need for litigation stimulate the
production of attorneys, or . . . ?

Failure to understand which of two variables depends on the other is the
source of endless shenanigans. One of my teachers, Oscar Lewis (1961, 1965),
described what he called a “culture of poverty” among slum dwellers in cities
around the world. People who live in a culture of poverty, said Lewis, are not
very future oriented. This plays out, he said, in their shopping for food every
day and in never buying large economy sizes of anything. Lewis’s point was
that truly poor people can’t invest in soap futures by buying large boxes of it.
He saw a low level of expressed orientation toward the future, then, as the
dependent variable and poverty as the independent variable.

Many people interpreted Lewis’s work as meaning exactly the opposite:
that poverty is caused by a low level of future orientation. According to this
topsy-turvy, victim-blaming reasoning, if poor people everywhere would just
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learn to save their money and invest in the future, then they could break the
poverty cycle. Such reasoning may serve to create pointless programs to teach
poor people how to save money they don’t have, but it doesn’t do much else.

In rural West Virginia, for example, there is a lot of teen pregnancy and
many adolescents drop out of high school. Since the 1960s, according to
Bickel et al. (1997), state policymakers in West Virginia have blamed these
behaviors on the culture of poverty. The behaviors that state policymakers
want so much to change, however, are caused by the continuing deterioration
of economic and social conditions in rural communities. No amount of educat-
ing poor people about their bad habits will change the material circumstances
that cause the so-called culture of poverty.

This educational model of social change is a lesson in confusion about
dependent and independent variables. The model is based on the attractive
idea that, since the last thing that happens before an action is a thought, if you
want to create better actions then you need to create better thoughts. In other
words, if you want to change people’s behavior, you have to change how they
think: Teach women in India the value of small families so they’ll use birth
control to prevent unwanted pregnancies; teach Kenyans why it’s important to
use bed nets to prevent malaria; teach farmers across the world the importance
of washing their hands after handling manure and before preparing or eating
food.

The educational model is the basis for one of the world’s biggest indus-
tries—social change and development—but the model is mostly ineffective
because behavioral change (the supposed dependent variable) doesn’t usually
depend on education (the supposed independent variable). In fact, across the
developing world, when women have access to well-paying jobs outside the
home, they tend to lower their fertility. Once that happens, they encourage
their daughters to stay in school longer. Education doesn’t just cause jobs to
happen. Instead, jobs for women in one generation cause education in the next.
(I’11 have more to say on fertility control and the educational model of behav-
ioral change in chapter 3, when I discuss the role of theory in the development
of research questions.)

Measurement and Concepts

Variables are measured by their indicators, and indicators are defined by
their values. Some variables, and their indicators, are easily observed and
measured. Others are more conceptual. The difference is important.

Consider the variables race and gender again. If skin color can take one of
two values (black or white), then to measure race you simply look at a person
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and decide which value to record. If you use secondary sexual characteristics
as an indicator of gender, then to measure gender you look at a person and
decide whether they are female or male.

In other words, measurement is deciding which value to record. That deci-
sion is prone to error. Some people whom you classify as white or black might
be classified as black or white by another observer. And gender is even worse.
Many people, both men and women, have ambiguous secondary sexual char-
acteristics and many women wear what were once considered to be men’s
clothes. Is Pat a man’s name or a woman’s? What about Chris? Leslie? Any
of these indicators may lead you into making the wrong measurement—
marking down a man or boy as a woman or girl, or vice versa.

Improving measurement in science means lowering the probability of and
the amount of error. Light-skinned African Americans who cease to identify
themselves ethnically as black persons count on those errors for what they
hope will be upward economic mobility. Dark-skinned “Whites,” like some
Americans of Mediterranean descent, sometimes complain that they are being
“mistaken for” Blacks and discriminated against.

Race and gender are concepts or constructs. We have to make them up to
study them. All variables are concepts, but some concepts, like height and
weight, are easy to measure, while other concepts like religious intensity, jeal-
ousy, compassion, willingness to accept new agricultural technologies, and
tolerance for foreign fieldwork are complex and difficult to measure.

We are led to defining constructs by our experience: Some people just seem
more religiously intense than others, more jealous than others, more tolerant
of foreign fieldwork than others, etc. We verify our intuition about conceptual
variables by measuring them, or by measuring their results.

Suppose you put an ad in the paper that says: “Roommate wanted. Easy-
going, nonsmoker preferred.” When people answer the ad you can look at
their fingers and smell their clothes to see if they smoke. But you have to ask
people a series of indicator questions to gauge their easy-goingness.

Similarly, if you are doing fieldwork in a Peruvian highland village, and
you want to predict who among the villagers is predisposed to migrate to the
coast in search of work, you will want to measure that predisposition with a
series of indicators. In this case, the indicators can be answers to questions
(“Have you ever thought about migrating?”). Or they might be observable
facts (Does a person have a close relative who has already migrated?). Or they
might be a combination of these.

It may be easier to measure some concepts than others, but the fact is, all
measurement is difficult. People have worked for centuries to develop good
instruments for measuring things like temperature. And if it’s difficult to mea-
sure temperature (a concept, after all, backed up by time-tested theories), how
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do you measure future orientation or machismo? Measuring variables like
these is one of our biggest challenges because these variables are mostly what
we’re interested in.

One of the most famous variables in all of social science is “socioeconomic
status” (SES). Measuring it is no easy task. You can use income as one indica-
tor, but there are many wealthy people who have low SES (the so-called nou-
veau riche), and many relatively low-income people who have high SES (think
of those down-at-the-heels nobles in England who have to open their castles
to tourists to make ends meet).

You can add “level of education” to income as an indicator, but that still
won’t be enough in most societies of the world to get at something as multidi-
mensional as SES. You can add occupation, father’s occupation, number of
generations in a community, and so on, depending on the group you are study-
ing, and you still might wind up dissatisfied with the result if your measure
fails to predict some dependent variable of interest.

And, as you saw with the Bem androgyny scale earlier, indicators of any
concept may vary from culture to culture. This doesn’t mean that measurement
is impossible. It means that you have to test (and, if necessary, adapt) every
measure of every variable in every new culture where you want to use it.

Conceptual and Operational Definitions

While most of the interesting variables in social science are concepts, some
of our most important concepts are not variables. The concept of “positivism”
is not a variable, but the concept of “philosophies of science” is a variable,
and positivism is one member of the list of those philosophies. The concept
of “love” is not a variable, but the concept of “being in love or not” is one.
The concept of “culture” is not a variable, but the concept of “belonging to a
particular culture” is one. The concept of “attitude” is not a variable, but the
concept of “supporting the idea that clitoridectomy is a violation of funda-
mental human rights”implies an attitude variable with at least two attributes,
support and nonsupport.

Conceptual Definitions

There are two ways to define variables—conceptually and operationally.
Conceptual definitions are abstractions, articulated in words, that facilitate
understanding. They are the sort of definitions we see in dictionaries, and we
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use them in everyday conversation to tell people what we mean by some term
or phrase. Operational definitions consist of a set of instructions on how to
measure a variable that has been conceptually defined.

Suppose I tell you that “Alice and Fred just moved to a spacious house.”
Nice concept. You ask: “What do you mean by ‘spacious’?” and I say: “You
know, big rooms, high ceilings.”

If that isn’t enough for you, we’ll have to move from a conceptual definition
of “spacious” to an operational one. We’ll have to agree on what to measure:
Do we count the screened-in porch and the garage or just the interior living
space? Do we count the square footage or the cubic footage? That is, do we
get a measure of the living surface, or some measure of the “feeling of spa-
ciousness” that comes from high ceilings? Do we measure the square footage
of open space before or after the furniture and appliances go in? If we had to
agree on things like this for every concept, ordinary human discourse would
come to a grinding halt.

Science is not ordinary human discourse, however, and this, in my view, is
the most important difference between the humanistic and the scientific (posi-
tivistic) approaches to social science. Humanistic researchers seek to maintain
the essential feel of human discourse. Positivists focus more on specific mea-
surement. I do not see these two styles as inimical to one another, but as com-
plementary.

To get a feel for how complementary the two styles can be, ask some 50
year olds and some 20 year olds—men and women of both ages—to tell you
how old you have to be in order to be middle aged. You’ll see immediately
how volatile the conceptual definition of “middle age” is. If you ask people
about what it means to “be middle aged,” you’ll get plenty of material for an
interesting paper on the subject. If you want to measure the differences
between men and women and between older and younger people on this vari-
able, you’ll have to do more than just ask them. Figure 2.3 shows an instru-
ment for measuring this variable.

1 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

Here is a line that represents age. Obviously, a person 1 year of age is a baby, and a person 100 years of age is old. Put a
mark on the line where you think middle age begins and another mark where you think middle age ends.

Figure 2.3. An instrument for measuring what people think “middle age” means.

Many concepts that we use in anthropology have volatile definitions:
“power,” “social class,” “machismo,” ‘“alienation,” “willingness to
change,” and “fear of retribution.” If we are to talk sensibly about such
things, we need clear, intersubjective definitions of them. In other words,



The Foundations of Social Research 39

although there can be no objective definition of middle age, we can at least
agree on what we mean by “middle age” for a particular study and on how to
measure the concept.

Complex variables are conceptually defined by reducing them to a series of
simpler variables. Saying that “the people in this village are highly accultu-
rated” can be interpreted in many ways. But if you state clearly that you
include “being bilingual,” “working in the national economy,” and “going to
school” in your conceptual definition of acculturation, then at least others will
understand what you’re talking about when you say that people are “highly
acculturated.”

Similarly, “machismo” might be characterized by “a general feeling of
male superiority,” accompanied by “insecure behavior in relationships with
women.” Intelligence might be conceptually defined as “the ability to think in
abstractions and to generalize from cases.” These definitions have something
important in common: They have no external reality against which to test their
truth value.

Conceptual definitions are at their most powerful when they are linked
together to build theories that explain research results. When the United
Nations was founded in 1945, the hope was that trade between industrialized
and nonindustrialized countries of the world would result in economic devel-
opment for everyone. The economies of the developed countries would
expand and the benefits of an expanding economy would be seen in the under-
developed countries. A decade later, it was obvious that this wasn’t what was
happening. The rich countries were getting richer and the poor countries were
getting poorer.

Raul Prebisch, an Argentinian economist who worked at the UN, argued
that under colonialism, rich countries were importing raw materials from poor
countries to produce manufactured goods and that poor countries had come to
depend economically on the rich countries. Prebisch’s “dependency theory”
links the concept of “control of capital” with those of “mutual security” and
“economic dependency,” and the linkage helps explain why economic devel-
opment often results in some groups winding up with less access to capital
than they had before a development program (Prebisch 1984, 1994).

Conceptual definitions are at their weakest in the conduct of research itself,
because concepts have no empirical basis—we have to make them up to study
them.

There is nothing wrong with this. There are three things one wants to do in
any science: (1) describe a phenomenon of interest; (2) explain what causes
it; and (3) predict what it causes. The existence of a conceptual variable is
inferred from what it predicts—how well it makes theoretical sense out of a
lot of data.
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The Concept of Intelligence

The classic example of a conceptual variable is intelligence. Intelligence is
anything we say it is. There is no way to tell whether it is: (1) the ability to
think in abstractions and to generalize from cases; (2) the ability to remember
long strings of unconnected facts; or (3) the ability to recite all of Shakespeare
from memory. In the last analysis, the value of the concept of intelligence is
that it allows us to predict, with varying success, things like job success,
grade-point average, likelihood of having healthy children, and likelihood of
being arrested for a felony.

The key to understanding the last statement is the phrase “with varying suc-
cess.” It is by now well known that measures of intelligence are culture
bound; the standard U.S. intelligence tests are biased in favor of Whites and
against African Americans because of differences in access to education and
differences in life experiences. Further afield, intelligence tests that are
designed for Americans may not have any meaning at all to people in radically
different cultures.

There is a famous, perhaps apocryphal, story about some American
researchers who were determined to develop a culture-free intelligence test
based on manipulating and matching shapes and colors. With an interpreter
along for guidance, they administered the test to a group of Bushmen in the
Kalahari Desert of South Africa. The first Bushman they tested listened
politely to the instructions about matching the colors and shapes and then
excused himself.

He returned in a few minutes with half a dozen others, and they began an
animated discussion about the test. The researchers asked the interpreter to
explain that each man had to take the test himself. The Bushmen responded
by saying how silly that was; they solve problems together, and they would
solve this one, too. So, although the content of the test might have been culture
free, the testing procedure itself was not.

This critique of intelligence festing in no way lessens the importance or
usefulness of the concept of intelligence. The concept is useful, in certain con-
texts, because its measurement allows us to predict other things we want to
know. And it is to actual measurement that we now turn.

Operational Definitions

Conceptual definitions are limited because, while they point us toward mea-
surement, they don’t really give us any recipe for measurement. Without mea-
surement, we cannot make useful comparisons. We cannot tell whether Span-
iards are more flamboyant than the British, or whether Catholicism is more
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authoritarian than Buddhism. We cannot evaluate the level of anger in an
urban community over perceived abuses by the police of their authority, or
compare the level of that anger to the anger found in another community in
another city.

Operational definitions specify exactly what you have to do to measure
something that has been defined conceptually. Here are four examples of oper-
ational definitions:

1. Intelligence: Take the Wechsler Adults Intelligence Scale (WAIS) and administer
it to a person. Count up the score. Whatever score the person gets is his or her
intelligence.

2. Machismo: Ask a man if he approves of women working outside the home,
assuming the family doesn’t need the money; if he says “no,” then give him a
score of 1, and if he says “yes,” score him 0. Ask him if he thinks women and
men should have the same sexual freedom before marriage; if he says “no,”
score 1 and score O for “yes.” Ask him if a man should be punished for killing
his wife and her lover; if he says “no,” score 1; score 0 for “yes.” Add the
scores. A man who scores 3 has more machismo than a man who scores 2, and
a man who scores 2 has more machismo than a man who scores 1.

3. Tribal identity: Ask American Indians if they speak the language of their ances-
tors fluently. If “yes,” score 1. If “no,” score 0. Ask them if they attend at least
one tribal pow-wow each year. Score 1 for “yes,” and 0 for “no.” Ask them
eight other questions of this type, and give them a score of 1 for each answer that
signifies self-identification with their tribal heritage. Anyone who scores at least
6 out of 10 is an “identifier.” Five or less is a “rejecter” of tribal heritage or
identity.

4. Support for trade barriers against China: Ask workers in a textile factory to com-
plete the Support of Trade Barriers against China Scale. Add the four parts of the
scale together to produce a single score. Record that score.

These definitions sound pretty boring, but think about this: If you and I use
the same definitions for variables, and if we stick to those definitions in making
measurements, then our data are strictly comparable:

We can tell if children in city A have higher intelligence scores than do children in
city B.

We can tell if older men in Huehuetenango have higher machismo scores than do
younger men in that same village.

We can tell if people in tribe A have higher cultural identity scores than do people
in tribe B.

We can tell whether the average scores indicating level of support for trade barriers
against China is greater among workers in the factory you studied than it is
among workers in the factory I studied.

I find the ability to make such comparisons exciting, and not at all boring.
But did you notice that I never said anything in those comparisons about eth-
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nic identity per se, or intelligence per se, or machismo per se, or support for
trade barriers per se. In each case, all I said was that we could tell if the scores
were bigger or smaller.

What’s So Good about Operationism?

Operational definitions are strictly limited to the content of the operations
specified. That’s why I also didn’t say anything about whether it was a good
idea or a bad one to make any of these measurements or comparisons. If the
content of an operational definition is bad, then so are all conclusions you
draw from using it to measure something.

This is not an argument against operationism in science. Just the opposite.
Operationism is the best way to expose bad measurement. By defining mea-
surements operationally, we can tell if one measurement is better than another.
If the operational measurement of, say, machismo, seems silly or offensive, it
may be because the concept is not very useful to begin with. No amount of
measurement or operationism bails out bad concepts. The act of trying,
though, usually exposes bad concepts and helps you jettison them.

Adhering to bad measurements is bad science and can have some bad conse-
quences for people. In the 1960s, I was a consultant on a project that was
supposed to help Chicano high schoolers develop good career aspirations.
Studies had been conducted in which Chicano and Anglo high schoolers were
asked what they wanted to be when they reached 30 years of age. Chicanos
expressed, on average, a lower occupational aspiration than did Anglos. This
led some social scientists to advise policymakers that Chicano youth needed
reinforcement of career aspirations at home. (There’s that educational model
again.)

Contrary to survey findings, ethnographic research showed that Chicano
parents had very high aspirations for their children. The parents were frus-
trated by two things: (1) despair over the cost of sending their children to col-
lege; and (2) high school counselors who systematically encouraged Chicana
girls to become housewives and Chicano boys to learn a trade or go into the
armed services.

The presumed relation between the dependent variable (level of career aspi-
ration) and the independent variable (level of aspiration by parents for the
careers of their children) was backward. The parents’ level of career aspiration
for their children didn’t cause the children to have low aspirations. The chil-
dren were driven to low aspirations by structural features of their environment.
The parents of those children reflected this reality in order—they said explic-
itly to interviewers who bothered to ask—not to give their children false
hopes.
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The operational definition of the variable “parents’ career aspirations for
their children” was useless. Here’s the operational definition that should have
been used in the study of Chicano parents’ aspirations for their children’s
careers:

Go to the homes of the respondents. Using the native language of the respondents
(Spanish or English as the case may be), talk to parents about what they want
their high school-age children to be doing in 10 years. Explore each answer in
depth and find out why parents give each answer.

Ask specifically if the parents are telling you what they think their children
will be doing or what they want their children to be doing. If parents hesitate,
say: “Suppose nothing stood in the way of your [son] [daughter] becoming any-
thing they wanted to be. What would you like them to be doing ten years from
now?”

Write down what the parents say and code it for the following possible scores:
1 = unambivalently in favor of children going into high-status occupations; 2 =
ambivalent about children going into high-status occupations; 3 = unambiva-
lently in favor of children going into low- or middle-status occupations.

Use Stricker’s (1988) occupation scale to decide whether the occupations
selected by parents as fitting for their children are high, middle, or low status. Be
sure to take and keep notes on what parents say are the reasons for their selections
of occupations.

Notice that taking an ethnographic—a so-called qualitative—approach did not
stop us from being operational.

Operationism is often crude, but that, too, can be a strength. Robert Wuth-
now (1976) operationalized the concept of religiosity in 43 countries using
UNESCO data on the number of books published in those countries and the
fraction of those books classified as religious literature. Now that’s crude.
Still, Wuthnow’s measure of “average religiosity” correlates with seven out
of eight indicators of modernity. For example, the higher the literacy rate in
1952, the lower the religiosity in 1972.

I have no idea what that means, but I think following up Wuthnow’s work
with more refined measurements—to test hypotheses about the societal condi-
tions that support or weaken religiosity—is a lot more exciting than dismiss-
ing it because it was so audaciously crude.

The Problem with Operationism

Strict operationism creates a knotty philosophical problem. We make up
concepts and measurement turns these abstractions into reality. Since there are
many ways to measure the same abstraction, the reality of any concept hinges
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on the device you use to measure it. So, sea temperature is different if you
measure it from a satellite (you get an answer based on radiation) or with a
thermometer (you get an answer based on a column of mercury). Intelligence
is different if you measure it with a Stanford-Binet test, or the Wechsler scales.
If you ask a person in any of the industrialized nations “How old are you?”
or “How many birthdays have you had?” you will probably retrieve the same
number. But the very concept of age in the two cases is different because dif-
ferent instruments (queries are instruments) were used to measure it.

This principle was articulated in 1927 by Percy Bridgman in The Logic of
Modern Physics, and has become the source of an enduring controversy. The
bottom line on strict operational definitions is this: No matter how much you
insist that intelligence is really more than what is measured by an intelligence
test, that’s all it can ever be. Whatever you think intelligence is, it is exactly
and only what you measure with an intelligence test and nothing more.

If you don’t like the results of your measurement, then build a better test,
where “better” means that the outcomes are more useful in building theory,
in making predictions, and in engineering behavior.

I see no reason to waffle about this, or to look for philosophically palatable
ways to soften the principle here. The science that emerges from a strict opera-
tional approach to understanding variables is much too powerful to water
down with backpedaling. It is obvious that “future orientation” is more than
my asking someone “Do you buy large or small boxes of soap?” The problem
is, you might not include that question in your interview of the same respon-
dent unless I specify that I asked that question in that particular way.

Operational definitions permit scientists to talk to one another using the
same language. They permit replication of research and the accumulation of
knowledge about issues of importance. The Attitudes Toward Women Scale
(AWS) was developed by Janet Spence and Robert Helmreich in 1972.
Through 1995, the scale had been applied 71 times to samples of American
undergraduate students (Twenge 1997).

Some of the items on the AWS seem pretty old-fashioned today. For exam-
ple, in one item, people are asked how much they agree or disagree with the
idea that “women should worry less about their rights and more about becom-
ing good wives and mothers.” You probably wouldn’t use that item if you
were building an attitudes-toward-women scale today, but keeping the origi-
nal, 1972 AWS intact over all this time lets us track attitudes toward women
over time.

The results are enlightening. Attitudes toward women have, as you’d guess,
become consistently more liberal/feminist over time, but men’s support for
women’s rights have lagged behind women’s support by about 15 years:
Men’s average score on the AWS in 1990 was about the same as women’s
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average score in 1975 (Twenge 1997). And these data, remember, reflect the
attitudes of college students—the quarter of the population whom we expect
to be at the vanguard of social change. As the AWS gets more and more out
of date, it gets used less frequently, but each time it does get used, it provides
another set of data about how attitudes toward women have changed over time
and across cultures. (For an assessment of the AWS, see Loo and Thorpe
1998.)

Levels of Measurement

Whenever you define a variable operationally, you do so at some level of
measurement. Most social scientists recognize the following four levels of
measurement, in ascending order: nominal, ordinal, interval, and ratio. The
general principle in research is: Always use the highest level of measurement
that you can. (This principle will be clear by the time you get through the next
couple of pages.)

Nominal Variables

A variable is something that can take more than one value. The values of a
nominal variable comprise a list of names (name is nomen in Latin). You
can list religions, occupations, and ethnic groups; and you can also list fruits,
emotions, body parts, things to do on the weekend, baseball teams, rock stars
. . . the list of things you can list is endless.

Think of nominal variables as questions, the answers to which tell you noth-
ing about degree or amount. What’s your name? In what country were you
born? Are you healthy? On the whole, do you think the economy is in good
shape? Is Mexico in Latin America? Is Bangladesh a poor country? Is Switzer-
land a rich country?

The following survey item is an operationalization of the nominal variable
called “religious affiliation”:

26a. Do you identify with any religion? (check one)

[] Yes [ No

If you checked “yes,” then please answer question 26b.
26b. What is your religion? (check one):

[] Protestant

[] Catholic

] Jewish

[] Moslem

[] Other religion

[] No religion
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This operationalization of the variable “religious affiliation” has two
important characteristics: It is exhaustive and mutually exclusive. The famous
“other” category in nominal variables makes the list exhaustive—that is, all
possible categories have been named in the list—and the instruction to “check
one” makes the list mutually exclusive. (More on this in chapter 10 when we
discuss questionnaire design.)

“Mutually exclusive” means that things can’t belong to more than one cate-
gory of a nominal variable at a time. We assume, for example, that people who
say they are Catholic generally don’t say they are Moslem. I say “generally”
because life is complicated and variables that seem mutually exclusive may
not be. Some citizens of Lebanon have one Catholic and one Moslem parent
and may think of themselves as both Moslem and Catholic.

Most people think of themselves as either male or female, but not everyone
does. The prevalence of transsexuals in human populations is not known pre-
cisely, but worldwide, it is likely to be between one in ten thousand and one in
a hundred thousand for male-to-female transsexuals (biological males whose
gender identity is female) and between one in a hundred thousand and one in
four hundred thousand for female-to-male transsexuals (Cohen-Kettenis and
Gooren 1999).

Most people think of themselves as a member of one so-called race or
another, but more and more people think of themselves as belonging to two or
more races. In 2000, the U.S. Census offered people the opportunity to check
off more than one race from six choices: White, Black or African American,
American Indian or Alaska Native, Asian, Native Hawaiian and other Pacific
islander, and some other race. Nearly seven million people (2.4% of the 281
million in the United States in 2000) checked more than one of the six options
(Grieco and Cassidy 2001).

And when it comes to ethnicity, the requirement for mutual exclusivity is
just hopeless. There are Chicano African Americans, Chinese Cuban Ameri-
cans, Filipino Cherokees, and so on. This just reflects the complexity of real
life, but it does make analyzing data more complicated since each combina-
tion of attributes has to be treated as a separate category of the variable “eth-
nicity” or collapsed into one of the larger categories. More about this in chap-
ters 19 and 20, when we get to data analysis.

Occupation is a nominal variable, but lots of people have more than one
occupation. People can be peasant farmers and makers of fireworks displays
for festivals; they can be herbalists and jewelers; or they can be pediatric
oncology nurses and antique car salespeople at the same time. A list of occu-
pations is a measuring instrument at the nominal level: You hold each person
up against the list and see which occupation(s) he or she has (have).

Nominal measurement—naming things—is qualitative measurement.



The Foundations of Social Research 47

When you assign the numeral 1 to men and 2 to women, all you are doing is
substituting one kind of name for another. Calling men 1 and women 2 does
not make the variable quantitative. The number 2 happens to be twice as big
as the number 1, but this fact is meaningless with nominal variables. You can’t
add up all the 1s and 2s and calculate the “average sex” any more than you
can add up all the telephone numbers in the Chicago phone book and get the
average phone number.

Assigning numbers to things makes it easier to do certain kinds of statistical
analysis on qualitative data (more on this in chapter 17), but it doesn’t turn
qualitative variables into quantitative ones.

Ordinal Variables

Like nominal-level variables, ordinal variables are generally exhaustive
and mutually exclusive, but they have one additional property: Their values
can be rank ordered. Any variable measured as high, medium, or low, like
socioeconomic class, is ordinal. The three classes are, in theory, mutually
exclusive and exhaustive. In addition, a person who is labeled “middle class”
is lower in the social class hierarchy than someone labeled “high class” and
higher in the same hierarchy than someone labeled “lower class.” What ordi-
nal variables do not tell us is how much more.

Scales of opinion—Ilike the familiar “strongly agree,” “agree,” “neutral,”
“disagree,” “strongly disagree” found on so many surveys—are ordinal mea-
sures. They measure an internal state, agreement, in terms of less and more,
but not in terms of how much more.

This is the most important characteristic of ordinal measures: There is no
way to tell how far apart the attributes are from one another. A person who is
middle class might be twice as wealthy and three times as educated as a person
who is lower class. Or they might be three times as wealthy and four times as
educated. A person who “agrees strongly” with a statement may agree twice
as much as someone who says they “agree”—or eight times as much, or half
again as much. There is no way to tell.

Interval and Ratio Variables

Interval variables have all the properties of nominal and ordinal variables.
They are an exhaustive and mutually exclusive list of attributes, and the attri-
butes have a rank-order structure. They have one additional property, as well:
The distances between the attributes are meaningful. Interval variables, then,
involve true quantitative measurement.

The difference between 30°C and 40°C is the same 10° as the difference



48 Chapter 2

between 70° and 80°, and the difference between an I1Q score of 90 and 100 is
(assumed to be) the same as the difference between one of 130 and 140. On
the other hand, 80 Fahrenheit is not twice as hot as 40, and a person who has
an IQ of 150 is not 50% smarter than a person who has an IQ of 100.

Ratio variables are interval variables that have a true zero point—that is,
a 0 that measures the absence of the phenomenon being measured. The Kelvin
scale of temperature has a true zero: It identifies the absence of molecular
movement, or heat.

The consequence of a true zero point is that measures have ratio properties.
A person who is 40 years old is 10 years older than a person who is 30, and a
person who is 20 is 10 years older than a person who is 10. The 10-year inter-
vals between the attributes (years are the attributes of age) are identical. That
much is true of an interval variable. In addition, however, a person who is 20
is twice as old as a person who is 10; and a person who is 40 is twice as old
as a person who is 20. These, then, are true ratios.

While temperature (in Fahrenheit or Celsius) and IQ are nonratio interval
variables, most interval-level variables in the social sciences are also ratio vari-
ables. In fact, it has become common practice in the social sciences to refer
to ratio-level variables as interval variables and vice versa. This is not techni-
cally pure, but the confusion of the terms “interval” and “ratio” doesn’t cause
much real damage.

Some examples of ratio variables include: age, number of times a person
has changed residence, income in dollars or other currency, years married,
years spent migrating, population size, distance in meters from a house to a
well, number of hospital beds per million population, number of months since
last employment, number of kilograms of fish caught per week, number of
hours per week spent in food preparation activities. Number of years of educa-
tion is usually treated as a ratio variable, even though a year of grade school
is hardly worth the same as a year of graduate school.

In general, concepts (like alienation, political orientation, level of assimila-
tion) are measured at the ordinal level. People get a high score for being “very
assimilated,” a low score for being “unassimilated,” and a medium score for
being “somewhat assimilated.” When a concept variable like intelligence is
measured at the interval level, it is likely to be the focus of a lot of controversy
regarding the validity of the measuring instrument.

Concrete observables—things you can actually see—are often measured at
the interval level. But not always. Observing whether a woman has a job out-
side her home is nominal, qualitative measurement based on direct observa-
tion.



The Foundations of Social Research 49

A Rule about Measurement

Remember this rule: Always measure things at the highest level of measure-
ment possible. Don’t measure things at the ordinal level if you can measure
them as ratio variables.

If you really want to know the price that people paid for their homes, then
ask the price. Don’t ask them whether they paid “less than a million pesos,
between a million and five million, or more than five million.” If you really
want to know how much education people have had, ask them how many years
they went to school. Don’t ask: “Have you completed grade school, high
school, some college, four years of college?”

This kind of packaging just throws away information by turning interval-
level variables into ordinal ones. As we’ll see in chapter 10, survey questions
are pretested before going into a questionnaire. If people won’t give you
straight answers to straight questions, you can back off and try an ordinal
scale. But why start out crippling a perfectly good interval-scale question by
making it ordinal when you don’t know that you have to?

During data analysis you can lump interval-level data together into ordinal
or nominal categories. If you know the ages of your respondents on a survey,
you can divide them into “old” and “young”; if you know the number of
calories consumed per week for each family in a study, you can divide the
data into low, medium, and high. But you cannot do this trick the other way
around. If you collect data on income by asking people whether they earn “up
to a million pesos per year” or “more than a million per year,” you cannot go
back and assign actual numbers of pesos to each informant.

Notice that “up to a million” and “more than a million” is an ordinal vari-
able that looks like a nominal variable because there are only two attributes. If
the attributes are rankable, then the variable is ordinal. “A lot of fish” is more
than “a small amount of fish,” and “highly educated” is greater than “poorly
educated.” Ordinal variables can have any number of ranks. For purposes of
statistical analysis, though, ordinal scales with five or more ranks are often
treated as if they were interval-level variables. More about this in chapter 20
when we get to data analysis.

Units of Analysis

One of the very first things to do in any research project is decide on the
unit of analysis. In a case study, there is exactly one unit of analysis—the
village, the school, the hospital, the organization. Research designed to test
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hypotheses requires many units of analysis, usually a sample from a large pop-
ulation—Navajos, Chicano migrants, Yanomami warriors, women in trade
unions in Rio de Janeiro, runaway children who live on the street, people who
go to chiropractors, Hispanic patrol officers in the U.S. Immigration and Natu-
ralization Service who work on the border between the United States and
Mexico.

Although most research in social science is about populations of people,
many other things can be the units of analysis. You can focus on farms instead
of farmers, or on unions instead of union members, or on wars instead of war-
riors. You can study marriage contracts; folk tales, songs, and myths; and
countries, cultures, and cities.

Paul Doughty (1979), for example, surveyed demographic data on 134
countries in order to make a list of “primate cities.” Geographers say that a
country has a primate city if its most populous city is at least twice the size of
its second-most populous city. Doughty, an anthropologist who had worked
in Peru, looked at the population of the three largest cities in each country and
coded whether the largest city was at least three times greater than the second
and third cities combined. He discovered that this extreme form of population
concentration was associated with Latin America more than with any other
region of the world at the time.

Holly Mathews (1985) did a study of how men and women in a Mexican
village tell a famous folktale differently. The tale is called La Llorona (The
Weeping Woman) and is known all over Mexico. Mathews’s research has to
do with the problem of intracultural variation—different people telling the
same story in different ways. She studied a sample of the population of La
Llorona stories in a community where she was working. Each story, as told
by a different person, had characteristics that could be compared across the
sample of stories. One of the characteristics was whether the story was told
by a man or by a woman, and this turned out to be the most important variable
associated with the stories, which were the units of analysis. (See the section
on schema analysis in chapter 17 for more about Mathews’s study of the La
Llorona tales.)

You can have more than one unit of analysis in a study. When Mathews
looked for similarities and differences in tellings of the story, then the stories
were the units of analysis. But when she looked at patterns in the tellers of the
stories, then people were her units of analysis.

Robert Aunger (2004:145-162) asked 424 people in four ethnic groups
(Sudanic, Efe, Bantu, and Tswa) in the Ituri Forest (Democratic Republic of
Congo) about food taboos. For each of 145 animals, Augner asked each infor-
mant if it was edible, and if so, if there were any times when it should not be
eaten. For example, some animals were said to be off limits to pregnant
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women or to children; some animals required permission from an elder to eat;
some animals should not be eaten by members of this or that clan; and so on.
Aunger has data, then on 145 animals. When he analyzes those data and looks
at which animals have similar patterns of avoidance, the animals are the units
of analysis. But he also knows something about each of his 424 informants.
When he looks at differences in food taboos across people—Ilike patterns of
food taboos in the four ethnic groups—then people are the units of analysis.

A Rule about Units of Analysis

Remember this rule: No matter what you are studying, always collect data
on the lowest level unit of analysis possible.

Collect data about individuals, for example, rather than about households.
If you are interested in issues of production and consumption (things that
make sense at the household level), you can always package your data about
individuals into data about households during analysis. But if you want to
examine the association between female income and child spacing and you
collect income data on households in the first place, then you are locked out.
You can always aggregate data collected on individuals, but you can never
disaggregate data collected on groups.

This rule applies whether you’re studying people or countries. If you are
studying relations among trading blocs in major world regions, then collect
trade data on countries and pairs of countries, not on regions of the world.

Sometimes, though, the smallest unit of analysis is a collective, like a
household or a region. For example, each person in a household consumes a
certain number of grams of protein per week. But you can’t just add up what
individuals consume and get the number of grams of protein that comes into
a household. Some grams are lost to waste, some to pets, some to fertilizer,
some to fuel. After you add up all the grams, you get a single number for the
household. If you are testing whether this number predicts the number of days
per year that people in the household are sick, then the household is your unit
of analysis.

The Ecological Fallacy

Once you select your unit of analysis, remember it as you go through data
analysis, or you’re likely to commit the dreaded “ecological fallacy.” This
fallacy (also known as the Nosnibor effect, after Robinson [1950], who
described it) comes from drawing conclusions about the wrong units of analy-
sis—making generalizations about people, for example, from data about
groups or places. For example, in 1930, 11% of foreign-born people in the



52 Chapter 2

United States were illiterate, compared with 3% of those born in the United
States. The correlation between these two variables appeared to be positive. In
other words, across 97 million people (the population of the United States at
the time), being foreign born was a moderately strong predictor of being illit-
erate. But when Robinson looked at the data for the (then) 48 states in the
United States, he got an entirely different result. The correlation between the
percent illiterate and the percent of foreign-born people was —.526. That minus
sign means that the more foreign born, the less illiteracy.

What’s going on? Well, as Jargowsky (2005) observes, immigrants went
mostly to the big industrial states where they were more likely to find jobs.
Those northern and midwestern states had better schools and, of course,
higher literacy—along with a lot of immigrants, many of whom were illiterate.
And that was Robinson’s point: if you only looked at the state-by-state aver-
ages (the aggregated units of analysis) instead of at the individual data, you’d
draw the wrong conclusion about the relationship between the two variables.
(For reviews of the ecological inference problem, see King 1997, Freedman
2001, and Jargowsky 2005.)

This is an important issue for anthropologists. Suppose you do a survey of
villages in a region of southern India. For each village, you have data on such
things as the number of people, the average age of men and women, and the
monetary value of a list of various consumer goods in each village. That is,
when you went through each village, you noted how many refrigerators and
kerosene lanterns and radios there were, but you do not have these data for
each person or household in the village because you were not interested in that
when you designed your study. (You were interested in characteristics of vil-
lages as units of analysis.)

In your analysis, you notice that the villages with the population having the
lowest average age also have the highest average dollar value of modern con-
sumer goods. You are tempted to conclude that young people are more inter-
ested in (and purchase) modern consumer goods more frequently than do older
people.

But you might be wrong. Villages with greater employment resources (land
and industry) will have lower levels of labor migration by young people.
Because more young people stay there, this will lower the average age of
wealthier villages. Though everyone wants household consumer goods, only
older people can afford them, having had more time to accumulate the funds.

It might turn out that the wealthy villages with low average age simply have
wealthier older people than villages with higher average age. It is not valid to
take data gathered about villages and draw conclusions about villagers, and
this brings us to the crucial issue of validity.
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Validity, Reliability, Accuracy, and Precision

Validity refers to the accuracy and trustworthiness of instruments, data, and
findings in research. Nothing in research is more important than validity.

The Validity of Instruments and Data

Are the instruments that were used to measure something valid? Are SAT
and GRE scores, for example, valid instruments for measuring the ability of
students to get good grades? If they are, then are grades a valid measure of
how smart students are?

Is the question “Do you practice polytheistic fetishism?” a valid instrument
for measuring religious practices? No, it isn’t, because the concept of “poly-
theistic fetishism” is something that is meaningful only to specialists in the
comparative study of religion. Asking people that question is asking them to
think in categories that are alien to their culture.

Is the instrument “How long does it take you to drive to work each day?”
a valid one for measuring the amount of time it takes people to drive to work
each day? Well, that depends on how accurate you want the data to be. If you
want the data to be accurate to within, say, 20 minutes on, say 70% of occa-
sions, then the instrument is probably valid. If you want the data to be accurate
to, say, within 5 minutes on, say, 90% of occasions, then the instrument is
probably not valid because people just can’t dredge up the information you
want at that level of accuracy.

The validity of data is tied to the validity of instruments. If questions asking
people to recall their behavior are not valid instruments for tapping into infor-
mants’ past behavior, then the data retrieved by those instruments are not
valid, either.

The Validity of Findings

Assuming, however, that the instruments and data are valid, we can ask
whether the findings and conclusions derived from the data are valid. Asian
Americans generally get higher scores on the math part of the SATs (scholas-
tic aptitude tests) than do other ethnic groups in the United States. Suppose
that the SAT math test is a valid instrument for measuring the general math
ability of 18 year olds in the United States. Is it valid to conclude that “Asians
are better at math” than other people are? No, it isn’t. That conclusion can
only be reached by invoking an unfounded, racist assumption about the influ-
ence of certain genes—particularly genes responsible for epicanthic eye
folds—on the ability of people to do math.
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Reliability

Reliability refers to whether or not you get the same answer by using an
instrument to measure something more than once. If you insert a thermometer
into boiling water at sea level, it should register 212 Fahrenheit each and every
time. “Instruments” can be things like thermometers and scales, or they can
be questions that you ask people.

Like all other kinds of instruments, some questions are more reliable for
retrieving information than others. If you ask 10 people “Do the ancestors
take revenge on people who don’t worship them?” don’t expect to get the
same answer from everyone. “How many brothers and sisters do you have?”
is a pretty reliable instrument (you almost always get the same response when
you ask a person that question a second time as you get the first time), but
“How much is your parents’ house worth?” is much less reliable. And “How
old were you when you were toilet trained?” is just futile.

Precision

Precision is about the number of decimal points in a measurement. Suppose
your bathroom scale works on an old-fashioned spring mechanism. When you
stand on the scale, the spring is compressed. As the spring compresses, it
moves a pointer to a number that signifies how much weight is being put on
the scale. Let’s say that you really, truly weigh 156.625 pounds, to the nearest
thousandth of a pound.

If you have an old analog bathroom scale like mine, there are five little
marks between each pound reading; that is, the scale registers weight in fifths
of a pound. In terms of precision, then, your scale is somewhat limited. The
best it could possibly do would be to announce that you weigh “somewhere
between 156.6 and 156.8 pounds, and closer to the former figure than to the
latter.” In this case, you might not be too concerned about the error introduced
by lack of precision.

Whether you care or not depends on the needs you have for the data. If you
are concerned about losing weight, then you’re probably not going to worry
too much about the fact that your scale is only precise to the nearest fifth of a
pound. But if you’re measuring the weights of pharmaceuticals, and some-
one’s life depends on your getting the precise amounts into a compound, well,
that’s another matter.

Accuracy

Finally, accuracy. Assume that you are satisfied with the level of precision
of the scale. What if the spring were not calibrated correctly (there was an
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error at the factory where the scale was built, or last week your overweight
house guest bent the spring a little too much) and the scale were off? Now we
have the following interesting situation: The data from this instrument are
valid (it has already been determined that the scale is measuring weight—
exactly what you think it’s measuring); they are reliable (you get the same
answer every time you step on it); and they are precise enough for your pur-
poses. But they are not accurate. What next?

You could see if the scale were always inaccurate in the same way. You
could stand on it 10 times in a row, without eating or doing exercise in
between. That way, you’d be measuring the same thing 10 different times with
the same instrument. If the reading were always the same, then the instrument
would at least be reliable, even though it wasn’t accurate. Suppose it turned
out that your scale were always incorrectly lower by 5 pounds. This is called
systematic bias. Then, a simple correction formula would be all you’d need
in order to feel confident that the data from the instrument were pretty close
to the truth. The formula would be:

true weight = your scale weight + 5 pounds.

The scale might be off in more complicated ways, however. It might be
that for every 10 pounds of weight put on the scale, an additional half-pound
correction has to be made. Then the recalibration formula would be:

true weight = (your scale weight) + (scale weight / 10)(.5)
or
(your scale weight) X (1.05)

That is, take the scale weight, divide by 10, multiply by half a pound, and add
the result to the reading on your scale.

If an instrument is not precise enough for what you want to do with the
data, then you simply have to build a more precise one. There is no way out.
If it is precise enough for your research and reliable, but inaccurate in known
ways, then a formula can be applied to correct for the inaccuracy.

The real problem is when instruments are inaccurate in unknown ways. The
bad news is that this happens a lot. If you ask people how long it takes them
to drive to work, they’ll tell you. If you ask people what they ate for breakfast,
they’ll tell you that, too. Answers to both questions may be dead on target, or
they may bear no useful resemblance to the truth. The good news is that infor-
mant accuracy is one of the methodological questions that social scientists
have been investigating for years and on which real progress continues to be
made (Bernard et al. 1984; Sudman et al. 1996; Schwarz 1999; Vadez et al.
2003).
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Determining Validity

You may have noticed a few paragraphs back that I casually slipped in the
statement that some scale had already been determined to be a valid instru-
ment. How do we know that the scale is measuring weight? Maybe it’s mea-
suring something else. How can we be sure? Since we have to make concepts
up to study them, there is no direct way to evaluate the validity of an instru-
ment for measuring a concept. Ultimately, we are left to decide, on the basis
of our best judgment, whether an instrument is valid or not.

We are helped in making that judgment by some tests for face validity,
content validity, construct validity, and criterion validity.

Face Validity

Establishing face validity involves simply looking at the operational indica-
tors of a concept and deciding whether or not, on the face of it, the indicators
make sense. On the face of it, asking people “How old were you when you
were toilet trained?” is not a valid way to get at this kind of information. A
paper-and-pencil test about the rules of the road is not, on the face of it, a
valid indicator of whether someone knows how to drive a car. But the paper-
and-pencil test is probably a valid test for determining if an applicant for a
driver’s license can read road signs. These different instruments—the road test
and the paper-and-pencil test—have face validity for measuring different
things.

Boster (1985) studied how well the women of the Aguaruna Jivaro in Peru
understood the differences among manioc plants. He planted some fields with
different varieties of manioc and asked women to identify the varieties. This
technique, or instrument, for measuring cultural competence has great face
validity; most researchers would agree that being able to identify more varie-
ties of manioc is a valid indicator of cultural competence in this domain.

Boster might have simply asked women to list as many varieties of manioc
as they could. This instrument would not have been as valid, on the face of it,
as having them identify actual plants that were growing in the field. There are
just too many things that could interfere with a person’s memory of manioc
names, even if they were super competent about planting roots, harvesting
them, cooking them, trading them, and so on.

Face validity is based on consensus among researchers: If everyone agrees
that asking people “How old are you” is a valid instrument for measuring age,
then, until proven otherwise, that question is a valid instrument for measuring
age.
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Content Validity

Content validity is achieved when an instrument has appropriate content for
measuring a complex concept, or construct. If you walk out of a test and feel
that it was unfair because it tapped too narrow a band of knowledge, your
complaint is that the test lacked content validity.

Content validity is very, very tough to achieve, particularly for complex,
multidimensional constructs. Consider, for example, what’s involved in mea-
suring a concept like strength of ethnic identity among, say, second-generation
Mexican Americans. Any scale to assess this has to have components that deal
with religion, language, socioeconomic status, sense of history, and gas-
tronomy.

Religion: Mexican Americans tend to be mostly Roman Catholic, but a
growing number of Mexicans are now Protestants. The migration of a few
million of these converts to the United States over the next decade will have an
impact on ethnic politics—and ethnic identity—within the Mexican American
population.

Language: Some second-generation Mexican Americans speak almost no
Spanish; others are completely bilingual. Some use Spanish only in the home;
others use it with their friends and business associates.

Socioeconomic status: Many Mexican Americans are poor (about 36% of
Hispanic households in the United States have incomes below $25,000 a year),
but many others are well off (about 15% have incomes above $75,000 a year)
(SAUS 2004-2005, table 683). People with radically different incomes tend
to have different political and economic values.

Sense of history: Some so-called Mexican Americans have roots that go
back to before the British Pilgrims landed at Plymouth Rock. The Hispanos
(as they are known) of New Mexico were Spaniards who came north from the
Spanish colony of Mexico. Their self-described ethnic identity is quite differ-
ent from recent immigrants from Mexico.

Gastronomy: The last refuge of ethnicity is food. When language is gone
(Spanish, Yiddish, Polish, Gaelic, Greek, Chinese . . .), and when ties to the
“old country” are gone, burritos, bagels, pirogis, corned beef, mousaka, and
lo-mein remain. For some second-generation Mexican Americans, cuisine is
practically synonymous with identity; for others it’s just part of a much larger
complex of traits.

A valid measure of ethnic identity, then, has to get at all these areas. Peo-
ple’s use of Spanish inside and outside the home and their preference for Mex-
ican or Mexican American foods are good measures of some of the content of
Mexican American ethnicity. But if these are the only questions you ask, then
your measure of ethnicity has low content validity. (See Cabassa [2003] for
an assessment of acculturation scales for Hispanics in the United States.)
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“Life satisfaction” is another very complex variable, composed of several
concepts—Ilike “having sufficient income,” “a general feeling of well-being,”
and “satisfaction with level of personal control over one’s life.” In fact, most
of the really interesting things that social scientists study are complex con-
structs, things like “quality of life,” “socioeconomic class,” “ability of teen-
agers to resist peer pressure to smoke,” and so on.

2 <

Construct Validity

An instrument has high construct validity if there is a close fit between
the construct it supposedly measures and actual observations made with the
instrument. An instrument has high construct validity, in other words, if it
allows you to infer that a unit of analysis (a person, a country, whatever) has
a particular complex trait and if it supports predictions that are made from
theory.

Scholars have offered various definitions of the construct of ethnicity, based
on different theoretical perspectives. Does a particular measure of Mexican
American ethnicity have construct validity? Does it somehow ‘“get at,” or
measure, the components of this complex idea?

Asking people “How old are you?” has so much face validity that you
hardly need to ask whether the instrument gets at the construct of chronologi-
cal age. Giving people an IQ test, by contrast, is controversial because there
is so much disagreement about what the construct of intelligence is. In fact,
lots of constructs in which we’re interested—intelligence, ethnicity,
machismo, alienation, acculturation—are controversial and so are the mea-
sures for them. Getting people to agree that a particular measure has high con-
struct validity requires that they agree that the construct is valid in the first
place.

Criterion Validity: The Gold Standard

An instrument has high criterion validity if there is a close fit between the
measures it produces and the measures produced by some other instrument
that is known to be valid. This is the gold standard test.

A tape measure, for example, is known to be an excellent instrument for
measuring height. If you knew that a man in the United States wore shirts with
35" sleeves, and pants with 34" cuffs, you could bet that he was over 6’ tall
and be right more than 95% of the time. On the other hand, you might ask:
“Why should I measure his cuff length and sleeve length in order to know
most of the time, in general, how tall he is, when I could use a tape measure
and know all of the time, precisely how tall he is?”
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Indeed. If you want to measure someone’s height, use a tape measure. Don’t
substitute a lot of fuzzy proxy variables for something that’s directly measur-
able by known, valid indicators. But if you want to measure things like quality
of life and socioeconomic class—things that don’t have well-understood, valid
indicators—then a complex measure will just have to do until something sim-
pler comes along.

The preference in science for simpler explanations and measures over more
complicated ones is called the principle of parsimony. It is also known as
Ockham’s razor, after William of Ockham (1285-1349), a medieval philoso-
pher who argued Pluralitas non est ponenda sine necessitate, or “don’t make
things more complicated than they need to be.”

You can tap the power of criterion validity for complex constructs with the
known group comparison technique. If you develop a scale to measure polit-
ical ideology, you might try it out on members of the American Civil Liberties
Union and on members of the Christian Coalition of America. Members of
the ACLU should get high “left” scores, and members of the CCA should get
high “right” scores. If they don’t, there’s probably something wrong with the
scale. In other words, the known-group scores are the criteria for the validity
of your instrument.

A particularly strong form of criterion validity is predictive validity—
whether an instrument lets you predict accurately something else you’re inter-
ested in. “Stress” is a complex construct. It occurs when people interpret
events as threatening to their lives. Some people interpret a bad grade on an
exam as a threat to their whole life, while others just blow it off. Now, stress
is widely thought to produce a lowered immune response and increase the
chances of getting sick. A really good measure of stress, then, ought to predict
the likelihood of getting sick.

Remember the life insurance problem? You want to predict whether some-
one is likely to die in the next 365 days in order to know how much to charge
them in premiums. Age and sex tell you a lot. But if you know their weight,
whether they smoke, whether they exercise regularly, what their blood pres-
sure is, whether they have ever had any one of a list of diseases, and whether
they test-fly experimental aircraft for a living, then you can predict—with a
higher and higher degree of accuracy—whether they will die within the next
365 days. Each piece of data—each component of a construct you might call
“lifestyle”—adds to your ability to predict something of interest.

The Bottom Line

The bottom line on all this is that while various forms of validity can be
demonstrated, Truth, with a capital T, is never final. We are never dead sure of
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anything in science. We try to get closer and closer to the truth by better and
better measurement. All of science relies on concepts whose existence must
ultimately be demonstrated by their effects. You can ram a car against a
cement wall at 50 miles an hour and account for the amount of crumpling
done to the radiator by referring to a concept called “force.” The greater the
force, the more crumpled the radiator. You demonstrate the existence of intel-
ligence by showing how it predicts school achievement or monetary success.

The Problem with Validity

If you suspect that there is something deeply, desperately wrong with all
this, you’re right. The whole argument for the validity (indeed, the very exis-
tence) of something like intelligence is, frankly, circular: How do you know
that intelligence exists? Because you see its effects in achievement. And how
do you account for achievement? By saying that someone has achieved highly
because they’re intelligent. How do you know machismo exists? Because men
dominate women in some societies. And how do you account for dominant
behavior, like wife beating? By saying that wife beaters are acting out their
machismo.

In the hierarchy of construct reality, then, force ranks way up there (after
all, it’s got several hundred years of theory and experimentation behind it),
while things like intelligence and machismo are pretty weak by comparison.
And yet, as I made clear in chapter 1, the social and behavioral sciences are
roaring successes, on a par with the physical sciences in terms of the effects
they have on our lives every day. This is possible because social scientists
have refined and tested many useful concepts and measurements for those con-
cepts.

Ultimately, the validity of any concept—force in physics, the self in psy-
chology, modernization in sociology and political science, acculturation in
anthropology—depends on two things: (1) the utility of the device that mea-
sures it; and (2) the collective judgment of the scientific community that a
concept and its measure are valid. In the end, we are left to deal with the
effects of our judgments, which is just as it should be. Valid measurement
makes valid data, but validity itself depends on the collective opinion of
researchers.

Cause and Effect

Cause and effect is among the most highly debated issues in the philosophy
of knowledge. (See Hollis [1996] for a review.) We can never be absolutely
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certain that variation in one thing causes variation in another. Still, if measure-
ments of two variables are valid, you can be reasonably confident that one
variable causes another if four conditions are met.

1. The two variables covary—that is, as scores for one variable increase or
decrease, scores for the other variable increase or decrease as well.

2. The covariation between the two variables is not spurious.

3. There is a logical time order to the variables. The presumed causal variable must
always precede the other in time.

4. A mechanism is available that explains how an independent variable causes a
dependent variable. There must, in other words, be a theory.

Condition 1: Covariation

When two variables are related they are said to covary. Covariation is also
called correlation or, simply, association.

Association is a necessary but insufficient condition for claiming a causal
relation between two variables. Whatever else is needed to establish cause and
effect, you can’t claim that one thing causes another if they aren’t related in
the first place.

Here are a few interesting covariations:

1. Sexual freedom for women tends to increase with the amount that women con-
tribute to subsistence (Schlegel and Barry 1986).

2. Ground-floor, corner apartments occupied by students at big universities have a
much higher chance of being burglarized than other units in the same apartment
bloc (Robinson and Robinson 1997).

3. When married men and women are both employed full-time, they spend the same
amount of time in the various rooms of their house—except for the kitchen
(Ahrentzen et al. 1989).

You might think that in order to establish cause, independent variables
would have to be strongly related to the dependent variable. Not always. Peo-
ple all over the world make decisions about whether or not to use (or demand
the use of) a condom as a part of sexual relations. These decisions are based
on many factors, all of which may be weakly, but causally related to the ulti-
mate decision. These factors include: the education level of one or both part-
ners; the level of income of one or both partners; the availability and cost of
condoms; the amount of time that partners have been together; the amount of
previous sexual experience of one or both partners; whether either or both
partners know anyone personally who has died of AIDS; and so on.

Each independent variable may contribute only a little to the outcome of



62 Chapter 2

the dependent variable (the decision that is finally made), but the contribution
may be quite direct and causal.

Condition 2: Lack of Spuriousness

Just as weak correlations can be causal, strong correlations can turn out not
to be. When this happens, the original correlation is said to be spurious. There
is a strong correlation between the number of firefighters at a fire and the
amount of damage done: the more firefighters, the higher the insurance claim.
You could easily conclude that firefighters cause fire damage.

We know better: Both the amount of damage and the number of firefighters
is caused by the size of the blaze. We need to control for this third variable—
the size of the blaze—to understand what’s really going on.

Domenick Dellino (1984) found an inverse relation between perceived qual-
ity of life and involvement with the tourism industry on the island of Exuma
in the Bahamas. When he controlled for the size of the community (he studied
several on the island), the original correlation disappeared. People in the more
congested areas were more likely to score low on the perceived-quality-of-life
index whether or not they were involved with tourism, while those in the
small, outlying communities were more likely to score high on the index. Peo-
ple in the congested areas were also more likely to be involved in tourism-
related activities, because that’s where the tourists go.

Emmanuel Mwango (1986) found that illiterates in Malawi were much
more likely than literates to brew beer for sale from part of their maize crop.
The covariation vanished when he controlled for wealth, which causes both
greater education (hence, literacy) and the purchase, rather than the brewing,
of maize beer.

The list of spurious relations is endless, and it is not always easy to detect
them for the frauds that they are. A higher percentage of men than women get
lung cancer, but when you control for the length of time that people have
smoked, the gender difference in lung cancer vanishes. Pretty consistently,
young people accept new technologies more readily than older people, but in
many societies, the relation between age and readiness to adopt innovations
disappears when you control for level of education. Urban migrants from
tribal groups often give up polygyny in Africa and Asia, but both migration
and abandonment of polygyny are often caused by a third factor: lack of
wealth.

Your only defense against spurious covariations is vigilance. No matter how
obvious a covariation may appear, discuss it with disinterested colleagues—
people who have no stake at all in telling you what you want to hear. Present
your initial findings in class seminars at your university or where you work.
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Beg people to find potentially spurious relations in your work. You’ll thank
them for it if they do.

Condition 3: Precedence, or Time Order

Besides a nonspurious association, something else is required to establish a
cause-and-effect relation between two variables: a logical time order. Fire-
fighters don’t cause fires—they show up after the blaze starts. African Ameri-
cans have higher blood pressure, on average, than Whites do, but high blood
pressure does not cause people to be African American.

Unfortunately, things are not always clear-cut. Does adoption of new tech-
nologies cause wealth, or is it the other way around? Does urban migration
cause dissatisfaction with rural life, or the reverse? Does consumer demand
cause new products to appear, or vice versa? Does the growth in the number
of lawsuits cause more people to study law so that they can cash in, or does
overproduction of lawyers cause more lawsuits?

What about the increase in elective surgery in the United States? Does the
increased supply of surgeons cause an increase in elective surgery, or does the
demand for surgery create a surfeit of surgeons? Or are both caused by exter-
nal variables, like an increase in discretionary income in the upper middle
class, or the fact that insurance companies pay more and more of Americans’
medical bills?

Figure 2.4 shows three kinds of time order between two variables. Read
figure 2.4(a) as “a is antecedent to b.” Read figure 2.4(b) as “a and b are
antecedent to ¢.” And read figure 2.4(c) as “a is antecedent to b, which is an
intervening variable antecedent to ¢.” A lot of data analysis is about under-
standing and controlling for antecedent and intervening variables—about
which much more in chapter 20.

N
A—B /C A—-B—C

B

a. b. C.

Figure 2.4. Time order between two or three variables.

Condition 4: Theory

Finally, even when you have established nonspurious, consistent, strong
covariation, as well as a logical time sequence for two or more variables, you
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need a theory that explains the association. Theories are good ideas about
how things work.

One of my favorite good ideas about how things work is called cognitive
dissonance theory (Festinger 1957). It’s based on the insight that: (1) People
can tell when their beliefs about what ought to be don’t match their perception
of how things really are; and (2) This causes an uncomfortable feeling. The
feeling is called cognitive dissonance. People then have a choice: They can
live with the dissonance (be uncomfortable); change the external reality (fight
city hall); or change their beliefs (usually the path of least resistance, but not
necessarily the easy way out).

Cognitive dissonance theory helps explain why some people accept new
technologies that they initially reject out of fear for their jobs: Once a technol-
ogy is entrenched, and there is no chance of getting rid of it, it’s easier to
change your ideas about what’s good and what’s bad than it is to live with
dissonance (Bernard and Pelto 1987). Dissonance theory explains why some
men change their beliefs about women working outside the home: When eco-
nomic necessity drives women into the workforce, it’s painful to hold onto the
idea that that’s the wrong thing for women to do.

On the other hand, some people do actually quit their jobs rather than accept
new technologies, and some men continue to argue against women working
outside the home, even when those men depend on their wives’ income to
make ends meet. This is an example of a general theory that fails to predict
local phenomena. It leads us to seek more data and more understanding to
predict when cognitive dissonance theory is insufficient as an explanation.

The literature is filled with good ideas for how to explain covariations.
There is a well-known correlation between average daily temperature and the
number of violent crimes reported to police (Anderson 1989; Cohn 1990). The
association between temperature and violence, however, is neither as direct
nor as simple as the correlational evidence might make it appear. Routine
activity theory states that if you want to understand what people are doing,
start with what they usually do. Social contact theory states that if you want
to understand the probability for any event that involves human interaction,
start by mapping activities that place people in contact with one another. Both
of these theories are examples of Ockham’s famous razor, discussed above.

Well, following routine activity theory, we find out that people are likely to
be indoors, working, or going to school in air-conditioned comfort, during the
hottest part of the day from Monday through Friday. Following social contact
theory, we find that on very hot days, people are more likely to go out during
the evening hours—which places them in more contact with one another. Peo-
ple also drink more alcohol during the evening hours. These facts, not temper-
ature per se, may account for violence. Applying these theories, Cohn and
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Rotton (1997) found that more crimes of violence are reported to police on
hot days than on cool days, but those crimes are, in fact, more likely to occur
during the cooler evening hours than during the hottest part of the day.

Many theories are developed to explain a purely local phenomenon and then
turn out to have wider applicability. Many observers have noticed, for exam-
ple, that when men from polygynous African societies move to cities, they
often give up polygyny (Clignet 1970; Jacoby 1995). This consistent covaria-
tion is explained by the fact that men who move away from tribal territories
in search of wage labor must abandon their land, their houses, and the shared
labor of their kinsmen. Under those conditions, they simply cannot afford to
provide for more than one wife, much less the children that multiple wives
produce. The relation between urbanization and changes in marriage customs
is explained by antecedent and intervening variables.

If you read the literature across the social sciences, you’ll see references to
something called “contagion theory.” This one invokes a copycat mechanism
to explain why suicides are more likely to come in batches when one of them
is widely publicized in the press (Jamieson et al. 2003) and why more women
candidates stand for election in districts that already have women legislators
in office (Matland and Studlar 1996).

“Relative deprivation theory” is based on the insight that people compare
themselves to specific peer groups, not to the world at large (Stouffer et al.
1949; Martin 1981). It explains why anthropology professors don’t feel all
that badly about engineering professors earning a lot of money, but hate it if
sociologists in their university get significantly higher salaries. “World sys-
tems theory” proposes that the world’s economies and political bodies are part
of a single capitalist system that has a core and a periphery and that each
nation can be understood in some sense by examining its place in that system
(Wallerstein 1974, 2004).

All such theories start with one or two primitive axioms—things that are
simply defined and that you have to take at face value. The definition of cogni-
tive dissonance is an example: When people have inconsistent beliefs, or when
they perceive things in the real world to be out of whack with their ideas of
how things should be, they feel discomfort. This discomfort leads people to
strive naturally toward cognitive consonance.

Neither the fact of dissonance, nor the discomfort it produces, nor the need
for consonance are ever explained. They are primitive axioms. How people
deal with dissonance and how they try to achieve consonance are areas for
empirical research. As empirical research accumulates, the theory is tested
and refined. William Dressler, a medical anthropologist, developed his theory
of cultural consonance based on cognitive dissonance theory. Cultural conso-
nance is the degree to which people’s lives mirror a widely shared set of
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beliefs about what lives should look like. What’s a successful life? This differs
from culture to culture, but in many cultures, the list of things that indicate
success is widely shared. Dressler and his colleagues have found that people
who have more of these things (whose lives are in consonance with the cul-
tural model) have lower stress and fewer blood pressure problems than do peo-
ple whose lives lack cultural consonance (Dressler et al. 1997, 2002; Dressler,
Ribeiro et al. 2004, and see chapter 8 on measuring cultural consensus).

In relative deprivation theory, the fact that people have reference groups to
which they compare themselves doesn’t get explained, either. It, too, is a prim-
itive axiom, an assumption, from which you deduce some results. The results
are predictions, or hypotheses, that you then go out and test. The ideal in sci-
ence is to deduce a prediction from theory and to test the prediction. That’s
the culture of science. The way social science really works much of the time
is that you don’t predict results, you postdict them. You analyze your data,
come up with findings, and explain the findings after the fact.

There is nothing wrong with this. Knowledge and understanding can come
from good ideas before you collect data or after you collect data. You must
admit, though, there’s a certain panache in making a prediction, sealing it in
an envelope, and testing it. Later, when you take the prediction out of the
envelope and it matches your empirical findings, you get a lot of points.

The Kalymnian Case

Here’s an example of explaining findings after the fact. In my experience,
it’s pretty typical of how social scientists develop, refine, and change their
minds about theories.

In my fieldwork in 1964—1965 on the island of Kalymnos, Greece, I noticed
that young sponge divers (in their 20s) were more likely to get the bends than
were older divers (those over 30). (The bends is a crippling malady that affects
divers who come up too quickly after a long time in deep water.) I also noticed
that younger divers were more productive than very old divers (those over 45),
but not more productive than those in their middle years (30—40).

As it turned out, younger divers were subject to much greater social stress
to demonstrate their daring and to take risks with their lives—risks that men
over 30 had already put behind them. The younger divers worked longer under
water (gathering more sponges), but they came up faster and were conse-
quently at higher risk of bends. The middle group of divers made up in experi-
ence for the shortened time they spent in the water, so they maintained their
high productivity at lower risk of bends. The older divers were feeling the
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effects of infirmity brought on by years of deep diving, hence their productiv-
ity was lowered, along with their risk of death or injury from bends.

The real question was: What caused the young Kalymnian divers to engage
in acts that placed them at greater risk?

My first attempt at explaining all this was pretty lame. I noticed that the
men who took the most chances with their lives had a certain rhetoric and
swagger. They were called levédhis (Greek for a brave young man) by other
divers and by their captains. I concluded that somehow these men had more
levedhid (the quality of being brave and young) and that this made them higher
risk takers. In fact, this is what many of my informants told me. Young men,
they said, feel the need to show their manhood, and that’s why they take risks
by staying down too long and coming up too fast.

The problem with this cultural explanation was that it just didn’t explain
anything. Yes, the high risk takers swaggered and exhibited something we
could label machismo or levedhid. But what good did it do to say that lots of
machismo caused people to dive deep and come up quickly? Where did young
men get this feeling, I asked? “That’s just how young men are,” my infor-
mants told me. I reckoned that there might be something to this testosterone-
poisoning theory, but it didn’t seem adequate.

Eventually, I saw that the swaggering behavior and the values voiced about
manliness were cultural ways to ratify, not explain, the high-risk diving behav-
ior. Both the diving behavior and the ratifying behavior were the product of a
third factor, an economic distribution system called pldtika.

Divers traditionally took their entire season’s expected earnings in advance,
before shipping out in April for the 6-month sponge fishing expedition to
North Africa. By taking their money (pldtika) in advance, they placed them-
selves in debt to the boat captains. Just before they shipped out, the divers
would pay off the debts that their families had accumulated during the preced-
ing year. By the time they went to sea, the divers were nearly broke and their
families started going into debt again for food and other necessities.

In the late 1950s, synthetic sponges began to take over the world markets,
and young men on Kalymnos left for overseas jobs rather than go into sponge
fishing. As divers left the island, the remaining divers demanded higher and
higher pldtika. They said that it was to compensate them for increases in the
cost of living, but their demand for more money was a pure response by the
divers to the increasing scarcity of their labor. The price of sponges, however,
was dropping over the long term, due to competition with synthetics, so the
higher pldtika for the divers meant that the boat captains were losing profits.
The captains put more and more pressure on the divers to produce more
sponges, to stay down longer, and to take greater risks. This resulted in more
accidents on the job (Bernard 1967, 1987).
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Note that in all the examples of theory I’ve just given, the predictions and
the post hoc explanations, I didn’t have to quote a single statistic—not even a
percentage score. That’s because theories are qualitative. Ideas about cause
and effect are based on insight; they are derived from either qualitative or
quantitative observations and are initially expressed in words. Testing causal
statements—finding out how much they explain rather than whether they seem
to be plausible explanations—requires quantitative observations. But theory
construction—explanation itself—is the quintessential qualitative act.
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Preparing for Research

Setting Things Up

his chapter and the next are about some of the things that go on before

data are collected and analyzed. I’1l take you through the ideal research
process and compare that to how research really gets done. Then I'll discuss
the problem of choosing problems—how do I know what to study? In the next
chapter, I'll give you some pointers on how to scour the literature so you can
benefit from the work of others when you start a research project.

I’ll have a lot more to say about the ethics of social research in this chap-
ter—choosing a research problem involves decisions that can have serious eth-
ical consequences—and a lot more about theory, too. Method and theory, it
turns out, are closely related.

The Ideal Research Process
Despite all the myths about how research is done, it’s actually a messy proc-

ess that’s cleaned up in the reporting of results. Figure 3.1 shows how the
research process is supposed to work in the ideal world:

Data
Collection
& Analysis

Support or
Reject Hypothesis
or Theory

Problem — —

Figure 3.1. How research is supposed to work.

69



70 Chapter 3

. First, a theoretical problem is formulated;

. Next, an appropriate site and method are selected;

. Then, data are collected and analyzed;

. Finally, the theoretical proposition with which the research was launched is
either challenged or supported.

O R S

In fact, all kinds of practical and intellectual issues get in the way of this
neat scheme. In the end, research papers are written so that the chaotic aspects
of research are not emphasized and the orderly inputs and outcomes are.

I see nothing wrong with this. It would be a monumental waste of precious
space in books and journals to describe the real research process for every
project that’s reported. Besides, every seasoned researcher knows just how
messy it all is, anyway. You shouldn’t have to become a highly experienced
researcher before you’re let into the secret of how it’s really done.

A Realistic Approach

There are five questions to ask yourself about every research question you
are thinking about pursuing. Most of these can also be asked about potential
research sites and research methods. If you answer these questions honestly
(at least to yourself), chances are you’ll do good research every time. If you
cheat on this test, even a teeny bit, chances are you’ll regret it. Here are the
five questions:

1. Does this topic (or research site, or data collection method) really interest me?

2. Is this a problem that is amenable to scientific inquiry?

3. Are adequate resources available to investigate this topic? To study this popula-
tion at this particular research site? To use this particular data collection method?

4. Will my research question, or the methods I want to use, lead to unresolvable
ethical problems?

5. Is the topic of theoretical and/or practical interest?

Personal Interest

The first thing to ask about any research question is: Am I really excited
about this? Researchers do their best work when they are genuinely having
fun, so don’t do boring research when you can choose any topic you like.

Of course, you can’t always choose any topic you like. In contract research,
you sometimes have to take on a research question that a client finds interest-
ing but that you find deadly dull. The most boring research I’ve ever done was
on a contract where my coworkers and I combined ethnographic and survey
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research of rural homeowners’ knowledge of fire prevention and their attitudes
toward volunteer fire departments. This was in 1973. I had young children at
home and the research contract paid me a summer salary. It was honest work
and I delivered a solid product to the agency that supported the project. But I
never wrote up the results for publication.

By comparison, that same year I did some contract research on the effects
of coed prisons on homosexuality among male and female inmates. I was very
interested in that study and it was much easier to spend the extra time and
effort polishing the contract reports for publication (Killworth and Bernard
1974).

I’ve seen many students doing research for term projects, M.A. theses, and
even doctoral dissertations simply out of convenience and with no enthusiasm
for the topic. If you are not interested in a research question, then no matter
how important other people tell you it is, don’t bother with it. If others are so
sure that it’s a dynamite topic of great theoretical significance, let them study
it.

The same goes for people and places. Agricultural credit unions and broker-
age houses are both complex organizations. But they are very different kinds
of places to spend time in, so if you are going to study a complex organization,
check your gut first and make sure you’re excited about where you’re going.
It’s really hard to conduct penetrating, in-depth interviews over a period of
several weeks to a year if you aren’t interested in the lives of the people you’re

studying.
You don’t need any justification for your interest in studying a particular
group of people or a particular topic. Personal interest is . . . well, personal.

So ask yourself: Will my interest be sustained there? If the answer is “no,”
then reconsider. Accessibility of a research site or the availability of funds for
the conduct of a survey are pluses, but by themselves they’re not enough to
make good research happen.

Science vs. Nonscience

The next question is: Is this a topic that can be studied by the methods of
science? If the answer is “no,” then no matter how much fun it is, and no
matter how important it seems, don’t even try to make a scientific study of it.
Either let someone else do it, or use a different approach.

Consider this empirical question: How often do derogatory references to
women occur in the Old Testament? If you can come up with a good, opera-
tional definition of “derogatory,” then you can answer this question by look-
ing through the corpus of data and counting the instances that turn up. Pretty
straightforward, descriptive science.
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But consider this question: Does the Old Testament offer support for
unequal pay for women today? This is simply not answerable by the scientific
method. It is no more answerable than the question: Is Rachmaninoff’s music
better than Tchaikovsky’s? Or: Should the remaining hunting-and-gathering
bands of the world be preserved just the way they are and kept from being
spoiled by modern civilization? Whether or not a study is a scientific one
depends first on the nature of the question being asked, and then on the meth-
ods used.

I can’t stress too often or too strongly that when I talk about using the scien-
tific method I’m not talking about numbers. In science, whenever a research
problem can be investigated with quantitative measurement, numbers are more
than just desirable; they’re required. On the other hand, there are many intel-
lectual problems for which quantitative measures are not yet available. Those
problems require qualitative measurement.

Descriptions of processes (skinning a goat, building a fireworks tower, put-
ting on makeup, setting the table for Thanksgiving), or of events (funerals,
Little League games, parades), or of systems of nomenclature (kinship terms,
disease terms, ways to avoid getting AIDS) require words, not numbers. Doro-
thy Holland and Debra Skinner (1987) asked some university women to list
the kinds of guys there are. They got a list of words like “creep,” “hunk,”
“nerd,” “jerk,” “sweetie pie,” and so on. Then they asked some women, for
each kind: “Is this someone you’d like to date?”” The yes-no answers are nom-
inal—that is, qualitative—measurement.

We’ll get back to this kind of systematic, qualitative data collection in chap-
ter 11.

Resources

The next question to ask is whether adequate resources are available for you
to conduct your study. There are three major kinds of resources: time, money,
and people. What may be adequate for some projects may be inadequate for
others. Be totally honest with yourself about this issue.

TiME

Some research projects take a few weeks or months, while others take years.
It takes a year or more to do an ethnographic study of a culture that is very
different from your own, but a lot of focused ethnography can be done much
more quickly. Gwendolyn Dordick (1996) spent 3 months studying a home-
less shelter for 700 men in New York City. She visited the shelter four times
a week for 3 hours or more each time, and spent 4 days at the shelter from
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morning until lights-out at 10 .M. This was enough time for her to understand
a great deal about life in the shelter, including how a group of just 15 men had
coalesced into a ruling elite and how some men had formed faux marriages
(that could, but did not necessarily, involve sex) to protect themselves and
their few possessions from violence and thievery.

Much of today’s applied anthropological research is done in weeks or
months, using rapid assessment methods. Rapid assessment methods are the
same ones that everyone else uses but they are done quickly, and we’ll cover
these methods in chapter 13. If you are doing research for a term project, the
topic has to be something you can look at in a matter of a few months—and
squeezing the research into a schedule of other classes, at that. It makes no
sense to choose a topic that demands two semesters’ work when you have one
semester in which to do the research. The effort to cram 10 gallons of water
into a 5-gallon can is futile and quite common. Don’t do it.

MONEY

Many things come under the umbrella of money. Equipment is essentially
a money issue, as is salary or subsistence for you and other people involved
in the research. Funds for assistants, computer time, supplies, and travel have
to be calculated before you can actually conduct a major research project. No
matter how interesting it is to you, and no matter how important it may seem
theoretically, if you haven’t got the resources to use the right methods, skip it
for now.

Naturally, most people do not have the money it takes to mount a major
research effort. That’s why there are granting agencies. Writing proposals is a
special craft. It pays to learn it early. Research grants for M.A. research are
typically between $1,000 and $5,000. Grants for doctoral research are typi-
cally between $5,000 and $25,000. If you spend 100 hours working on a grant
proposal that brings you $10,000 to do your research, that’s $100/hr for your
time. If you get turned down and spend another 100 hours rewriting the pro-
posal, that’s still $50 an hour for your time if you’re successful. Pretty good
pay for interesting work.

If your research requires comparison of two groups over a period of 12
months, and you only have money for 6 months of research, can you accom-
plish your research goal by studying one group? Can you accomplish it by
studying two groups for 3 months each? Ask yourself whether it’s worthwhile
pursuing your research if it has to be scaled down to fit available resources. If
the answer is “no,” then consider other topics.

Does the research require access to a particular village? Can you gain
access to that village? Will the research require that you interview elite mem-



74 Chapter 3

bers of the society you are studying—Ilike village elders, shamans, medical
malpractice lawyers, Lutheran priests? Will you be able to gain their coopera-
tion? Or will they tell you to get lost or, even worse, lead you on with a lot of
clichés about their culture? It’s better not to do the study in the first place than
to wind up with useless data.

PEOPLE

“People” includes you and others involved in the research, as well as those
whom you are studying. Does the research require that you speak Papia-
mento? If so, are you willing to put in the time and effort to learn that lan-
guage? Can the research be done effectively with interpreters? If so, are such
people available at a cost that you can handle? Does the research require that
you personally do multiple regression? If it does, are you prepared to acquire
that skill?

Ethics

I wish I could give you a list of criteria against which you could measure
the “ethicalness” of every research idea you ever come up with. Unfortu-
nately, it’s not so simple. What’s popularly ethical today may become popu-
larly unethical tomorrow, and vice versa. (This does not mean that all ethics
are relative. But more on that later.) During World War II, lots of anthropolo-
gists worked for what would today be called the Department of Defense, and
they were applauded as patriots for lending their expertise to the war effort.
In the 1960s, anthropologists took part in Project Camelot, a project by the
U.S. Army to study counterinsurgency in Latin America (Horowitz 1965).
This caused a huge outpouring of criticism, and the American Anthropologi-
cal Association produced its first statement on ethics—not a formal code, but
a statement—in 1967, rejecting quite specifically the use of the word “anthro-
pology” as a disguise for spying (Fluehr-Lobban 1998:175).

During the Vietnam War, anthropologists who did clandestine work for the
Department of Defense were vilified by their colleagues, and in 1971 the AAA
promulgated a formal code of ethics, titled Principles of Professional Respon-
sibility. That document specifically forbade anthropologists from doing any
secret research and asserted the AAA’s right to investigate allegations of
behavior by anthropologists that hurts people who are studied, students, or
colleagues (ibid.:177; see Wakin [1992] for details on anthropologists’ work
on counterinsurgency in Thailand during the Vietnam War).

Despite the rhetoric, though, no anthropologists have been expelled from
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the AAA because of unethical conduct. One reason is that, when push comes
to shove, everyone recognizes that there are conflicting, legitimate interests.
In applied anthropology, for example, you have a serious obligation to those
who pay for research. This obligation may conflict with your obligation to
those whom you are studying. And when this happens, where do you stand?
The Society for Applied Anthropology has maintained that the first obligation
is to those whom we study. But the National Association of Practicing Anthro-
pologists has promulgated a statement of professional responsibilities that rec-
ognizes how complex this issue can be.

We are a long, long way from finding the answers to these questions
(Fluehr-Lobban 2002; Caplan 2003). Today, anthropologists are once again
working for the Department of Defense. Is this simply because that’s where
the jobs are?

Perhaps. Times and popular ethics change. Whether you are subject to those
changes is a matter for your own conscience, but it’s because popular ethics
change that Stanley Milgram was able to conduct his famous experiment on
obedience in 1963.

Milgram’s Obedience Experiment

Milgram duped people into thinking that they were taking part in an experi-
ment on how well human beings learn under conditions of punishment. The
subjects in the experiment were “teachers.” The “learners” were Milgram’s
accomplices.

The so-called learners sat behind a wall, where they could be heard by sub-
jects, but not seen. The subjects sat at a panel of 30 switches. Each switch
supposedly delivered 30 more volts than the last, and the switches were clearly
labeled from “Slight Shock” (15 volts) all the way up to “Danger: Severe
Shock” (450 volts). Each time the learner made a mistake on a word-recall
test, the subject was told to give the learner a bigger shock.

Milgram paid each participant $4.50 up front (about $30 in 2006 dollars).
That made them feel obligated to go through with the experiment in which
they were about to participate. He also gave them a little test shock—45 volts
(the second lever on the 30-lever panel). That made people believe that the
punishment they’d be delivering to the so-called learners was for real.

At 75 volts, the learner just grunted, but the reaction escalated as the puta-
tive voltage increased. At 150 volts, learners began pleading to be let out of
the experiment. And at 285 volts, the learner’s response, as Milgram reported
it, could “only be described as an agonizing scream” (1974:4).

All those reactions by the learners were played back from tape so that sub-
jects would hear the same things. The experimenter, in a white lab coat, kept
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telling the subject to administer the shocks—saying things like: “You have no
choice. You must go on.” A third of the subjects obeyed orders and adminis-
tered what they thought were lethal shocks. Many subjects protested, but were
convinced by the researchers in white coats that it was all right to follow
orders.

Until Milgram did his troubling experiments (he did many of them, under
different conditions and in different cities), it had been very easy to scoff at
Nazi war criminals, whose defense was that they were “just following orders.”
Milgram’s experiment taught us that perhaps a third of Americans had it in
them to follow orders until they killed innocent people.

Were Milgram’s experiments unethical? Did the people who participated in
Milgram’s experiments suffer emotional harm when they thought about what
they’d done? If you were among Milgram’s subjects who obeyed to the end,
would you be haunted by this? This was one of the issues raised by critics at
the time (see Murray 1980).

Of course, Milgram debriefed the participants. (That’s where you make
sure that people who have just participated in an experiment know that it had
all been make-believe, and you help them deal with their feelings about the
experiment.) Milgram tested 369 people in his experiments (Milgram 1977a).
A year after the experiments ended, he sent them each a copy of his report
and a follow-up questionnaire. He got back 84% of the questionnaires: About
1% said they were sorry or very sorry to have taken part in the experiment;
15% said they were neutral about the whole thing; and 84% said that, after
reading the report and thinking about their experience, they were glad or very
glad to have taken part in the experiment (Milgram 1977b).

Thomas Murray, a strong critic of deception in experiments, dismisses the
idea that debriefing is sufficient. He points out that most social psychologists
get very little training on how actually to conduct a debriefing and help people
through any emotional difficulties. “Debriefings,” he says, “are more often
viewed as discharging a responsibility (often an unpleasant one), an opportu-
nity to collect additional data, or even as a chance for further manipulation!”
(Murray 1980:14; but see Herrera [2001] for a critique of the critics of Mil-
gram).

I can’t imagine Milgram’s experiment getting by a Human Subjects Review
Committee at any university in the United States today, given the current code
of ethics of the American Psychological Association (see appendix F). Still, it
was less costly, and more ethical, than the natural experiments carried out at
My Lai, or Chatilla—the Vietnamese village (in 1968) and the Lebanese refu-
gee camps (in 1982)—whose civilian inhabitants were wiped out by American
and Lebanese soldiers, respectively, “under orders.” Those experiments, too,
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showed what ordinary people are capable of doing—except that in those
cases, real people really got killed.

What Does It All Mean?

Just because times, and ethics, seem to change, does not mean that anything
goes. Everyone agrees that scholars have ethical responsibilities, but not
everyone agrees on what those responsibilities are. All the major scholarly
societies have published their own code of ethics—all variations on the same
theme, but all variations nonetheless. I’ ve listed the Internet addresses for sev-
eral of these codes of ethics in appendix F.

These documents are not perfect, but they cover a lot of ground and are
based on the accumulated experience of thousands of researchers who have
grappled with ethical dilemmas over the past 50 years. Look at those codes of
ethics regularly during the course of any research project, both to get some of
the wisdom that has gone into them and to develop your own ideas about how
the documents might be improved.

Don’t get trapped into nihilistic relativism. Cultural relativism (the unas-
sailable fact that people’s ideas about what is good and beautiful are shaped
by their culture) is a great antidote for overdeveloped ethnocentrism. But, as
Merrilee Salmon makes clear (1997), ethical relativism (that all ethical sys-
tems are equally good since they are all cultural products) is something else
entirely.

Can you imagine defending the human rights violations of Nazi Germany as
just another expression of the richness of culture? Would you feel comfortable
defending, on the basis of cultural relativism, the so-called ethnic cleansing in
the 1990s of Bosnians and Kosovar Albanians by Serbs in the former Yugosla-
via? Or the slaughter of Tutsis by Hutus in Rwanda? Or of American Indians
by immigrant Europeans 120 years earlier?

There is no value-free science. Everything that interests you as a potential
research focus comes fully equipped with risks to you and to the people you
study. Should anthropologists do social marketing for a state lottery? Or is
social marketing only for getting people to use condoms and to wash their
hands before preparing food? Should anthropologists work on projects that
raise worker productivity in developing nations if that means some workers
will become redundant? In each case, all you can do (and must do) is assess
the potential human costs and the potential benefits. And when I say “potential
benefits,” I mean not just to humanity in the abstract, but also to you person-
ally.

Don’t hide from the fact that you are interested in your own glory, your
own career, your own advancement. It’s a safe bet that your colleagues are
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interested in their career advancement, too. We have all heard of cases in
which a scientist put her or his career above the health and well-being of oth-
ers. This is devastating to science, and to scientists, but it happens when other-
wise good, ethical people (1) convince themselves that they are doing some-
thing noble for humanity, rather than for themselves and (2) consequently fool
themselves into thinking that that justifies their hurting others. (See Bhatta-
charjee [2004] for more on fraud in science.) When you make these assess-
ments of costs and benefits, be prepared to come to decisions that may not be
shared by all your colleagues. Remember the problem of the relation between
darkness of skin color and measures of life success, like wealth and longevity?
Would you, personally, be willing to participate in a study of this problem?

Suppose the study was likely to show that a statistically significant percent-
age of the variation in earning power in the United States is predictable from
(not caused by) darkness of skin color. Some would argue that this would be
useful evidence in the fight against racism and would jump at the chance to
do the investigation. Others would argue that the evidence would be used by
racists to do further damage in our society, so the study should simply not be
done lest the information it produces fall into the wrong hands.

There is no answer to this dilemma. Above all, be honest with yourself. Ask
yourself: Is this ethical? If the answer is “no,” then skip it; find another topic.
Once again, there are plenty of interesting research questions that won’t put
you into a moral bind. (For work on ethical issues of particular interest to
anthropologists, see Harrison 1997, Cantwell et al. 2000, Fluehr-Lobban 2002,
MacClancy 2002, Caplan 2003, Posey 2004, and Borofsky 2005.)

Theory: Explanation and Prediction

All research is specific. Whether you conduct ethnographic or questionnaire
research, the first thing you do is describe a process or investigate a relation
among some variables in a population. Description is essential, but to get from
description to theory is a big leap. It involves asking: “What causes the phe-
nomenon to exist in the first place?” and “What does this phenomenon
cause?” Theory, then, is about explaining and predicting things.

It may seem odd to talk about theory in a book about methods, but you
can’t design research until you choose a research question, and research ques-
tions depend crucially on theory. A good way to understand what theory is
about is to pick something that begs to be explained and to look at competing
explanations for it. See which explanation you like best. Do that for a few
phenomena and you’ll quickly discover which paradigm you identify with.
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That will make it easier to pick research problems and to develop hypotheses
that you can go off and test.

Here is an example of something that begs to be explained: Everywhere in
the world, there is a very small chance that children will be killed or maimed
by their parents. However, the chance that a child is killed by a parent is much
higher if a child has one or more nonbiological parents than if the child has
two biological parents (Lightcap et al. 1982; Daly and Wilson 1988). All those
evil-stepparent folktales appear to be based on more than fantasy.

Alternative Paradigms for Building Theories

One explanation is that this is all biological—in the genes. After all, male
gorillas are known to kill off the offspring of new females they bring into their
harem. Humans, the reasoning goes, have a bit of that instinct in them, too.
They mostly fight and overcome the impulse, but over millions of cases, it’s
bound to come out once in a while. Culture usually trumps biology, but some-
times, biology is just stronger. This is a sociobiological explanation.

Another explanation is that it’s cultural. Yes, it’s more common for children
to be killed by nonbiological than by biological parents, but this kind of may-
hem is more common in some cultures than in others. Furthermore, although
killing children is rare everywhere, in some cultures mothers are more likely
to kill their children, while in other cultures fathers are more likely to be the
culprits. This is because women and men learn different gender roles in differ-
ent societies. So, the reasoning goes, we have to look at cultural differences
for a true explanation of the phenomenon. This is called an idealist, or a cul-
tural, theory because it is based on what people think—on their ideas.

Yet another explanation is that when adult men and women bring children
to a second marriage, they know that their assets are going to be diluted by
the claims the spouse’s children have on those assets—immediate claims and
claims of inheritance. This leads some of those people to harm their spouse’s
children from the former marriage. In a few cases, this causes death. This is a
materialist theory.

Sociobiology, idealism, and materialism are not theories. They are para-
digms or theoretical perspectives. They contain a few basic rules for finding
theories of events. Sociobiology stresses the primacy of evolutionary, biologi-
cal features of humans as the basis for human behavior. Idealism stresses the
importance of internal states—attitudes, preferences, ideas, beliefs, val-
ues—as the basis for human behavior. And materialism stresses structural and
infrastructural forces—Ilike the economy, the technology of production,
demography, and environmental conditions—as causes of human behavior.
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When you want to explain a specific phenomenon, you apply the principles
of your favorite paradigm and come up with a specific explanation.

Why do women everywhere in the world tend to have nurturing roles? If
you think that biology rules here, then you’ll be inclined to support evolution-
ary theories about other phenomena as well. If you think economic and politi-
cal forces cause values and behavior, then you’ll be inclined to apply the mate-
rialist perspective in your search for explanations in general. If you think that
culture—people’s values—is of paramount importance, then you’ll tend to
apply the idealist perspective in order to come up with explanations. The dif-
ferent paradigms are not so much in competition as they are complementary,
for different levels of analysis. The sociobiological explanation for the batter-
ing of nonbiological children is appealing for aggregate, evolutionary phe-
nomena—the big, big picture. A sociobiological explanation addresses the
question: What is the reproductive advantage of this behavior happening at
all?

But we know that the behavior of hurting or killing stepchildren is not inev-
itable, so a sociobiological explanation can’t explain why some step-parents
hurt their children and others don’t. A materialist explanation is more produc-
tive for addressing this question. Some stepparents who bring a lot of
resources to a second marriage become personally frustrated by the possibility
of having their wealth raided and diluted by their new spouse’s children. The
reaction would be strongest for stepparents who have competing obligations
to support their biological children who are living with yet another family.
These frustrations will cause some people to become violent, but not others.

But even this doesn’t explain why a particular stepparent is supportive or
unsupportive of his or her nonbiological children. At this level of analysis, we
need a processual and psychological explanation, one that takes into account
the particular historical facts of the case. Whatever paradigm they follow, all
empirical anthropologists rely on ethnography to test their theories.

Handwerker (1996b), for example, found that stepparents in Barbados were,
overall, no more likely to treat children violently than were biological parents.
But the presence of a stepfather increased the likelihood that women battered
their daughters and decreased the likelihood that women battered their sons.
In homes with stepparents, women saw their daughters as potential competi-
tors for resources available from their partner and they saw sons as potential
sources of physical protection and income.

And there was more. Powerful women (those who had their own sources of
income) protected their children from violence, treated them affectionately,
and elicited affection for them from their man. The probability that a son expe-
rienced an affectionate relationship with a biological father rose with the
length of time the two lived together, but only for sons who had powerful
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mothers. Men battered powerless women and the children of powerless
women, and powerless women battered their own children.

Is there a sociobiological basis for powerful spouses to batter powerless
ones? Or is this all something that gets stimulated by material conditions, like
poverty? More research is needed on this fascinating question, but I think the
points here are clear: (1) Different paradigms produce different answers to the
same question; and (2) A lot of really interesting questions may have intri-
guing answers that are generated from several paradigms.

Idiographic and Nomothetic Theory

Theory comes in two basic sizes: elemental, or idiographic theory and gen-
eralizing or nomothetic theory. An idiographic theory accounts for the facts
in a single case. A nomothetic theory accounts for the facts in many cases.
The more cases that a theory accounts for, the more nomothetic it is.

The distinction was first made by Wilhelm Windelband, a philosopher of
science, in 1894. By the late 1800s, Wilhelm Dilthey’s distinction between
the Naturwissenschaften and Geisteswissenschaften—the sciences of nature
and the sciences of the mind—had become quite popular. The problem with
Dilthey’s distinction, said Windelband, was that it couldn’t accommodate the
then brand-new science of psychology. The subject matter made psychology
a Geisteswissenchaft, but the discipline relied on the experimental method,
and this made it a Naturwissenschaft.

What to do? Yes, said Windelband, the search for reliable knowledge is,
indeed, of two kinds: the sciences of law and the sciences of events, or, in a
memorable turn of phrase, “the study of what always is and the study of what
once was.” Windelband coined the terms idiographic and nomothetic to
replace Dilthey’s Natur- and Geisteswissenschaften.

Organic evolution is governed by laws, Windelband observed, but the
sequence of organisms on this planet is an event that is not likely to be
repeated on any other planet. Languages are governed by laws, but any given
language at any one time is an event in human linguistic life. The goal of the
idiographic, or historical sciences, then, is to deliver “portraits of humans and
human life with all the richness of their unique forms” (Windelband 1998
[1894]:16).

Windelband went further. Every causal explanation of an event—every
idiographic analysis, in other words—requires some idea of how things hap-
pen at all. No matter how vague the idea, there must be nomothetic principles
guiding idiographic analysis.

Windelband’s formulation is a perfect description of what all natural scien-
tists—vulcanologists, ornithologists, astronomers, ethnographers—do all the
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time. They describe things; they develop deep understanding of the cases they
study; and they produce explanations for individual cases based on nomothetic
rules. The study of a volcanic eruption, of a species’ nesting habits, of a star’s
death is no more likely to produce new nomothetic knowledge than is the
study of a culture’s adaptation to new circumstances. But the idiographic
effort, based on the application of nomothetic rules, is required equally across
all the sciences if induction is to be applied and greater nomothetic knowledge
achieved.

Those efforts in psychology are well known: Sigmund Freud based his the-
ory of psychosexual development on just a few cases. Jean Piaget did the same
in developing his universal theory of cognitive development, as did B. F. Skin-
ner in developing the theory of operant conditioning.

In anthropology, Lewis Henry Morgan (1877) and others made a brave, if
ill-fated effort in the 19th century to create nomothetic theories about the evo-
lution of culture from the study of cases at hand. The unilineal evolutionary
theories they advanced were wrong, but the effort to produce nomothetic the-
ory was not wrong. Franz Boas and his students made clear the importance of
paying careful attention to the particulars of each culture, but Leslie White
and Julian Steward did not reject the idea that cultures evolve. Instead, they
advanced more nuanced theories about how the process works (see Steward
1949, 1955; White 1959).

And the effort goes on. Wittfogel (1957) developed his so-called hydraulic
theory of cultural evolution—that complex civilizations, in Mexico, India,
China, Egypt, and Mesopotamia developed out of the need to organize the
distribution of water for irrigation—based on idiographic knowledge of a
handful of cases. David Price (1995) studied a modern, bureaucratically orga-
nized water supply system in the Fayoum area of Egypt. The further down-
stream a farmer’s plot is from an irrigation pump, the less water he is likely
to get because farmers upstream divert more water than the system allows
them legally to have. Price’s in-depth, idiographic analysis of the Fayoum irri-
gation system lends support to Wittfogel’s long-neglected theory because,
says Price, it shows “how farmers try to optimize the disadvantaged position
in which the state has placed them” (ibid.:107-108). Susan Lees (1986)
showed how farmers in Israel, Kenya, and Sudan got around bureaucratic limi-
tations on the water they were allotted. We need much more idiographic analy-
sis, more explanations of cases, in order to test the limitations of Wittfogel’s
theory.

Julian Steward (1955) chose a handful of cases when he developed his the-
ory of cultural evolution. Data from Tehuacén, Mexico, and Ali Kosh, Iran—
six thousand miles and several thousand years apart—support Steward’s no-
mothetic formulation about the multistage transition from hunting and
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gathering to agriculture. (The sequences appear to be similar responses to the
retreat of the last glacier of the Paleolithic.) As we get more comparisons,
the big picture will either become more and more nomothetic or it will be
challenged.

Idiographic Theory

As in all sciences, most theory in anthropology is idiographic. Here are
three examples:

1. In 1977, the New Delhi police reported 311 deaths by kitchen fires of women,
mostly young brides who were killed because their families had not delivered a
promised dowry to the groom’s family (Claiborne 1984). By 1987, the govern-
ment of India reported 1,912 such “dowry deaths” of young women, and by
1997 the number was 6,975—over 19 per day (Dugger 2000). How to explain
this phenomenon?

Daniel Gross (1992) theorized that the phenomenon is a consequence of
female hypergamy (marrying up) and dowry. Families that can raise a large
dowry in India can marry off their daughter to someone of greater means. This
has created a bidding war, as the families of wealthier sons demand more and
more for the privilege of marrying those sons.

Apparently, many families of daughters in India have gone into debt to
accumulate the dowries. When they can’t pay off the debt, some of the fami-
lies of grooms have murdered the brides in faked “kitchen accidents,” where
kerosene stoves purportedly blow up. This gives the grooms’ families a
chance to get another bride whose families can deliver. (For more on this
issue, see Van Willigen and Chana [1991] and Thakur [1996].)

2. Next, consider the well-known case of fraternal polyandry. Hiatt (1980) noticed
that among the Sinhalese of Sri Lanka, there was a shortage of women among
those groups that practiced polyandry. He theorized that the shortage of women
accounted for the practice of polyandry.

Earlier, Goldstein (1971) had observed that in Tibet, polyandry was prac-
ticed only among people who didn’t own land. It turns out that in feudal times,
some peasants were given a fixed allotment of land which they could pass on
to their sons. In order to not break up the land, brothers would take a single
bride into one household.

3. Finally, consider an idiograp