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eye’s visual system

Ian A. Meinertzhagen

Introduction

The visual system of the fly’s compound eye is noted both for its
modular composition and for crystalline regularity. In the com-
pound eye, each module or ommatidium has a fixed comple-
ment of 26 cells that includes eight uniquely identified photore-
ceptor neurons (Ready et al., 1976). An outer ring of six cells,
R1-R6, surrounds two central cells R7 and R8 in each ommatid-
ium. Backed by extensive genetic analysis of their development
and function, R1-R6 constitute by far the best-understood sen-
sory neurons in any invertebrate visual system, and among the
best-known neurons of any nervous system. During its develop-
ment from the eye imaginal disk, the pattern of ommatidia in
the compound eye is impressed upon neurogenesis in the pri-
mordia of the underlying optic lobe (Meinertzhagen and Han-
son, 1993) and, as a result, the optic lobe neuropiles are like-
wise modular in their composition, comprising a clear array of
cartridges in the first neuropile, the lamina (Braitenberg, 1967)
and a less obvious array of columns in the second neuropile, the
medulla (Campos-Ortega and Strausfeld, 1972; Strausfeld and
Campos-Ortega, 1972). The lamina and medulla are some of the
most orderly and well-characterized neuropiles of the entire fly’s
brain, and models for the brains of all animal species, inverte-
brate or otherwise.

Often overlooked or simply not acknowledged, most essen-
tial details of the neuroanatomy of the optic lobe were estab-
lished not in Drosophila, but in larger fly species — mostly the
housefly Musca domestica, before observations on Drosophila
became ascendant. Anatomical studies on the optic lobe in
Drosophila are, in fact, undergoing an intense renaissance at the
time of writing this review, yielding to new genetic and imaging
technologies that support a sense of promise that many long-
outstanding questions will soon be resolved. Particular issues
include the number of individual cell types, their synaptic cir-
cuits, and neurotransmitter systems, and whether each type
is discrete, distinguishable from all other types. The ground-
work for these questions in Drosophila was laid by a com-
mendably accurate report of the cell types derived from Golgi
impregnation (Fischbach and Dittrich, 1989), which is still cur-
rent. Anticipating the topic of this chapter, Meinertzhagen and

The anatomical organization of the compound

Hanson (1993) provide summary diagrams of the adult optic
lobe that occasional readers have found useful.

The compound eye

The compound eyes are the most obvious of the fly’s seven visual
systems (Hofbauer and Buchner, 1989), and their regular array
of corneal lenslets has been a favorite object for microscopists
since the time of Hooke (1665). Each corneal facet is a regular
hexagon with two horizontal sides, that forms part of an array
with horizontal z rows aligned parallel to an equator and two
oblique rows (x,y). At its greatest vertical height, each eye con-
tains about 30 such rows, divided equally between dorsal and
ventral ommatidia on either side of the equator, with a simi-
lar number of x and y rows (Ready et al., 1976). The hexago-
nal shape of the ommatidium, and the ommatidial lattice that
results, is refined during development, when excess pigment
and bristle cells are removed (Cagan and Ready, 1989). It is
therefore the loss of these cells that confers the regularity of
the ommatidial photoreceptor array that is critical for the eyes’
isotropic spatial resolution.

The ommatidium and its pattern
of axonal projection

The organization and structure of photoreceptor neurons
(Ready et al., 1976), and their rhodopsin expression patterns
(e.g., Mikeladze-Dvali et al., 2005) in Drosophila have all been
extensively reviewed elsewhere. Each photoreceptor neuron has
a single light-absorbing rhabdomere that is separate from that
of its neighbors, with the two rhabdomeres of R7 and R8 situ-
ated axially in tandem, that of R7 sitting on top of R8 (Ready
et al., 1976). Starting with R8, R1-R6 assemble in a develop-
mental sequence as three pairs of neurons, in which R2 and
R5 are recruited first, followed by R3/R4 and then by R1/R6;
R7 is added last (Tomlinson and Ready, 1987). Thus, R1-R6,
which in many ways are matched in their anatomy and func-
tion, with each expressing a single rhodopsin Rh1 (O’Tousa
etal., 1985), are not in fact a single class but are actually paired,

Behavioral Genetics of the Fly (Drosophila melanogaster), ed. J. Dubnau. Published by Cambridge University Press.

© Cambridge University Press 2014.



I. A. Meinertzhagen

as in other insect ommatidia. When viewed in cross-section,
the six outer rhabdomeres of R1-R6 form an asymmetrical
trapezoidal pattern that is reflected at an equator, a line of pat-
tern mirror-image symmetry between ommatidia in the dorsal
and ventral regions of the eye field (Dietrich, 1909). A conse-
quence of that pattern is that the optical axis of each photore-
ceptor diverges slightly from those of other photoreceptors in
the same ommatidium, each photoreceptor as a result view-
ing a slightly different point in visual space (Kirschfeld, 1967;
Franceschini and Kirschfeld, 1971). Congruence between the
angle of their divergence and the angular divergence between
the optical axes of neighbouring ommatidia, imparted by the
curvature of the retina, means that the axis of each R1-R6 pho-
toreceptor exactly aligns with another R1-R6 photoreceptor sit-
ting behind a neighboring facet, so that one photoreceptor each
beneath seven such facets then view the same point in visual
space. The axons of R1-R6 innervate the lamina, and while
these enter the lamina as ommatidial bundles, the individual
axons of each single bundle diverge at the distal face of the
lamina neuropile. During that divergence, the axons of exactly
those photoreceptors that view the same point in space then
converge upon a single cartridge in the lamina (Braitenberg,
1967; Trujillo-Cendz, 1965), in a pattern of so-called neural
superposition (Kirschfeld, 1967). The axon sorting zone distal
to the lamina is a complex layer of interweaving, a miracle of
morphogenesis within which axon trajectories are established
with great accuracy (Horridge and Meinertzhagen, 1970). Dor-
sal and ventral ommatidia have mirror symmetrical patterns
of interweaving, and because more axons extend in a direction
towards the equator than away from it, a zone of hyperinner-
vation is formed by cartridge rows on either side of the equa-
tor with a reciprocal zone of hypoinnervation at the lamina’s
rim (Meinertzhagen, 1972; Frohlich and Meinertzhagen, 1987).
These details were all firmly established from studies on large fly
species, chiefly on Musca and the blowfly Calliphora.

The three main systems of photoreceptor input to the visual
system are thus R1-R6, R7 and R8. R1-R6 provide input
to motion-sensing pathways (Heisenberg and Buchner, 1977;
Joesch et al., 2011; Rister et al., 2007), while R7 and R8 provide
independent spectral inputs to the medulla (e.g., Heisenberg
and Buchner, 1977; Gao et al,, 2008). R7 and R8 with respec-
tive peak sensitivities in the UV (R7) and blue (R8) each express
one of two rhodopsins (Morante and Desplan, 2004). Each cell
type thereby comprises in turn two subtypes, and all four sub-
types have distinct spectral sensitivities (Hardie and Kirschfeld,
1983). Pairs of R7 and R8 cells coordinately express a partic-
ular rhodopsin to construct one of two types of ommatidial
rhodopsin partnerships, pale or yellow (Franceschini et al.,
1981; Mazzoni et al., 2008). The R1-R6 and R7/R8 systems, pre-
viously considered independent (Yamaguchi et al., 2008), have
recently been shown to converge, R7 and R8 also contributing
to the motion pathway (Wardill et al., 2012). A proposed struc-
tural basis for that convergence is provided by gap junctions that
form in a shallow zone of the lamina within which the axons of

R7 and R8 make glancing contact with that of R6, and less fre-
quently with R1 (Shaw et al., 1989). The opportunity for that
contact arises, in turn, from the sorting zone of photorecep-
tor axons that enables neural superposition, which requires the
axon of R6 to pass between those of R7 and R8 to reach its cor-
rect cartridge.

The terminals of R1-R6

The synaptic terminals of R1-R6 in the lamina are God’s gift
to neuroanatomy. They are aligned like drinking straws, so that
a single section samples many profiles, thus allowing rigor-
ous quantification of synaptic organelles. Exploiting these fea-
tures, and the opportunity to generate whole-eye mosaics of
mutant neural genes that would be lethal elsewhere in the ner-
vous system (Stowers and Schwarz, 1999; Newsome et al., 2000)
the synaptic terminals of R1-R6 have provided a test bed for
the diagnosis of mutant synaptic gene action. Selected exam-
ples include genes that regulate: mitochondrial transport (Stow-
ers et al., 2003); vesicle endocytosis (Fabian-Fine et al., 2003;
Dickman et al., 2005); or the role of activity on axon sorting
and photoreceptor synapses (Hiesinger et al., 2006). R1-R6 ter-
minals form tetrad synapses that release histamine (Hardie,
1989; Sarthy, 1991). Capitate projections are synaptic organelles
formed where neighboring epithelial glia (below) invaginate
into a R1-R6 terminal to form a stalked organelle with a spher-
ical ~200-nm head, single or multiple, borne on a ~80 nm
diameter stalk (Stark and Carlson, 1986). The base of the stalk
is a site of endocytotic membrane retrieval (Fabian-Fine et al.,
2003), and the head a postulated site of histamine recycling
(Fabian-Fine et al., 2003) expressing the AMPylation protein
Fic (Rahman et al., 2012), the whole functioning as a proposed
integrated recycling organelle.

The opticlobe

The fly’s visual world maps upon four separate, successive neu-
ropiles of the optic lobe, which sits beneath the compound
eye. These comprise (Fig. 1.1): first, the distal curved lamina;
beneath it the large, concentric second neuropile, the medulla;
and, beneath this, two face-to-face neuropiles, the lobula and
posterior lobula plate, that lie orthogonal to the medulla’s inter-
nal face (Strausfeld, 1976). These neuropiles are all modular,
with an array of columns - called cartridges in the lamina - that
exactly matches that of the overlying ommatidia (Braitenberg,
1967). Each ommatidium projects as an axon bundle, which
then undergoes the pattern of divergence required for neural
superposition, as described above. Each cartridge projects, in
turn, as a bundle of 11 axons that connects it to the medulla by
way of the external chiasma (Strausfeld, 1971a; Meinertzhagen,
1976). Each horizontal row of cartridge axon bundles inverts its
anteroposterior sequence as a coherent sheet, each sheet folding
over on itself in parallel with its neighbors, either by a clock-
wise twist in the dorsal half of the right eye, above the equator,
or by a counterclockwise twist in the ventral half, to map onto a
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horizontal row of medulla columns (Braitenberg, 1970). A cor-
responding inner chiasma with a more complex composition
connects the medulla with the neuropiles of the lobula complex
(see below).

These tracts are constituted by axons of columnar relay
neurons, having their axon running the length of a col-
umn. Accounts especially by Strausfeld and others using Golgi
impregnation and other classical light microscopic methods,
established a library of cell types in different fly species (e.g.,
Strausfeld, 1979, 1971b, 1976; Strausfeld and Lee, 1992). Major
studies on Drosophila came only after these earlier accounts
and, at least initially, were mainly confirmatory.

Definition of morphological cell types

The landmark Golgi study of Fischbach and Dittrich (1989)
provided what is still the most comprehensive single published
account of cell types in Drosophila, assigning neurons to classes
based on the direction of axon outgrowth — whether at right
angles to the neuropile, as for columnar neurons, so as to project
a retinotopic map onto the lamina, medulla, and lobula - or
across the neuropile, as for tangential neurons. Further dis-
tinctions among these are based on the extent and stratum of
each cell’s dendrite arborizations Figs. 1.2, 1.3). The third class
of intrinsic neurons are distinct from both columnar and tan-
gential neurons insofar as they arborize only in a single neu-
ropile, and are thus the substrate for local circuit interactions.
While having much to commend it, a parallel nomenclature of
“columnar neurons’, which contact photoreceptors from a sin-
gle ommatidium only, and “non-columnar neurons” that inte-
grate information from broader receptor fields (Morante and
Desplan, 2008), will not be adopted in this account.

Fig. 1.1. The Drosophila visual system in horizontal section,
showing rows of cartridges parallel to the equator in the lamina
(L) connecting with rows of columns in the medulla (M) via the
external chiasma (EC). Outer (distal strata M1-M6) and inner
(proximal strata M7-M10) halves of the medulla are separated
by a middle stratum connecting to Cuccatti's bundle, that
contains many of the medulla’s tangential neurons. Axons
extend between the medulla’s proximal face and the lobula
and lobula plate neuropiles via the inner chiasm. R, retina; IC,
internal chiasma; Lo, lobula; Lp, lobula plate. Scale bar: 50 pm.
(Image of Bodian preparation reproduced from Takemura et al,,
2008.)

From the evidence of Golgi impregnation alone, the optic
lobe in Drosophila has a total of 113 morphological cell types,
although even this large number appears to be a considerable
underestimate, perhaps by about a third (Drs. A. Nern and G.M.
Rubin, personal communication). Of these, the lamina has 12
types of neurons (Tuthill et al., 2013; Fig. 1.2), while the medulla
has a reported minimum of 59, thus at least half the optic lobe’s
total. The cells are arranged in columns, one per ommatidium,
and strata, ten in the medulla, six identified in the lobula and
four in the lobula plate (Fischbach and Dittrich, 1989). The
numbers of strata are thus in some proportion to the numbers
of types of co-stratifying neurons they segregate (see below).

In addition to cells that relay within or between the optic
neuropiles, visual projection neurons connect the optic lobe
with the central brain. Among the 44 types identified in a screen
of Gal4 lines, 24 are associated with the lobula, of which 14
arborize specifically in the lobula and the remaining 10 con-
tribute not only to the lobula, but also the medulla and/or lobula
plate (Otsuna and Ito, 2006).

Some particular types of neurons and their
numbers of subtypes

Including the lamina cells identified below, which all appear
to be definitively identified, Golgi impregnation also reveals
the main classes of columnar relay neurons (Fischbach and
Dittrich, 1989). For the medulla, these are: the single class of
five lamina L-cell types, which terminate in the distal medulla
(Fig. 1.2); transmedulla cells (Tm, 30 including all reported sub-
types — see Fig. 1.3), which penetrate the medulla and termi-
nate in the lobula; and similar to these, TmY cells (14 includ-
ing all subtypes), which have an axon that splits to terminate
in both the lobula and lobula plate. Medulla intrinsic cells (Mi,
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12 reported subtypes) do not project to the lobula, but instead
connect distal with proximal medulla strata, between strata 1
and 6 and strata 8 and 10, typically with dendritic arbor(s) in
the former and a terminal in the latter and so relaying signals
centripetally. T1 and two C cells (C2 and C3) are additional
classes that project centrifugally from the medulla to the lam-
ina (Fig. 1.2). The lobula and lobula plate neuropiles have four
additional classes of columnar neuron, three with cell bodies
in the lobula plate cortex: Tlp, Y and T cells. Translobula plate
neurons (TIp, seven reported subtypes) connect different layers
of the lobula plate with lobula stratum Lo4. Y cells (five sub-
types) have an axon that penetrates the lobula plate to bifur-
cate in the inner chiasma and project to both the lobula and
proximal medulla, although no clear morphological distinc-
tion between dendrites and terminals is obvious. T cells (11
reported subtypes) also have their cell body in the lobula plate
cortex, but form two major types depending on whether they
arborize in the medulla or not. T2 and T3, for example, do,
and, like the medulla centrifugal neurons, C2 and C3, with cell
bodies nearby, both arborise in the proximal medulla (like Y
cells), with T2 also arborizing in the distal medulla; in addition,
both T2 and T3 project to the lobula. Similar to these, T4 also
has an axon that divides in the inner chiasma, doubles back,
and then innervates the lobula. T5 does the same but does not

Fig. 1.2. The lamina’s cell types
impregnated by the Golgi method, shown in
the same plane as in Fig. 1.1. Photoreceptor
neurons R1-R6 innervate the lamina; lamina
columnar cells L1-L5 relay to the medulla;
photoreceptor neurons R7 and R8 innervate
the distal medulla; T1 and a lamina wide-field
cell (La wf1), both with somata in the
medulla cortex, and C2 and C3, with somata
between the posterior edge of the medulla
and the lobula plate cortex, all innervate the
lamina from a centrifugal direction. Lamina
tangential and intrinsic (amacrine) neurons
are omitted. (Reproduced from
Meinertzhagen and Hanson, 1993, after
Fischbach and Dittrich, 1989.)
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©

arborize in the medulla. T4 and T5 are numerous, with appar-
ently up to four representatives per column (see below). In addi-
tion to these medulla neurons, lobula columnar neurons (Lcn,
6 reported Golgi subtypes) have cell bodies outside the optic
lobe, arborizing in the deep lobula and projecting to the cen-
tral brain. They form one of the many classes of visual pro-
jection neuron that project between optic lobe and brain, of
which Gal4 lines identify 14 more associated with the lobula
(Otsuna and Ito, 2006), see above. Further illustrated details of
cell types in Drosophila and associated nomenclatural issues are
to be found in both these publications (Fischbach and Dittrich,
1989; Otsuna and Ito, 2006).

In addition to these columnar neurons, tangential neurons
have an axon that spreads across the visual field, in many cases
with an exuberant arbor, ten reported subtypes in the medulla,
six in the lobula, and two in the lobula plate. Those of the
lobula plate (Fischbach and Dittrich, 1989), the lobula plate
giant tangential cells (LGTCs), have received particular atten-
tion because they signal wide-field information on motion,
either horizontal (HS cells) or vertical (VS cells). Finally, addi-
tional cell types include the optic lobe intrinsic, or amacrine,
neurons, those of the lamina (Lai), the medulla’s distal (Dm,
nine subtypes) or proximal (Pm, three subtypes) strata, or the
lobula (Li, two subtypes).
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In most cases these neurons have exquisite morphological
phenotypes, and the careful assignment of a cell to a particu-
lar class has relied on accurate human observation and judg-
ment that is particularly critical in the relay pathways for the
many types of columnar neuron that connect successive strata
and neuropiles. These judgments support an elaborate taxon-
omy based on several features: the direction of the axon, the
site of its termination, the stratum of arborizations (from the
ten in the medulla), and the width of the arbor (whether con-
fined to a single column or extending across multiple columns).
In parallel, screens of two major Gal4 driver collections (Jenett
et al., 2012; Hayashi et al., 2002) reveal the 12 cell types of the
lamina (Tuthill et al., 2013), and many other classes of neu-
ron, especially for the medulla (Drs. A. Nern and G.M. Rubin,
personal communication) and lobula (Otsuna and Ito, 2006),
some not previously reported from Golgi impregnation. In a
more limited way, a Gal4 line for the histamine channel protein

Fig. 1.3. Selected transmedulla
(Tm) cells with somata in the
medulla cortex, having axons
that penetrate the medulla and
terminate in the lobula. Tm1 and
Tm?2 are .2's chief targets
(Takemura et al,, 2011). Shown
with the same orientation as in
Fig. 1.2; scale bar 20 um.
(Reproduced from
Meinertzhagen and Hanson,
1993, after Fischbach and
Dittrich, 1989.)

gene ort (Gengs et al., 2002) expresses in neurons that are can-
didate targets for photoreceptor histamine release. It identifies
L1-L3 (Rister et al., 2007) and several medulla cells, including
a medulla amacrine cell Dm8 and four transmedulla cells, Tm2,
Tm5, Tm9, and Tm20 (Gao et al., 2008).

Insofar as the taxonomy of cell types is based on human
judgments, it is to some extent subjective. The close agreement
between the forms of these cells seen from Golgi impregna-
tion (Fischbach and Dittrich, 1989) and those seen in single
ort-expressing neurons (Gao et al., 2008) rather gratifyingly
implies that the human arbitration of different cell classes actu-
ally mirrors developmental decisions made by the fly. The lat-
ter must ultimately reflect the genetic steps that specify each
neuron type. For example, Brain-specific homeobox protein is
expressed in lamina cells L4 and L5 and in medulla cell Mil,
and is required to specify the fate of all three (Hasegawa et al.,
2013).
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In addition to congruence between Golgi and genetic evi-
dence, some neurons - such as L2 and Tm2 (Meinertzhagen
et al., 2009) - have also been studied from serial-section EM,
from which technically demanding three-dimensional recon-
structions reveal yet a third means to view the same cells
(Fig. 1.4), one that exerts no bias upon the choice of particu-
lar cells, but in which it may not be possible to reconstruct all
tiny neurites.

With this spirit of conquest over some of the technically
difficult approaches, and a groundswell of opinion to support
the view that each type is discrete, morphologically determi-
nate, and discriminable from all other types, it is still difficult to
assess the exact extent of variation among the arbors of the same
cell type, and to assert the absence of yet more subtle subtypes.
Thus Tm5 identified from Golgi impregnation is now seen from
inspection of repeated examples in a reporter line to comprise
three subtypes, each with a minute difference in its arborisa-
tion (Gao et al., 2008). We may anticipate other such subtleties,
although close inspection of 379 cells reconstructed from serial-
EM, most as multiple representatives of 56 classes of medulla
neurons (Takemura et al., 2013), does not reveal widespread
cases.

Finally, the neurotransmitter phenotype of the optic lobe’s
cell types contributes another layer of evidence, although this
is often conflicting. Inconsistencies, especially between trans-
mitter immunolabelings and genetic reporter lines are even
obvious in the simple lamina (e.g., Kolodziejczyk et al., 2008).
These become more obvious in the deeper neuropiles, among
the cells identified by reporter lines for acetylcholine (Cha-
positive: Raghu et al., 2011), glutamate (dvGlut-positive: Raghu
and Borst, 2011), and GABA (dVGAT-positive: Raghu et al,,
2013). Used to drive green fluorescent protein (GFP) these lines
provide clear evidence of cell morphology, sometimes identi-
fying hitherto unreported cell types, but sometimes support-
ing neurotransmitter phenotypes that are at variance with other

L5 ™ C3 Fig. 1.4. Terminals of ten
neurons reconstructed from
serial-section EM with input
terminals in strata M1-Mé6 of the
distal medulla. The neurons are:
R7 and R8, L1-L5, C2 and C3, and
T1. Viewed from anterior looking
posterior, in the plane of the
chiasma. (Reproduced from
Takemura et al.,, 2008.)

evidence. To give but one example, L4 is ChAT-immunoreactive
(Kolodziejczyk et al., 2008) and expresses Cha transcripts
(Takemura et al., 2011), both implying its cholinergic nature,
but expresses with a dVGAT-Gal4 reporter, consistent with a
GABA phenotype (Raghu et al., 2013).

The lamina: a tiny constituency
of identified neurons

The lamina’s distinctive array of cartridges, one per omma-
tidium (Braitenberg, 1967) - thus numbering more than 750
(Ready et al., 1976), is a particular feature of this neuropile
in flies. All the optic neuropiles are, in fact, modular but the
appearance of that modularity in the lamina of flies arises from
the principle of neural superposition, because each cartridge is
surrounded by the terminals of R1-R6 that converge upon it
from neighboring ommatidia, and because these are wrapped in
turn by isolating glia. More than this, each cartridge hasan iden-
tical cellular composition. Present in every cartridge are five
lamina monopolar cells L1-L5, two medulla centrifugal cells C2
and C3, and a third medulla cell T1. T1 is a mystery: morpho-
logically it appears to be centrifugal but in Drosophila it lacks
presynaptic sites in either lamina or medulla (Takemura et al.,
2008). C2 and C3 have cell bodies that arise from deep in the
optic lobe, in the cortex of the lobula plate. They have a GABA
phenotype (Kolodziejczyk et al., 2008) and thus qualify as a sub-
strate for inhibitory centrifugal feedback between medulla and
lamina.

To these five are added contributions from four other
less well-characterized cell types that are infraperiodic, hav-
ing fewer cells than there are cartridges. (a) Two are wide-
field neurons (Lawfl, Lawf2) having processes that spread
into neighboring cartridges. Lawf2 is labelled by a Gal4 line
for the transcription factor Homothorax hth-Gal4 (Hasegawa
et al., 2011) and has recently been independently confirmed
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(Tuthill et al., 2013). Lawfl and Lawf2 arborize in different
medulla strata, Lawfl in M1 and M4, Lawf2 in M1 and M8-
MI10 (Hasegawa et al., 2011). Both were considered tangen-
tial cells (Kolodziejczyk et al., 2008) although the direction of
their axons, orthogonal to the face of the medulla, is in fact
columnar. Lawfl is probably a cell that expresses GFP driven
by a Gal4 line for choline acetyltransferase (Cha-Gal4) and was
redesignated Cha-Tan, while Lawf2 expresses a Gal4 for the
ionotropic GABAA receptor subunit RDL, rdl-Gal4, and was
redesignated rdl-Tan (Kolodziejczyk et al., 2008). The complete
forms of these cells have now been confirmed as Lawfl and
Lawf2 (Tuthill et al., 2013), and partial EM reconstructions and
their synapses reported (Rivera-Alba et al., 2011). There are
many such cells, but not one each per cartridge. (b) A third cell
type is the highly synaptic lamina amacrine (Lai) neuron. These
have cell bodies beneath the lamina with ascending axons that
spread synaptic processes into a number of cartridges, those of
a single cartridge probably deriving from a single Lai cell. The
amacrine processes partner the basket arborizations from T1
cells, both cells contributing one of a pair of neurites that lies
between neighboring R1-R6 terminals. (c) Except for Lawf2,
all the above cells were reported from Golgi impregnation (Fis-
chbach and Dittrich, 1989), along with a fourth, final cell type.
(d) The latter is a lamina tangential neuron partly reported by
Fischbach and Dittrich (1989) as Lat, now reported to corre-
spond to about four cells per optic lobe (Tuthill et al., 2013) that
innervate a distal plexus of the lamina. These cells arborize in
the anterior, so-called accessory medulla involved in circadian
regulation (Helfrich-Forster et al., 2007). A second contender
for the Lat cell arises from a pair of somata in the posterior pro-
tocerebrum with bilateral axons that bypass the medulla of both
sides, traverse the chiasma and posterior margin of the lamina,
to give rise to upwardly directed varicose neurites that pene-
trate the lamina cortex. These cells are called LBO5HT in large
fly species and are 5-HT immunoreactive (Ndssel, 1991). They
lack synaptic release sites and are thought to be sources of 5-HT
acting as a neuromodulator, for example mediating circadian
changes in the visual system (Pyza and Meinertzhagen, 1996).
Resolving the candidacy of these two cells must await further
evidence.

The lamina’s synapses

The cartridge is like a wooden interlocking burr puzzle with
tightly packed space-filling cells. These are predominantly
cylindrical in shape, and their mutual packing is mostly the
problem of how to fit all cell profiles optimally into the cartridge
cross-section. This fit reflects a compromise between two com-
plex demands: first, wiring economy - to minimize the distance
between connections; and second, volume exclusion - the dis-
placement of large neurites from regions that are rich in synap-
tic connections (Rivera-Alba et al., 2011).

A complete matrix of synaptic connections between the cells
in a single wild-type cartridge has been reported (Meinertzha-
gen and O’Neil, 1991), as have estimates of pathway strength

derived from the numbers of such connections (Meinertzha-
gen and Sorra, 2001), reports that have recently been ampli-
fied (Rivera-Alba et al., 2011). Thus, taking 20 synapses as the
threshold, the strongest pathways are from R1-R6 to L1-L3
and amacrine Lai cell processes, each R1-R6 terminal form-
ing about such 50 input synapses. Each synapse is a tetrad
that releases histamine; the terminals of R7 and R8 in the
medulla also contain histamine (Pollack and Hofbauer, 1991).
Other strong pathways include the synaptic connections from
amacrine cell neurites, which feed back to R1-R6 or provide
input to L3, T1 or epithelial glia (see below), for which the
neurotransmitter may be glutamate (Sinakevitch and Straus-
feld, 2004; Kolodziejczyk et al., 2008). The amacrine feedback
synapses onto T1 beg to be better characterized. These occur
at so-called gnarl contacts, where a thin sheet from surround-
ing epithelial glia is interposed so as to occlude a direct con-
tact between the amacrine and T1 cells. The same is variably
true for feedback synapses to R1-R6, where a thin sheet of
epithelial glia intrudes at some but not all sites of amacrine
synaptic contact, possibly nullifying the presence of a synapse
between these two neurons (Meinertzhagen and O’Neil, 1991).
Taking a lower threshold of eight synapses brings in additional
pathways from amacrine to L2, as well as inputs to L2 from
C2 and C3, and the collaterals of L4 that invade from the two
anterior neighbouring cartridges (Meinertzhagen and Sorra,
2001). L5 lacks clear or significant synaptic engagements in the
lamina.

The medulla, a plenitude of cell types

As summarized above, the medulla has an entire army of mor-
phological cell types, at least half of all those reported for the
optic lobe (Fischbach and Dittrich, 1989). Most are columnar,
and of the medulla’s 59 or so cell types reported from Golgi
impregnation, possibly 30 are in turn Tm cells. The dendrites
of these neurons can be restricted to a single column, or spread
widely. Thus, dendrites of the same cell class can either extend
outside column borders, often intermingling with those of oth-
ers of the same cell type, so as to shingle the retinal field, or abut
the neighboring column borders so as to tile the field. A num-
ber of genes are now identified that mediate the tiling of neurite
arbors, for example through homophilic interactions between
immunoglobulin family members Turtle, that mediate repul-
sion between R7 terminals (Ferguson et al., 2009), and Dscam?2,
for the terminals of L1 (Millard et al., 2007). In addition to
columnar neurons, tangential neurons are fewer in number (ten
reported for the medulla, but likely a considerable underesti-
mate), and spread laterally, usually within just a single stratum,
and often across the entire medulla field.

As first realized long ago for Musca (Campos-Ortega and
Strausfeld, 1972), the medulla’s array of columns is home to two
patterns of columnar cell types. From counts of both the cells in
the medulla cortex and the number of columns these populate,
it is clear that on average only about 35 of the >60 cell types
occupy each medulla column (calculated in Meinertzhagen and
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Sorra, 2001), with a corresponding number of 13.5 for lobula
columns, which contain 26 reported cell types. Clearly there-
fore, not all cell types have an axon in all columns. Some - such
as Tm1 and Tm2 (Takemura et al., 2011) - are in all, while many
others are not. Campos-Ortega and Strausfeld (1972) refer to
the former as synperiodic (1 cell : 1 column). and perhaps only
25 types, including input terminals, are synperiodic, present as
one cell in every column (Drs. A. Nern and G.M. Rubin, per-
sonal communication; Takemura et al., 2013) and the axons of
all other types scattered less frequently. Two classes, Tm3 and
Tm4 - along with T4 and T5, are ultraperiodic, having multi-
ple representatives in each column; together with the 25 cells
above, these are all considered to be modular, because they are
found in each and every column (Takemura et al., 2013). Essen-
tially, nothing is known about how other medulla cell types
might populate the array of columns, however. They include
those that arborize within one column but are infraperiodic,
having fewer cells than medulla columns (1 cell : n columns).
Many may have arborizations in every column and thus can be
predicted to pool information from multiple columns. Defining
their spacing relative to synperiodic cells depends on identify-
ing the position of the axon relative to the borders of neigh-
boring columns, but in neither case are these well defined.
Moreover, the lateral spread of dendrites may ensure an even
representation in neighboring columns, for example by tiling
the medulla’s array of columns (Millard et al., 2007; Ferguson
et al., 2009), without close reference to the position of the axon
that generates the dendrites. In practice, it may therefore be dif-
ficult to distinguish between infraperiod cells and those that are
aperiodic, lacking a fixed distribution among columns. In addi-
tion to columnar cells, each column contains the neurites of tan-
gential and local amacrine-like cells with wide-field arboriza-
tions not easily reconstructed by means of EM (Takemura et al.,
2013).

Given the variable composition of infra- and aperiodic cell
types, relative to the defined contributions from modular neu-
rons, there can be no clear unit structure of the medulla neu-
ropile. Unlike the lamina, this is anyway unlikely to contain a
fixed blend of cell types, and insofar as the distribution pat-
terns of medulla cells may be random, there may be no mini-
mal structural unit, or medullon (Campos-Ortega and Straus-
feld, 1972), containing all representative cell types. Two types of
column may correspond to the pale and yellow subtypes of R7
and R8 pairs in the ommatidia, and the pattern of these across
the eye is random (Bell et al., 2007). Some cell types may be
very few in number, too, which will hinder the final search for
their connections, while six other types seen from EM recon-
structions (Takemura et al., 2013) are simply not reported from
Golgi impregnation.

Single-cell clones from Gal4 lines that report the expression
of different transcription factors have already been used to iden-
tify a large number of medulla cell types and their likely contri-
bution to spectral pathways (Morante and Desplan, 2008). Fur-
ther analyses from reporter lines can be relied upon to confirm
and add many other details.

Fig. 1.5. Sheets of axons in
/ 1 ’\ the internal chiasma of Musca,
e ) with alternating direct and
> twisted strata between medulla
(Me), lobula (Lo), and lobula
plate (Lp) neuropiles.
3 % (Reproduced from
Meinertzhagen and Hanson,
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Finally, the medulla’s busy marketplace of neurites is, like
any social network, highly stratified. Each stratum can be
viewed as delimiting the network’s combinatorial complexity,
the range and number of contacts formed between synaptic
partners, and thus as a corollary of packing so many different
cell types into a single neuropile. Inputs arriving from the lam-
ina establish the six strata of the distal medulla by terminating
at specific strata, which they accomplish in a sequence of steps
during which afferent input axons respond to specific cues in
target layers (Ting et al., 2005). First, in the late third-instar
larva and early pupa, axons from R7 and R8 grow to tempo-
rary layers in the medulla, R8 arriving before R7 and terminat-
ing more superficially. The axons of L1-L5 then follow, insin-
uating themselves between the temporary layers formed by R7
and R8. In the mid pupa, R8 axons then extend down to the
R7 temporary layer, to form their final recipient stratum, M3.
R7 axons then descend yet deeper to their final recipient stra-
tum, M6. Interactions between classes of afferent axons are not
needed for each class to locate its specific stratum, which it does
instead presumably through afferent-target interactions (Ting
etal., 2005). These steps require the actions of a range of identi-
fied cell adhesion molecules, as recently reviewed (Schwabe and
Clandinin, 2012).

Going down: the neuropiles of the
lobula complex

The lobula complex comprises two neuropiles, the lobula and
its thinner, flatter, posterior partner, the lobula plate (Strausfeld,
1976). At the proximal surface of the medulla, the axonal com-
position of column bundles is not clear and awaits resolution.
The axons that connect the medulla with lobula and lobula plate
neuropiles through the internal chiasma are, like those of the
external chiasma, are also arranged as a succession of coherent,
horizontal sheets of axon bundles. The arrangement of these
is much more complex than in the external chiasma, however.
In Musca (Braitenberg, 1970), each layer of axons in the inner
chiasma is reported to contain four sheets (Fig. 1.5): (1) an
unfolded sheet between lobula and lobula plate; (2) a folded
sheet generating the inverted projection of a row of medulla
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columns upon a row of lobula columns, with a counterclock-
wise twist; (3) an unfolded sheet of a row of medulla columns
upon a row of lobula plate columns; and (4) a folded sheet gen-
erating the inverted projection of a row of medulla columns
upon a row of lobula columns, like (2) but with a clockwise rota-
tion (Braitenberg, 1970). In the Musca lobula some large termi-
nals form a hexagonal array that occupies every second column
in every second row, i.e., one in six columns. The regularity of
this array suggests that some infraperiodic cells at least must
have a fixed distribution. These inputs have yet to be identified
in Drosophila, however, although the lobula receives columnar
input predominantly from medulla Tm and TmY cells.

The medulla interneurons of the lamina’s two major cell
types, L1 and L2, overlap the arbors of bushy T cells that have
cell bodies in the lobula plate cortex (Strausfeld, 1984), of which
T4 and T5 in large fly species both have up to four cells per col-
umn (Strausfeld and Lee, 1991) and Drosophila has four sub-
types, a-d, overall (Fischbach and Dittrich, 1989). Each subtype
segregates into one of the four strata of the lobula plate, a spe-
cific stratum for each subtype (Fischbach and Dittrich, 1989).
These strata also segregate the dendrites of HS and VS cells,
to which the terminals of T cells provide proposed anatomi-
cal synaptic input, albeit identified only for T4 input to an HS
cell (Strausfeld and Lee, 1991; Takemura et al., 2013). Infor-
mation on the lobula plate’s HS and VS cells, either HS cells
that signal horizontal motion (Hengstenberg et al., 1982) dur-
ing rotation about the fly’s vertical axis, or VS cells that signal
rotation around vertical axes within the fly’s equatorial plane
(Krapp and Hengstenberg, 1997), is mostly derived from stud-
ies on large fly species, although recordings have been reported
from dye-filled Drosophila HS cells (Schnell et al., 2010), and T
cell inputs to giant LPTCs of the lobula plate have also recently
been shown to be functional in Drosophila. Thus genetic inter-
ruption of that input by T4/T5-Gal 4 driven expression of two
effector lines, UAS-shi or UAS- Kir2.1, procures conditional
blockade of motion-sensitive responses in the LPTCs, but not
responses to flicker (Schnell et al., 2012). Dendrites of both T4
and T5 cells express both Rdl-type GABA receptors, and are
thus presumed to receive inhibitory input (Raghu et al., 2007),
as well as Da7-type nicotinic cholinoceptor subunits specifi-
cally on higher-order dendritic branches (Raghu et al., 2009).
These expression patterns suggest that directional selectivity of
the LPTCs is achieved by dendritic integration among excita-
tory cholinergic inputs and inhibitory GABA-ergic inputs from
local motion detectors having opposite preferred directions.

In Drosophila three HS and six VS cells are reported (Scott
et al., 2002; Rajashekhar and Shamprasad, 2004). In addition,
three classes of neuron on each side of the brain that express the
transcription factor Odd-skipped project into the lobula plate as
tangential neurons; one has a contralateral and two have both
ipsi- and contralateral projections (Levy and Larsen, 2013).

The lobula plate’s four strata are thus defined in Drosophila
by two criteria: first, the presence of dendrites from the HS and
VS cells; and second, the segregation of terminals from T4 and
T5’ four subtypes, a, b, c and d (Fischbach and Dittrich, 1989;

albeit subtype T4b is missing from their account). To these two
criteria should be added a third, the stimulus-specific uptake of
*H-2-deoxyglucose (2-DOG) when the fly is exposed to large-
field gratings moving in a preferred direction and with a spe-
cific orientation (Buchner and Buchner, 1984; Buchner et al.,
1984; Bausenwein and Fischbach, 1992). In sequence, the four
strata are: An inner stratum Lopl (or HS layer), next to the inner
chiasma, containing most of the dendrites of the HS cells and
the terminals of T4a and T5a, which 2-DOG labels by front-to-
back motion; next, stratum Lop2, which contains the terminals
of T5b and probably T4b and which 2-DOG labels by back-to-
front motion; next, stratum Lop3, which contains the terminals
of T4c and T5¢ and which 2-DOG labels by upward motion; and
last, the most posterior stratum Lop4 (or VS layer), which con-
tains most dendrites of the VS neurons and the terminals of T4d
and T5d, and which 2-DOG labels by downward motion. The
lobula plate’s outputs from these tangential cells relay informa-
tion about directional motion in anti-parallel preferred direc-
tions to descending pathways which then project to the circuits
of the thoracic nervous system that mediate flight, as identified
in large fly species (e.g., Strausfeld, 1989; Strausfeld and Lee,
1991).

The axons of columnar neurons in the lobula segregate
and project next to a group of discrete optic glomeruli in the
lateral protocerebrum (Otsuna and Ito, 2006; Strausfeld and
Okamura, 2007). These have been compared with those of the
olfactory system (Mu et al., 2012). Eleven glomeruli in the pos-
terior ventral, and seven in the posterior region of the lateral
procerebrum each receive exclusive and often monolithic input
from a single class of lobula columnar neuron (Lcn), while the
optic tubercle is an additional glomerulus that receives non-
Len input as well (K. Shinomiya, personal communication).
Fourteen types of visual projection neuron have been identi-
fied extending between the lobula and protocerebrum (Otsuna
and Ito, 2006) and although little is known about their func-
tion, the lobula as a whole is predicted to be involved in detect-
ing object features (Douglass and Strausfeld, 2003a) but also
exhibits motion sensing elements (Douglass and Strausfeld,
2003b). Two such neurons are tangential cells, LT10 and LT11,
which a recent report implicates in the detection of second-
order motion (Zhang et al., 2013).

The optic lobe’s synaptic circuits

Since the time of Ramoén y Cajal (Cajal and Sanchez, 1915),
synaptic circuits in the optic lobe have been constructed from
contacts between neurons, terminal to dendrite, with the speci-
ficity of those contacts dictated by the co-stratification of both.
Such constructions rely upon three basic assumptions: the cor-
rect identification of the axon’s terminal and dendrites for each
optic lobe neuron; the assignment of an exclusively presynaptic
role to the former, and a postsynaptic role to the latter; and the
assignment of neither role to the axon itself. While true in gen-
eral, each assumption is often violated (Takemura et al., 2008),
and sites of synaptic contact can, in fact, only be confirmed
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at present from electron microscopy (EM). More than this,
EM studies often reveal synapses between unexpected synaptic
partners, and thus reveal the importance of local circuit as well
as relay neurons. Moreover, EM accounts alone reveal the num-
bers of synaptic contacts, and thus the likely pathway strength,
between partner neurons. The existence and strength of con-
nections predicted by terminal-to-dendrite overlaps, and those
seen in EM reconstructions, have received recent quantitative
comparison in a column of the medulla, where their correlation
is seen in fact to be highly variable (Takemura et al., 2013).

Violated though these assumptions may be, it seems most
likely that strata are one way to limit synaptic interactions to
those between neurons that co-arborize in the same stratum.
Using this line of reasoning, Bausenwein et al. (1992) superim-
posed the density profiles of Golgi impregnated columnar cell
types to analyze the connectivity between the medulla strata.
This approach assumes that the density of arborizations reflects
accurately the density of synaptic contacts, as opposed to their
dispersion, but clearly identified at least three main visual path-
ways.

Pathway 1 has input pathways in strata M1 and M5 and con-
nects stratum M 10 to the lobula plate, with its HS and VS LPTCs
(Borst et al., 2010). Pathway 2 has input in stratum M2 and con-
nects stratum M9 to superficial layers in the lobula, which in
turn connect to the lobula plate. These pathways are proposed
to receive input from R1-Ré, either via L1 (terminating in M1
and M5) or L2 (terminating in M2), and their neurons have
narrow-field dendritic arbors. The pathways were originally
suggested to play a major role in motion detection, a conclusion
supported by the stimulus-specific 2-DOG labeled bands seen
after wide-field visual stimulation (Bausenwein and Fischbach,
1992). That suggestion was later validated by genetic dissection
approaches for L1 (pathway 1) and L2 (pathway 2), that sug-
gested, in turn, that these lamina neurons provide inputs to two
motion-sensing channels (Rister et al., 2007).

Pathway 3 has input in M8 either from stratum M3 (pathway
3a) or from M4 and M6 (pathway 3b), layers that get their major
input from L3 and R8 or L4 and R7, respectively. This pathway
then connects M8 to deep layers of the lobula. Some neurons
of pathway 3 have wide-field dendrites that must pool inputs
over multiple columns that have been suggested to be involved
in computing form and spectral information. One such path-
way for the latter comes from pooled R7 inputs to an amacrine
neuron, Dm8, and subserves UV phototaxis (Gao et al., 2008).

Opverall, we see that divergence at the first synapse, the R1-
R6 tetrads (Meinertzhagen and O’Neil, 1991), establishes input
to pathways 1, 2, and 3a, whereas R8 and R7 are thought to
provide input to pathways 3a and 3b, respectively. The synap-
tic contacts observed from serial-section EM largely bear out
these suggestions but add a multitude of new details.

The motivation of motion

Interest in the organization of insect visual systems rests in
large measure on a cornerstone computational model of motion

detection, the Reichardt elementary motion detector (EMD).
This computes correlations between input signals that are sep-
arated in time and space to predict motion-sensing outputs
(for review see Borst and Egelhaaf, 1989; Borst et al., 2010).
The attraction of the EMD detector lies both in its computa-
tional simplicity and in its robustness. No less, for decades it
has offered vision scientists a simple solution to a compelling
problem in neurobiology. But knowledge of the EMD’s bio-
logical implementation as actual connections between specific
neurons has always remained tantalisingly incomplete. Certain
cell types have been implicated from terminal-to-dendrite over-
lap criteria and electrophysiological recordings, notably in the
medulla (for review, see Douglass and Strausfeld, 2003a), but
only recent EM evidence of the actual connections made by
identified neurons reveals those anatomically qualified to act as
circuits underlying this detector (Takemura et al., 2013).

Past accounts from all fly species have given particular atten-
tion to pathways 1 and 2, above, for L1 and L2. Following ear-
lier suggestions both are now known to provide the substrate
for motion sensing. Thus, interrupting synaptic function in
L1 and L2 together suppresses optomotor (Rister et al., 2007;
Clark et al., 2011) and electrophysiological (Joesch et al., 2010)
responses to wide-field motion stimuli. By virtue of its pro-
posed electrical coupling to the other by means of gap junc-
tions, either neuron alone may, however, produce a wild-type
motion response (Joesch et al., 2010). Differential effects have
been reported after separately inactivating either cell, leaving
the other intact. Thus, separately L1 may signal posterior-to-
anterior motion across the retina and L2 anterior-to-posterior
motion (Rister et al., 2007), or light and dark moving edges
(Clark et al., 2011) respectively; or a yet wider range of even
more subtle behavioral deficits that reveal the roles of these two
cells in basic motion detection (Tuthill et al., 2013).

L1’s and L2’s pathways in the medulla, and the cells that
constitute these, are now known. For the L2 pathway the chief
targets are Tm1 and Tm2, representing a binary split that gen-
erates two parallel pathways (Takemura et al., 2011), rather
as upstream L1 and L2 receive matched inputs from R1-R6
tetrads in the lamina (Meinertzhagen and Sorra, 2001). Com-
pared with the input to L1/L2 pairs at lamina tetrads, however,
these inputs are not matched exactly and only two thirds of
L2’s synapses provide input to both Tm1 and Tm2 (Takemura
et al., 2013). L2 also provides input to Tm4 from the same col-
umn and the Tm4 cells of neighbouring columns. For the L1
pathway, each L1 terminal has two major targets: Mil, which
receives input almost exclusively within a single column, and a
group of Tm3 cells which, like L2’s Tm4 targets, have dendrites
spreading in from neighbouring columns. Together these two
cell types contribute 85% of the identified inputs to T4 and are
therefore T4’s sole major pathways from L1 (Takemura et al.,
2013).

What of the medulla inputs from three other L-cell types?
L5, long considered a synaptic orphan (Takemura et al., 2008),
forms only a few casual synapses in the lamina, but is highly
synaptic in the medulla, where it receives massive input from
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the terminal of L1 and a smaller input from the terminal of L2.
L3 acts combinatorially with the L1 and L2 pathways to pro-
vide input to circuits for detecting moving light and dark edges
(Silies et al., 2013). It provides input to Tm9, among other Mi
and Tm cells (Takemura et al., 2013).

The medulla pathway of L4 is associated with that of L2.
In addition to receiving input from L2 in medulla stratum
M2, Tm?2 also receives inputs from two retinotopically poste-
rior neighboring columns via the trifid terminals of L4. These
provide input to the descending, so-called walking-leg den-
drites of Tm2 in medulla stratum M4 (Takemura et al., 2011).
Thus a combined L2/L4 pathway to Tm2 exists in the medulla,
and this resembles the one seen in the lamina, where L4 pro-
vides reciprocal input directly to L2 (Takemura et al., 2011;
see Fig. 1.6). Single-cell transcript profiles for neurotransmit-
ter genes of individual identified neurons indicate that, whereas
L1 expresses a glutamate-positive profile, all three cells of the
L2 pathway (L2, L4, and Tm2) express an acetylcholine one,
including nicotinic acetylcholine receptors that are presumed
to mediate fast transmission (Takemura et al., 2011). L2 lacks
a transcript for vesicular glutamate transporter, and this fails
to confirm the expression both of Gal4 under the control of
a dvGlut promoter fragment (Raghu and Borst, 2011) and
immunoreactivity to glutamate itself (Sinakevitch and Straus-
feld, 2004; Kolodziejczyk et al., 2008), contradictions that await
clarification.

The pathways of L1 and L2 eventually provide input to T
cells that in turn provide input to the giant LPTCs. For L1’s
pathway, as we saw above, those inputs come via L1’s chief
medulla target neuron Mil, and a neighboring group of Tm3
cells. Both terminate on the dendrites of T4 in proximal medulla
stratum M10 (Takemura et al., 2013). L2’s major medulla tar-
gets, Tm1 and Tm2 (Takemura et al., 2011, 2013), both termi-
nate in superficial strata of the lobula, on the dendrites of T5
(K. Shinomiya and I. A. Meinertzhagen, unpublished observa-
tions). Thus T4 provides a direct pathway from the proximal
medulla to the lobula plate, and T5 provides an indirect path-
way, via its targets in the lobula (Douglass and Strausfeld, 1996).
Dendrites of both T4 and T5 cells express DNA coding for the
Rdl-type GABA receptor fused to an epitope tag, and are thus
interpreted to receive inhibitory input (Raghu et al., 2007), as
well as immunoreactivity to a Da7-type nicotinic cholinoceptor
subunit specifically on higher-order dendritic branches (Raghu
et al., 2009). These expression patterns suggest that directional
selectivity of the LPTCs may be achieved by dendritic integra-
tion among excitatory cholinergic inputs and inhibitory GABA-
ergic inputs from local motion detectors having opposite pre-
ferred directions.

The receptive field organization of inputs to T4 and T5 is
also critical in establishing directional selectivity in the target
LPTCs. The Mil terminals and Tm3 dendrites converging upon
T4 cells in M10 are separate components of T4’s receptive field
that overlap substantially, but are slightly displaced from each
other, by less than one inter-ommatidial distance. As a result,
they are anatomically qualified to constitute the two arms of a
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Fig. 1.6. Inputs from lamina cells L2 and L4 converge upon medulla cell Tm2.
A, L1 and L2 receive matched inputs from R1-R6 at the lamina’s tetrad
synapses; and B, are electrically coupled (resistor symbol: Joesch et al., 2010),
but express different neurotransmitter phenotypes, for glutamate (L1) or
acetylcholine (L2). L4, which also expresses a cholinergic phenotype (B), is
reciprocally connected to the L2 cells of two anterior lamina cartridges (A). In
the medulla, L2 provides input to two target neurons, Tm1 and Tm2. Tm2, in
turn, expresses a cholinergic phenotype and also receives input from L4, to
constitute a three-element pathway with Tm2 outputs (B). To reveal the
congruence of the direction of connections between columns the chiasma
between lamina and medulla has been uninverted. B: Each candidate
cholinergic neuron expresses a shared pair of fast nicotinic receptor subunits
(NAcRa7/B 1) as well as type-specific NACR subunits. (Reproduced from
Takemuraetal, 2011)
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correlation-based motion detector, one that via its terminal pro-
vides input to a particular stratum (Lol-Lo4) within the lobula
plate (Takemura et al., 2013). As we have seen above, each lob-
ula plate stratum has a preferred direction defined by the pat-
tern of its stimulus-specific 2-DOG incorporation (Bausenwein
and Fischbach, 1992). Critically, the direction of displacement
between the Tm3 and Mil receptive field components for a par-
ticular T4 is consistent with that T4 cell’s directional preference,
as defined by the depth of its terminal in the lobula plate and the
stratum (Lo1-Lo4) to which this corresponds (Takemura et al.,
2013). Reported in parallel, optical recordings from T4 (and T’5)
cells reveal directionally tuned responses (Maisak et al., 2013)
that are thus the congruent functional outcome of the anatom-
ical receptive field organization. Details for the medulla’s Tm
inputs to the lobula have yet to be reported. Preliminary evi-
dence indicates only that those inputs to the branched dendrites
of T5 cells come from Tm9, which forms large terminals in lob-
ula stratum Lol, together with the smaller terminals of Tm1 and
Tm?2, and the deeper terminals of Tm4, all of which are present
in each column (Shinomiya and Meinertzhagen, unpublished
observations). Unclear so far is how the two inputs from the
L2 pathway, Tm1 and Tm2, might integrate at the T5 dendrite,
especially if these might be antagonistic, whereas Tm9 seems to
be anatomically qualified as the pathway by which L3 acts com-
binatorially with the L2 pathway (Silies et al., 2013).

Anatomical inputs to the medulla feed a
complex synaptic matrix

Seven main input pathways to the medulla are provided by:
the terminals of R7 and R8; the terminals of L1-L3, which
receive R1-R6 input in the lamina; and two centrifugal cells,
C2 and C3, that ascend in the medulla, cross in the external
chiasma, and innervate the lamina. In the lamina C2 provides
input to L1-L3 and C3 provides it to L2, in both cases presum-
ably inhibitory, while in the medulla L1 provides input to both
C2 and C3, which is reciprocated for C2. In addition, a third
medulla cell T1 receives strong amacrine cell input in the lam-
ina, but lacks presynaptic sites either there or in the medulla
and is thus of indeterminate status, but could possibly form
gap junctions and so be electrically coupled with cells in either
neuropile.

Details of these cells’ synaptic connections in Drosophila are
derived for the ~480 synapses of a lamina cartridge (Mein-
ertzhagen and O’Neil, 1991; Meinertzhagen and Sorra, 2001;
Rivera-Alba et al., 2011) and the ~2500 synapses of a medulla
column (Takemura et al., 2008; Takemura et al., 2013), the latter
annotated only for those of the 27 cells - including input termi-
nals - that are considered modular. First, to summarize what
has previously been said, R1-R6 provide input to L1 and L2 at
tetrad synapses at which these two lamina cells are invariable
partners (Meinertzhagen and O’Neil, 1991; Meinertzhagen and
Sorra, 2001). Then L1 synapses on to Mil, while L2’s pathway is
marked by a binary split and provides input at medulla synapses

to Tml and Tm2, many sites at L2’s mostly tetrad synapses
incorporating these as joint postsynaptic partners, along with
other neurons. The numerically strongest medulla pathways,
such as those of L1 onto Mil and of L2 to Tm1 and Tm2 have up
to about 150 synapses (Takemura et al., 2013), five times more
than the tetrad pathway from a single R1-R6 terminal to L1 and
L2.Both L2 and Tm2 synapses are genotypically cholinergic and
use nicotinic receptor subunits (Takemura et al., 2011).

The anatomical definition of these and all other medulla
synapses, is currently the subject of further intense investiga-
tion. The task is not entirely simple. The complexity of the
medulla, the largest single neuropile of the fly’s brain, with its
host of reported cell types (Fischbach and Dittrich, 1989) in
roughly a million cubic microns (Rein et al., 2002) with an esti-
mated packing density of about one synapse per 0.77 um® (S.
Takemura and I. A. Meinertzhagen, unpublished observations),
compiled with the density in the lamina, with one synapse per
0.67 um® (Rivera-Alba et al., 2011), were of course all rea-
sons that progress in identifying synaptic circuits in the fly’s
visual system had always been stalled. The chief issues are the
numbers of medulla cell types and the fineness and complex-
ity of their arborisations. Recent developments using automated
reconstruction approaches from serial-section EM (Chklovskii
et al., 2010) and other improved techniques, have now opened
this neuropile to active analysis. Even so, cataloging synap-
tic contacts by current serial-section EM methods proceeds at
a snail’s pace that makes it difficult to determine whether an
identified connection occurs repeatedly in different columns,
without supplementary light microscopic analysis of overlaps
between single labeled neurons (Takemura et al., 2011). For
this reason, successful adoption of the GRASP (GFP Recon-
stitution Across Synaptic Partners) method, developed in C.
elegans (Feinberg et al., 2008) and now successfully applied in
Drosophila (Gordon and Scott, 2009; Gong et al., 2010), would
seem to offer a valuable ancillary.

Synapses are divergent polyads

Unlike the neuromuscular junction (Atwood et al., 1993), but
like the synapses of all neuropiles of the brain reported to date,
the optic lobe’s chemical synaptic contacts are almost invari-
ably multiple-contact polyads, typically with an average of four
postsynaptic sites at each presynaptic active zone. The latter
is identified in flies by a presynaptic dense body or synap-
tic ribbon, T-shaped in cross-section, but actually a tiny table
comprising a platform surmounting an ossiform or cruciform
pedestal (Frohlich, 1985; Prokop and Meinertzhagen, 2006)
that designates the site of vesicle exocytosis during neurotrans-
mitter release (Saint Marie and Carlson, 1982). Most struc-
tural information comes from the R1-R6 tetrads in the lamina.
These have a quadripartite organization contributed by con-
tacts from L1 and L2, as two median postsynaptic elements,
and two polar postsynaptic contacts from different combina-
tions of three cells, L3, epithelial glia, and a lamina amacrine
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neuron (Nicol and Meinertzhagen, 1982; Frohlich and Mein-
ertzhagen, 1983). The arrangement has a high level of geomet-
rical and dimensional stereotypy (Frohlich, 1985), each synapse
forming a tiny multiplex connector between an R-cell site and
its four postsynaptic elements. Synapses elsewhere in the visual
neuropiles may have less stereotypy, but follow the same general
plan of construction.

The reason for the predominance of multiple-contact
synapses is not known. Three reasons that have been advanced
are: the economy of cost-sharing the energetic requirements of
presynaptic release; as a means to enrich circuit interactions
between limited numbers of neurons; and to satisfy a need to
match inputs to two or more postsynaptic cells (Meinertzha-
gen and Sorra, 2001). The first need may be more pressing at
tonic synapses with high rates of neurotransmitter release, such
as the tetrads (Stuart et al., 2007). The particular need to match
inputs, for example to L1’s and L2 at tetrads, is perhaps spe-
cial, and flies employ the redundant expression of two mem-
bers of an immunoglobulin family of cell adhesion molecules,
Dscaml and Dscam 2, to ensure that L1 and L2 are obligate
partners at all tetrads and that homotypic L1/L1 or L2/L2 pair-
ings are excluded (Millard et al., 2010). As a result, all conform-
ing tetrads receive matched inputs from R1-R6 (Meinertzhagen
and Sorra, 2001). L1’s and L2’s partnership has been highly con-
served during the evolution of ancestral fly groups (Shaw and
Meinertzhagen, 1986), suggesting it may play an essential com-
putational function in fly motion vision. Despite the marked
similarity in their lamina inputs, however, the terminals of L1
and L2 form quite different output circuits and have few com-
mon targets (Takemura et al., 2008, 2013).

So far, it is clear then that synapses are divergent, and that
synaptic contacts upon particular targets are shared amongst
a population of multiple-contact synapses. Wholly unclear at
this stage is whether interactions might exist between the post-
synaptic elements that cohabit a single synaptic site, and thus
what significance, if any, to attach to the combination of those
postsynaptic elements.

Microcircuits and network motifs

Simple as it is, the lamina incorporates a richness of synaptic
contacts (e.g., Meinertzhagen and O’Neil, 1991) that was hard
to imagine from light microscopy alone. Thus only about 60%
of the lamina’s synapses, which total 480 in a single completely
analyzed cartridge, are afferent tetrads that relay R1-R6 input
to L1-L3 (Meinertzhagen and Sorra, 2001). Reciprocal connec-
tions abound, as do motifs, such as serial synapses, that con-
tain three elements. Higher-order network motifs of four ele-
ments, particularly bi-parallel and bi-fan motifs, also exist but
their frequency has not formally been reported. The release of
the medulla connectome (Takemura et al., 2013) now provides
a far more extensive database from which to draw such further
analyses.

In general, the sizes of different synaptic contacts are rather
similar, about 0.1 um?. Some idea of the strength of transmis-
sion can therefore be gained from the number of synaptic con-
tacts connecting any two elements. It is clear that many “strong”
pathways comprise large numbers of contacts, about 50 presy-
naptic sites for each R1-R6 terminal and up to about 100 sites
for the terminals of L1 and L2 (Takemura et al., 2008). Many
other pathways are numerically much weaker, some may have
only one or two synapses and thus be functionally question-
able, or possibly even misidentified. For example, the semi-
automated procedures used to generate the medulla connec-
tome are estimated to identify all connections with more than
five synapses with a confidence level >95% (Takemura et al.,
2013) so that in practice numerically weak connections are
ignored. The relationship between the number of synaptic con-
tacts between two neurons and the gain of synaptic transmis-
sion, the polarity of that transmission, or the kinetics of iden-
tified postsynaptic receptors all remain unknown; information
on all of these will be needed to interpret structural maps of con-
nections, as part of the field of functional connectomics (Mein-
ertzhagen and Lee, 2012).

Gap junctions may offer surprises

So far, synaptic circuits have only been considered as groups
of neurons connected by chemical synaptic contacts defined
by ultrastructural criteria. Electrical coupling by means of gap
junctions has been reported only at three major sites in the
visual system. The first lies between the lamina terminals of R1-
R6 (Ribi, 1978; Shaw and Stowe, 1982) some of which, viewed
as membrane appositions, are lacking in the proximal lamina of
the innexin mutant shakB2 (Shimohigashi and Meinertzhagen,
1989). The second lies between L1 and L2, which have recently
been shown to exhibit dye coupling (Joesch et al., 2011). The
site of these unexpected gap junctions has still to be confirmed.
In the lobula plate, three wide-field HS LPTCs that signal hori-
zontal motion show ipsilateral coupling in Drosophila (Schnell
et al., 2010). Extensive coupling, either electrical (Cuntz et al.,
2007; Haag and Borst 2004) or dye coupling (Haag and Borst
2005), has also previously been shown between both the VS and
HS systems of LPTCs in Calliphora. T1 is also a further candi-
date site for coupling between neurons in the medulla, as iden-
tified above, but many other such sites must augment the cur-
rent analysis of chemical synaptic circuits in that neuropile. In
addition to neurons, various sites of gap junction contact exist
between classes of glial cell, known mostly from these cells in
the lamina of Musca (Saint Marie and Carlson, 1983a).

Except for R1-R6, anatomical identification of gap junction
contacts at all these sites has yet to be shown at EM level. The
brightest prospect for that analysis must first await refinement
of molecular reagents for the eight innexin genes in Drosophila
(inx2, inx3, inx5-inx7, shakB, ogre and zpg: Phelan and Starich,
2001), of which four (shakB, ogre, inx2 and inx3) are reported to
express in the retina or optic lobe (Crompton et al., 1995; Zhang
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et al., 1999; Stebbings et al., 2002). The developmental func-
tions of ogre and shakB(neural) affect transmission at the R1-R6
tetrad synapses in the lamina, ogre being required in R1-R6 and
shakB(neural) at least in their target lamina cells (Curtin et al.,
2002a), presumably L1 and L2. The action of neither mutant can
be rescued by alternative innexin genes (Curtin et al., 2002b),
indicating not only that the junctions are heterotypic but also
the combinatorial specificity of innexin partner proteins in cou-
pled cells, suggesting that many junctions elsewhere in the optic
lobe may exhibit similar specificity.

Optic lobe glia

In the lamina, there are six layers of glia that show a diversity
scarcely less than the neurons they delineate and embrace. They
are arranged in three pairs of layers comprising, from the base-
ment membrane and extending in succession centrally: the sur-
face fenestrated and pseudocartridge glia; the cortex distal and
proximal satellite glia; and the neuropile epithelial and marginal
glia.

Two major sources of confusion have existed over glial iden-
tities, both of them nomenclatural and causing recurrent vex-
ation, at least to the author. First, glia have received the same
names in the larva as in the adult without evidence that one
transforms into the other. This was true for subretinal glia,
which refer both to glia in the larval eye disk and optic anlage
and to glia in the adult optic lobe, even though these are, in fact,
unrelated (Edwards and Meinertzhagen, 2010). Second, genetic
markers have failed to distinguish glial subtypes that clearly dif-
fer by structural criteria. Thus subretinal glia of the adult visual
system were first designated by enhancer trap line 3-109 (Win-
berg et al., 1992; Perez and Steller, 1996) which expresses in
both fenestration and pseudocartridge glia, and the identities of
these two cells subsequently became merged in the Drosophila
literature, even though they were recognized long ago as sep-
arate in the housefly (Saint Marie and Carlson, 1983a,b); the
literature on Musca was simply ignored. A recent review now
advocates abandoning this subretinal terminology (Edwards
and Meinertzhagen, 2010). The developmental origins of the
adult glia from the larval stage have now been traced, at least
for the glia of the lamina (Edwards and Meinertzhagen, 2011).

These glia in the lamina have many functions that will not
be considered further here, except to note that most seem to
play some role in recycling photoreceptor histamine (Borycz
et al., 2002; Richardt et al., 2003; Stuart et al., 2007). Epithe-
lial glia play a direct role in converting histamine to its 3-alanyl
metabolite, carcinine, as part of a photoreceptor-glial shuttle
pathway (Stuart et al., 2007) and other glia (marginal, proximal
satellite, and fenestrated) play additional storage roles, acting
in concert with a vertical recycling pathway for 3-alanine that
involves the pigment and cone cells of the overlying ommatidia
(Borycz et al., 2011).

Little is known about how Drosophila specifies glia from
neurons. In the lamina, proximal satellite glia may share devel-
opmental mechanisms with the fifth monopolar cell, L5. L5

specification requires Bsh (above) and in the absence of Bsh L5
transforms into proximal satellite glia. The transformation has
been taken to suggest that the developmental mechanisms of
these two cell types are coupled (Hasegawa et al., 2013).

Functional analysis by genetic dissection

This chapter considers properly only the anatomical organiza-
tion of the optic lobes, but most would consider that knowledge
to be of insufficient purpose, except as a basis to consider the
fly’s ultimate visual behavior and how the fly processes visual
information. Drosophila, of course, offers the opportunity to
undertake such analyses causally, using genetic reagents. Var-
ious studies now stand as models for how fly vision may be
analysed, using genetic dissection approaches either to disrupt
synaptic circuits, or to reinstate circuit function in mutant flies
in which such function is suppressed. The following are mod-
els: (1) the pathways for motion provided by L1 and L2 (Rister
et al., 2007; Clark et al., 2011; Tuthill et al., 2013); and (2) the
pathways for UV phototaxis arising from R7 (Gao et al., 2008).
The significance of such studies lies in the fact that they establish
a causal relationship between identified neurons and circuits
and the visual behavior these support. The analysis requires
detailed information of the synaptic circuits that are being inter-
rupted, as was the case in those studies. The approach proceeds
cell by cell, and depends on the availability of drivers that can
express the effector construct exclusively in one specific cell
type, as well as of specific quantitative tests of vision that reveal
the behavioural deficit or rescue in genetically transformed fly.
Drosophila has outstanding qualifications for all three require-
ments: genetics, anatomy, and behavior, and such approaches
are possible in large part because vision is not essential, so that
vision-impaired flies are nevertheless viable.

Relationships to other fly species

Strictly this topic lies even further beyond the bounds of the
present chapter, but becomes important when findings from
other species are imported uncritically into the Drosophila field.
Thus, while it is a culpably blinkered outlook not to consider
data from larger fly species, it is perilously uncritical to invoke
such findings without confirmation in Drosophila. The large
body of comparative data on cell types derived originally from
Golgi impregnation and whole-cell fills (e.g., Strausfeld, 1970,
1971b, 1976; Strausfeld and Lee, 1991; Buschbeck and Straus-
feld, 1996) but also from immunocytochemical analysis (e.g.,
Sinakevitch et al., 2003) bears testament to many detailed sim-
ilarities and conserved features of optic lobe neurons. Those
occurring in the L1 and L2 pathways that underlie motion
sensing have been the subjects of specific morphological study
(Buschbeck and Strausfeld, 1996). It is likewise clear that many
differences at the synaptic level may also exist, even at the first
synapse formed by R1-R6 (Shaw and Meinertzhagen, 1986) but
more extensively among other neurons of the lamina (Shaw and
Moore, 1989). These are just the accessible tip of what is likely
to be a large number of such evolutionary changes, even though
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not all neuron classes need have changed as a result of such evo-

lutionary progressions.
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Introduction

Neuropeptides act at various levels in the nervous system
both as primary messengers, as neuromodulators and as
circulating hormones. There are numerous molecular forms of
neuropeptides and their functional roles are extremely diverse.
Peptide functions encompass regulatory roles in development,
reproduction, metabolism, ion and water homeostasis, and also
in various behaviors, including locomotion, feeding, aggres-
sion, and reproductive behavior as well as in learning and
memory (for review see Bendena et al., 2012; Johnson, 2006;
Nissel and Winther, 2010; Taghert and Veenstra, 2003). Many
neuropeptides also modulate contractions of heart, visceral and
skeletal muscle. Some well-studied functions of peptides are in
triggering and orchestrating ecdysis motor behavior, foraging,
and feeding behaviors and in roles as output factors and
modulators of the biological clock circuits. At the circuit level
neuropeptides act as neuromodulators and have been analyzed
as such in the olfactory system and in the central complex.

In Drosophila about 45 genes have been identified that code
for precursors of neuropeptides and peptide hormones. Several
of these precursors encode multiple neuropeptides and a total
of at least 80 peptides may exist in the fly (Néssel and Winther,
2010; Yew et al., 2009). Surprisingly, some novel neuropeptides,
were detected in Drosophila quite recently (Colombani et al.,
2012; Garelli et al., 2012; Ida et al., 2011a; Ida et al., 2011b;
Sellami et al., 2011). The targets of neuropeptides and pep-
tide hormones in Drosophila are approximately 45 G-protein-
coupled peptide receptors (GPCRs), a few tyrosine kinase type
receptors, and at least one membrane receptor guanylate cyclase
(Hauser et al., 2006b; Niassel and Winther, 2010). Several of
these peptides and receptors have been investigated for their
roles in behavior. It is, however, not an understatement to say
that, even for the best-investigated neuropeptides in Drosophila,
rather little is known compared to mammalian neuropeptides.
This gap in knowledge is gradually decreasing with the avail-
ability of more powerful molecular and genetic techniques to
study peptide signaling also in the tiny Drosophila (Jones, 2009;
Olsen and Wilson, 2008; Simpson, 2009). Therefore, we are still
in a rather exploratory phase of neuropeptide research in the
fruitfly.

Neuropeptides requlating Drosophila behavior

One of the difficulties in studying neuropeptides is the diver-
sity in functions of a given neuropeptide. Most neuropeptides
are functionally pleiotropic and can be released from a huge
variety of neuron or cell types in the CNS, periphery, intestine,
endocrine cells, glia, and so on. The functions may also change
with the development of the organism. Here I summarize some
key facts about roles of Drosophila neuropeptides in regula-
tion of behavior (and associated physiology). For more gen-
eral aspects of insect or Drosophila neuropeptides, especially for
peptide roles in development, reproduction, metabolism, and
other homeostatic regulations, the reader is referred to com-
prehensive reviews (Antonova et al., 2012; Bendena et al., 2012;
Coast et al., 2002; Ewer, 2005; Giannakou and Partridge, 2007;
Johnson, 2006; Nassel, 2002; Ndssel and Winther, 2010; Taghert
and Veenstra, 2003).

Some features of Drosophila neuropeptides

Of the 45 known Drosophila genes that encode precursors
of neuropeptides, peptide hormones, and protein hormones,
eight encode precursors of insulin-like peptides (DILPs), five
encode protein hormones, and the rest shorter or longer pep-
tides (Garelli et al., 2012; Hewes and Taghert, 2001; Néssel and
Winther, 2010; Vanden Broeck, 2001). There are in addition
secretory peptides/proteins, like sex peptide, produced by the
male accessory glands that display hormone-like activities after
transfer to the female fly (Kubli, 2003). Mass spectrometry iden-
tified 38 peptides in extract of the larval nervous system and 42
in adults (Baggerman et al., 2002; Predel et al., 2004; Yew et al,,
2009), but one can predict more than 80 neuropeptides from
the precursor sequences in Drosophila. It remains to be deter-
mined whether all of these are actually produced and available
for release.

The majority of the neuropeptides, and peptide- and protein
hormones activate one or two of the 45 known GPCRs (Hauser
et al., 2006a; Hewes and Taghert, 2001). Most, if not all, of the
eight Drosophila insulin-like peptides (DILP1-8) are likely to
activate a single tyrosine kinase receptor, the Drosophila insulin
receptor, dInR (Brogiolo et al., 2001; Fernandez et al., 1995;
Gronke et al.,, 2010). Prothoracicotropic hormone (PTTH)
acts on a receptor tyrosine kinase (Torso) that stimulates
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extracellular signal-regulated kinase (ERK) phosphorylation
(Rewitz et al., 2009). The peptide eclosion hormone acts on
a membrane bound receptor guanylate cyclase in endocrine
so-called Inka cells (Chang et al, 2009). For some pep-
tide ligands, more than one GPCR has been identified, but
the majority seem to activate only one. Commonly, the multiple
related peptide products of a given precursor gene activate
the same GPCR; one exception is the products of the Dtk
(tachykinin gene) where one receptor (DTKR) can be activated
by all 6 Dtk products (DTK-1-6), whereas the other (NKD)
only by DTK6 (Birse et al., 2006; Poels et al., 2009).

In Drosophila, as in other insects, neuropeptides are dis-
tributed in stereotypic patterns of neurons and neurosecretory
cells in the CNS and other sites (Park et al., 2008; Santos et al.,
2007). Most neuropeptides are found in small numbers of
neurons/neurosecretory cells, many of which can be individ-
ually identified (Fig. 2.1). Thus, Drosophila is a convenient
organism for studying peptidergic signaling at the single
neuron level or at the level of small systems of neurons. The
Drosophila brain consists of about 100000 neurons (Chiang
et al., 2011; Simpson, 2009), and only a small fraction of these
are peptidergic. Peptidergic neuron numbers in the entire
CNS range from 2 (eclosion hormone) or 4 (SIFamide), over
10-60 for most neuropeptides, to some exceptional peptides
(proctolin and short neuropeptide F) that are found in 400 to
several thousands (see (Nassel and Winther, 2010; Park et al.,
2008)).

Neuropeptides are produced by a huge variety of neuron
types and secretory cells. In Drosophila various neuropeptides
can be found in olfactory sensory neurons (OSNs), interneu-
rons of many different types, neurosecretory cells, motor neu-
rons, efferent neurons supplying various muscles and body wall,
and endocrine cells of midgut and at peripheral locations, for
example in the large Inka cells. Surprisingly few of the neu-
ropeptides have been mapped in any detail in the CNS of adult
Drosophila, although most have been localized to neurons/
neurosecretory cells in the larval CNS (Park et al., 2008; Santos
et al., 2007). Even fewer peptide receptors have been mapped
to neurons. Here, the peptide and receptor distributions will be
discussed, when known, in relation to behavioral analysis that
is described next.

Neuropeptides in Drosophila behavior

Analysis of neuropeptide function in Drosophila has a rela-
tively short history and is linked to the fairly recent possibil-
ity of using molecular genetics to perform targeted interference
with expression of peptides and their receptors. Obviously, the
small size of the fly has been a limiting factor, precluding classi-
cal endocrinological or pharmacological approaches that have
been successfully used in larger insects. Thus, many neuropep-
tides have not yet been analyzed experimentally in Drosophila
and others only superficially. In the following, I will highlight
some aspects of physiology and behavior where we know that
peptides play important regulatory roles.

Peptidergic modulation of feeding-related
behaviors

In Drosophila several neuropeptides have been implicated in the
regulation of feeding and food search (foraging). These act at
different levels and in different neuronal or neuroendocrine sys-
tems. Some have been studied in larvae, others in adults, a few
in both stages. The peptides investigated in relation to feeding
in Drosophila are (details later): Allatostatin A (AstA), hugin-
pyrokinin (hugPK), neuropeptide F (NPF), short NPF (sNPF),
sex peptide, DILPs, leucokinin (LK), drosulfakinin (DSK) and
adipokinetic hormone (AKH). Other neuropeptides act in neu-
ronal circuits driving motor neurons that control the feeding
apparatus or intestine (see Audsley and Weaver, 2009; Spit et al.,
2012) and they are not dealt with here.

HugPK is derived from the precursor encoded by the hugin
(hug) gene that is expressed by about 20 neurons in the sube-
sophageal ganglion of larvae and adults (Melcher and Pankratz,
2005; Meng et al., 2002) (Fig. 2.1A). The importance of hug
in feeding was indicated by its up-regulation in the feed-
ing mutants klumpfuss and pumpless (Melcher and Pankratz,
2005). These authors showed that hug producing neurons and
hugPK inhibit feeding. Thus ectopic expression of hug results in
reduced food intake, decreased growth and larval lethality. Fur-
thermore, it was shown that hug is down-regulated in starved or
amino acid deprived larvae. In adult flies inactivation of the hug
neurons affected the response to a new food source (Melcher
and Pankratz, 2005). Wild-type flies display an evaluation phase
when encountering a new food source, and thus a delay before
feeding, whereas flies with inactivated hug neurons start feeding
immediately. It was therefore concluded that the hug neurons
might be part of a circuit evaluating a new food source. This
makes sense since the hug neurons appear to have inputs from
gustatory receptors in the subesophageal ganglion and outputs
in several regions associated with control of feeding: the ventral
nerve cord, dorsal protocerebrum, the pharynx and the neuro-
hemal organ corpora cardiaca (Bader et al., 2007; Melcher et al.,
2007; Melcher and Pankratz, 2005). Interestingly, hugPK and
its two GPCRs (CG8784 and CG8795) appear to be orthologs
of mammalian neuromedin U and its receptors, also known to
decrease food intake and feeding (Melcher et al., 2006).

NPF and its receptor NPFR are considered orthologs of ver-
tebrate neuropeptide Y (NPY) and its receptors (see Brown
et al., 1999; Garczynski et al., 2002; Nissel and Wegener, 2011;
Wau et al., 2003). NPF signaling has been explored in control
of feeding in larval and adult Drosophila, especially in relation
to nutritional status and food quality. The peptide is expressed
in a small number of neurons in the brain (Fig. 2.1A), as well
as in the midgut (Brown et al., 1999; Wu et al., 2003) and its
expression is developmentally regulated in some of the neurons
of the subesophageal ganglion (Wu et al., 2003). At the transi-
tion between feeding and non-feeding wandering larval stages
the NPF expression is down-regulated, emphasizing its role in
feeding. These NPF cells also respond to gustatory stimula-
tion with sucrose by increase in NPF expression (Shen and Cai,
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Fig. 2.1. Neuropeptide distribution in the Drosophila brain. A Schematic depiction of the distribution of a selection of neuropeptides in neuronal cell bodies in the
brain. Note that the correct numbers of neuronal cell bodies are not displayed for clarity of the figure (but are given below). However, the ones shown are in their
correct positions. The antennal lobes (AL) are supplied by local neurons (LNs) expressing tachykinin (DTK, 20 neurons per hemisphere), myoinhibitory peptide (MIP,
10-15 neurons) and allatostatin A (Ast-A, 3 neurons). In the pars intercerebralis (PI) there are 10-14 insulin-producing cells (IPCs; dark blue) and about 10 feminizing
cells (FCs; orange), possibly expressing myosuppressin (DMS). Spread in different parts of the protocerebrum and subesophageal ganglion of the male brain are the
26 NPF expressing cells (red), three pairs of which are LNd clock neurons (circled). In the subesophageal ganglion (SEG) there are about 20 neurons (purple)
expressing hugin-pyrokinin (hug-PK). Other acronyms: CX, central complex; DLP dorso-lateral protocerebrum; OL, optic lobe. B Distribution of SNPF in axon
terminations of olfactory sensory neurons (OSNs) in a subset of the antennal lobe glomeruli (marked red) shown in exploded view. Redrawn from (Carlsson et al,,
2010) with permission. C The olfactory sensory neurons (OSNs) are regulated by insulin signaling. This panel shows an OSN synapsing on a projection neuron (PN) in
a fed fly (top) and a hungry one (bottom). The synapse is located within an antennal lobe glomerulus. In the fed fly, the level of circulating insulin (DILPs) is high and
the activated insulin receptor (dInR) on the OSN inhibits transcription of the sSNPFR1. Thus, there is low expression of the receptor presynaptically on the OSN axon
termination and signal transfer at the synapse is weak. As a result, food finding is low. In the hungry (starved) fly, insulin levels are low and the transcription of
sNPFR1 in the OSNs is activated. Consequently, presynaptic SNPFR1 expression increases and released sNPF activates the presynapse leading to enhanced release of
acetylcholine and thus increased signaling in the synapse: food finding increases. From (Néssel, 2012) with permission (the figure is redrawn and compiled from
original data in (Root et al,, 2011) and (Wang, 2012)). D Distribution of sNPF in intrinsic neurons (Kenyon cells) of the mushroom body (magenta). The enhancer trap
Gal4 line OK107 was used to drive GFP in most Kenyon cells (green). In the merged image it is clear that SNPF is present in axons in alpha, beta and gamma lobes,
but not in those in alpha and beta lobes. From (Johard et al., 2008) with permission. E and F A subset of the clock neurons express ion transport peptide (ITP). In E
tim-Gal4 expressing clock neurons are seen with IPT immunolabeling. One of the LNd clock neurons and the fifth small LNv (s-LNv) coexpresses ITP. In F these
neurons are seen labeled with anti-ITP together with a set of large neurosecretory cells (ipc-1). (E) and (F) from (Johard et al.,, 2009) with permission.
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2001). Overexpression of NPF extends the larval feeding stage
and causes delayed pupariation, whereas knockdown/silencing
leads to an abbreviated feeding phase and premature food aver-
sion (Wu et al., 2003).

NPF signaling is also regulating food choice in feeding lar-
vae. A wild type larva will stop feeding if encountering food of
low quality or with bad taste. However, if they have been starved
for some time they will eat even low quality (e.g., more solid) or
noxious food. Experiments have shown that this deprivation-
motivated feeding is regulated by NPF. Silencing of NPF sig-
naling leads to larvae that are even more aversive to nox-
ious or solid food, whereas overexpression of the NPFR leads
to increased consumption of non-palatable food (Wu et al.,
2003; Wu et al., 2005a; Wu et al., 2005b). NPF signaling is
also required for feeding at low temperature, a behavior that
only starved larvae display (Lingo et al., 2007). When NPFR1 is
overexpressed in fed larvae, it triggered cold-resistant feeding
activity.

An interesting aspect of NPF function is in regulation of
ethanol intake in flies. Activation of the NPF system decreases
alcohol preference, whereas inactivation increases it (Shohat-
Ophir et al., 2012). This appears linked to a reward system that
also includes sex behavior, and will be dealt with in a later
section.

A link between NPF and insulin (DILP) signaling has been
found. The NPFR is negatively regulated by DILP signaling and
interference with the dInR in NPFR-expressing neurons pro-
duced behavioral effects related to the NPF-induced ones (Wu
et al,, 2005a; Wu et al.,, 2005b). Thus down-regulation of DILP
signaling in NPFR neurons led to fed larvae feeding on non-
palatable food that is normally rejected and up-regulated DILP
signaling induced food aversion in starved larvae. It was fur-
thermore shown that DILP signaling negatively regulated cold-
resistant food acquisition in larvae (Lingo et al., 2007). DILP
signaling has been implicated in the transduction of hunger sig-
nals to the CNS, including the olfactory system, and will be dealt
with separately below.

Two systems of DILP producing neurons have been investi-
gated for their roles in feeding. A set of DILP7 expressing neu-
rons in the abdominal ganglia innervate the intestine and two
send axons to the subesophageal ganglion (Miguel-Aliaga et al.,
2008). Silencing these neurons does not affect normal feeding,
but when flies are kept on poor nutritional conditions, they eat
faster than control flies (Cognigni et al., 2011). Silencing the
brain IPCs (Fig. 2.1A; see also Fig. 2.3) that produce DILP2, 3
and 5, on the other hand, leads to flies decreasing feeding in
response to poor nutritional conditions (Cognigni et al., 2011).
These authors propose that the two DILP systems regulate feed-
ing in response to scarce nutrients.

As noted above, increased levels of certain DILPs suppresses
starvation-dependent larval feeding (Wu et al., 2005b) and so
does global activation of the dInR (Britton et al., 2002). One tar-
get of DILP signaling that regulates feeding in Drosophila lar-
vae is the mushroom body Kenyon cells (Zhao and Campos,
2012). Knockdown of dInR or PI3K activity with mushroom

body-specific Gal4 drivers reduces food intake in larvae, but
also proliferation of the Kenyon cells. It is therefore not clear
whether the DILP signaling to the Kenyon cells affects only
development or also acute function of the mushroom bodies.
Furthermore, these findings are not consistent with DILPs act-
ing as satiety signals to the mushroom bodies, as would have
been anticipated from earlier studies. Thus, the regulation of
feeding by DILP signaling appears complex and requires fur-
ther study.

The four peptides encoded by the sNPF precursor are
widespread in the CNS and are likely to be multifunctional
(Ndssel et al., 2008; Nassel and Wegener, 2011). sNPF and its
receptor SNPFR1 play prominent roles in feeding (Hong et al.,
2012; Lee et al., 2008; Lee et al., 2004). It seems that the peptides
regulate food intake in larvae and thus growth, and in contrast
to NPF there seems to be no role for sNPF (or change in expres-
sion) at the transition from feeding to wandering stages. It was
postulated that sNPF regulates the IPCs and stimulates DILP
signaling (Lee et al., 2008), see also (Kapan et al., 2012). Thus
overexpression of the sSNPFR1 in IPCs increased food intake
and body size, and decreased signaling led to smaller flies. A
more recent paper identifies a signaling pathway activated by
sNPF that includes protein kinase A and CREB modulation of
the minibrain (mnb) product and FOXO regulation, and subse-
quent promotion of feeding (Hong et al., 2012). Interestingly,
sNPF and the sNPFRI are expressed in the olfactory sensory
neurons of the antennae and the receptor expression is under
negative control by DILP signaling (Root et al., 2011). Thus
olfaction-based food search is regulated by hunger-driven up-
regulation of the sSNPFR1 via decreased DILP signaling (see
Fig. 2.1C).

Leucokinin (LK) is known as a diuretic hormone in
Drosophila (Coast et al., 2002), but was recently also found
to regulate meal size in the adult fly (Al-Anzi et al., 2010).
Knockdown of LK or its receptor (LKR) or genetic ablation of
the neurons expressing these, both lead to an increase in meal
size, but a decrease in meal frequency. It was suggested that
leukokinin signals to LKR-expressing neurons in the brain that
innervate the foregut and therefore regulate food intake neu-
ronally and not hormonally (Al-Anzi et al., 2010). Also, the
authors propose that the LK signaling may mediate informa-
tion on gut distention to regulate meal size. In this context it
was also tested whether ablation of the hugin and NPF neu-
rons, discussed above, affected meal size, and they did not (Al-
Anzi etal, 2010). Another peptide type proposed as satiety fac-
tors in insects is the sulfakinins (DSK in Drosophila), known to
be related to mammalian cholecystokinin (Downer et al., 2007;
Spit et al., 2012). The role of DSK as a satiety factor has recently
been demonstrated in Drosophila where a small set of brain
neurons express the peptide, including a subset of the brain
IPCs (Soderberg et al., 2012). Inactivation of the DSK produc-
ing neurons or diminishment of DSK peptide leads to flies with
deregulated food intake and food choice. In fact, it was suffi-
cient to diminish DSK levels in the IPCs to obtain an effect on
feeding.
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Adipokinetic hormone (AKH) is only produced in the
endocrine cells of the corpora cardiaca (see Fig. 2.3D) and has
long been known to regulate carbohydrate and lipid metabolism
in the fat body (see Géde et al., 1997). In Drosophila it was
shown that, in addition to the metabolic roles, AKH may trig-
ger food search behavior in hungry flies (Isabel et al., 2005; Lee
and Park, 2004). Ablation of the AKH producing neurons led
to hypoactive flies that live longer at starvation than hungry
hyperactive controls (thus displaying increased starvation resis-
tance). The AKH receptor is primarily expressed in the fat body
and this expression is responsible for metabolic phenotypes
(e.g., starvation resistance) seen in receptor mutants (Bharucha
et al., 2008; Buch et al., 2008; Katewa et al., 2012). Bharucha
and coworkers did, however, not observe an effect of reduced
AKH signaling on locomotor activity. Overexpression of AKH
increases fat metabolism, locomotor activity and extends lifes-
pan of flies (Katewa et al., 2012). These authors also suggest
that AKH signaling, enhanced lipid metabolism, and increased
exercise are crucial in the protective effects of life-extending
dietary restriction. The AKH receptor is also expressed on a sub-
set of the gustatory neurons that are mediating attractive taste
(Bharucha et al., 2008), but the functional role in this system
has not been explored.

Recently the Allatostatin A (AstA) type peptides have been
shown to be important in foraging and feeding behavior in
Drosophila (Hergarden et al., 2012; Wang et al., 2012). Knock-
down of AstA or one of its receptors, DAR-1, results in a
reduced foraging in larvae in the presence of food, but not
in food absence (Wang et al., 2012). Another study showed
that activation of AstA expressing neurons inhibits starvation-
induced feeding behavior in adult flies (Hergarden et al., 2012).
These flies increase their food intake and also display enhanced
responsiveness to sugar. The effects on feeding behavior are not
accompanied by effects on metabolism or energy storage and
the authors suggest that the AstA activation is a consequence
of metabolic satiety signals. The AstA activation thus induces
food aversion and inhibits motivation to feed (Hergarden et al.,
2012).

Sex peptide is transferred to the females at copulation via
semen from the male accessory glands (Kubli, 2003). In the
female fly sex peptide induces a change in behavior that lasts for
about a week: the females become refractory to male courtship,
they alter their locomotor activity rhythm and they increase
feeding (Carvalho et al., 2006; Isaac et al., 2010; Kim et al,,
2010; Kubli, 2003; Rezaval et al., 2012; Yapici et al., 2008). The
increased feeding appears to be an indirect effect of sex peptide,
since mated sterile females do not increase their food intake
(Barnes et al., 2008). This suggests that the increased nutritional
demands at egg production induced by the mating and sex pep-
tide is the cause of increased feeding.

Associated with feeding there is a homeostatic regula-
tion of water and ion balance. Several peptide hormones
have been implicated in this regulation: diuretic hormones
DH31 and DH44, leucokinin, capability gene derived pep-
tides and ion transport peptide (Coast et al., 2002). Recently,

pigment-dispersing factor (PDF), previously known for its cen-
tral role in certain clock neurons (Renn et al., 1999), was shown
to induce contractions in the renal tubules after peripheral
release (Talsma et al., 2012).

Neuropeptides in reproductive behavior

In this section only behavioral aspects of reproduction will be
highlighted. Direct or indirect peptidergic regulation of sex-
ual maturation and fecundity will be ignored here. For roles
of DILPs, corazonin and other peptides in these functions the
reader is referred to reviews (Antonova et al., 2012; Bergland
et al., 2012; De Loof et al., 2001; Soller et al., 1997; Toivonen
and Partridge, 2009). A few peptides have been implicated in
regulating mating behavior in Drosophila: SIFamide, sex pep-
tide, NPE, and DILP7.

SIFamide is expressed in four neurons with cell bodies in
the pars intercerebralis and densely arborizing processes in
most neuropil regions of the brain and ventral nerve cord
(Terhzaz et al., 2007; Verleyen et al., 2004). A notable excep-
tion is the mushroom body lobes that seem totally devoid
of SIFamide innervation. Ablation of the SIFamide expressing
neurons or knockdown of SIFamide led to flies with increased
courtship activity, even promiscuity: males increased courtship
to both males and females, whereas females became more sex-
ually receptive (Terhzaz et al., 2007). Thus, SIFamide seems
to inhibit the vigor of sexual activity in both sexes. It is not
clear what circuitry is affected by the peptide and the relation
to, for instance, Fruitless (Fru) splice form expressing neurons
is not known. Many of the neurons expressing the male form
of Fru (FruM) have been implicated in male-specific behav-
iors, including courtship (see Dickson, 2008; Kahsai et al., 2012;
Yamamoto, 2008).

Sex peptide has already been mentioned in its role in
inducing a post mating response in females which includes
down-regulation of female mating behavior: females become
refractive to male courtship for about a week (Kubli, 2003). The
sex peptide receptor is localized to 6-8 sensory neurons with
cell bodies and “dendrites” in the uterus and axons terminating
in abdominal and subesophageal ganglia (Hasemeyer et al.,
2009; Rezaval et al., 2012; Yang et al., 2009).

NPF was claimed to display a sex-specific expression in
brain neurons: in the male brain 26 neurons were detected and
in females 20 (Lee et al., 2006) (Fig. 2.1A). The six extra NPF
neurons in males are bilateral sets of clock neurons (LNgs)
(Fig. 2.1A). When these neurons are genetically ablated or
feminized by expression of the transformer” gene, the male
files display reduced courtship activity (Lee et al., 2006). The
authors propose that the male-specific NPF neurons modulate
Fru-regulated courtship behavior, but also that NPF may play
a role in a clock-controlled sexual dimorphism in locomotor
activity. It should be noted that a later study suggests that the
six NPF expressing clock neurons are present in both sexes
(Hermann et al.,, 2012), but possibly their function is still sex
specific (see further details in section on clock system). A recent
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paper showed that sexual deprivation in male flies leads to an
increased consumption of ethanol and that this was linked to
reduced levels of NPF (Shohat-Ophir et al., 2012). These authors
found that activation of NPF neurons produces a reward sig-
nal and that both mating and ethanol consumption are reward-
ing (and associated with high levels of NPF). The specific NPF
neurons involved have not ben identified, but it was proposed
that they are different from the ones mediating the NPF effect
in sugar reward memory (Shohat-Ophir et al., 2012), discussed
later in this chapter.

The oviposition motor program and choice of substrate for
egg laying seems to be regulated by one of the seven DILPs, the
relaxin-like DILP7 (Yang et al., 2008). DILP 7 is expressed in
a small set of neurons in abdominal ganglia, and in females
the reproductive tract is innervated by axons from some of
these neurons (Miguel-Aliaga et al., 2008; Yang et al., 2008).
Some of these DILP7 neurons also have arborizations in the
subesophageal ganglion where gustatory sensory neurons ter-
minate (see Vosshall and Stocker, 2007). Inactivation of the
DILP7 neurons leds to loss of ovipositor motor programs and
render Bd the females sterile (Yang et al., 2008). Flies were
tested in a behavioral assay for choice of substrate for egg laying
where it was found that the females avoided sucrose-containing
medium. Overexpression of DILP7 in DILP7 neurons, or glob-
ally, rendered flies more prone to lay eggs on sucrose-based
medium (Yang et al., 2008). The authors proposed that the
DILP7 neurons are important for the decision-making process
during egg laying site selection. In the light of the effect of
other DILPs on sensitivity of olfactory sensory neurons (see sec-
tion on olfaction), it is possible that the DILP7 neurons reg-
ulate the sensitivity of gustatory receptors or circuits in the
gustatory pathway necessary for probing the egg-laying sub-
strate. Both the abdominal and subesophageal ganglion are sup-
plied by branches of DILP7 neurons and these regions receive
inputs from gustatory receptors of the proboscis and ovipositor
(Vosshall and Stocker, 2007).

Neuropeptides in aggression

Aggression is more prominent in male flies that defend territo-
ries and fight over females (Dierick and Greenspan, 2007; Vron-
tou et al., 2006). As mentioned in the previous section, NPF
was found to display a male-specific expression in six brain
neurons (but see previous section) and it is the only peptide
so far studied in relation to aggressive behavior in Drosophila
(Dierick and Greenspan, 2007). Silencing of the NPF neurons
in males leads to increased fighting frequencies. Also feminiz-
ing the NPF neurons with Tra® produces more aggressive males.
These findings suggest that NPF decreases aggression. However,
the inhibitory NPF action is presumed to be on a male-specific
neuronal circuit required for aggressive behavior (Dierick and
Greenspan, 2007). Interestingly, the effect of NPF to decrease
aggression levels may be linked to the effect on courtship behav-
ior: knockdown of NPF leads to suppressed courtship behavior
(Leeetal., 2006) and increased aggressive behavior (Dierick and

Greenspan, 2007). Males defending a territory rapidly switch
between aggression and courtship depending on whether the
invader is a male or a female and thus NPF in the male-specific
neurons may provide a switch between opposite social behav-
iors (Dierick and Greenspan, 2007).

Neuropeptides in olfaction

The functional organization of olfactory system and olfac-
tory behavior of Drosophila has been extensively investigated
(see Vosshall and Stocker, 2007). However, the roles of neu-
rotransmitters and neuropeptides in olfactory processing are
less known and most studies so far have concerned GABA
and its receptors in olfaction (Masse et al., 2009; Root et al.,
2008; Wang, 2012; Wilson, 2011; Wilson and Laurent, 2005).
One study has identified the neuropeptides present in the
Drosophila antennal lobe by a combination of mass spectrom-
etry and immunocytochemistry (Carlsson et al., 2010). It was
found that not less than seven different neuropeptides are
expressed in neurons with processes in the antennal lobe: allato-
statin A (AstA), Drosophila myosuppressin (DMS), Drosophila
tachykinin (DTK), IPNamide, myoinhibitory peptide (MIP),
SIFamide and short neuropeptide F (sNPF). The distribution of
some of these is shown in Fig. 2.1A. The major types of neurons
in the antennal lobe are: axon terminations of OSNs, local neu-
rons (LNs), projection neurons (PNs) and extrinsic (or centrifu-
gal) neurons. Neuropeptides are so far found in all types except
PNss. It is noteworthy that sSNPF was detected in a subset of the
OSNs (Fig. 2.1B); this was the first neuropeptide to be clearly
identified in sensory neurons of an insect (Carlsson et al., 2010;
Nissel et al., 2008). In fed wild-type flies SNPF positive OSN
axon terminations are seen in 13 of the 50 glomeruli, suggesting
odor-specific functions of the peptide (Carlsson et al., 2010).
Two peptide receptors have been identified in antennal lobe
structures: the sNPF receptor sNPFR1 in OSNs and the DTK
receptor DTKR also in OSNs and probably in LNs (Ignell et al.,
2009; Kahsai et al., 2010b; Root et al., 2011; Winther and Ignell,
2010). Both these receptors have presynaptic functions in reg-
ulation of sensitivity of OSNs. Interestingly, the SNPFR1 in the
OSNss is regulated by insulin signaling (Root et al., 2011). When
the fly is hungry, insulin signaling decreases and this leads to
diminished activation of the insulin receptor (dInR) expressed
on OSNs (Fig. 2.1C). Since the activated dInR down-regulates
sNPFR1 expression on OSNs, the diminished insulin signaling
leads to increased sSNPFRI1 expression and this increases odor
sensitivity in certain odor channels (Root et al., 2011). These
authors showed that sNPFR1-mediated presynaptic odor facili-
tation of Or42b expressing neurons is necessary for starvation-
induced food-search behavior, and that insulin signaling regu-
lates this facilitation. Curiously, the OSNs express both sNPF
and sNPFR1, and no other antennal lobe neurons produce
sNPE. This suggests that the OSNs utilize SNPF as a cotransmit-
ter with acetylcholine and that it acts predominantly presynap-
tically to regulate neurotransmitter release in an autocrine loop.
The other peptide DTK is produced by LNs and acts on OSNs to
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inhibit synaptic activity (Ignell et al., 2009). This changes sensi-
tivity to odors in specific ways, but the behavioral relevance is
not yet clear. There is no data so far on the functional role of the
other five neuropeptides.

Neuropeptides in mushroom bodies and learning

The mushroom bodies are prominent paired protocerebral
neuropils of the insect brain known to play important roles in
olfactory learning and memory (for review see Davis, 2005;
Heisenberg, 2003). Curiously, the neurotransmitter of the
numerous endogenous neurons of the mushroom body, the
Kenyon cells, is not known in any insect. In Drosophila sNPF
was, however, detected in most of the Kenyon cells (Fig. 2.1D)
(Johard et al., 2008), but the functional role of the peptide has
not yet been determined.

The only peptide so far to be implicated in mushroom body
circuits and learning is NPE. This peptide is expressed in 20-
26 brain neurons in Drosophila, and a subset of these appear to
be presynaptic to dopaminergic neurons that invade the mush-
room body lobes (Krashes et al., 2009). These authors showed
that the NPF expression is in circuits important for motivational
activation in output of appetite-related memory in Drosophila.
Starvation increases performance in olfactory reward learning
and well-fed flies do not learn well. It was shown that stim-
ulation of activity in the NPF neurons mimics food depriva-
tion and promotes appetitive memory performance in fed flies
(Krashes et al., 2009). This memory requires expression of the
NPF receptor on a set of six dopaminergic neurons that inner-
vate the mushroom body. Inactivation of these dopaminergic
neurons increases memory performance in fed flies, whereas
stimulating them suppresses memory in hungry flies. It thus
appears that the NPF neurons and the NPF receptor express-
ing dopaminergic neurons serve as a motivational switch in the
mushroom body circuits and control appetitive memory output
(Krashes et al., 2009).

The Drosophila insulin receptor substrate CHICO is
expressed in the Kenyon cells even in adult flies (Naganos
et al., 2012) suggesting that these cells are targeted by insulin
signaling. These authors showed that Chico mutants display
defects in olfactory learning and that memory formation could
be restored after Chico rescue specifically in mushroom bodies.
Like in the study on mushroom bodies and feeding (Zhao
and Campos, 2012), the studied effects of Chico impairment
are developmental and influence growth and proliferation.
Conditional knockdown of Chico or dInR in adult Kenyon cells
is required to determine acute effects of insulin signaling to the
mushroom bodies in learning and feeding.

Peptidergic modulation of locomotor activity

Locomotor activity can be regulated at multiple levels in
the CNS. Local motor circuits in the ventral nerve cord are
controlled by higher centers in the brain and subesophageal
ganglion (Ritzmann and Biischges, 2007). In the brain the
central complex and mushroom bodies are known to regulate

and coordinate locomotor behavior (Serway et al., 2009;
Strausfeld, 1999; Strauss, 2002). The central complex controls
velocity of motion, maintenance of activity, symmetry of
locomotion and orientation (Strauss, 2002) and the mushroom
bodies regulate aspects of walking, and suppress locomotion
over longer periods (Martin et al., 1998; Serway et al., 2009).
Also other brain systems, like AKH and DILP-producing cells,
control aspects of locomotor activity and in the following the
roles of neuropeptides in sexually dimorphic activity patterns,
foraging, and short-term actions in locomotor control are
summarized. Roles of neuropeptides in circadian locomotor
activity are discussed in the next section.

Sexually dimorphic locomotor activity has been observed
in Drosophila. Locomotor activity in flies is clustered in bouts of
motion, followed by periods of inactivity and the organization
of these bouts is sexually dimorphic. Female flies stop and
start with a higher frequency than males (Martin et al., 1999).
The control of this sexually dimorphic behavior resides in two
distinct populations of neurons in the pars intercerebralis of
the brain, the IPCs (Belgacem and Martin, 2006; 2007), and in
about ten neurons called the feminizing cells, FCs (Belgacem
and Martin, 2002) (Fig. 2.1A). Ablation of the IPCs results in
male flies with a feminized locomotor profile, suggesting that
DILP signaling may control sex-specific behaviors. It was found
that the DILP receptor dInR is expressed in endocrine cells
of the corpora allata (CA), and knockdown of dInR in these
cells abolishes the sexual dimorphism in locomotor activity
(Belgacem and Martin, 2002). The CA cells secrete juvenile
hormone (JH), probably under direct or indirect control of
brain DILPs, and this seems to regulate the sexually dimorphic
locomotor activity (Belgacem and Martin, 2006; 2007). Other
studies have implicated the IPCs in regulation of locomotor
activity as well as sleep-wakefulness (Crocker et al., 2010;
Mattaliano et al., 2007) and we will return to this in the section
on insulin signaling.

The FCs also regulate the sexual dimorphic locomotor activ-
ity. It was shown that genetically feminizing these neurons (but
not the IPCs) in male flies eliminated the sexual dimorphism
and that this feminization can be mimicked by feeding males
with a JH inhibitor (Belgacem and Martin, 2002). It is not clear
what the relation is between signaling from the FCs and the
IPCs with respect to control of locomotor activity or how JH
influences the circuits regulating locomotion.

Starved flies become hyperactive as a reflection of increased
search for food. Ablation of the cells producing the metabolic
hormone AKH leads to aloss of this hyperactivity at food depri-
vation (Isabel et al., 2005; Lee and Park, 2004). At starvation,
AKH therefore seems to regulate both a mobilization of stored
carbohydrate and lipids and induces locomotion to find new
sources of nutrition. In the cockroach the AKH signaling was
proposed to act via octopamine-expressing neurons in the ven-
tral nerve cord to increase locomotor activity (Wicher et al,,
2006).

Drosulfakinin (DSK) and its receptor CCKLR regulate lar-
val locomotion and the DSK signaling is necessary for the
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stress-induced escape response in larvae (Chen et al., 2012). A
previous study by the same authors indicated an important role
of DSK signaling for the normal development of the neuromus-
cular junction (Chen and Ganetzky, 2012).

Different neuron types of the central complex have been
shown to express peptide products of eight neuropeptide
encoding genes: DTK, sNPE, myoinhibitory peptide (MIP),
allatostatin A (AstA), proctolin, SIFamide, NPF, and dFMR-
Famide (Kahsai and Winther, 2011). These are distributed in
different sets of neurons innervating various neuropil regions of
the central complex (Fig. 2.2): the fan-shaped body, the ellipsoid
body, the nodules or the protocerebral bridge. All eight peptides
were detected in different layers of the fan-shaped body. Peptide
GPCRs have been detected in the fan-shaped body for sNPF
(Fig. 2.2C), DTK, and proctolin (Birse et al., 2006; Johnson
et al., 2003; Kahsai et al., 2012; Poels et al., 2009). Two of the
peptides, DTK and sNPE, were investigated for roles in control
of locomotor activity (Kahsai et al., 2010b). By using various
enhancer trap-Gal4 lines combined with immunolabeling, neu-
ron sets were identified that express DTK or sNPF; these were
subsequently targeted by Gal4-UAS mediated RNAI to knock

@ sNPF
o MIP

Fig. 2.2. Peptidergic neurons innervating the central complex
(CX). A Schematic depiction of the CX in frontal view (dorsal is
up). B There are seven clusters of peptidergic cell bodies (1-7)
in the protocerebrum sending processes to the CX. These
express tachykinin (DTK) in three clusters labeled 4, 6, and 7,
dFMRFamide in two neurons (5) myoinhibitory peptide (MIP) in
cluster 3, short neuropeptide F (sNPF) in two clusters (3 and 4),
neuropeptide F (NPF) in two large neurons (1) and SIF amide in
4 neurons in the pars intercerebralis (2). These neuropeptides
display different distributions inlayers of the fan-shaped or
ellipsoid bodies of the CX (see (Kahsai and Winther, 2011)). This
figure is redrawn from (Kahsai and Winther, 2011). C Expression

® dFMRFa of sNPF producing neurons in specific layers (layers 1, 2, 6, and
O SiFa 7) of the fan-shaped body of the CX. The left panel shows

O NPF snpf-Gal4 driven GFP and the middle one immunolabeling with
o DTK antiserum to the sNPF precursor. The right panel shows

expression of the sNPF receptor (sNPFR1) using
snpfri-Gal4-driven GFP, together with sNPF immunolabeling.
These images are slightly altered from (N&ssel et al., 2008) and
(Kahsai et al., 2012) with permission.

down either of the peptides in specific neuron types in the
central complex. It was found that DTK knockdown in certain
neurons resulted in flies with increased center zone avoidance,
in other neurons knockdown resulted in flies with an increase in
activity-rest bouts (Kahsai et al., 2010b). Knockdown of sNPF
in specific neurons indicated a role in fine-tuning of locomotor
activity levels. Thus the two peptides seem to be important for
spatial orientation, activity levels, and temporal organization of
spontaneous walking. The data for these two peptides suggest a
circuit-specific contribution to locomotor control in the central
complex (Kahsai et al., 2010b; Kahsai and Winther, 2011). In
the study only two neuropeptides of the eight were investigated
and only in a subset of the neurons expressing them in the
fan-shaped body; still it is apparent that neuropeptides may
play very distinct roles in fine tuning of locomotor control
and that this control is specific to subsets of central complex
neurons. Furthermore, the central complex (ellipsoid body)
seems to be important in visually guided behaviors and visual
learning, as well as courtship behavior (Becnel et al., 2011;
Joiner and Griffith, 2000; Liu et al., 2006; Pan et al., 2009; Sakai
and Kitamoto, 2006) and future analysis of neuron-specific
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neuropeptide signaling in all these functions is a daunting
task.

Neuropeptides in the clock system

In Drosophila sets of about 150 clock neurons form circuits that
drive circadian behavior and physiology and are synchronized
with the environmental daily rhythms of light and tempera-
ture (for review see Peschel and Helfrich-Forster, 2011). These
clock neurons are distributed in seven bilateral groups, each
of which has distinct functions within the network (Helfrich-
Forster et al.,, 2007; Kaneko et al., 1997; Taghert and Shafer,
2006). Some of these clock neurons are shown in Fig. 2.1E.
The first neuropeptide to be identified in a clock neuron was
pigment-dispersing factor (PDF) (Helfrich-Forster, 1995). PDF
is expressed in two types of lateral ventral neurons (s-LNys and
I-LNys) and serve both as an output factor of the clock and
as substance synchronizing activity within parts of the clock
network (Im and Taghert, 2010; Peschel and Helfrich-Forster,
2011; Renn et al., 1999; Yoshii et al., 2009). A few other pep-
tides have later been detected in other subsets of clock neu-
rons: IPNamide, neuropeptide F (NPF), short neuropeptide F
(sNPF), and ion transport peptide (ITP) (Johard et al., 2009; Lee
et al., 2006; Shafer et al., 2006). As an example ITP-expressing
clock neurons are shown in Fig. 2.1E and 2.1F. Except for NPE,
the functional roles of these peptides in the clock are not yet
known. It has been proposed that the NPF expressing clock
neurons play a role as oscillators in evening activity of the flies
(Hamasaka et al., 2010; Hermann et al., 2012; Lee et al., 2006).
It was recently shown that NPF is expressed in clock neurons of
both males and females and that it is not only produced in LNy
type neurons, but also in the fifth s-LN, and in a subset of the
1-LNys. Furthermore, it was found that the clock driven rhythm
in courtship motivation depends on the evening oscillator, but
not on the NPF expressing LNgs of this oscillator (Hamasaka
etal., 2010).

Insulin signaling in behavior and stress

In Drosophila DILPs play multiple roles in behavior in addition
to the traditional roles in development, metabolism, reproduc-
tion, and lifespan (for review see Antonova et al., 2012; Baker
and Thummel, 2007; Géminard et al., 2006; Giannakou and Par-
tridge, 2007; Teleman, 2010). These behaviors include specific
locomotor activity, sleep-wakefulness, stress-related behavior,
ethanol sensitivity, feeding and olfactory behavior (for review
see Nissel, 2012). The role of DILP7 produced by neurons in
abdominal ganglia was already dealt with in relation to repro-
ductive behavior and feeding (Cognigni et al., 2011; Yang et al.,
2008). In the following the focus will be on the DILPs that are
produced by median neurosecretory cells (MNCs) of the brain.
A set of 10-14 MNCs, are known to produce DILP2, 3, and 5
(Brogiolo et al., 2001; Cao and Brown, 2001; Ikeya et al., 2002;
Rulifson et al., 2002), and are referred to as insulin producing
cells, IPCs (Fig. 2.1A, 2.3). These IPCs have their presumed den-
drites in the pars intercerebralis (Fig. 2.3A, B) and release sites

in the corpora cardiaca, anterior aorta and proventriculus of
the intestine (Fig. 2.3C). Analysis of actions of the IPCs, and
the three DILPs, have been performed in various ways: genetic
ablation of the brain IPCs, inactivation of signaling in the IPCs,
or by Dilp2, 3, 5 mutant analysis. Each of these approaches has
some caveats, apart from the fact that they mostly were not per-
formed conditionally in adult flies. For instance, the two first
approaches could produce phenotypes caused by other factors
released from the IPCs; additional peptides (DSKs) are pro-
duced in a subset of the IPCs in the larva (Park et al., 2008)
and adults (S6derberg et al., 2012). Thus, it is not always clear
whether interference with the IPCs, that do not specifically
eliminate the three DILPs, causes behavioral effects that are only
DILP related. Another possibility is that release of DILPs tar-
gets not only the fat body and the canonical signaling pathway
downstream to the dInR, but also other neurons and cells where
other signaling pathways may be recruited (Fig. 2.3A). A few
of these DILP targets have already been discussed in previous
sections: DILP signaling (non-specified) to NPFR expressing
neurons in the brain that regulate feeding and to OSNs in the
antennae that lead to regulation of the SNPFR1 and changes
in olfactory sensitivity and food search (Fig. 2.1C) (Root et al.,
2011; Wu et al., 2005a; Wu et al., 2005b). Also, the roles of
the IPCs in sex-specific locomotion, probably via JH, and food
ingestion have been mentioned (Belgacem and Martin, 2007;
Cognigni et al., 2011).

Other behaviors that may be under control of DILP sig-
naling from IPCs, or at least depend on IPC activity, are
(Fig. 2.3A): sleep-wakefulness, and ethanol sensitivity (Corl
et al, 2005; Crocker et al, 2010). It was shown that the
IPCs express the octopamine receptor OAMB and that manip-
ulations of octopamine signaling to the IPCs affect sleep-
wakefulness (Crocker et al., 2010). Octopamine activates the
IPCs via increases in cAMP and activation of protein kinase A
(PKA) and thereby promote wakefulness. However, this study
did not provide evidence for a role of bona fide insulin signal-
ing from the IPCs in the sleep-wakefulness regulation. In con-
trast, the role of IPCs in the flies’ sensitivity to alcohol intoxi-
cation appear to depend on insulin signaling (Corl et al., 2005).
When inhibiting PKA signaling specifically in IPCs or testing
flies with mutated dInR or its response element CHICO, the
effect was increased ethanol sensitivity. The authors showed that
the expression of dInR in neurons of the CNS was required for
the response.

The brain IPCs seem to be central as an interface between
nutritional status of the fly and control of physiology and behav-
ior. However, the regulation of the activity of the IPCs and their
production and release of DILPs has been little studied. Cell
autonomous nutrient sensing has been suggested in IPCs of
adult Drosophila (Fridell et al., 2009). However, in the larva,
the fat body expresses an amino acid transporter (slimfast) that
acts in systemic nutritional sensing, and at feeding an unidenti-
fied humural signal molecule is released by the fat body to acti-
vate the IPCs in the brain (Geminard et al., 2009). Addition-
ally, neuronal controls of IPC activity have been demonstrated.
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Fig. 2.3. Insulin producing cell in the Drosophila brain. A The insulin producing cells (IPCs) in the pars intercerebralis (Pl) have pleiotropic functions. In the adult
brain 10-14 IPCs have branches in the Pl and tritocerebrum (Tritoc) and send axons that terminate in the corpora cardiaca, aorta and anterior midgut (shown in

Fig. 2.30). The branches in the Pl and tritocerebrum may be dendritic, but they may also serve as peptide release sites. All the IPCs produce DILP2, 3, and 5, and many
of them express drosulfakinin peptide (DSK). As described in the text, the IPCs release DILPs into the circulation (and maybe within the brain; paracrine signaling). In
adult flies the systemic actions of DILPs (via circulation) are in regulation of carbohydrate and fat metabolism/storage, stress responses and reproduction and
fecundity (in females). DILP functions that are known to be mediated by activation of neurons are regulation of ethanol sensitivity (unspecified neurons), feeding
(brain neurons expressing the NPF receptor, NPFR) and olfactory sensitivity (OSNs in antennae expressing the sNPF receptor sNPFR1). Additionally, locomotor
activity and sleep—wakefulness are regulated by the IPCs, by not yet defined pathways (although locomotor activity might be indirect via activation of juvenile
hormone signaling). Possibly feeding is also directly or indirectly regulated by the IPCs, probably via the co-released DSK, which was shown to be a satiety factor
(Soderberg et al.,, 2012). B The median neurosecretory cells (MNCs) include IPCs and a set of cells expressing myosuppressin (DMS). The IPCs express DILP2, 3, and 5,
as well as DSK. C A sagittal view of the brain and anterior intestine with associated aorta and corpora cardiaca (CC). The IPCs send axons to the aorta, CC,
proventriculus (PV) and crop (not shown here); these areas are likely release sites for DILPs. SEG, subesophageal ganglion; VG, ventral ganglion. D Schematic
depiction of larval brain and ring gland and three sets of peptidergic cells/neurons. These relations are shown in the larva for clarity; the adult neurons/cells display
similar relations, but are more complicated to depict. The DILP producing IPCs and corazonin producing neurons (CRZ) send axons to the corpora cardiaca (CC) of
the ring gland and to tritocerebrum. Cells producing adipokinetic hormone (AKH) are located in the CC. The functional relations between these cells are discussed in
the text. A - C are altered from (Nassel, 2012) and D from (Nassel and Winther, 2010), all with permission.
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Experiments suggest that sNPF stimulates insulin signaling in
the brain IPCs (Lee et al., 2008), octopamine activates IPCs
via the OAMB receptor (Crocker et al., 2010), GABA and the
metabotropic GABAp receptor, as well as DTKs and the recep-
tor DTKR, inhibit IPCs (Birse et al., 2011; Enell et al., 2010),
whereas serotonin via 5-HT1A regulates IPCs in a more com-
plex fashion (Luo et al., 2012). It is, however, not clear what neu-
ronal pathways utilize these neurotransmitters to regulate IPCs
or what their inputs are; what are the sensory inputs that reg-
ulate IPCs via the five transmitters mentioned? Recently, how-
ever, a bilateral set of dorsal lateral peptidergic neurons (DLPs)
was identified as the source of SNPF and corazonin that target
the IPCs (Kapan et al., 2012). These DLPs stimulate the IPCs
and affect metabolism, stress resistance and Dilp transcript lev-
els in the brain. The DLPs were previously shown to express
receptors for the diuretic peptide hormones DH31 and DH44
as well as the allatostatin A receptor DAR2 (Johnson et al.,
2005; Veenstra, 2009); three peptides known to be produced
by enteroendocrine cells in the midgut (Veenstra et al., 2008).
Thus, it is possible that peptidergic signals from the gut, that
report nutritional status, target the DLPs which in turn activate
the IPCs (Kapan et al., 2012).

In addition to the neurotransmitters systems, it is possi-
ble that the AKH producing cells and IPCs communicate and
regulate each other’s activity (Kim and Rulifson, 2004) (see
Fig. 2.3D). In fact, in larval Drosophila the AKH producing cells
in the corpora cardiaca express ATP-activated potassium chan-
nels (with sulphonylurea receptor-like protein) and thus display
cell autonomous carbohydrate sensing and could actually sig-
nal nutritional status to the IPCs (Kim and Rulifson, 2004). In
adult flies this may be slightly different since IPCs seem to be
autonomous nutrient sensors (Fridell et al., 2009), but recipro-
cal feedbacks with AKH cells may exist.

Finally, a few other neuropeptides/peptide hormones have
been implicated in regulation of stress responses: corazonin,
and CRF-like and CGRP-like diuretic hormones (Boerjan et al.,
2010; Veenstra, 2009; Zhao et al., 2010), as well as sNPF and
DTK (Kahsai et al., 2010a). It was shown that genetic ablation
or silencing of the activity of the corazonin-producing neurons
(DLPs) in the Drosophila brain (Fig. 2.3D) led to extended lifes-
pan during starvation, osmotic, and oxidative stress, whereas
activation by expression of an active Na-channel produced the
opposite phenotype (Zhao et al., 2010). Furthermore, activa-
tion of corazonin-producing DLP neurons led to male flies
with decreased locomotor activity and silencing the neurons
produced hyperactive flies. Manipulations of the DLPs also
impacted triglyceride and dopamine levels. Taken together, the
findings suggest that the corazonin signaling is important in
shaping the stress responses in flies and, interestingly, it was
found that the role of DLP and corazonin in stress regulation is
sexually dimorphic (Zhao etal., 2010). Corazonin and its recep-
tor display similarities to vertebrate gonadotropin-releasing
hormone (GnRH) and its receptor (Hauser et al., 2006b) and
as mentioned the corazonin producing DLP neurons express
receptors for CRF- and CGRP-related diuretic hormones

(Johnson, 2006; Johnson et al., 2004). Thus, the Drosophila cir-
cuit displays similarities to a mammalian hypothalamic stress-
regulating system where GnRH cells express receptors for CRF
and CGRP and suppress GnRH release at stress (Zhao et al.,
2010). The recent finding that the DLPs produce both corazonin
and sNPF and target the IPCs to modulate insulin signaling
from these cells (Kapan et al., 2012) partly explains the role of
corazonin in stress responses.

A set of 8-10 large lateral neurosecretory cells (ipc-1) in
the protocerebrum of adult Drosophila, and axon terminations
in neurohemal release sites, was shown to express products of
three neuropeptide genes: sNPFs, DTKs and ion transport pep-
tide (ITP; see Fig. 2.1F) (Kahsai et al., 2010a). Targeted knock-
down of either sSNPF or DTK expression in these cells led to
increased sensitivity to starvation and desiccation, but seemed
to have no effect on starvation-induced hyperactivity. Although
the peripheral targets of this hormonal signaling have not been
identified it is suggestive that intact SNPF and DTK signaling
from the ipc-1 cells is required for regulation of homeostasis at
nutritional and osmotic stress (Kahsai et al., 2010a). Also, the
role of ITP in these cells has not yet been investigated.

Summary and conclusions

It is apparent that only a small number of Drosophila neu-
ropeptides and peptide hormones have been analyzed with
respect to roles in regulation of behavior and related physiology.
Many otherwise well-studied peptides were not discussed here
because only their roles in regulation of homeostasis or devel-
opmental processes have been investigated (see Coast et al.,
2002; Johnson, 2006; Néssel and Winther, 2010; Taghert and
Veenstra, 2003). A few of the peptidergic systems discussed in
this review bear structural and functional similarities to ones
also present in mammals. For instance the insulin-like peptides,
insulin signaling pathway, and many of the insulin functions
are well conserved over evolution (Baker and Thummel, 2007;
Brogiolo et al., 2001; Giannakou and Partridge, 2007; Gronke
etal., 2010). Other examples of peptides that are partially func-
tionally conserved from flies to humans are components of the
NPF/NPY and hugin/Neuromedin U signaling in feeding, or
corazonin/GnRH in stress regulation (de Bono and Bargmann,
1998; Garczynski et al., 2002; Melcher et al., 2006; Néssel and
Wegener, 2011; Wu et al., 2003; Wu et al., 2005b; Zhao et al,,
2010).

It is quite common that insect neuropeptides have
pleiotropic functions, but of course exceptions might exist.
Peptides that are produced by very few neurons or neurosecre-
tory cells (SIFa, eclosion hormone) may have more dedicated
functions than those expressed in numerous cells. On the
other hand, there are only 10-14 brain IPCs producing three
DILPs that each might be multifunctional. Clear examples
of neuropeptides that have pleiotropic functions are sNPFs,
proctolin and DTKs. These peptides are produced by large
numbers of diverse types of neurons and specific peptide func-
tions may depend on the circuits where they are released. Thus,
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for instance, DTKSs act in presynaptic regulation of olfactory
sensory neurons, in modulation of central complex neurons
subserving locomotor control, in regulation of insulin signaling
in renal tubules and brain, modulation of gut contractions, but
also seem to have roles in the visual system and other brain
regions (Birse et al., 2011; Ignell et al., 2009; Kahsai et al,,
2010b; Ndssel, 2002; Siviter et al., 2000; Soderberg et al., 2011;
Winther et al., 2006; Winther et al., 2003). These distributed
functions are likely to be uncorrelated (non-orchestrating) and
probably DTKSs are neuromediators that act at targets without
a built-in functional message. In contrast, neuropeptides, such
as individual DILPs, HugPKs, and NPE might each serve in
orchestrating functions. Hence, a DILP may signal to multiple
targets to orchestrate a response to feeding and changed
nutritional status, NPF could be a motivational or rewarding
signal optimizing CNS circuits for a changed environmental
situation and HugPK act as an interface between taste inputs
and feeding.

Another role of neuropeptides, mostly neglected here, is as
neuromodulators or cotransmitters in neurons. It is well known
from crustaceans and mollusks that colocalized neuropeptides
and classical neurotransmitters cooperate in neuronal circuits
or at muscles to increase the plasticity of rhythm generating cir-
cuits (or networks) and muscle dynamics (Brezina and Weiss,
1997; Nusbaum and Blitz, 2012; Nusbaum et al., 2001). Possi-
bly the multiple neuropeptides in the Drosophila antennal lobes
and central complex act both as neuromodulators and cotrans-
mitters; and indeed several cases of colocalized neuropeptides
and GABA and acetylcholine have been detected in these and
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other brain regions (Carlsson et al., 2010; Ignell et al., 2009;
Johard et al., 2009; Kahsai and Winther, 2011; Nassel et al.,
2008).

It would be interesting to see how neuropeptides also con-
tribute to circuit regulation in Drosophila, although the clas-
sical electrophysiological/pharmacological approach, used suc-
cessfully in mollusks and crustaceans, may seem less feasible in
flies. Probably the antennal lobe with its fairly well-described
functional circuitry can serve for activity imaging in relation to
peptide application or interference with peptide signaling (see
Ignell et al., 2009; Root et al., 2011). Actually even the anatom-
ical analysis of peptidergic circuitry in the CNS is still in its
infancy for Drosophila and for most other insects. One way
to go might be to combine mapping of functional circuits by
genetic markers, like for example the courtship behavior cir-
cuits, with analysis of neuropeptide distribution. With the huge
arsenal of GAL4 and UAS lines, mutants, and other molecular
genetics tools available, we shall certainly see a rapid increase
in knowledge in neuropeptide signaling in Drosophila. How-
ever, the complexity in signaling mechanisms in peptidergic
and other neurotransmitter systems and the combinatorial pos-
sibilities of synaptic connections in the multiple circuits of the
fly brain are likely to keep scientists busy for quite a while.
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Introduction

When a fly moves through space in its environment, the animal
processes information from optic flow to stay on course while
in flight, or it fixates objects during its search for food. When
startled, flies move towards the light. This chapter attempts to
describe the anatomy of the Drosophila retina and the process-
ing of visual information in the photoreceptors, or how a visual
stimulus is transformed into a neuronal correlate. We also focus
on a behavior dependent on all photoreceptors, the innate spec-
tral preference.

Some of the properties of a visual stimulus that can be
detected by the visual system of Drosophila are intensity,
contrast, motion, wavelength, and polarization (Borst, 2009;
Heisenberg and Wolf, 1984). The efficiency of a light stim-
ulus depends on the sensitivity curves of the photoreceptors
involved in the visual task. For Drosophila, the wavelengths of
visible light range from around 250 nm to 650 nm, and thus
from UV to orange (Hardie, 1985). Depending on the visual
task, different types of photoreceptors might be involved, thus
the effective range of light might vary.

Generally, light properties can be measured in two ways,
radiometrically or photometrically. Radiometry deals with the
physical properties of light, while photometry is concerned
with the perception of light by the human eye. Especially
when describing visual stimuli for color-related behaviors, it is
important to consider these differences. A useful radiometric
unit is irradiance, measuring power per area (in W/m?).
The corresponding photometric unit is illuminance (in lux).
The term “intensity” is often used in an imprecise way,
but is defined as a photometric unit measuring power per
unit solid angle (in cd). Two stimuli of equal irradiance
but different spectral composition may have very different
illuminance values, due to the different sensitivity of the
human eye to various wavelengths. For example, orange
light of a certain irradiance will be perceived as less bright
than a green light of the same irradiance. More impor-
tantly, two stimuli that appear equally bright to the human
eye might not be perceived as isoluminant by Drosophila,
due to the different sensitivities of Drosophila and human
photoreceptors.

The light levels that Drosophila encounters vary consider-
ably in the course of a day. For example, in bright sunlight,
up to 1000 W/m? can be reached. These values decrease to
around 100 W/m? on an overcast day and to 1 yW/m? in moon-
light. Drosophila is mostly active during dusk and dawn and is
therefore exposed to intermediate light levels. Still, the dynamic
range of light detection by the fly visual system is extremely
large.

Anatomy of the retina

Drosophila has several light-sensing organs with different sen-
sitivities and functions. Non-image-forming structures such as
the Bolwig’s organ (the larval eye), the eyelet (located beneath
the retina) and the ocelli are not considered here, as this discus-
sion is focused on the adult compound eyes (Green et al., 1993;
Helfrich-Forster et al., 2002; Hu et al., 1978). They allow the fly
to see 85% of its environment, with only a narrow blind spot at
the back of the fly head (Heisenberg and Wolf, 1984). There is
minimal overlap between the eyes in the frontal visual field. This
means that Drosophila cannot perceive depth the way humans
do by triangulating the distance of an object using the different
projections on both retinas (stereopsis).

The Drosophila compound eye consists of a hexagonal lattice
of approximately 800 unit eyes or ommatidia (Hardie, 1985).
Each ommatidium has its own small lens that is secreted by
cone cells and focuses incoming light onto the photoreceptors
(Fig. 3.1A). The ommatidia are optically isolated from each
other by several layers of pigment cells (Johannsen, 1924).

Within each ommatidium, the light-sensitive structures, the
rhabdomeres, of six photoreceptors (R1-R6), are organized in a
trapezoidal fashion while the rhabdomeres of two photorecep-
tors (R7 and R8) are located in the center (Fig. 3.1B) (Wolken
et al., 1957). The outer photoreceptors R1-R6 span the whole
thickness of the ommatidium, while the inner photoreceptors
R7 and R8 are arranged on top of each other, with R7 more dis-
tally located than R8. R1-R6 project to the lamina, the first optic
neuropil within the optic lobe, while R7 and R8 do not arborize
in the lamina, but instead continue to send their axons to the
underlying medulla (Fischbach and Dittrich, 1989; Meinertzha-
gen and O’Neil, 1991).
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The phototransduction cascade occurs in rhabdomeres,
a specialized apical compartment of the photoreceptor cell
(Fig. 3.1C). In the rhabdomeres, the visual pigments are con-
centrated in tightly packed microvilli, which have a diameter of
about 60 nm and are 1-2 um long (Hardie and Raghu, 2001;
Wolken et al., 1957). In contrast to vertebrate rods, where the
phototransduction machinery is located in intracellular discs,
Drosophila photosensation therefore takes place at the plasma
membrane. Each of the approximately 30 000 microvilli acts as
a semiautonomous compartment in phototransduction (Suzuki
et al.,, 1993). Most insects have fused rhabdoms, where all
photoreceptors within one ommatidium share the same light
path. In Drosophila and other dipterans, the rhabdomeres for
individual photoreceptors are separate, and the light paths for
each of the photoreceptors R1-R6 within one ommatidium
are different, whereas R7 and R8 are located on top of each
other and point in the same direction in space (Wolken et al.,
1957). Thus, light is first filtered in the more distal R7 before it
reaches R8. Groups of six outer photoreceptors from neighbor-
ing ommatidia share a common, parallel optical axis with the
two inner photoreceptors from the central ommatidium, and
their axons are grouped together into a single retinotopic (visual
sampling) unit or cartridge in the lamina. This organization
is called neural superposition (Braitenberg, 1967; Kirschfeld,
1967; Kirschfeld, 1973). With this arrangement, information
about light from a single point in space is transmitted to the

Fig. 3.1. Ommatidial and photoreceptor
structure. A Schematic overview of an
ommatidium. B Electron-microscopic
cross-section through an ommatidium (from
Leonard et al., 1992). C Cartoon of a
photoreceptor (modified from Hardie and
Raghu, 2001).

lamina through six photoreceptor axons present in six different
ommatidia, which increases sensitivity at low light intensities
and reduces noise (Land, 1997; Scholes, 1969).

Properties of the visual system

The spatial resolution and sensitivity of the Drosophila eye is
determined by the angular spacing of ommatidia, the opti-
cal quality of the lenses and the rhabdomere diameter (Land,
1997). Smaller lens size allows for a higher pixel density, but
this comes at the cost of lower acuity as smaller lenses lead
to increased blur due to diffraction. Also, less light can pass
through smaller lenses, resulting in lower signal-to-noise ratios.
Furthermore, pixel size is determined by the focal length of
the lens and the rhabdomere diameter. In Drosophila, the lens
diameter is 17 um, while the interommatidial angle is 4.5°,
which is larger than in Calliphora (1°) or Musca (2.5°) and is
an adaptation to the smaller body size of Drosophila (Frances-
chini and Kirschfeld, 1971; Gonzalez-Bellido et al., 2011; Land,
1997). However, visual performance is determined by the accep-
tance angle of the photoreceptors, which is defined by both
the interommatidial angle as well as the characteristics of the
lens and the rhabdomere diameter. In Drosophila, this param-
eter has initially been estimated to be between 5 and 6°, but
recent measurements suggest a value of 8.2° for R1-R6 (Buch-
ner, 1976; Gonzalez-Bellido et al., 2011; Heisenberg and Wolf,
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1984). The acceptance angle for the inner photoreceptors R7
and R8 is probably smaller due to the smaller diameter of their
rhabdomeres (R7: 1.75 pm vs. R1-R6: 2.34 um,), making them
less sensitive to light (Kirschfeld and Franceschini, 1968).
Another important feature of the Drosophila visual system
is its temporal resolution. This property depends on the speed
and noisiness of the phototransduction cascade in the pho-
toreceptors. Initial measurements in Drosophila hydei resulted
in flicker fusion rates of 60-100 Hz, while in recent mea-
surements Drosophila melanogaster photoreceptors responded
accurately to naturalistic stimuli only up to 43 Hz (Gonzalez-
Bellido et al., 2011; Miall, 1978). This discrepancy may be due to

different adaptation states or temperatures (Cosens and Spatz,
1978).

Photoreceptor diversity

The outer photoreceptors R1-R6 appear to be homogeneous
in morphology and function. They express the broadband
rhodopsin 1 (Rh1), which is encoded by ninaE and has two
sensitivity peaks at 360 nm and 486 nm (Fig. 3.2A) (Feiler
et al., 1988; O’Tousa et al., 1985; Zuker et al., 1985). The UV
sensitivity is due to the presence of a second chromophore or
accessory sensitizing pigment, which is presumably a vitamin
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A derivative (Kirschfeld and Franceschini, 1977). Upon acti-
vation, rhodopsin (R form) is converted to metarhodopsin (M
form) with an absorbance maximum at 566 nm (Ostroy et al.,
1974). The M form is stable and only reverts back to the R form
upon absorption of another photon. In Drosophila, the red pig-
mentation of the eye is permeable to long wavelengths, thus
facilitating the conversion of the M form to the R form. R1-
R6 are sensitive to a wide range of light intensities and have
been shown to function in motion detection (Heisenberg and
Buchner, 1977).

The rhodopsin expression profiles of R7 and R8 are more
complex than those of R1-R6. The photoreceptors R7 and R8
express different rhodopsins, and therefore are ideal candidates
for color processing. Two different types of ommatidia, pale and
yellow, are distributed throughout most of the Drosophila retina
in a stochastic fashion (Fig. 3.2B) (Bell et al., 2007; Franceschini
etal., 1981; Kirschfeld et al., 1978). The two types of ommatidia
can be distinguished by a technique called water immersion
microscopy, and the expression of different rhodopsins (Rh)
in R7 and R8 (Franceschini and Kirschfeld, 1971; Pichaud
and Desplan, 2001; Rister and Desplan, 2011). Under water
immersion, pale ommatidia do not autofluoresce while yellow
ommatidia show yellowish autofluorescence. Pale ommatidia
represent about 30% of the total population. They express Rh3
in R7 and Rh5 in R8 photoreceptors (Fig. 3.2C, D) (Chou et al.,
1996; Chou et al., 1999; Mazzoni et al., 2008; Papatsenko et al.,
1997). Rh3 is a UV-sensitive rhodopsin with absorption peaks
at 331 nm for the R form and 468 nm for the M form (Feiler
et al.,, 1992; Fryxell and Meyerowitz, 1987; Zuker et al., 1985).
Conversely, the blue-sensitive Rh5 absorbs best at 442 nm
(R) and 494 nm (M) (Salcedo et al., 1999). Yellow ommatidia
comprise the remaining 70% of ommatidia (Chou et al., 1996;
Chou et al., 1999; Papatsenko et al., 1997). These ommatidia
harbor UV-sensitive Rh4 in R7 and green-sensitive Rh6 in R8
(Fig. 3.2C,D). The R form of Rh4 absorbs best at 355 nm, while
the absorption peak of the M form lies at 470 nm (Feiler et al.,
1992; Montell et al., 1987). Rh6 is unusual, as the R form absorbs
most efficiently at longer wavelengths (peak at 515 nm) than
its corresponding M form (468 nm) (Salcedo et al., 1999). Peak
absorbances of the rhodopsins normally expressed in R7 and
R8 have been measured in R1-R6 expressing those rhodopsins
in mutants lacking Rh1 expression. Yellow R7 photoreceptors
in the dorsal third of the retina co-express UV-sensitive Rh3
and Rh4 (Mazzoni et al., 2008). The behavioral significance
of this phenomenon is unclear, but one hypothesis is that this
co-expression could broaden the wavelength sensitivity for
navigation in sunlight (Stavenga and Arikawa, 2008).

One to two rows of ommatidia at the dorsal margin (DRA)
of the eye display a specialized architecture and are involved in
polarization sensitivity (Fortini and Rubin, 1991; Labhart and
Meyer, 1999; Wernet et al., 2003; Wernet et al., 2012). Their pho-
toreceptors R7 and R8 have shorter rhabdomeres with enlarged
diameter and both express Rh3 (Fortini and Rubin, 1990; Wada,
1974). The microvilli of R7 and R8 are organized orthogonal
to each other. However, in the DRA, the rhabdomeres are not

twisted in contrast to those in the rest of the eye, making them
ideally suited to detect the orientation or e-vector of light polar-
ization in the sky (Hardie, 1984; Labhart and Meyer, 1999; Wer-
net et al., 2012; Wunderer and Smola, 1982).

The phototransduction cascade

Phototransduction is the process of converting light energy
into an electrical response in the photoreceptors (Hardie, 1985;
Montell, 2012). In contrast to phototransduction in verte-
brates, light exposure of invertebrate photoreceptors results
in the opening rather than closure of cation channels and
thus depolarization of the photoreceptor membrane. Na™ and
Ca?* influx occurs within 20 ms after photoreceptor illumi-
nation (Ranganathan et al., 1991). The process involves a G
protein-mediated amplification cascade starting with the G
protein-coupled rhodopsin and its chromophore 3-hydroxy-
retinal (Vogt and Kirschfeld, 1984). Due to amplification, the
photoreceptors can respond to even a single photon with a
change in membrane potential, generating quantum bumps that
appear to correspond to the activity of the phototransduction
cascade within a single microvillus in the rhabdomere (Hardjie,
1985; Henderson et al., 2000; Wu and Pak, 1975). Individual
quantum bumps are then added up to give the total response.
Phototransduction has been studied in detail in photoreceptors
R1-R6, but is probably similar in R7 and R8.

Upon light absorption, the chromophore 3-hydroxy-retinal
associated with rhodopsin photoisomerizes from its I1-cis to
an all-trans form, resulting in metarhodopsin (Fig. 3.3). This
activated form induces the dissociation of the heterotrimeric G
protein complex (Scott et al., 1995). The Gqa subunit then acti-
vates phospholipase C (PLCP, encoded by norpA) (Bloomquist
et al., 1988). The substrate for PLC is phosphatidylinositol-4,5-
bisphosphate (PIP,), which is converted into the second mes-
sengers diacylglycerol (DAG) and inositol-1,4,5,triphosphate
(IP;). DAG remains membrane-bound while IP3 is soluble. This
hydrolysis leads to the opening of TRP channels in the microvil-
lar membrane resulting in Ca*" influx into the cytosol (Hardie
and Minke, 1992; Montell and Rubin, 1989; Niemeyer et al.,
1996; Phillips et al., 1992). TRP most likely forms homomul-
timeric channels, but also heteromultimerizes with TRP-like
(TRPL) (Xu et al., 1997). A further TRP relative, TRPv, is
also expressed in photoreceptors and heteromultimerizes with
TRPL (Xu et al., 2000). TRP-only channels are responsible for
about half of the light induced current, while TRPy-TRPL
channels appear to carry the remainder of the current (Reuss
etal., 1997).

The exact mechanism leading from the generation of sec-
ond messengers to the opening of Ca*" channels has long
been elusive. Mutations in the IP; receptor have no effect on
light-induced electrical responses of photoreceptors, preclud-
ing a direct function for IP; in the phototransduction cascade
(Acharya et al.,, 1997; Raghu et al,, 2000a). The second prod-
uct of PIP, hydrolysis, DAG, is another candidate for gating
the TRP channels. DAG activates protein kinase C (PKC), but
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Fig. 3.3. Model of the phototransduction cascade.

a mutation of the eye-specific PKC gene inaC does not impair
the generation of quantum bumps (Smith et al., 1991). How-
ever, PKC is required for response termination and adapta-
tion (Hardie et al., 1993; Smith et al., 1991). DAG might also
be converted to polyunsaturated fatty acids (PUFAs) by DAG
lipase (inaE), generating other potential effector molecules.
Indeed, PUFAs can activate TRP and TRPL channels, but exoge-
nous DAG application (which would be a substrate for DAG
lipase) does not appear to have a major effect on TRP channels,
making it unlikely that DAG and PUFAs are major players in
opening the TRP channels (Chyb et al., 1999; Estacion et al.,
2001).

Another consequence of the generation of IP; and DAG is
the depletion of their precursor PIP,. In vertebrates, PIP, mod-
ifies the activity of ion channels of the Kir and TRP families
(Chuang et al., 2001; Huang et al., 1998). Indeed, PIP, deple-
tion has been implicated in TRP and TRPL channel activation
in Drosophila phototransduction (Hardie et al., 2001). More
importantly, the hydrolysis of PIP, not only generates the sec-
ond messengers DAG and IP3, but also leads to the release of
a proton (Huang et al., 2010). This can be directly measured as
a pH decrease in light-activated photoreceptors. Interestingly,
PIP, depletion without acidification does not lead to significant
TRP and TRPL channel opening, while a pH decrease in PIP,
depleted cells results in major current flow through TRP and
TRPL channels. Thus, the gating of TRP and TRPL channels in
phototransduction might be mediated by both PIP, depletion
and by concurrent acidification.

Response termination

The phototransduction cascade has to be quickly inactivated in
order to allow a new cycle of activation and therefore to provide
high temporal resolution. In fact, 100 ms after a light stimulus is
terminated, the phototransduction cascade is completely deac-
tivated (Ranganathan et al., 1991). This requires the efficient
shutdown of each individual step in the cascade. The trigger of
the phototransduction cascade, metarhodopsin, is disabled by
binding to arrestin (Byk et al., 1993; Dolph et al., 1993). Two
arrestins are expressed in Drosophila photoreceptors. Arrestin

ca2+

Trp and
Trpl/Trpy

caz+

2 is the major player, while arrestin 1 is much less abundant.
Arrestin-bound metarhodopsin is converted back to rhodopsin
by exposure to orange light, followed by the dissociation of
rhodopsin and arrestin (Byk et al., 1993; Ostroy et al., 1974).
If the photoreceptors are exposed to prolonged stimulation
with short-wavelength light (such as blue light), the pool of
available arrestin is depleted and activated metarhodopsin can
continue to trigger the phototransduction cascade, resulting
in a prolonged depolarizing afterpotential (PDA) (Cosens
and Briscoe, 1972; Minke et al., 1975). Without exposure to
long-wavelength light, photoreceptors can stay depolarized for
several hours, even in the dark.

Inactivation of the next step of the phototransduction cas-
cade requires the hydrolysis of G protein-bound GTP. The
intrinsic GTPase activity of Gqa is too low for efficient response
termination. However, the downstream effector PLC acts as
a GTPase-activating protein, which conveniently ensures that
PLC gets activated before Gqo is inactivated (Minke et al,,
2000). PLC in turn is inhibited by high Ca*" levels, which occur
upon TRP channel opening, providing a feedback mechanism
for response termination (Hardie et al., 2001). As described
above, PLC generates two second messengers from PIP,: IP;
and DAG. While IP; does not appear to function in phototrans-
duction, DAG action has to be efficiently terminated for proper
response kinetics. This is achieved through DAG phosphoryla-
tion by DAG kinase, encoded by the gene rdgA (Masai et al.,
1993; Raghu et al.,, 2000Db).

Finally, Ca?T influx through TRP and TRPL channels results
in strongly elevated Ca** levels up to 200 puM, which result
in inactivation of several components of the transduction cas-
cade (Hardie, 1996; Oberwinkler and Stavenga, 2000; Postma
et al., 1999). Foremost, the channels are rapidly inactivated in
response to rising Ca®" levels, possibly through phosphoryla-
tion by the DAG- and Ca?"-responsive protein kinase C (inaC)
(Hardie etal., 1993). Rising Ca** levels can also contribute more
directly to response termination. TRPL harbors two calmod-
ulin binding sites, which are involved in Ca**-dependent chan-
nel inactivation (Scott et al., 1997). TRP channels are blocked
in a voltage-dependent manner by divalent ions such as Ca*"
(Hardie and Mojet, 1995).

41



Iy)

| N. Vogt and C. Desplan

Photoreceptor adaptation

The Drosophila visual system can respond to light intensities
ranging over more than six orders of magnitude. To achieve
this without response saturation, photoreceptors undergo
light adaptation. Multiple mechanisms operate on different
timescales. Ca?*-dependent adaptation is fast (less than 1 min).
Upon adaptation to high light levels, the quantum bumps gener-
ated by the absorption of single photons become smaller, due to
elevated Ca* levels (Juusola and Hardie, 2001). Indeed, manip-
ulating extracellular Ca®" affects bump shape, confirming a
major role for Ca*" in fast adaptation (Henderson et al., 2000).
In the fully adapted state, photoreceptors can resolve up to 3 x
10° photons per second (Juusola and Hardie, 2001). In addition,
at elevated Ca’" levels, pigment granules within the photore-
ceptors move close to the rhabdomere where they absorb light,
thus providing a further level of adaption (Kirschfeld and Vogt,
1980).

Long-term adaptation involves several mechanisms. Pro-
longed exposure to light results in translocation of arrestin 2
molecules from the cell body into the rhabdomere, a process
that is dependent on the concentration of metarhodopsin, and
thus the level of photoreceptor activation (Lee et al., 2003; Satoh
et al., 2010). Thus, more arrestin 2 is available to inactivate
metarhodopsin. Furthermore, TRPL can be translocated from
the rhabdomere membrane into an intracellular compartment
in the cell body, thereby reducing sensitivity (Bihner et al.,
2002). Finally, Gqo can also translocate away from the rhab-
domere membrane into the cytosol in order to adapt to high
light levels (Frechter et al., 2007). In general, long-term adap-
tation reduces the efficiency and thus the frequency of bump
generation.

Photoreceptor output

Photoreceptors encode light intensity with graded potentials
and do not generate action potentials. Their depolarization
leads to the graded release of the neurotransmitter histamine
from the photoreceptor terminals (Buchner, 1991; Hardie, 1987;
Pollack and Hofbauer, 1991; Sarthy, 1991). Two histamine-gated
ion channels are expressed in the Drosophila visual system,
Ort/HclA and HclB (Gengs et al., 2002; Gisselmann et al., 2002;
Pantazis et al., 2008; Witte et al., 2002; Zheng et al., 2002). Both
are chloride channels. HclB is restricted to glia and helps shape
the response of the postsynaptic targets of R1-R6 in the lamina,
the lamina monopolar cells (Pantazis et al., 2008). Ort/HclA is
required for postsynaptic responses in both the lamina (down-
stream of R1-R6) and the medulla (downstream of R7 and R8)
(Gaoetal.,, 2008; Gengs et al., 2002; Pantazis et al., 2008). Muta-
tions in the ort gene lead to defects in motion detection, a behav-
ior that is dependent on the photoreceptors R1-R6, and also
to impaired spectral preference behavior, which can be driven
by all photoreceptors (Gao et al., 2008; Heisenberg and Buch-
ner, 1977; Rister et al., 2007; Yamaguchi et al., 2010). Upon light
exposure, photoreceptors depolarize and release histamine that
leads to hyperpolarization of lamina monopolar cells (in the
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Fig. 3.4. Electroretinogram of wild-type, norpA and trp mutant flies (from
Montell, 1999). Flies were dark-adapted and then subjected to a 5 s pulse of
white light as indicated below the recordings. Scale bar represents 5 mV.

case of outer photoreceptor activation) due to chloride influx,
resulting in a sign inversion at the first synapse in the visual
system (Stuart, 1999). Therefore, although Drosophila photore-
ceptors depolarize in response to light while vertebrate photore-
ceptors hyperpolarize, the net output is basically the same.
After release, histamine has to be rapidly removed from
the synaptic cleft. This is most likely achieved by finger-like
protrusions of glial cells (capitates projections) that reach the
photoreceptor terminals (Stark and Carlson, 1986). The glial
cells rapidly take up histamine and convert it into carcinine
through the action of the ebony gene product (Borycz et al.,
2002; Richardt et al., 2003). The inactive carcinine is released
back into the synaptic cleft and can then be taken up by pho-
toreceptors through the neurotransmitter transporter inebri-
ated (Gavin et al., 2007). The enzyme encoded by tan reconverts
carcinine into histamine (Borycz et al., 2002; True et al., 2005).

Electroretinogram

Measuring an electroretinogram (ERG) has been a successful
method to isolate and characterize mutants in the visual system
of Drosophila (Heisenberg, 1971; Mehta et al., 2005; Pak et al,,
1970). 1t is a robust and simple technique, which is especially
useful for high-throughput applications. To measure ERGs, an
electrode is placed onto, or slightly beneath, the cornea and
compared to a reference electrode inserted into the abdomen
of the fly. Usually, measurements are performed on white-eyed
flies because the lack of optical isolation between ommatidia
allows for a more uniform illumination of photoreceptors in the
retina. The absence of the red pigment in these flies does not
change the ERG properties (Hengstenberg and Gétz, 1967).

The ERG measures the electrical responses of photorecep-
tors and cells in the lamina. The photoreceptor contribution
is dominated by photoreceptors R1-R6, due to their number
and size. The characteristic waveform of the ERG consists of
several components (Fig. 3.4). The photoreceptors contribute
a negative tonic potential, also called the receptor potential
(Heisenberg, 1971). At the onset of a light stimulus, lamina cells
respond with a positive phasic “ON” response, while a negative
phasic “OFF” response is detected upon cessation of the light
stimulus.

Mutations in different parts of the visual transduction path-
way can have very different effects on the ERG. For example,
ninaE mutants (rh1) are characterized by the absence or strong
reduction of the ERG response upon light exposure (Johnson
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and Pak, 1986). In trp mutants, the receptor potential decays
during prolonged light exposure, while the ON transient gen-
erated by the lamina is normal and the OFF transient is absent
(Lo and Pak, 1981; Montell et al., 1985). In contrast, mutations
in the histamine receptor ort have normal receptor potentials,
but the ON and OFF transients are absent (Gengs et al., 2002).

By varying the conditions of the light stimulus, the con-
tributions of different cells to the ERG can be isolated. The
lamina potential can be extracted by either using low light
intensities or by sinusoidally modulating the stimulus at high
frequencies (Heisenberg, 1971). Under these conditions, the
ERG has been shown to consist predominantly of the lamina
potential (Heisenberg, 1971). This is due to the properties of
lamina neurons which can strongly amplify small changes
in the receptor potential (Autrum et al, 1970). In order to
isolate the response of the photoreceptors R7 and R8, R1-R6
have to be saturated by prolonged exposure to blue light,
thus inducing a prolonged depolarizing afterpotential (PDA)
(Minke et al., 1975). In this case, further light stimulation
results in the appearance of an additional receptor potential
on top of the afterpotential. This potential lacks the ON and
OFF transients as expected for a response generated by the
inner photoreceptors, which bypass the lamina. Alternatively,
the ERG can be recorded in ninaE mutants, however R1-R6
degenerate in the absence of Rh1, which might also impair R7
and RS function (Leonard et al., 1992).

Spectral preference behavior

Phototaxis, the movement towards a light source, is an
innate behavior involving all photoreceptors (Fischbach, 1979;
Heisenberg and Buchner, 1977; Yamaguchi et al., 2010). This
behavior can be easily studied in the lab using a T-shaped
maze or similar devices. Often, “fast” phototaxis is distin-
guished from “slow” phototaxis, the former being considered
an escape response of startled flies, the latter a choice behav-
ior of undisturbed flies (Benzer, 1967; Heisenberg and Gotz,

Fig. 3.5. Spectral preference
behavior of mutants affecting the
visual system of Drosophila
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1975; Rockwell and Seiger, 1973). Phototaxis experiments can
be carried out either as a choice between light and dark sides
or as “differential” phototaxis or spectral preference behavior,
in which the flies choose between two different light sources
(Bertholf, 1932; Schiimperli, 1973). In contrast to true color
vision, which is independent of intensity, spectral preference
behavior is strongly dependent on the intensity of the visual
stimuli. Genetic screens for mutants with defects in phototactic
behavior have identified a number of genes involved in photo-
transduction, retinal degeneration, photoreceptor development
or targeting (Benzer, 1967; Hotta and Benzer, 1969; Lee et al.,
2001; Pak et al., 1969).

The phototactic response spectrum was determined to be
in the range from 250 nm to 650 nm as early as 1932, coin-
ciding well with the sensitivity spectrum of all photoreceptors
(Bertholf, 1932). However, UV light is much more efficient in
eliciting a phototactic response compared to light of longer
wavelengths (Fig. 3.5) (Gao et al., 2008; Schiimperli, 1973;
Yamaguchi et al., 2010). For example, the phototaxis thresh-
old for UV light is around 10-” W/m? for light-adapted flies,
while the threshold for green light is ten times higher (Gao etal,,
2008).

Interestingly, pure UV light is more attractive to Drosophila
than a mixture of the same UV light and additional green light
(Fischbach, 1979; Heisenberg and Buchner, 1977). Further-
more, the attractiveness of green light decreases when higher
intensities are used (Gao et al., 2008). This suggests that pho-
toreceptor input is not simply added up, but non-linear interac-
tions between different photoreceptors or downstream process-
ing pathways may exist.

In order to understand the contribution of the different pho-
toreceptor subtypes to spectral preference behavior, mutants
affecting the function or development of these subtypes have
been analyzed (Fischbach, 1979; Heisenberg and Buchner, 1977;
Hu and Stark, 1977; Yamaguchi et al., 2010). Initially, in the
absence of specific rhodopsin mutations, photoreceptors were
manipulated using sev, rdgB and ora mutations (Fischbach,
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1979; Heisenberg and Buchner, 1977; Hu and Stark, 1977). sev
mutants lack the UV-sensitive R7 photoreceptors and mainly
express Rh6 in R8 (Chou et al., 1999; Harris et al., 1976), while
ora mutants are actually ninaE, ort double mutants and there-
fore defective in both Rh1 as well as the histamine receptor Ort
(Gengs etal., 2002; O’ Tousa et al., 1989; Zheng et al., 2002). rdgB
mutations lead mostly to the degeneration of R1-R6 (Harris and
Stark, 1977). Fast phototaxis appears to be mainly mediated by
the inner photoreceptors R7 and R8, as UV preference in a UV
vs. green choice experiment is abolished in sev mutants, while
rdgB mutants are not impaired (Hu and Stark, 1977). On the
other hand, all photoreceptor types are required for slow pho-
totaxis, as both sev and ora mutants show a strong reduction in
UV attraction when given a choice between UV and green lights
(Fischbach, 1979).

More recently, the contribution of different photoreceptor
subtypes to differential phototaxis has been analyzed in even
more detail (Yamaguchi et al., 2010). Two sets of experiments
were conducted: a UV vs. blue choice and a blue vs. green
choice. Manipulations in photoreceptors R1-R6, R7, pale R8
or yellow R8 each resulted in impairments in at least one of the
two choice experiments, confirming that all photoreceptors are
necessary for proper phototaxis behavior. On the other hand,
all photoreceptor subsystems (R1-R6, R7 and R8) are sufficient
for this behavior as they can independently mediate light
attraction.
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study true color vision in Drosophila have been made, but little
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Introduction

Insect chemosensory systems are tasked with the challenge
of detecting and discriminating thousands of chemicals in
the environment. Chemical stimulus quality and intensity
impart key information to drive essential behaviors including
location and selection of food, mates, and oviposition sites.
The olfactory and gustatory systems harbor the capacity to
encode properties of chemical stimuli by way of large, highly
divergent chemoreceptor gene families. The identification of
Drosophila chemoreceptor genes hailed a new era of molecular
and neurophysiological research in this model organism. The
past decade or so has been witness to remarkable progress in
our understanding of the principles by which odorants are
encoded by the olfactory system: the manner in which olfac-
tory sensory neurons (OSNs) are molecularly and functionally
organized, and the anatomical and physiological mechanisms
governing the transmission of their activity to higher brain
centers. The same period has seen key progress in elucidating
peripheral taste coding mechanisms, although much remains
to be discovered about higher-order processing of taste
information.

Here we review the organization and function of periph-
eral chemosensory neurons in the fly, and summarize the cur-
rent understanding of chemosensory processing in the central
nervous system. We include a synopsis of recent advances that
have brought new perspectives to the idea of plasticity in olfac-
tory and gustatory circuits, pointing to sophisticated mecha-
nisms by which chemosensory input can be modified to reflect
the context in which a chemical stimulus is perceived. We con-
clude with some intriguing examples of functional interactions
between olfactory and gustatory systems, a new area of study
that has the potential to uncover principles of convergence in
the fly central nervous system. The field is now poised to unravel
the mechanisms by which responses of olfactory and gustatory
systems are integrated to result in specific behavioral routines,
and how the changing needs of the animal are encoded via mod-
ulation of sensory input.

Sensory coding of olfaction and taste

Christi A. Scott and Anupama Dahanukar

Chemosensory neurons and receptors

The peripheral olfactory system

Olfactory sensory neurons (OSNs) are housed in stereotypical
combinations in porous cuticular structures called sensilla
that cover the surfaces of the third antennal segments and the
maxillary palps on the Drosophila head (Stocker, 1994). Anten-
nal sensilla are sub-divided into three morphological types —
basiconics, coeloconics, and trichoids — that are distributed
in distinct, overlapping zones (Venkatesh and Naresh Singh,
1984). Only basiconic sensilla are present on the maxillary
palps (Naresh Singh and Nayak, 1985). OSNs are also located
in other sub-structures of the antennae - the three-chambered
sacculus compartment, and a bristle-like projection called the
arista (Stocker, 1994).

Olfactory sensilla, which can house up to four OSNs, are
further sub-divided into 23 functional classes — 12 antennal
basiconics (abl-abl2), 4 coeloconics (acl-ac4), 4 trichoids
(atl-at4), and 3 maxillary palp basiconics (pbl-pb3) - based
on their unique response profiles to large panels of volatile odor-
ants and their molecular identities (Table 4.1). At least three dif-
ferent features of odorant responses can be used to distinguish
individual OSNs: the level of spontaneous activity, the excita-
tory or inhibitory response to individual odorants, and the tem-
poral dynamics of the response. Although not absolute, there
appears to be some degree of functional specialization among
the three morphological types - basiconic OSNs are tuned to
general fruit and plant volatiles, trichoid OSNs to pheromones,
and coeloconic OSNs to volatile products of microbial degra-
dation and fermentation. Furthermore, OSNs are grouped in
an invariant manner within sensilla. A recent study describing
inhibitory effects between neurons within the same sensillum
(Suetal., 2012) suggests that the stereotypical grouping of OSNs
carries functional significance.

The functional identity of each OSN is determined by
the membrane-bound receptor(s) it expresses (Dobritsa et al.,
2003). Those mapped to OSNs belong to one of three large
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Table 4.1. Organization of the Drosophila olfactory system

Neuron Receptor(s) Glomerulus
Antennal large basiconic sensilla

ab1A Or42b DM1
ab1B Or92a VA2
ab1C Gr21a/Gr63a V
ab1D Or10a DL1
ab2A Or59b DM4
ab2B Or85a DM5
ab3A Or22a/b DM2
ab3B Or85b VM5d
Antennal small basiconic sensilla

ab4A Or7a DL5
ab4B Or56d

ab5A Or82a VA6
absB Or47a DM3
ab6A Oro8b VM5d
ab6B Or49b VA5
ab7A Or98a VM5v
ab7B Or67c VC4
ab8A Or43b VM2
ab8B Or9a VM3
ab9A Or69aA/B D
ab9B Or67b VA3
ab10A Or49a/0r85f DL4
ab108B Or67a DM6
ab11A

ab118B

ab12A

ab12B

Antennal coeloconic sensilla

aclA Ir31a/Ir8a VIL2p
aclB Ir75d/1r25a VL1
ac1C Ir92a/Ir76b VM1
ac2A Ir75a/Ir8a DP1I
ac2B Ir75d/Ir25a VL1
ac2C Ir76b

ac3A Ir75a/b/c/Ir8a DL2?
ac3B Or35a/Ir76b VC3
ac4A Ir76a/b/Ir25a VM4
ac4B Ir75d/1r25a VL1
ac4C Ir84a/Ir8a VL2a
Antennal trichoid sensilla

at1A Or67d DA1
at2A Or23a DA3
at2B Or83c DC3

PN Class

ad

ad

ad

ad
ad

ad
ad
ad
ad

ad

ad

|V
ad
ad

Strongest ligand(s) Behavior valence

propy! acetate attractive
2,3-butanedione attractive
carbon dioxide aversive

methyl salicylate aversive

methyl acetate attractive
ethyl-3-hydroxybutyrate attractive
ethyl hexanoate attractive

2-heptanone

E2-hexenal aversive

geranyl acetate

pentyl acetate

2-methylphenol
ethyl benzoate
ethyl lactate
ethyl butyrate
2-pentanol
aversive
acetophenone
aversive at high conc.
ethyl benzoate

citronellal

citronellal

benzaldehyde

2-oxopentanoic acid
pyrrolidine

ammonia

Propionic acid, acetic acid

pyrrolidine

butyric acid
phenylethylamine
pyrrolidine
phenylacetaldehyde

11-cis-vaccenyl acetate

aversive at high conc.
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Table 4.1. (cont)

Neuron Receptor(s) Glomerulus
at3A Or2a DA4m
at3B Or19a/b DC1
at3C Or43a DA4|
at4A Or47b VATIm
at4B Or65a/b/c DL3
at4C Or88a VA1ld
sacculus |

Ir25a

Ir40a VP1?

Ir93a VP1?
sacculus Il

Ir25a

Ir40a VP1?

Ir93a VP1?
sacculus Il

Ir8a

Ir21a?

Ir64a DPTm
arista

Ir21a VP3?

Ir25a
Palp basiconic sensilla
pb1A Or42a VM7
pb1B Or71a V2
pb2A Or33c/Or85e V1
pb2B Or46a VA7I
pb3A Or59c |
pb3B 0r8sd VA4

families of chemoreceptor genes: Odor receptor (Or), Ionotropic
receptor (Ir), or Gustatory receptor (Gr) genes.

Odor receptors

Or genes belong to an insect-specific superfamily that encodes
proteins unrelated in sequence or membrane topology to olfac-
tory receptors in other organisms, and were discovered inde-
pendently by bioinformatic and differential expression screens
(Clyne et al., 1999, Vosshall et al., 1999, Gao and Chess, 1999).
OSNs of basiconic and trichoid sensilla typically express a
single Or gene along with an obligate co-receptor, Or83b or
Orco, which is required for proper dendritic localization and
function of the odor receptor protein (Larsson et al., 2004,
Vosshall et al., 1999, Vosshall et al., 2000, Neuhaus et al., 2005).
Epitope-tagging studies of Or and Orco proteins revealed a
membrane topology with an intracellular N-terminal domain,
which is inverted to that of canonical G-protein coupled recep-
tors (Benton et al., 2006, Wistrand et al., 2006, Lundin et al.,

PN Class Strongest ligand(s) Behavior valence
ad 1-octen-3-ol
1-hexanol
adyv male extract
I
ad male and female extract
ad strong acids
ad propyl acetate
\ 4-methylphenol
(-) fenchone
ad 4-methylphenol
ad

2007). In keeping with the structural dissimilarity, Or/Orco
complexes were found to be novel ligand-gated ionotropic
receptors capable of rapid signal transduction in the absence
of G-protein second messenger signaling when expressed in
human cell lines and Xenopus oocytes (Sato et al., 2008, Wicher
et al., 2008). However, one study reported an additional, slower
metabotropic response that is also ligand dependent (Wicher
et al., 2008). Disruption of key genes involved in metabotropic
signaling pathways reduced odor sensitivity, but did not abolish
it completely, consistent with some, although not exclusive, role
for G proteins (Smart et al., 2008, Kain et al., 2008, Chatterjee
et al,, 2009). Detailed studies concerning the topology and sig-
naling of Or/Orco complexes in endogenous neurons are now
needed to fully understand the mechanistic properties of this
receptor complex.

In each OSN, the specific or “tuning” Or is the determinant
of its odor coding features. Expression of any Or in an “empty”
basiconic OSN lacking its endogenous tuning receptors, but
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retaining Orco, resulted in the host neuron adopting the
odorant response properties of the OSN that the exogenous Or
was derived from (Dobritsa et al., 2003). This so-called “empty
neuron” strategy became instrumental in decoding individual
tuning Ors (Hallem et al., 2004, Hallem and Carlson, 2006),
which in concert with comprehensive molecular and trans-
genic expression analyses (Couto et al., 2005, Fishilevich and
Vosshall, 2005) led to a detailed Or-to-OSN-to-function map
of the peripheral olfactory system. The molecular organization
of fly OSNs revealed remarkable parallels to olfactory systems
of vertebrate animals, in which an individual OSN selects only
one from among ~1000 odorant receptor genes to express
(Vassar et al., 1993).

The interaction of an odorant with a select Or/Orco recep-
tor, and thereby its corresponding OSN, is typified by a response
of a characteristic type (excitatory or inhibitory), strength, and
temporal decay. Or/Orco receptors are unique not only with
respect to which odorants they respond to but also in their
breadth of tuning. Some Or receptors such as Or35a are broadly
tuned and respond to several structurally diverse odorants; by
comparison, others such as Or85a are far more selective in
their responses (Hallem and Carlson, 2006). Similarly, odorants
themselves vary in the number and degree to which they acti-
vate various receptors. For example, 1-hexanol activates a num-
ber of different Ors from several different sensillar classes across
both olfactory organs (Hallem and Carlson, 2006); by con-
trast only Or67d- and Or65a-expressing OSNs in trichoid sen-
silla are activated by the sex pheromone 11-cis-vaccenyl acetate
(cVA) (Ha and Smith, 2006, van der Goes van Naters and Carl-
son, 2007). The identity and intensity for most general odors is
thus largely represented at the periphery via differential activity
across ensembles of OSNs.

lonotropic receptors

Neurons that express Or/Orco genes accounted for ~70% of
the OSNs in the antennae, positing that the remaining OSNS,
mainly housed in coeloconic sensilla, are likely to express other
classes of receptors (Couto et al., 2005, Yao and Carlson, 2010,
Yao et al., 2005). The recent identification of variant ionotropic
glutamate receptor genes (Irs) that represent an ancient fam-
ily shared throughout protostomes, revealed exclusive expres-
sion of Irs in all but one of the coeloconic OSNs (Benton et al.,
2009), ac3B, which expresses Or35a/Orco in addition to Ir76b.
Reporter analysis suggests that Ir genes are also expressed in
olfactory neurons of the sacculus and the arista (Benton et al.,
2009, Aietal., 2010, Silbering et al., 2011). Two members of the
Ir gene family, Ir8a and Ir25a, are broadly expressed in multiple
OSN classes and are thought to function as co-receptors. Sim-
ilar to Orco, co-expression of Ir8a or Ir25a with ligand specific
Ir(s) is required for proper shuttling to the dendritic membrane
and function of Ir complexes (Abuin et al., 2011).

Unlike the general one-receptor-per-neuron rule for Or
genes, OSNs express combinations of up to 4 Irs in addition
to either Ir8a or Ir25a (Abuin et al, 2011). Co-expression
of Ir8a and Ir84a was sufficient to generate a response to

phenalacetaldehyde in Xenopus oocytes, suggesting a tuning
subunit/co-receptor complex reminiscent of Or/Orco receptors
(Abuin et al., 2011). In the in vivo “empty neuron” system,
however, at least three different Irs, Ir25a, Ir76a, and Ir76b,
were required to reconstitute the phenylethyl amine response
of the Ir-expressing coeloconic OSN of their origin (Abuin
etal, 2011). Although other combinations of Irs have not been
matched with ligands in this manner, systematic analysis of
coeloconic responses to a variety of odorants revealed that
several Ir-expressing OSNs are more narrowly tuned than
their Or-expressing counterparts, with Ir8a* OSNs responding
to a variety of acids and Ir25% OSNs responding to amines
(Silbering et al., 2011).

Canonical ionotropic glutamate receptors (iGluRs) in mam-
malian nervous systems are ion channels gated by the neuro-
transmitter glutamate, which is recognized by an extracellular
ligand-binding domain (Mayer, 2006, Sobolevsky et al., 2009).
This ligand- binding domain is conserved in many classes of
iGluRs described thus far: AMPA, kainite, and NMDA recep-
tors. The divergent Ir family found in Drosophila functions
instead to detect odorants and bears significant differences in
the ligand-binding region (Mayer, 2006, Benton et al., 2009),
leading to the model that Irs also serve as ion channels, gated
by various odorants instead of glutamate.

Further investigations are required to understand the exact
mechanisms of heteromeric Ir complex function, including the
role of individual Irs within such complexes and their means of
ligand-activated signal transduction.

Gustatory receptors

A family of 60 Gr genes encoding 68 divergent receptor proteins
was identified soon after the Or gene family (Clyne et al., 2000,
Scott et al.,, 2001). Although Gr genes are primarily expressed
in taste neurons and are discussed in more detail below, two
prominent members that are highly conserved between flies
and mosquitoes, Gr2la and Gr63a, were mapped to a single
basiconic OSN that is tuned to carbon dioxide (Jones et al.,
2007, Kwon et al., 2007). Co-expression of the two receptors in
the empty neuron system conferred a response to CO,, provid-
ing evidence for a heteromeric Gr receptor (Jones et al., 2007,
Kwon et al., 2007). The strength of the CO, response was sig-
nificantly enhanced by the inclusion of the Gq protein (Yao and
Carlson, 2010), suggesting a role for second messenger signal-
ing mechanisms in Gr function. Correspondingly, a knockdown
of Gq affects the level of CO, response, but not general odorant
responses of other OSNs (Yao and Carlson, 2010). Gr21a/Gré63a
remains the sole illustration of Gr function in OSNG; at least one
other Gr, Gr10a, has been mapped to an OSN (Scott et al., 2001,
Fishilevich and Vosshall, 2005), but its functional relevance is
not yet clear.

Odorant binding proteins

Insect odorant-binding proteins (OBPs) are a large, conserved
family of proteins, many of which are concentrated in the sensil-
lar lymph of olfactory and gustatory sensilla and are thought to
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facilitate interactions of odorants with membrane-bound olfac-
tory receptors (Pelosi and Maida, 1995). In Drosophila there are
as many as 51 predicted members of the OBP family, several of
which are expressed in specific regions of the antenna (Hekmat-
Scafe et al.,, 2002, McKenna et al., 1994, Galindo and Smith,
2001, Pikielny et al., 1994). The protein LUSH is expressed in
trichoid sensilla and evidence suggests that it binds the male
aggression and anti-aphrodisiac pheromone ¢VA (Kim et al.,
1998, Shanbhag et al., 2001a, Xu et al., 2005). LUSH was shown
to be required for odor-evoked responses in trichoid sensilla
and behavioral responses to cVA (Xu et al., 2005). One cur-
rent model for Drosophila pheromone detection invokes cVA-
bound LUSH protein, which is conformationally different from
free LUSH, as the ligand that activates Or67d/Orco complexes
(Laughlin 2008). A recent study, however, challenges this model
directly and instead proposes a more supportive rather than
direct role for the OBP LUSH in pheromone detection (Gomez-
Diaz et al., 2013).

The roles for many of the additional OBPs in olfactory cod-
ing are largely uncharacterized. Some evidence suggests that a
family of 12-14 sensory neuron membrane proteins (SNMPs)
may also be involved in odor detection (Benton et al., 2007,
Rothenfluh et al., 2006). One member, encoded by Snmp, is nec-
essary for activation of Or67d/Orco by cVA (Benton et al., 2007,
Gomez-Diaz et al., 2013). However, the precise role of Snmp, as
well as other members of this family, is not yet known.

The peripheral taste system

Taste neurons in Drosophila are instead distributed in sen-
silla on the surface of the labellum, distal segments of the
legs (tarsi), anterior wing margins and the ovipositor (Stocker,
1994). Although the general organization of taste sensilla is sim-
ilar to that of the olfactory trichoids, they are distinguished by
two defining features: a single pore at the tip of the sensillar
shaft, and the presence of a mechanosensory neuron in each
sensillum. Taste neurons or gustatory receptor neurons (GRNs)
are also found paired with mechanosensory neurons in smaller
papillae, which dot the oral surface of the labellum (taste pegs)
and internal pharyngeal organs.

The positional organization of external taste sensilla dis-
plays a remarkable stereotypy as compared to the olfactory
system. On the labellum, which is the best-characterized
taste organ thus far, each half is decorated by ~30 sensilla in
overlapping rows running along the anterior-posterior axis.
The morphology and location of each labellar sensillum allows
its unambiguous identification as a unique member of one
of three sensillar types (Shanbhag et al., 2001b, Hiroi et al,,
2002), a feature that has greatly aided functional analysis of
individually identified taste neurons (Table 4.2). Although
comparable analyses have not yet been performed for taste
sensilla in other organs, anatomical studies indicate that such
stereotypy exists for those as well.

Taste neurons appear to be dedicated for compounds of
distinct taste categories associated with stereotyped acceptance

or rejection behaviors, revealing an organizational logic for the
fly taste system that is similar to the one found in mammals
(Yarmolinsky et al., 2009). Chemicals of a single taste category
typically excite distinct GRNs in labellar sensilla, defining them
as sweet-, salt-, water-, or bitter-sensing neurons (Fujishiro
et al., 1984, Meunier et al., 2003). The former three are present
in all of the ~20 labellar taste bristles containing four gustatory
neurons, although there are some quantitative differences in
sugar responses across different sensilla (Hiroi et al., 2002). On
the other hand, the tuning properties of the “fourth” neuron
were found to be more heterogeneous. In the small S-type
medial sensilla and intermediate I-type lateral sensilla of the
labellum, this neuron responds to alkaloids and other classes of
bitter compounds (Weiss et al., 2011). By contrast, strong activa-
tors have not been found for this neuron’s counterpart in L-type
sensilla (Weiss et al., 2011), although it has also been implicated
as a detector of noxious compounds by virtue of its activation
by high concentrations of salt (Fujishiro et al., 1984), which are
behaviorally aversive (Tompkins et al., 1979). Recently, a subset
of the bitter-sensing neurons was also shown to be responsive
to low pH or “sour” stimuli (Charlu et al., 2013), providing
further evidence of functional heterogeneity within deterrent
neurons. Emerging evidence suggests that some degree of
peripheral integration can occur in the gustatory system as
well. Aversive compounds such as alkaloids or carboxylic acids
can influence the activities of sweet- and salt-sensing neurons
(Meunier et al., 2003, Lee et al., 2010, Charlu et al., 2013)
and are thus likely to dictate behavioral responses by their
combined action on two or more categories of taste neurons.

Sensilla in other taste organs have not been studied to the
same extent, although the functional organization of at least a
subset of tarsal sensilla displays similarities to ones found in
the labellum (Meunier et al., 2000, Meunier et al., 2003). Of
interest are a number of tarsal sensilla that are sexually dimor-
phic and do not carry the canonical sweet-, water-, and bitter-
sensing neurons. Recently these sensilla were found to respond
to pheromones (Starostina et al., 2012, Liu et al., 2012, Thistle
etal., 2012, Toda et al., 2012, Lu et al., 2012).

Gustatory receptors

Gr expression was analyzed via the GAL4/UAS binary expres-
sion system to understand the molecular organization of the
taste system (Thorne et al., 2004, Wang et al., 2004, Weiss et al.,
2011). Generally, individual sweet- or bitter-sensing neurons
were found to express multiple Gr genes, such that distinct
neuronal classes emerged with unique combinations of recep-
tors (Weiss et al., 2011). Although verification of this Gr-to-
neuron map by direct in situ hybridization or immunolocaliza-
tion remains a challenge, the presence of numerous Grs in each
GRN parallels the expression patterns of TIR and T2R fami-
lies of mammalian taste receptors (Yarmolinsky et al., 2009) and
is in stark contrast with the one receptor-per-neuron organiza-
tion of Or-expressing OSNs. A Gr-to-neuron map for the label-
lum showed that sweet neurons express Gr5a along with sub-
sets of seven related receptors (Weiss et al., 2011). Expression
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Table 4.2. Organization of labellar taste sensilla

Sensillum class GRN Receptor(s) Response

Sweet Gr5a, Gro1a, Grode, Groaf Sugars, glycerol

Salt None identified Inorganic salts

Water Ppk28 Water
LL1-19) Aversive None identified High salt

Sweet Gr5a, Grede, Groaf Sugars, glycerol

? Ppk23, Ppk29? Pheromones?

Water Ppk28 Water

Bitter Gr8a, Gr22b, Gr22d, Gr22e, Gr28a, Gr28b.a/e, Gr32a, Gr33a, Gr36b. Gr36c, High salt, bitter compounds,

Gr39a.a/b/d, Gr39b, Gr57a, Gr58b, Gr59a, Gr59b, Gr59¢, Gr59d, Gr66a, Gr89a, allelochemicals

5 (50-52. 56,57, 510) Sar?rﬁz,SSr?%aA?r%b, Gro8b, Gro8c, Gro8d

Sweet Gr5a, Grode, Gro4f Sugars, glycerol

? Ppk23, Ppk29? Pheromones?

Water Ppk28 Water

Bitter Gr8a, Gr22e, Gr22f, Gr28a, Gr28b.a/d/e, Gr32a, Gr33a, Gr36a, Gr38c, Gr39a.a, High salt, bitter compounds,

Gr39b, Gr59a, Gr88a, Gr89a allelochemicals, acidic pH

Sb (53,55, 59) Painless, TrpA1

Sweet Gr5a, Grode, Groaf Sugars, glycerol

? Ppk23, Ppk29? Pheromones?

Water Ppk28 Water

Bitter Gr32a, Gr33a, Gr39a.a, Gr59¢, Gro6a, Gr89a High salt, bitter compounds,
l-a (10— I6) Painless, TrpA1 allelochemicals

Sweet Gr5a, Grode, Gro4f Sugars, glycerol

? Ppk23, Ppk29? Pheromones?

Water Ppk28 Water
-b (18 - 110) Bitter Gr22b, Gr28a, Gr28b.a/e, Gr32a, Gr33a, Gr39a.a, Gr47a, Gré6a, Gr89a High salt, bitter compounds,

Painless, TrpA1

Oral taste pegs Labeled by £409-GAL4

of Gr5a and the other “sweet” receptors is excluded from bitter-
sensing neurons (Jiao etal., 2007), which themselves can express
as many as 30 of the remaining Grs (Weiss et al., 2011). Other
analyses with more limited sets of lines suggest that some recep-
tors may be exclusive to one taste organ whereas others may be
shared by more than one (Thorne et al., 2004, Wang et al., 2004).

Interestingly, a number of Gr-GAL4 drivers showed expres-
sion outside known chemosensory neurons. Some drivers
labeled sensory neurons in propiosensory chordotonal organs
and in the auditory Johnston’s organ (Thorne and Amrein,
2008) suggesting roles for this family in sensing other classes
of stimuli, a possibility that was recently substantiated by the
observation that Gr28b is expressed in light-sensing dendritic
neurons of the larval body wall and mutants lacking this recep-
tor are defective in phototransduction and light avoidance
behavior (Xiang et al., 2010). Various Gr-GAL4 drivers were
also found to label neuroendocrine cells of the gut (Park and
Kwon, 2011), which allows for the possibility that Grs may be
involved in sensing nutrients in the gastrointestinal tract of
the fly similar to what has been found for some T1R and T2R
receptors in vertebrates (Sternini et al., 2008). Interestingly,
analysis of Gr43a-GAL4 revealed expression in few neurons

allelochemicals, acidic pH

Carbonated water

in the lateral protocerebrum of the brain in addition to some
expression in peripheral taste organs (Miyamoto et al., 2012).
Gr43a encodes a fructose receptor (Sato et al., 2011) that
is thought to be activated by post-prandial rises in levels of
hemolymph fructose (Miyamoto et al., 2012).

Gr proteins are likely to have the same inverted membrane
topology as Or proteins based on epitope-tagging analysis of the
Gr9 receptor of Bombyx mori (Zhangetal., 2011). Although sec-
ond messenger signaling has been implicated to some extent in
taste neuron sensitivity to sugars (Ishimoto et al., 2005, Ueno
et al., 2006, Kain et al., 2010, Bredendiek et al., 2011), the rules
of Gr protein assembly and ligand-dependent activation remain
open questions. Given their complex combinatorial expression
patterns, investigating Gr function in ligand recognition has
proven to be difficult using mutation analysis alone. Two Grs,
Grb5a and Gré64a, are broadly required for the detection of com-
plimentary sets of sugars (Dahanukar et al., 2001, Dahanukar
et al., 2007, Jiao et al.,, 2007, Slone et al., 2007). Similarly, five
Grs are expressed in all bitter-sensing labellar neurons and have
been proposed as “core” receptors involved in detecting bitter
tastants (Weiss et al., 2011). Mutant analyses have suggested that
Grs are likely to work in combinations to detect both sweet and
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bitter ligands: the requirement for Gr64f partially overlaps with
that of Gr5a as well as Gré64a (Jiao et al., 2008); similarly, at least
three different Grs, Gr33a, Gr66a, and Gr93a are necessary for
caffeine response (Moon et al., 2006, Moon et al., 2009, Lee et al.,
2009). In each case, however, it is unclear whether the Gr serves
a general co-receptor function or whether it directly confers lig-
and specificity.

In contrast to the empty neuron system for deorphanizing
Or receptors, there has been limited success with heterologous
expression of Gr receptors. Expression in Drosophila S2 cells
(Gr5a) or COS-7 cells (Gr43a) showed that a single Gr protein
could confer ligand-specific responses (Chyb et al., 2003, Sato
et al,, 2011), and at least in the case of Gr43a that ligand-
dependent activity was independent of G protein signaling
mechanisms (Sato et al., 2011). In another study, Gr64e was
ectopically expressed in the CO, -sensitive neuron of the
olfactory system, which also expresses Gr21a and Gr63a, and
was found to be sufficient for glycerol sensitivity (Wisotsky
et al., 2011). More recently, calcium imaging of selected classes
of taste neurons using Gr-GAL4 drivers and UAS-GCaMP3.0
was used to identify a role for Gr6la in response to glucose
(Miyamoto et al., 2013). However, elucidating the composition
of a functional taste receptor and the precise contribu-
tions of individual subunits awaits a more comprehensive
analysis.

Trp channels

Trp (Transient receptor potential) channels are highly con-
served ion channels that have broad sensory roles in pho-
totransduction, olfaction, taste, hearing, and thermosensation
(Venkatachalam and Montell, 2007). Two Drosophila TRPA
proteins, dTrpAl and painless, are expressed in bitter taste
cells and are required for responses to various allelochemicals
that have pungent or irritant qualities (Al-Anzi et al., 2006,
Kang et al., 2010). In mammals, the thermosensitive TRPM5
and capsaicin-activated TRPV1 channels also function in taste
cells (Caterina et al., 1997, Zhang et al., 2003, Talavera et al,,
2005, Riera et al., 2009). However, there is no evidence that
Drosophila TRPM or the TRPV proteins, Nanchung and Inac-
tive, are expressed in taste neurons.

Pickpocket channels

The Drosophila genome includes a family of ~30 pickpocket
genes that encode Degenerin/ENaC proteins, many of which
are expressed in taste neurons. Deg/ENaC channels are involved
in detecting a variety of stimuli (Ben-Shahar, 2011), and recent
studies suggest that members of this family also have diverse
gustatory functions in the fly. One member, ppk28, is specifi-
cally expressed in water-sensing taste neurons and is activated
by low osmolarity (Cameron etal., 2010). Two others, ppk23 and
ppk29, have been linked to populations of taste neurons in the
labellum and tarsi that are largely distinct from Gr-expressing
sweet and bitter neurons (Lu et al., 2012, Thistle et al., 2012,
Toda etal., 2012). In the labellum, ppk23-GAL4 labeled neurons
that were largely distinct from water, sweet or bitter neurons,

possibly coinciding with those previously identified as salt-
responsive cells. In tarsi, ppk23-GAL4 is co-expressed with fruit-
less, but not Gr32a (bitter), Gr64f (sweet), or ppk28 (water), in
paired GRNs that have sexually-dimorphic axonal projections,
suggesting a role for these neurons in detecting cues that drive
courtship behaviors (Lu et al., 2012, Thistle et al., 2012, Toda
etal, 2012). Indeed, ppk23* neurons were found to be respon-
sive to female-enriched hydrocarbons, 7,11-heptacosadiene
and 7,11-nonacosadiene (Thistle et al., 2012, Toda et al., 2012).
Further functional imaging experiments revealed that the
two neighboring ppk23* neurons are specialized sex-specific
pheromones sensors — one is selectively activated by female-
enriched hydrocarbons and the second by male-enriched cutic-
ular hydrocarbons, 7-tricosene and 7-pentacosene (Thistle
et al., 2012). Behavioral analyses support a role for ppk23 in
both male-female and male-male recognition: males lacking
functional ppk23 neurons showed reduced initiation and com-
pletion of courtship towards females (Lu et al., 2012, Toda et al.,
2012, Thistle et al., 2012), as well as increased courtship towards
males (Thistle et al., 2012). Two other DEG/ENaC genes, ppk25
and nope, are also expressed in sexually dimorphic male gus-
tatory neurons in tarsi and mutants lacking either one of these
genes had similar impairments in male-female courtship (Liu
et al., 2012, Starostina et al., 2012). However, the anatomical
and functional overlap between ppk23* and ppk25™ neurons
remains to be determined. ppkl1 and ppkl9 channels are also
implicated in salt detection in larvae (Liu et al., 2003), but the
rest of this family remains uncharacterized.

lonotropic receptors

Members of the newly identified Ir family are not restricted
to OSNs and several are reported to be expressed in gus-
tatory neurons as well (Croset et al,, 2010). Although our
current understanding about their expression or function in
the taste system is limited, future studies will undoubtedly
reveal the extent to which this ancient family is involved in
contact-mediated chemosensation.

Central representation of chemosensory
activity

The olfactory system

Glomerular maps of odor responses

The axons of both antennal and maxillary palp OSNs terminate
in an ordered fashion in a pair of antennal lobes (AL) in the
fly brain (Table 4.1), which is the site where olfactory process-
ing begins. Each antennal lobe is comprised of approximately 50
discrete spheroidal units or glomeruli (Stocker et al., 1990, Lais-
sue et al., 1999). The axons of all OSNs of the same functional
class fasciculate and converge on one, or in few instances two,
glomeruli (Couto et al.,, 2005, Fishilevich and Vosshall, 2005,
Gao et al,, 2000). In the AL, invariant synaptic connections are
made between the axon termini of OSNs and the dendrites of
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projection neurons (PNs) (Stocker et al., 1990). Most classes
of OSNs send bilateral projections to glomeruli in each of the
two ALs (Stocker et al., 1990, Couto et al., 2005). Despite this
redundancy, the fly can determine the originating direction of
an olfactory cue via higher levels of neurotransmitter release in
the ipsilateral AL as compared to the contralateral AL (Gaudry
etal., 2013).

Patterns of odor-evoked activity were monitored across
the whole system by assaying changes in calcium in the AL,
either from axons of OSNs or dendrites of PNs (Wang et al,,
2003). Each odor recognized at the periphery elicits a stereo-
typic pattern of glomerular activity reflecting the specificity
of Or/Orco responses of the corresponding OSNs. Further-
more, low odorant concentrations evoked sparse activation of
glomeruli, which was more dispersed at higher odorant con-
centrations suggesting one possible mechanism by which odor
intensity is encoded (Wang et al., 2003). From the glomerular
activity map it also became clear that neurons responding to
similar classes of chemicals converge onto glomeruli that are
scattered throughout the AL. This suggests that rather than a
chemotopic map in the central nervous system, it is more likely
that the topographic map created at the periphery is maintained
at the AL.

Interglomerular integration of olfactory input

The one-to-one connectivity between OSNs and PNs suggested
the existence of a discrete, parallel channel for processing infor-
mation from each OSN class. However, this idea was brought
into question by two observations. First, the AL contains a
complex network of interglomerular connections via lateral
interneurons (LNs) (Stocker et al., 1990). Second, a system-
atic comparison of OSN and PN responses found that odor-
receptive fields of PNs are generally stronger and broader than
those of their cognate OSNs (Bhandawat et al., 2007). The lat-
ter observation suggested that PNs could receive excitatory
input from LNs making presynaptic connections with other
glomeruli, which was corroborated by measurements of “silent”
PN activity from glomeruli that lacked their own functional
presynaptic OSNs (Olsen et al., 2007, Shang et al., 2007). Inter-
estingly, the tuning of each “silent” PN varied across PN classes,
indicating a role for ensemble activity patterns of OSNs as signa-
tures of odor identity (Olsen et al., 2007). Although initial stud-
ies failed to find evidence for inhibitory interactions between
glomeruli, surgical and genetic manipulations to removal lat-
eral input to PNs led to an increase in the tuning breadth of
some individual PNs, suggesting a role for lateral inhibition
in olfactory coding (Olsen and Wilson, 2008). The inhibition
was shown to occur via GABAergic interneurons that directly
blocked OSN to PN transmission (Root et al., 2008, Olsen
and Wilson, 2008). Overall, the current view is that the var-
ious channels influencing OSN-to-PN transmission allow for
superior division of odorant representation across PN activ-
ity by boosting the signal-to-noise ratios of glomerular activity
patterns.

Propagation of olfactory input to higher brain centers

PNs in the AL relay olfactory information gathered at the
periphery to higher processing centers in the Drosophila brain.
The organization of the PN network is similar to that of the
OSNs in that the dendrite of a single PN typically innervates a
single glomerulus, effectively maintaining the peripheral one-
to-one topographic map. On average, a single glomerulus is
innervated by three PNs that make synaptic connections with
approximately 30 OSN axons (Wong et al., 2002, Marin et al.,
2002). PNs belong to one of three broad classes named on the
basis of the relative positions of their cell bodies in the AL:
anterodorsal, lateral, and ventral PNs (Marin et al., 2002). PNs
within a given class are all derived from a single progenitor and
make stereotypic connections in the AL (Jefferis et al., 2001).
Thus, the architecture of this second-order signaling network is
also genetically prespecified. Activity in PNs is relayed to two
olfactory processing centers in the Drosophila protocerebrum:
the mushroom body (MB) and the lateral horn (LH). The MB
is involved in olfactory learning and memory (de Belle and
Heisenberg, 1994, Davis, 2005). The role of the LH is less clear,
but it has been implicated in innate behaviors (Heimbeck et al.,
2001, Kido and Ito, 2002) as well as in bilateral and multimodal
integration of sensory information (Gupta and Stopfer, 2012).

Single-cell labeling experiments allowed for identification
of PN glomerular targets as well as characterization of their
axon branching and terminal arborization patterns. Interest-
ingly, PNs that innervate the same glomerulus have stereotypic
projection patterns in the LH (Marin et al., 2002). Although
there is some overlap, the cognate OSN class of a PN can be reli-
ably predicted on the basis of the pattern of axon branching and
arborization in the LH alone. Thus, the spatial map of olfactory
activity appears to be conveyed to the LH, with some degree of
overlap that may allow for convergence of olfactory input from
multiple OSN classes in third order neurons. The PN axons that
extend to the MB are simpler in terms of numbers of arboriza-
tions, and initial studies were unable to demonstrate clear topo-
graphic stereotypy as seen in the LH (Marin et al., 2002).

Subsequent high-resolution mapping of PN processes con-
firmed class-specific stereotypic arborizations in the LH and
demonstrated a previously unreported degree of stereotypy in
the MB. In-depth analysis of PN projection patterns, over-
laid with the Kenyon cell (KC) dendritic map, established five
groups in the LH and four in the MB (Jefferis et al., 2007, Lin
etal., 2007). Superimposition of this spatial organization of the
higher olfactory centers with the established Or-OSN-PN map
and Or/OSN responses at the periphery exposed a spatial sep-
aration of PN classes that respond to general fruit odors from
those that respond to specific pheromones, offering the first evi-
dence that anatomical segregation in the LH is linked to biolog-
ically distinct functions (Jefferis et al., 2007).

In contrast to the stereotypy of the topographic connectiv-
ity between PNs and KCs as defined by such mapping, recent
functional tracing experiments to define PN-KC relationships
suggest that PNs converge on to the dendrites of KCs in a



Chapter 4: Olfaction and taste

seemingly random manner, and thereby disparate between
individuals (Caron et al., 2013). Although there is no apparent
organization of glomerular inputs to individual KC cells, KC
axons make connections with spatially segregated extrinsic
output neurons in the various lobes of the MB, which are
involved in different forms of learned behavior (Tanaka et al.,
2008, Sejourne et al., 2011). These findings invoke mecha-
nisms that would allow an individual fly to adapt its olfactory
circuitry and acquire behavioral valence through prior
experience.

Glomerular activity and behavioral output

Studies of individual receptor function and glomerular activa-
tion patterns have given insight into how odorant identity and
intensity are represented in the AL. How the complex glomeru-
lar activity patterns are translated to behavioral output is less
clear. A behavioral screen with 110 single odorants to determine
innate positive or negative valence for each found that a major-
ity were classified as either attractive or neutral whereas only
6 of the tested compounds bore repellent properties (Knaden
et al.,, 2012). Surprisingly, there was no obvious correlation
between odorant valence and its chemical category, or its acti-
vation pattern in the peripheral olfactory system. However, the
patterns of PN activation were separated by valence. In partic-
ular, six glomeruli that are clustered in the lateral region of the
AL were strongly activated by the aversive odorants, raising the
possibility that they may be components of hard-wired repellent
circuits (Knaden et al., 2012).

Results of another study support the idea that one or more
“aversive” glomeruli recruited at higher concentrations can be
responsible for concentration-dependent switches in valence
that are observed for many odorants (Semmelhack and Wang,
2009). The study examined behavior of Drosophila to apple cider
vinegar, a low concentration of which activated six glomeruli
in the AL and was behaviorally attractive. Selective silencing
and activation of individual OSN classes, and thus individual
glomeruli, revealed that two of the engaged glomeruli, DM1
(Or42b) and VA2 (Or92a), mediated the attraction. On the
other hand, wild-type flies showed a robust aversion to apple
cider vinegar at high concentrations. Analysis of the glomeru-
lar activity map revealed that an additional glomerulus, DM5
(Or85a), was activated at the increased concentration (Sem-
melhack and Wang, 2009). Genetic manipulation of glomeru-
lar activity showed that this single glomerulus could account
for the valence reversal at high concentrations of apple cider
vinegar, suggesting that the DM5 glomerulus is hard-wired to
generate avoidance behavior.

While most general odorants are represented in combinato-
rial glomerular activity, the peripheral and AL representations
of carbon dioxide and strong acids are distinct exceptions (de
Bruyne et al., 2001, Suh et al,, 2004, Ai et al,, 2010). Each of
these compounds activates one or two OSN/glomeruli and is
perceived as aversive, suggesting a “labeled-line” avoidance cir-
cuit for its detection. Carbon dioxide, for example, activates the

Gr21a/Gré63a receptor in ablC OSNs (de Bruyne et al., 2001,
Jones et al., 2007, Kwon et al., 2007), the axons of which termi-
nate in the V glomerulus in the AL (Suh et al., 2004). Similarly,
strong acids activate Ir64a™ OSNs in the sacculus that target the
DC4 glomerulus (Ai et al., 2010).

To date, the most significant advances in linking olfac-
tory system wiring to behavior have come through studies of
pheromone detection and courtship behavior. Courtship by the
Drosophila male comprises a complex set of innate behavioral
sequences (Hall, 1994) set in place by the male-specific iso-
form of the fruitless gene, FruM (Manoli et al., 2005, Stockinger
et al., 2005). Courtship is influenced, in part, by the detection
of the male-emitted pheromone cVA. In both sexes, one of two
OSN classes that detect cVA expresses Or67d and projects to
the DA1 glomerulus in the AL (Kurtovic et al., 2007). Despite
identical first order projections, cVA elicits disparate behavioral
responses in males and females. In males, cVA promotes aggres-
sion towards other males (Wang and Anderson, 2010) and
suppresses courtship towards both males and females (Ejima
etal., 2007). In contrast, cVA detection in females stimulates an
increase in receptivity to courting males (Kurtovic et al., 2007).
Exposure to cVA generates similar responses in OSNs and PNs
in both sexes (Datta et al., 2008), suggesting that the differ-
ences in behavior are generated in higher brain centers. Trac-
ing the axons of PNs that innervate the Or67d/DA1 glomerulus
revealed a high density of arborizations in the ventral region of
the LH in males, but not in females (Datta et al., 2008). Given
that the narrowly tuned Or67d olfactory channel expresses
fru in the OSN and the cognate PN, the sexually dimorphic
arborizations in the LH were examined in fru mutant males.
The arborizations in the ventral region of the LH were signif-
icantly reduced in fru mutant males, showing instead arboriza-
tion resembling that present in wild-type females (Datta et al.,
2008). fru mutant males court other males with an increased
frequency, which suggests that the fru-regulated axon topogra-
phy in the LH contributes to the sexually dimorphic behavioral
responses to cVA.

Sexual dimorphism of the specialized cVA pathway contin-
ued in higher order neurons (Ruta et al., 2010). Four clusters
of cell bodies are in close proximity to the DA1 PN terminal
arborizations. Among these putative third order neurons, one
dorsal cluster (DC1), which showed responses following stim-
ulation of the DA1 glomerulus but not other glomeruli, was
specific to males. DC1 axons were traced to the lateral triangle
and the superior medial protocerebrum (SMP tract), neuropil
structures that are only present in males. Further tracing of
this circuit revealed male-specific DN1 neurons, which extend
dendrites into the lateral triangle and the SMP tract, and send
long axons down to the ventral nerve cord. These DN1 axons
terminate in the thoracic and abdominal ganglia and inter-
mingle with motor neurons. DN1 neurons receive excitatory
signals in response to cVA and DA1 activation, and this exci-
tation requires input from the third order DC1 neurons (Ruta
et al., 2010). The specificity of the cVA circuit has been key in
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following a neural pathway from olfactory detection to motor
output.

The taste system

Presynaptic termini of GRNSs are located in the subesophageal
ganglion (SOG) in the central nervous system (Stocker, 1994).
The functional separation of sweet- and bitter-sensing GRNs
at the periphery is reflected in non-overlapping axonal projec-
tions in the medial region of the SOG (Thorne et al., 2004, Wang
et al., 2004, Marella et al., 2006). Axons of labellar Gr5a™* sweet
neurons terminate ipsilaterally in a region that abuts but does
not overlap with an area innervated by projections of labellar
Gr66a™ bitter neurons (Wang et al., 2004). Imaging tastant-
evoked activity in the SOG using a genetically encoded calcium
sensor confirmed unique representations for sweet and bitter
tastants by showing that the two identified regions of the SOG
were activated either by one or the other class of tastants but
not both (Marella et al., 2006). Axons of other classes of GRNs,
include those specialized for detection of water and carbona-
tion have also been traced to areas within the SOG (Inoshita
and Tanimura, 2006, Fischler et al., 2007, Cameron et al., 2010).
Additionally, GRNs from different organs terminate in distinct
areas of the SOG, even when they are labeled by the same
Gr receptor (Stocker, 1994, Wang et al., 2004, Thorne et al.,
2004).

Although sub-regions of the SOG are not morphologically
demarcated like the glomeruli in the AL, a recent study used
transgenic strategies to label neurons of gustatory sensilla and
identified 11 separate zones within a region named the “pri-
mary gustatory center” of this ganglion, which receives input
from GRNs and mechanosensory neurons of the labellum and
pharynx (Miyazaki and Ito, 2010). This high-resolution neu-
roanatomical analysis confirms the idea that mechanosensory
and chemosensory inputs are relayed to distinct areas, which
was first put forth by classical dye tracing studies (Murphey
et al., 1989). Eight of the identified zones received input from
GRNs in a manner distinguishing oral taste pegs, labellar
bitter neurons, labellar sweet neurons and pharyngeal neurons
from each other. The distinctions were not always perfect -
there was some overlap between bitter neurons of the labellum
and pharynx, and no discernible differences were found in
the distribution of termini of sweet- and water-sensing taste
neurons, suggesting that gustatory input may converge at least
in part at the very first level of taste processing. Overall, GRN
representation in the SOG appears to separate both the quality
and positional information about the taste stimulus, although
behavioral evidence to support the functional significance of
the latter is lacking.

A cluster of ~20 neurons in the SOG that express the neu-
ropeptide precursor hugin are candidate gustatory interneu-
rons, since blocking their activity resulted in a drastic reduc-
tion in food intake (Melcher and Pankratz, 2005). Subsets of
huginJr neurons were found to project to one of various targets
including the protocerebrum, the ring gland neuroendocrine

center, and pharyngeal muscles (Melcher and Pankratz, 2005,
Bader et al., 2007). Although these and other neurons that dis-
play arborizations in the SOG have been described, none have
been demonstrated to be direct synaptic targets of GRNs. Thus,
higher order gustatory neurons remain to be identified, leaving
many open questions about how information is processed and
integrated along gustatory circuits.

Sophisticated processing by
chemosensory neurons

Encoding chemical blends in sensory neurons

Olfactory coding of odor blends

Thus far, properties of OSNs have been described in terms of
response profiles to monomolecular odorants. In nature, how-
ever, many odors encountered are mixtures and can be per-
ceived, at least by humans, as unique fragrances (Laing and
Francis, 1989). This unique perception has been thought to be
the product of sophisticated central processing. There is mount-
ing evidence, however, that OSN activity itself can reflect infor-
mation about the context in which an odorant is received. For
example, the presence of odorants that inhibit the Gr21a/Gr63a
CO; receptor can disrupt the innate avoidance behavior to CO,
in Drosophila (Turner and Ray, 2009). Other work that exam-
ined mixtures containing both excitatory and inhibitory com-
ponents for a given Or/Orco receptor demonstrated that indi-
vidual OSNs have the capacity to generate responses to mixtures
that differ from the mere sum of its components. Recordings
to such binary mixtures showed a change not only in the fir-
ing frequency of the OSN but also in the timing of the response
(Su et al., 2011). Thus, odorant mixtures can generate unique
signatures in the periphery that afford the freedom to discrim-
inate blends from individual components alone, even across a
range of concentrations.

Each component of an odor mixture has unique physico-
chemical properties that likely affect the rates in which their
vapors reach the fly’s olfactory organs. In a mixture of a
“fast” excitatory odorant with a “slow” inhibitory odorant,
the presence of the inhibitory odorant sharpened the activa-
tion response (Su et al., 2011). The reverse experiment (“slow”
activator paired with a “fast” inhibitor) was carried out in a
Drosophila OSN that ectopically expressed a mosquito olfac-
tory receptor (Su et al., 2011). In this case, a biphasic response
was observed where spontaneous activity was reduced upon ini-
tial exposure to the binary mixture and activation was marked
by a slower response profile. Taken together, these experiments
suggest that a given OSN has the power to generate unique
responses to blends of odorants due to varying response dynam-
ics of the constituents.

Gustatory coding of tastant blends

The separation of GRN responses at the periphery in a manner
that correlates with tastant acceptance or rejection suggested
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that GRN circuits operate as labeled lines that are hard-wired
to convey unambiguous information about whether or not to
feed. Molecular genetic analyses have provided ample support
for this model by showing that specific GRNs are necessary
and sufficient to execute stereotypical food selections (Thorne
et al,, 2004, Marella et al., 2006, Wang et al., 2004). Because of
this, behavioral decisions are thought to arise from higher order
summation of positive and negative inputs.

Like complex odor blends, tastants are often found in the
context of mixtures, and responses to mixed stimuli are not
always predictable from responses to the individual compo-
nents. While there is no evidence of communication between
GRNs of the same sensillum, there are reports of aversive
stimuli acting to inhibit responses of taste acceptance neurons
to their phagostimulatory agonists. Work in the blowfly has
shown that a range of alkaloids can inhibit responses to sugars
(Dethier and Bowdan, 1989), an observation that has been
confirmed, albeit with a limited panel, in Drosophila (Meunier
et al., 2003). Likewise, carboxylic acids have been shown to
modify response of the salt neuron in blowflies, enhancing it
when present at low concentrations and inhibiting it at higher
concentrations (Murata et al, 2002). Electrophysiological
analyses in other insects has revealed instances in which
responses to mixtures are simply additive effects, or lower
than expected, from responses to individual components
(Chapman, 1995). Examples of synergistic effects have also
been reported - both when two stimuli act upon the same
neuron and when they act upon different neurons within
the same sensillum. Although such interactions have not yet
been investigated in great detail in Drosophila, these studies
suggest that information about tastants can be integrated, at
least to some degree, in the sensory neurons of the insect taste
system.

Modulation of sensory neuron by starvation

Starvation-induced changes in olfactory neurons

A change in an organism’s internal physiological state often
leads to distinct changes in behavior. The stereotypic nature of
chemoreceptor expression and first-order connectivity would
suggest that such plasticity relies largely on modulation of
central processing. However, circadian changes in responses
and spontaneous spike amplitudes of OSNs (Krishnan et al,,
1999, Krishnan et al., 2008) suggested that OSN responses are
not rigid. Also, a recent study demonstrated that flies show a
robust increase in food-search behavior that is largely depen-
dent on modulation of olfactory processing at the periphery.
Food odor-evoked changes in calcium-influx in PNs showed
that some neurons in the AL were subject to modulation in
response to starvation (Root et al., 2011). Specifically, three
glomeruli (DM1, DM4, and DM2) showed enhanced odor-
evoked responses and two (VM2 and VA3) showed decreased
responses following starvation (Root et al., 2011). This modu-
lation was specific to the glomerulus and not to the odor tested.

Thus, a change in internal state appears to cause specific changes
in olfactory representation in the brain along with changes in
behavior.

Analysis of food odor-evoked activity in OSNs and PNs
revealed that this glomerular-specific change in olfactory
representation occurred at the level of transmission of OSN
signal to PNs (Root et al.,, 2011). The Drosophila neuropep-
tide sSNPE, known to promote feeding behavior (Lee et al.,
2004), is expressed in a subset of OSNs along with its recep-
tor sNPFR1 (Carlsson et al., 2010). Knockdown of sNPF
in OSNs, using Orco-Gal4 and UAS-RNAi transgenes, abol-
ished the starvation-mediated increase in OSN signaling and
the corresponding enhancement in food-search behavior.
This loss of starvation-induced modulation was absent if
either SNPF or sNPFR were knocked down in PNs. Further
knockdown experiments with OSN-specific drivers refined
the starvation-dependent requirement of sNPF/sNPFR to
Or42b OSNs that project to the DM1 glomerulus. Moreover,
overexpression of sNPFR1, but not sNPF, in Or42b OSNs in fed
flies was sufficient to induce a starved phenotype (Root et al.,
2011). Together, the results suggest that a starvation-regulated
increase in SNPFR expression in Or42b neurons brings about
changes in DM1 activity, leading to an increase in food-search
behavior.

There is also conclusive evidence to link the regulation of
sNPFRI1 expression in OSNs to insulin signaling. A combina-
tion of genetic and pharmacological manipulation was used to
show that insulin receptor-mediated signalling was both neces-
sary and sufficient for the up-regulation of sNPFR1 and the sub-
sequent enhancement of odor-evoked activity in Or42b OSNs
(Root et al., 2011). The study thus uncovered a simple yet cred-
ible mechanism for how a change in internal state is translated
to a change in sensory input via insulin signaling, and in so
doing brings about an appropriate behavioral modification to
meet the physiological needs of the fly.

Starvation-induced changes in gustatory circuits

It’s long been known that hunger and satiety regulate feed-
ing behavior. Studies in blowflies have shown that feeding
behaviors are modulated by biogenic amines (Brookhart et al.,
1987, Long and Murdock, 1983, Long et al., 1986), although
their neural substrates within gustatory circuits are still not
well understood. A recent study used an innovative transgenic
system to report dopamine (DA) receptor activity and found
high levels of reporter labeling in sweet taste neurons of starved
flies (Inagaki et al., 2012). Pharmacological manipulation of
dopamine levels resulted in changes in behavioral sensitivity
to sucrose, as did knocking down the level of DopEcR, one
of four Drosophila DA receptors, specifically in sweet GRNs.
A proposed mechanism of GRN modulation from this work
is that starvation, at least during the early stages, triggers
release of dopamine on to sweet GRNs, which increases the
value of their input in feeding circuits. The site of dopamine
release, however, is not yet clear. One candidate is a single
dopaminergic neuron, named TH-VUM, which has extensive
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bilateral projections in the SOG and was shown to be necessary
for starvation-induced increase in sucrose sensitivity (Marella
etal., 2012). TH-VUM, which was not responsive to sugars, was
relatively silent in fed flies and far more active in starved flies
consistent with a role in driving hunger-induced behavioral
modifications. However, TH-VUM-dependent behavioral
modulation relied on the D2R receptor, whose function is
dispensable in sweet neurons, indicating that much remains
to be learnt about the molecular and cellular mechanisms
of dopamine action on feeding circuits. Nevertheless, these
results offer a first glimpse of how such modulatory changes
may occur at the level of peripheral taste neurons. Future stud-
ies will likely focus on other neuromodulators as well, since
changes in behavioral sensitivity upon longer periods of star-
vation appear to be independent of dopamine (Inagaki et al.,
2012).

Other lines of evidence suggest that internal nutrient-
sensing pathways convey information about nutrient depri-
vation or mating status to feeding circuits via the target-
of-rapamycin/Ribosomal S6 kinase (TOR/S6k) and insulin
signaling pathways, which result in compensatory feeding
behaviors (Ribeiro and Dickson, 2010, Vargas et al., 2010).
For example, flies deprived of protein in their diet develop a
heightened preference for protein over time. To what extent
such modulation occurs at the level of GRNs is not clear.
However, insects such as locusts have been shown to alter their
peripheral sensitivity to tastants that are excluded from their
diet (Simpson et al., 1991), and it will be intriguing to deter-
mine whether this occurs in Drosophila as well. Collectively,
these examples highlight the fascinating capacity of peripheral
chemosensory neurons to relay meaningful environmental
information to the central nervous system in a variety of
contexts.

Interactions between smell and taste

There are a few examples of environmental cues that can be
detected by both olfactory and gustatory systems. The common
insect repellant DEET (N, N-diethyl-m-toluamide) is detected
by olfactory and gustatory neurons, and leads to aversive behav-
iors in both cases. Volatile DEET evokes repellency, observed in
flies where contact with DEET is prohibited. The mechanisms
of volatile DEET repellency are controversial and two different
models have been put forth for its action on OSNs: one in which
DEET activates repellent OSNs in an Orco-dependent fashion
(Syed and Leal, 2008, Ditzen et al., 2008), and a second in
which DEET modifies responses of some OSNS to their cognate
ligands thereby acting to confuse normal olfactory coding (Pel-
legrino et al., 2011). DEET also acts as a contact repellent, rely-
ing on bitter taste neuron-mediated rejection of DEET-laced
substrates, which occurs even with severely reduced olfactory
input (Lee et al., 2010). Taste neuron responses to DEET are
dependent on Gr33a, Gr66a, and Gr32a, confirming the idea
that it is directly detected by bitter GRNS. Studies of behavioral
responses to DEET highlight an example of a compound

with the same valence for olfactory and gustatory behaviors,
perhaps ensuring a strong avoidance response to a toxic
chemical.

On the other hand, acetic acid is an example of a single cue
that can drive olfactory and gustatory behaviors with opposite
valence (Joseph et al., 2009). Flies avoid lingering on substrates
that contain acetic acid at an environmentally relevant concen-
tration. This behavior is dependent on signaling from antennal
OSNs, and is exaggerated in white rabbit (whir) mutants that
are suspected to have an enhanced sense of smell (Joseph et al.,
2009, Rothenfluh et al., 2006). Despite this olfactory-mediated
avoidance of acetic acid, mated female flies preferentially lay
their eggs in media containing acetic acid at the same concen-
tration for which they exhibit “positional” avoidance. Oviposi-
tion preference to acetic acid was dependent upon a functional
gustatory system, as selective disruption of gustatory neurons
led to a deficit in this behavior, while removal of the antennae
had no effect (Joseph et al., 2009). It will be interesting to deter-
mine where the competing olfactory and gustatory inputs con-
verge, whether in the brain or at the level of motor output that
generates behavior.

Although behavioral studies in olfaction and taste have
generally been isolated, it is increasingly apparent that
chemosensory behaviors can be influenced by both olfactory
and gustatory input. The exact nature of interactions between
the two systems remains unknown, but at least in one case
the input from the gustatory system has been shown to have
a dominant influence on olfactory-mediated behavior. The
Or67d/cVA circuit is known to promote male-male aggression
and suppress male-male courtship (Ronderos and Smith,
2010, Kurtovic et al., 2007, Wang and Anderson, 2010). Recent
studies have found that similar opposing effects on courtship
and aggression behavior are driven by Gr32a-expressing
bitter GRN’s via recognition of the male-specific hydrocarbon
(z)-7-tricosene (Miyamoto and Amrein, 2008, Wang et al,
2011, Koganezawa et al., 2010). Investigation of the manner in
which the effects of cVA and 7-tricosene are related revealed
a requirement for Gr32a in taste neurons for cVA-mediated
enhancement of aggression (Wang et al.,, 2011). Conversely,
Or67d was dispensable for 7-tricosene-mediated aggression.
Thus, the olfactory effect of cVA on aggression was found to
be dependent on gustatory input but not visa versa, suggesting
that gustatory signaling is epistatic to olfactory input in stimu-
lating male-male aggression. Similar hierarchical interactions
between the two systems are also implicated in suppression of
male-male courtship. Currently, the regions in the brain where
the two systems converge are poorly understood. Identification
of such regions would be instrumental toward understanding
how information encoded in various classes of sensory neurons
is integrated to influence behavior.
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Nociception

Introduction

Pain is a universally experienced but poorly understood pro-
cess. 116 million people in the USA alone live with chronic pain
(Council, 2011). Nociception is the neural process of detect-
ing and responding to noxious stimuli, and serves a protec-
tive function in avoiding potentially tissue damaging sensory
stimuli. Nociception is extremely important for survival as it
allows animals to avoid and react to potentially harmful con-
ditions. Animals use specialized sensory neurons called noci-
ceptors to sense noxious stimuli (Woolf and Ma, 2007). Appro-
priate control of nociceptor function is critical to maintaining
overall health, since failures in controlling the nociception sys-
tem often cause pathological states, such as neuropathic pain
(Campbell and Meyer, 2006).

Pathological pain can be a consequence of an environmental
event, such as a traumatic accident or a surgical procedure, or
the pain can be idiopathic and of unknown etiology. In the case
of chronic pain syndromes that are triggered by a causal insult
that causes chronic pain in the area of the original injury, such
as post-thoracotomy pain, it is largely unknown why some indi-
viduals develop severe and long-lasting chronic pain, while oth-
ers do not. An important goal of pain research is to explain the
mechanisms that lead to the development of pain syndromes.
An especially powerful way to achieve this goal is through the
identification of genes that play a functionally important role in
pain responses, which is the approach that we describe here.

Historically, approaches to the genetic analysis of pain have
been primarily applied in humans and mice (LaCroix-Fralish
et al., 2007). In human studies pedigrees with extreme insen-
sitivity or hypersensitivity to pain have led to the identifica-
tion of several important pain signaling molecules (Kremeyer
et al., 2010; Raouf et al., 2010; Momin and Wood, 2008; Cox
etal., 2006; Choi et al., 2006). In addition, candidate gene stud-
ies have identified gene variants that contribute to pain states in
mice and humans (LaCroix-Fralish et al., 2007). More recently,
genome-wide association studies (GWAS) in humans have the
potential to ascribe variability in pain sensitivity to genetic
variants in the population of interest (Kim et al., 2009). The
strength of the GWAS approach lies in the large number of
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single nucleotide polymorphisms (SNPs) that have been iden-
tified by the human genome project. However, this strength
imposes limitations because the many SNP variants make
it difficult to achieve the statistical significance needed to
detect associations that are above the noise of genetic variation
(Goldstein, 2009). A statistically more powerful approach can
be taken through the study of inbred mouse strains that have
been found to show extreme differences in pain responses
among lines (Mogil et al., 1999a,b). Greater statistical power can
be achieved because the breeding of the mice is controlled by the
investigator. The genetic pedigrees can then be used to find the
loci that vary among the strains and which also segregate with
the pain trait.

Although these approaches to pain genetics used in mice
and in humans have led to many important discoveries
(LaCroix-Fralish et al., 2007) they have also met with certain
formidable obstacles. These studies clearly show that natural
genetic variation contributing to pain phenotypes does exist,
and the important variants can be identified. Yet, in both the
human and the mouse models, in many cases, even if a poly-
morphism can be found, it may be very difficult to assign the
polymorphism to a specific gene function. In cases when varia-
tion is found in non-coding DNA, then finding the affected gene
itself is a challenge. If the gene can be found, does the polymor-
phism increase the activity of a nearby gene or does it decrease
it? Does the polymorphism affect gene expression in the noci-
ceptor neurons, in microglial cells, dorsal horn interneurons or
in the brain? Many years of research by many laboratories may
be needed to move beyond the initial identification of the vari-
antin order to understand the mechanisms that lead to the asso-
ciation with pain.

In addition, the association studies can never identify the
complete set of molecular elements that define the pain sys-
tem because they rely on natural variation. The genes that do
vary may not be the best therapeutic targets for pharmacolog-
ical intervention. And most importantly, many of the critical
genes involved in pain signaling may not have variants that lead
to disease. This is because natural selection against deleterious
variants will likely act to eliminate variation in key nocicep-
tion genes. This means that many genes can never be identified

Behavioral Genetics of the Fly (Drosophila melanogaster), ed. ]. Dubnau. Published by Cambridge University Press.

© Cambridge University Press 2014.



Chapter 5: Nociception

through the examination of population variability or may only
be identified as extremely rare variants.

In Drosophila, these problems can be overcome through
the use of forward genetics. We have developed a system that
uses Drosophila as a platform for discovering genes required
for the function of nociceptive sensory neurons (Caldwell and
Tracey, 2010; Hwangetal., 2007, 2012; Tracey et al., 2003; Zhong
et al,, 2010, 2012). Understanding nociceptors is important to
understanding pain because sensory drive in nociceptors con-
tributes to the development of central sensitization and sub-
sequent chronic pain (Seltzer et al., 1991). Furthermore, con-
genital pain syndromes are caused by mutations in genes that
affect the function of nociceptive sensory afferents in humans
(Kremeyer et al., 2010; Raouf et al., 2010; Momin and Wood,
2008; Cox et al., 2006; Choi et al., 2006). Thus, a fundamental
and basic understanding of the molecular mechanisms of noci-
ceptor neurons is important for an understanding of chronic,
neuropathic, and inflammatory pain.

Drosophila is an invertebrate. This may be seen as a lim-
itation to this approach because of the phylogenetic dis-
tance between flies and mammals. However, our research and
that of others has shown that Drosophila nociception path-
ways are evolutionarily conserved. The dTRPA1 channel, the
TRPA channel Painless, the degenerin/epithelial sodium chan-
nel (DEG/ENaC) Pickpocket, the calcium channel subunit «283
and the Piezo channel play critical roles in Drosophila nocicep-
tion (Tracey et al., 2003; Zhong et al., 2012; Neely et al., 2010,
2011; Coste et al., 2012; Kim et al., 2012). Importantly, TRPA
channels, DEG/ENaCs and the calcium channel subunit «283
are also important for mammalian nociception. In fact, familial
episodic pain syndrome (FEPS) results from a missense muta-
tion that changes a single amino acid of the hTRPA1 gene (Kre-
meyer et al.,, 2010), mammalian homologues of DEG/ENaCs
called acid-sensing ion channels (ASICs) have been implicated
in many types of nociceptive signaling including mechanical
nociception (Deval et al., 2010), and rare polymorphisms in
the calcium channel subunit 283 gene are linked to reduced
pain phenotypes in humans (Neely et al., 2010). In addition, it
has been shown that a TNF-alpha-like pathway triggers ther-
mal allodynia in Drosophilalarvae (Babcock etal., 2009). Larvae
that are exposed to strong ultraviolet (UV) irradiation, release
the Eiger (TNF-alpha) ligand from the epidermis. This in turn
triggers allodynia through the TNF receptor Wengen, which is
expressed in nociceptor neurons (Babcock et al., 2009). Thus,
given the conserved functions of these genes in mammalian
pain signaling, mechanistic insights that have been uncovered
in Drosophila have a high probability of illuminating our under-
standing of mammalian nociception.

Nociception behaviors and circuits
in Drosophila

Drosophila larvae show a stereotypic escape locomotion in
response to noxious thermal, mechanical or chemical stimuli
(Tracey et al., 2003). When performing escape locomotion, the

larva rotates around its long body axis in a corkscrew like man-
ner. This nocifensive escape locomotion (NEL) is specifically
triggered by noxious stimuli and is unambiguously separable
from other forms of larval locomotion such as reverse or for-
ward peristalsis. Two nociception assays, thermal and mechan-
ical, have been established (Tracey et al., 2003) and are used to
test nociceptive sensory function in larval Drosophila. Thermal
nociception can be tested by stimulating larvae with the gen-
tle touch of a probe heated to a noxious temperature. Interest-
ingly, the temperature threshold to induce robust larval NEL
is around 39 °C, which is similar to the temperature thresh-
old for nociceptor firing in mammals, including primates (Till-
man et al., 1995). Mechanical nociception can be tested by
using Von Frey fibers which deliver a designated maximum
mechanical force. Larval NEL is triggered by harsh mechani-
cal stimuli of greater than 30 mN and innocuous tactile stim-
uli do not evoke the stereotypic rolling responses (Tracey et al.,
2003; Kernan et al., 1994). Detailed materials and methods
for thermal and mechanical nociception assays are provided
below.

The Class IV multidendritic (md) neurons have been iden-
tified as polymodal nociceptors in larval Drosophila (Hwang
et al,, 2007). The md neurons are sensory neurons located
just beneath the larval epidermis, and tile the larval body wall
with their dendritic arbors (Grueber et al., 2002). Based on the
complexity of the dendritic structures, md neurons are classi-
fied into Class I to Class IV in the order from least to most
complex dendritic arbors (Grueber et al., 2002). Hwang et al.
(2007) demonstrated that silencing the activity of the Class
IV md neurons significantly disrupts NEL responses to nox-
ious heat and mechanical stimulation. Silencing of Class II and
IIT md neurons impaired mechanical nociception but had lit-
tle effect on thermal nociception. Additionally, optical activa-
tion of the Class IV md neurons using the algae-derived blue
light-gated cation channel Channelrhodopsin-2 elicits NEL, but
optical activation of the Class I, II, or III md neurons fails to
evoke larval NEL (Hwang et al., 2007). Collectively, these results
show that larval Class IV md neurons are necessary for sensing
thermal and mechanical noxious stimuli and sufficient to trig-
ger NEL, thus fulfilling the criteria of a polymodal nociceptor.
Recently it was also shown that the Class IV md neurons medi-
ate light avoidance behaviors in response to high intensity ultra-
violet or blue light (Xiang et al., 2010). The Class IV md neurons
send their axons centrally to the larval ventral nerve cord (Grue-
ber et al., 2007), but the secondary neurons and downstream
nociceptive circuits are unknown.

Although the Class IV md neurons are clearly nociceptive,
it is still possible that there are additional nociceptive path-
ways in Drosophila larvae. Two recent papers report an assay
that involves immersing larvae in a water droplet resting on a
petri dish (Chattopadhyay et al., 2012; Oswald et al., 2011). The
petri dish with the water droplet was then placed on a hotplate
heated to 70 °C or 95 °C. Interestingly, this technique elicited
an NEL like behavior in the larvae. However, the temperature
measured in the water droplet was only around 29 °C when the
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NEL like behavior was triggered. This temperature is far below
the nociceptive threshold that we have observed. Oswald et al.
also reported that blocking the Class IV md neurons results in
an elevated temperature threshold for the rolling-like behav-
ior observed in the water droplet (Oswald et al., 2011). Since a
thermal probe heated to 29 °C never elicits larval NEL in wild-
type larvae (Tracey et al., 2003; Zhong et al., 2012; Babcock
etal., 2009) and recordings from the Class IV neurons show that
they respond to temperatures above 39 °C (Xiang et al., 2010),
these observations raised the possibility that there might be an
unknown nociception processing pathway that triggers larval
NEL in response to the low heat stimuli delivered systemically
in the water droplet. However, there are important caveats in the
interpretation of these experiments. For instance, because lar-
vae can make contact with the surface of a petri dish the tem-
perature of the petri dish surface must be taken into account.
This caveat was not considered in either study. Experiments in
our laboratory have found that the temperature of the petri dish
surface indeed rises much more rapidly than the water droplet.
In addition, NEL behavior is only rarely observed when larvae
are placed in a water droplet equilibrated to 31.5 °C on a plate
heated to 32.5 °C (J. Robertson and W.D. Tracey, Jr unpublished
observations).

Adult flies have also been used in thermal nociception
assays. A wide variety of stimuli, including an infrared laser
beam, hot plate, heated ring barrier and heated chamber have
been used to stimulate adult flies (Neely et al., 2010; Aldrich
et al., 2010; Xu et al, 2006). Among these assays, the heated
ring barrier and heated chamber assay can test a group of ani-
mals at once, and thus have the potential to provide a relatively
high-throughput experimental system. One potential weakness
of adult thermal nociception assays is that innocuous ther-
mosensation pathways mediated by antennal (Sayeed and Ben-
zer, 1996) and internal (Hamada et al., 2008) sensory neurons
will also repel flies from temperatures between 25 °C and 32 °C.
In addition, the jump reflex or avoidance behaviors which are
used as indicative responses for nociception in adult flies are
generally elicited by various other non-noxious stimuli such as
airflow, light, sound, and odors. Therefore, experimental condi-
tions need to be carefully controlled to exclude non-specifically
activated responses. The neurons responsible for nociception in
adult flies have not been identified. Although the larval Class
IV md neurons persist through metamorphosis to the adult fly
(Shimono et al., 2009), their function in the adult stage remains
to be demonstrated.

Nociception-related genes in Drosophila

Since the field of Drosophila nociception has emerged nearly
a decade ago, only a handful of genes have been found to be
involved in Drosophila nociception. However, these few exam-
ples present convincing evidence that flies can be used to
uncover novel evolutionally-conserved molecules responsible
for nociception.

Transient receptor potential A (TRPA) channels

The TRP channels are a large family of cation channels known
to function in mediating a wide range of sensory modalities,
including taste, hearing, thermosensation, hygrosensation and
nociception (Gallio et al., 2011; Kim et al., 2003; Liedtke et al.,
2003; Liu et al., 2007; McKemy et al., 2002; Montell and Rubin,
1989; Niemeyer et al., 1996; Peier et al., 2002; Sidi et al., 2003;
Smith et al., 2002; Walker et al., 2000; Xu et al., 2002). TRP
channels have four subunits, and can be either homomeric
or heteromeric (Hoenderop et al., 2003). The TRPA channel
family plays key roles in mechanical, chemical and perhaps
cold-induced nociception in mammals, although the role for
TRPAL in cold nociception is controversial (Brierley et al., 2009;
Bautista et al., 2006; Story et al., 2003; Knowlton et al., 2010;
McMahon and Wood, 2006; Kwan et al., 2006; Macpherson
et al., 2005; Bandell et al., 2004; Jordt et al., 2004). The TRPA
channel is also the first TRP channel subfamily that has been
associated with a human pain-related syndrome. A gain-of-
function mutation in the TRPA1 gene is linked with a heritable
familial episodic pain syndrome (FEPS) in a Colombian family
(Kremeyer et al., 2010; Waxman, 2010). Two TRPA channels in
Drosophila have been found to play an important role in noci-
ception, which strongly argues that the molecular mechanisms
for noxious stimuli sensation are evolutionarily conserved.

painless (pain) was the first reported nociception gene
in Drosophila. pain was identified from an insertional
mutagenesis-based forward genetic screen for mutations that
cause insensitivity to noxious heat (Tracey et al., 2003). pain
mutants show severe insensitivity to both noxious thermal and
mechanical stimulation, but respond normally to innocuous
gentle touch. The nociception phenotype of pain is not likely to
be due to developmental defects in the motor circuit because
pain mutants are coordinated and capable of responding to
higher noxious temperatures (=52 °C). The gene pain encodes
an ion channel that belongs to the TRPA channel family.
Consistent with the multimodal sensory function of TRPA
channels, the pain mutant is also defective in avoiding allyl
isothiocyanate (AITC), which is an irritant compound found
in wasabi (Al-Anzi et al., 2006).

Patch-clamp recordings from the heterologously expressed
Painless channel in HEK293 cells demonstrated that Painless is
directly gated by heat above 41 °C (Sokabe et al., 2008), sup-
porting its role in sensory transduction for noxious heat. How-
ever, direct activation of Pain by AITC or osmotic pressure has
not yet been observed (Sokabe et al., 2008). Recently, a non-
canonical isoform of Pain that lacks ankyrin repeats was identi-
fied (Hwang et al., 2012). Expression of this non-canonical Pain
isoform in larval nociceptors is capable of rescuing mechani-
cal nociception, but not thermal nociception in a pain mutant
(Hwang et al., 2012). This suggests that the ankyrin repeats
domain of Pain is important for its thermoceptive function. A
mechanosensory role for the Pain channel has been implied in
mechanical stress responses in the heart (Senatore et al., 2010)
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and gravity sensing (Sun et al., 2009), but whether Pain func-
tions as a mechanotransducer or downstream as a signal ampli-
fier in these contexts has yet to be determined.

Another TRPA channel involved in fly nociception is
dTRPA1, the Drosophila orthologue of mammalian TRPAI. The
function of dTRPA1 was first described in thermotaxis (Rosen-
zweig et al., 2010), and it has been subsequently revealed that
the canonical dTRPA1 isoform (known as dTRPA1-A) is a
thermosensitive channel directly gated by innocuous warming
(>27°C) (Hamada et al., 2008). The role of dTRPA1 in sens-
ing various noxious or repellent chemicals has also been shown
(Kang et al., 2010; Kwon et al., 2010; Kim et al., 2010), support-
ing the hypothesis that the mechanisms of chemical nociception
are evolutionally conserved.

Recently, dTRPA1 was shown to be involved in thermal
and mechanical nociception (Zhong et al., 2012; Neely et al,,
2011; Babcock et al., 2011). Paradoxically, dTRPAI involve-
ment in thermal nociception was not consistent with the acti-
vation threshold of dTRPA1-A, which is around 27 °C, much
lower than the temperature threshold of larval thermal nocicep-
tion (39 °C). Furthermore, the known dTRPA1-GAL4 strains
did not drive reporter expression in the larval nociceptors
(Hamada et al., 2008; Rosenzweig et al., 2005). This puzzle was
resolved by the discovery of a novel non-thermosensitive iso-
form of dTRPA1, which has an alternative transcriptional start
site located upstream of the canonical isoform (Zhong et al.,
2012). Enhancer elements from the DNA region upstream of
the non-thermosensitive transcriptional start site drives expres-
sion of GAL4 reporters almost exclusively in the larval noci-
ceptors. In addition, when expressed in larval nociceptors, the
non-thermosensitive dTRPA1 isoform rescues the thermal
nociception phenotype in the dTRPA1 null mutant. Conversely,
the expression of the canonical dTRPA1-A thermosensitive iso-
form results in a gain-of-function phenotype, and lowers the
temperature threshold for NEL to 30 °C. These results suggest
that the non-thermosensitive isoform functions in larval ther-
mal nociception, and that dTRPA1 is not a direct thermosensor
for noxious heat in larval nociception. Structurally, the non-
thermosensory dTRPALI is distinct from the canonical ther-
mosensitive isoform only in the alternative exons flanking the
ankyrin repeats domain, which indicates that these regions are
important in determining the thermodynamics of the chan-
nel. Similar to the canonical isoform, the non-thermosensitive
dTRPA1 isoform is responsive to irritant chemicals such as
AITC (Zhong et al,, 2012; Kang et al., 2012). In the adult fly,
the non-thermosensory isoform, but not the thermosensory
isoform, is found to be important for chemical nociception
against nuclear electrophiles mediated through gustatory neu-
rons (Kang et al., 2012).

straightjacket (st))

stj, an a283 voltage-gated calcium channel subunit, was identi-
fied as a conserved nociception gene in a study by Neely and col-
leagues that applied findings from the fly to mice and humans

(Neely et al., 2010). stj was first isolated as a candidate noci-
ception gene in a genome-wide RNAI screen based on a high-
throughput noxious heat avoidance assay in adult flies. Flies
with neuronal specific knockdown of stj fail to avoid noxious
heat in a heated chamber and are consequently paralyzed, impli-
cating a possible defect in thermal nociception. The thermal
nociception phenotype seen in stj mutants has been confirmed
using the thermal nociception assay in larvae, and the phe-
notype is rescued by a genomic fragment containing the stj
locus. Based on these results, the authors generated knockout
mice for the mammalian stj orthologue CACNA2D, and found
that the knockout mice are deficient in thermal and inflamma-
tory nociception, which is consistent with the prediction from
Drosophila phenotypes. Furthermore, identification of the stj
phenotype has subsequently led to the discovery that rare poly-
morphisms in the human orthologue of the CACNA2D3 gene
are associated with reduced acute and chronic pain. In mice,
stj is not detectably expressed in the nociceptors or DRG neu-
rons. Furthermore, the knockout mice exhibit impaired activa-
tion of higher-order pain centers and abnormal sensory cross-
activation in the brain by thermal and tactile stimuli, implicat-
ing that stj might be required for higher-order processing of
nociceptive signals in the brain. Although the localization of
stj in the nociception pathway is unclear in Drosophila, its rela-
tively simple nervous system and powerful tools to dissect cir-
cuitry functions will be useful to uncover the site of action of
the gene in nociceptive circuits.

pickpocket (ppk)
pickpocket genes constitute a large family of DEG/ENaC sodium
channels in the Drosophila genome (Adams et al., 1998).
DEG/ENaC channels are thought to form sodium-selective
trimers (Firsov et al., 1998; Kosari et al., 1998; Mano and
Driscoll, 1999; Gessmann et al., 2010). Several lines of evi-
dence have suggested that channels from this family play a
role in mechanosensation and nociception. Mec-4 and Mec-10,
DEG/ENaC channel subunits in C. elegans, have been shown
to comprise a mechanosensitive channel complex required for
gentle touch sensation (O’Hagan et al., 2005; Suzuki et al., 2003;
Ernstrom and Chalfie, 2002). The ASIC3 DEG/ENaC channel in
mice is thought to be required for sensing a noxious pinch (Price
et al,, 2001). Interestingly, snake venom proteins elicit robust
nociception behavior in mice through the activation of the
ASIC1 DEG/ENaC channel in nociceptors (Bohlen et al., 2011).
A role for the canonical ppk gene (ppkl) in larval nocicep-
tion was first suggested by its expression pattern. Indeed, until
the discovery of the non-thermoceptive dTRPA1, ppk was the
only gene known to be specifically expressed in the nocicep-
tors (Ainsley et al., 2003). Consistent with its specific expression
pattern, ppk mutant larvae are defective in mechanical nocicep-
tion, but normal for both thermal nociception and gentle touch
sensation (Zhong et al., 2010). In addition, RNAi knockdown
of ppk severely impairs mechanical nociception, but does not
affect optogenetically induced NEL. Thus, a potential role for

69



70

K. Honjo, J. Robertson, and W.D. Tracey, Jr.

the PPK channel subunit in mechanotransduction of noxious
mechanical force has been proposed. Although patch-clamp
recordings from Class IV neurons that were grown in culture
identified a PPK dependent transient current that was gated by
acidity (Boiko et al., 2012) the role of PPK as a direct mechan-
otransducer has yet to be demonstrated with electrophysiolog-
ical approaches.

Dmpiezo

The piezol and piezo2 genes have been found to be capa-
ble of conferring robust mechanically activated currents when
heterologously expressed in mammalian cultured cells (Coste
et al., 2010). The piezo genes are well conserved, but the struc-
ture is unlike any previously described ion channels. Depend-
ing on the species, Piezo has 24-36 transmembrane domains,
and does not have an identifiable pore structure. Two recent
studies on Drosophila piezo (Dmpiezo) have further elucidated
the role of Piezo in mechanical nociception in vivo. Coste
et al. (2012) performed electrophysiological analyses of het-
erologously expressed Piezo channels and found that DmPiezo
forms mechanically-activated, homo-multimeric, non-selective
cation channels (Coste et al., 2012). Utilizing the genetic tools
of Drosophila, Kim et al. (2012) provided in vivo evidence
that DmPiezo functions as an important component of lar-
val mechanical nociception. Behavioral analyses demonstrated
that larvae with a Dmpiezo deletion are insensitive to mechan-
ical nociception, but responded normally to thermal nocicep-
tion and innocuous gentle touch (Kim et al., 2012). A Dmpiezo
GAL4 line drives UAS reporter gene expression in a variety
of sensory neurons including the larval Class IV nociceptors.
Finally, recordings from dissociated Class IV nociceptors iso-
lated from the Dmpiezo deletion mutants showed no mechan-
ically activated currents (Kim et al., 2012). Interestingly, Piezo
and PPK1 seem to function in parallel pathways in detecting
mechanical nociception, while Pain and Piezo may function in
the same pathway.

amnesiac (amn)

amn was originally isolated as an associative olfactory mem-
ory mutant (Quinn et al., 1979). The amn gene is predicted to
encode a putative neuropeptide precursor, which exhibits weak
sequence similarity to mammalian pituitary adenylyl cyclase
activating peptide (PACAP) (Feany and Quinn, 1995). When
tested in thermal nociception assays, amn genetic mutants or
ubiquitous knockdown of amn with RNAi show significantly
reduced or delayed nociceptive responses to noxious heat in
both the adult and larvae (Aldrich et al., 2010). These mutant
phenotypes are rescued by ubiquitous overexpression of wild
type amn, but the site of action of the putative neuropeptide in
nociception circuits is unknown.

NPFR1

NPFR1 is a member of the Neuropeptide tyrosine (NPY)-like
receptors (Feng et al., 2003). NPY-like receptors and their lig-
and NPY have been implicated in modulation of a number of

physiological processes in vertebrates such as sleep, food intake,
and nociception (Held et al., 2006; Heilig et al., 1991; Bru-
movsky et al., 2007). In nociception, NPY and NPY like-
receptors are thought to have an anti-nociceptive role. Intrathe-
cal injection of NPY in rats has been reported to cause reduced
responses to noxious heat (Hua et al, 1991), and knockout
mice for the NPY1 receptor display hyperalgesia (Naveilhan
et al., 2001). In Drosophila, overexpression of NPFRI with
painless-GAL4 has been reported to lower sensitivity to noxious
heat, implicating its conserved anti-nociceptive role (Xu et al.,
2010).

Nociceptive sensitization and mediators
in Drosophila

The nociceptors can be sensitized due to tissue-damage and/or
inflammation. In vertebrates, numerous extracellular signaling
molecules secreted from injured or inflamed tissue have been
identified as modulators of nociceptor sensitivity (Hucho and
Levine, 2007). These inflammatory mediators activate diverse
intracellular signaling cascades through the activation of a vari-
ety of receptor types and ultimately lead to plastic change of
nociceptor sensitivity. Sensitized nociception can occur due to
hyperalgesia and/or allodynia (Sandkuhler, 2009). Hyperalge-
sia is indicated when there is an exaggerated response to a nor-
mally noxious stimulus such that a normally painful stimulus is
even more painful. Allodynia occurs when a normally innocu-
ous stimulus is perceived as painful.

An experimental paradigm to probe nociceptive sensitiza-
tion has been developed for Drosophila larvae (Babcock et al.,
2009). After exposure to UV-C radiation, epidermal tissue dam-
age is seen and larvae show sensitized nociception behavior.
This UV-induced nociceptive sensitization includes both hyper-
algesia and allodynia, since larvae develop faster responses to
noxious heat stimulation as well as NEL in response to nor-
mally innocuous temperatures (Babcock et al., 2009). In this
UV-induced nociceptive sensitization model, thermal hyper-
algesia and allodynia are developed in different time courses.
Hyperalgesia is observed from 8 to 16 hours after UV irradi-
ation but diminished after 24 hours, while allodynia persists
from 8 to 24 hours after UV treatment.

The tumor necrosis factor (TNF) signaling pathway is
activated through apoptosis of damaged epidermal cells, and
mediates thermal allodynia in Drosophila (Babcock et al,
2009). TNF-a has been extensively studied as an inflammatory
cytokine which has a role in modulating immune and nocicep-
tive neuronal responses (Ware, 2011; Leung and Cabhill, 2010).
Babcock and colleagues examined the role of Drosophila TNF
and its receptor, named eiger and wengen respectively, using the
UV-induced nociceptive sensitization model. They found that
either epidermis-specific knockdown of eiger or nociceptor-
specific knockdown of wengen by RNAI abolishes UV-induced
thermal allodynia without affecting basal nociception (Bab-
cock et al., 2009). Additionally, RNAi-mediated blocking of
apoptotic caspase-3 (dronc) activity in damaged epidermal cells
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prevents the development of allodynia. The proposed model
involves the Eiger TNF ligand produced and secreted from
apoptotic epidermal tissue which activates the Wengen recep-
tor expressed in the nociceptors. Interestingly, knockdown of
eiger, wengen, and dronc caspase does not affect the develop-
ment of hyperalgesia, suggesting that allodynia and hyperal-
gesia are mediated by genetically separable signaling cascades.
Because TNF signaling has been suggested to be involved in
nociceptive sensitization in mammals (Sandkuhler, 2009), the
identification of TNF as a mediator of fly allodynia implies that
the molecular machinery mediating nociceptive sensitization is
also conserved between flies and mammals.

Recently, the Hedgehog (HH) signaling pathway has been
reported to function in nociceptive sensitization in Drosophila.
Babcock et al. (2011) have demonstrated that nociceptor-
specific functional disruption of HH signaling components by
either expressing RNAi or a dominant negative form of HH sig-
naling components blocks thermal allodynia and hyperalgesia
after UV-induced tissue damage, while the number and gross
morphology of the nociceptors and basal nociception behavior
are not affected (Babcocket al., 2011). Epistasis analyses showed
that the HH signaling pathway functions in parallel with the
TNF signaling pathway in allodynia development. Additional
epistasis analysis uncovered interactions between the HH and
TNF pathways and TRPA channels. In the case of allodynia,
both Pain and dTRPA1 are necessary, and Pain interacts with
both the TNF and HH pathways. In the case of hyperalgesia,
however, only dTRPA1 is necessary, and it interacts with the HH
signaling pathway. Interestingly, the authors have also provided
evidence implying that the HH signaling pathway plays a role
in modulating nociceptive sensitization in mammals. Pharma-
cological inhibition of the HH receptor Smoothened results in
sustained or enhanced morphine-mediated analgesia in rodent
inflammatory or neuropathic pain models.

Conclusions

In summary, Drosophila provides robust behavioral assays and
powerful forward genetic screening systems to study nocicep-
tion. Nociception studies in Drosophila have shown that a num-
ber of nociception genes are functionally conserved in flies
and mammals, and even led to discoveries of novel signal-
ing molecules in mammalian nociception such as« 233 voltage-
gated calcium channel subunit and hh. The fact that flies have
played a key role to find the unexpected nociception signaling
pathways further emphasizes the potential of the fly nociception
model.

Thermal and mechanical nociception
assays in Drosophila larvae

Materials

Common

e Deionized water
o Standard cornmeal molasses fly food vials

e Dryyeast

e 60 x 15 mm petri dishes

o Digital video camera (SONY DCR-DVD610)

e Leica MZ6 stereomicroscope

e MM99 Adaptor S/N: 1685 (Martin Microscope Company)
o Halogen dual fiber optic light source (Schott)

o Forceps

o Transferring pipette

Thermal nociception assay

e Variable auto transformer, single phase input, 0-120 VAC
Output, 12A (Variac)

e BAT-12 thermometer (Physitemp)

o IT-23 MLT1402 T-type ultra fast thermocouple probe
(Physitemp)

o Soldering irons (Two soldering irons are required; one is to
be remodeled to a custom-made thermal probe, another is
to be used for soldering.)

e Solder

e  Whetstone

Mechanical nociception assay

o Pasteur pipette

¢ Nylon monofilament fishing line (Shakespeare Omniflex
6 1b test, diameter 0.009 inch [0.23 mm])

e Weighing scale

Equipment setup

Stereo microscope and digital video camera

A conventional stereomicroscope is set up with a halogen light
source. A digital video camera is mounted on the stereomi-
croscope through the MM99 adaptor (C-mount). The optical
zoom setting of the digital video camera is adjusted to minimize
vignetting of the viewing field.

Custom-made thermal probe

For the thermal nociception assay, a custom thermal probe
can be made from a soldering iron. Using a whetstone, the tip
of the soldering iron is filed down to a pointy chisel shape,
approximately 0.6 mm wide at the tip (Fig. 5.1). The tip of
the IT-23 thermocouple is attached on the back of the chisel-
shaped tip using solder. It is critical to place the thermocou-
ple on the very tip of the thermal probe. A dollop of solder is
added onto the thermal probe in order to entirely cover the IT-
23 thermocouple and insulate it from the exterior. The solder
on the thermal probe also confers greater heat capacity to the
probe, which prevents temperature fluctuation during exper-
iments. After cooling for several hours the soldered probe is
ready to use. Connect the IT-23 thermocouple to the BAT-
12 thermometer. The power cord of the thermal probe should
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be plugged into the 12 A variac transformer so that the tem-
perature of the thermal probe can be controlled by adjusting
the voltage on the thermal probe. Typically 20-25 volts are
needed to drive the temperature of the probe into the noxious
range.

Von Frey fibers

Von Frey fibers are used to deliver mechanical stimuli in the
mechanical nociception assay. Von Frey fibers can be made by
attaching nylon monofilament fishing line to a Pasteur pipette
whose tip has been truncated and bent to 90° angle with a
Bunsen burner. The mechanical forces produced by Von Frey
fibers can be adjusted by varying the length of fishing line hang-
ing over from the end of the Pasteur pipette. A Von Frey fiber
with a longer protruding fishing line generally produces weaker
mechanical force. The maximum mechanical force delivered by
a particular Von Frey fiber can be measured by depressing a
weighing balance using the Von Frey fiber. The mechanical force
produced by a Von Frey fiber reaches its maximum at the instant
when the fiber begins bending. Thus, the reading of a weighing
balance when the fishing line of a Von Frey fiber bends repre-
sents its maximum force. The force in mN can be calculated by
multiplying the reading of the balance in grams by 9.8 (the value
of the acceleration of gravity).

Methods

Fly crosses and hushandry

Wandering third instar larvae should be used in both ther-
mal and mechanical nociception assays. To obtain experimen-
tal larvae, six virgin females are crossed to three males in a
cornmeal molasses fly food vial and the cross is kept for five-
six days at 25°C with 75% relative humidity and a 12-hour
light/dark cycle. Multiple crosses should be set up to increase
the number of experimental larvae. Since day-to-day varia-
tions cannot be eliminated in behavioral experiments, con-
trol crosses should be tested side-by-side with experimental

genotypes.

Fig. 5.1. The thermal probe.The frontal
view A and the side view B of the tip of the
thermal probe. An IT-23 thermocouple
(Physitemp) is attached on the backside of
the flattened tip and the temperature is
measured with a model BAT-12 microprobe
thermometer (not shown, Physitemp). To
achieve consistent delivery of heat stimuli,
larvae are touched by the flattened side of
the chisel shaped tip. Scale bars = 1 mm.

General experimental conditions

All behavioral experiments are performed at room temperature
(21~23 °C) under the stereomicroscope.

Thermal nociception assay

1. The variac transformer, BAT-12 thermometer, halogen
light source and digital video camera are turned on. The
voltage on the variac transformer is adjusted to heat the
custom-made thermal probe up to the intended
temperature, which can be monitored through the BAT-12
thermometer. The focus, exposure and white balance
settings of the digital video camera are adjusted properly to
achieve fine video recordings.

2. Wandering third instar larvae are gently washed from the
food vials to petri dishes using deionized water.

3. Larvae need to be tested in a shallow aqueous environment.
Excess water is carefully removed from the petri dishes
using the transferring pipette to leave water shallow
enough for larvae to crawl along the bottom of the dish, but
not so deep that the larvae are suspended. A few particles
of dry yeast can be added to the dish and dissolved so that
the surface tension of the water is lowered and the bottom
of the dish is evenly covered by the aqueous solution.

4. The video camera is started to record the experiments. A
larva is gently touched with heated thermal probe on the
lateral side of abdominal segments 4 to 6 until the animal
achieves a 360° roll along its long body axis or 10 seconds
have passed. The tested larva is discarded using forceps to
avoid repeated testing on the same larva. For statistical
comparison, it is desirable to test > 90 larvae in total for
each genotype. To ensure the reproducibility of results, it is
also recommended to repeat the same experiment on
multiple days using larvae from independent parental
flies.

5. Larval nociception responses are analyzed on the recorded
movies. The latencies from heat stimulation to roll are
measured for each tested animal with a digital stopwatch
(for example http://tools.arantius.com/stopwatch).
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6. Average latency is calculated for each genotype.

Appropriate statistical tests (for example Wilcoxon rank
sum test) are used to compare a control strain and a given
experimental genotype. A histogram with 11 bins (< 1 sec,
< 2 sec, ...,< 10 secand > 10 sec) can be made to show
the distribution of latencies. In wild-type animals, larval
nocifensive rolling is typically seen within 2 seconds using
a 46 °C thermal probe.

Mechanical nociception assay

1.

Wandering third instar larvae are washed into petri dishes
with a shallow aqueous environment as described in step 3
of the thermal nociception assay.

. Videotaping is started. A noxious mechanical force is

delivered to a larva by depressing the Von Frey fiber down
perpendicularly on the dorsal midline of abdominal
segments 4 to 6. The Von Frey fiber should be rapidly
pressed down until the fishing line begins bending and
immediately released to deliver only instantaneous
maximum mechanical force. Each animal is poked up to

stimulation. The tested larva is discarded from the dish
using forceps. In our lab, approximately 70-80% of wild
type larvae typically show NEL after the first stimulation
with a 50 mN Von Frey fiber. Some practice may be
required to obtain reproducible results for beginners. To
minimize potential bias, it is recommended to perform the
assay blind to experimental genotypes. In addition, the
experiments should be repeated on multiple days using
animals from independent crosses. It is desirable to test

> 90 animals per genotype in total.

. For statistical comparison, larval responses can be

binomially scored (“roll at the first poke” or “no roll”) and
a percentage of larvae which show nocifensive rolling
behavior in response to a particular noxious mechanical
force can be calculated. A cumulative percentage of larvae
which show the nocifensive rolling behavior at each poke
(roll at the first, second, third poke and no roll) can also
be calculated. Appropriate statistical tests for proportional
data (for example, Fisher’s exact test) can be used to
compare a control strain and experimental

3 times until the larva shows NEL to mechanical
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Introduction

Drosophila displays an impressive diversity of flight techniques
and vision-guided behaviors. The limits of these behaviors and
thus aerial capacity depend on several key factors including
the ability of the underlying neuromuscular system to control
wing movements and the maximum mechanical power output
delivered by the asynchronous indirect flight muscle (A-IFM).
What we experience as flight behavior thus reflects the output
of a complex high-speed feedback cascade that turns sensory
information into aerodynamic forces. This chapter summarizes
the recent progress related to the link between A-IFM func-
tion and flight behavior in Drosophila from a behavioral genet-
ics perspective, presenting behavioral data on A-IFM mutants
that have been tested in free and tethered flight essays. These
mutants cover a wide range of flight muscle modifications such
as alterations in the number of muscle fibers, the phosphory-
lation capacity of proteins essential for muscle stiffness, actin-
myosin cross-bridge cycling, and flight muscle oxygen supply.

Aerial performance of flies

Flight is an essential component of most insect behaviors: wing
flapping is required to escape from predators, for the localiza-
tion of food and mating partners and allows responses to vari-
ous forms of stress such as thermal treatment and desiccation.
Aerial locomotion is thus a major component of fitness in fruit
flies (Gilchrist et al., 1997; Jordon et al., 2006).

Drosophila displays an impressive diversity of sophisticated
aerobatic behaviors such as obstacle avoidance reactions, escape
responses and elaborate starting and landing programs. These
maneuvers result from the interplay between genetically pre-
determined behavioral programs, feedback coming from the
insect’s sensory structures and mechanical forces acting on
body and wings. The interplay between sensory stimuli and
the formation of muscle commands for motor control during
vision-guided behaviors such as object fixation behavior and
optomotor responses has been thoroughly analyzed on different
levels of investigation (Duistermars et al., 2007; Gotz et al., 1979;
Heisenberg and Wolf, 1984; Kern and Egelhaaf, 2000; Mronz
and Lehmann, 2008). Using elaborate sensory input, Drosophila
steers and maneuvers by changing many aspects of wing

Flight behavior: Degradation of flight muscle power
a and locomotor capacity in transgenic Drosophila

kinematics such as the amplitude and frequency of the wing
stroke, and the timing and speed of wing rotation at the stroke
reversals (Dickinson et al., 1999; Lehmann and Dickinson,
1998; Fig. 6.1A). The limits of these kinematic alterations, and
thus the constraints on the fly’s aerial maneuverability, depend
on several key factors including mechanical constraints set by
the thoracic exoskeleton, the ability of the underlying neuro-
muscular system to precisely control wing movements, and the
maximum power output of the flight muscles. What we expe-
rience as flight behavior in Drosophila thus reflects the output
of a complex feedback cascade that turns sensory information
into muscle mechanical and, subsequently, locomotor forces by
the activation of flight muscles.

Although the maximum mechanical power output and
the efficiency of the locomotor musculature for flight can be
estimated from in vitro biophysical experiments, the values
determined from such experiments in Drosophila are substan-
tially lower than the maxima that occur in the flying animal
(Lehmann and Dickinson, 1997; Tohtong et al., 1995). As a con-
sequence, a systems-level perspective on power production is a
necessary bridge in any attempt to link the function and per-
formance of flight musculature with its specific role for wing
motion and flight force control in the behaving animal. More-
over, the cost of locomotion in flying insects is rarely constant
but varies as the animal changes speed and direction. Ulti-
mately, the muscles of the insect must compensate for these
changing requirements by varying the amount of muscle power
that they produce. An important key to understand Drosophila
flight behavior is thus to unravel the function of the A-IFM
and its significance for mechanical power output during vari-
ous forms of aerial maneuvers.

Bioamines and their significance for flight

Besides walking, flight is probably the most complex behavior,
and understanding its underlying genetic architecture requires
abroad perspective on the various structures of the flight motor
including their physiological functions. Although to date no
complex trait associated to flight has been genetically dissected
in all detail, behavioral genetic analyses offer beneficial tools
to determine the significance of particular genes for the func-
tion of the flight feedback cascade. The Drosophila flight system
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Fig. 6.1. Wing motion and flight muscles in Drosophila. A Body posture and wing motion during hovering flight. The black lines show snapshots of the wing blade
at the center of force production, sampled every 100 us throughout the stroke cycle, where black dots indicate the wing's leading edge. WH, wing hinge; COG,
center of gravity. B Dorsal attachment sites of the indirect flight muscle (A-IFM) inside the thorax. Fluorescence image on the right shows the A-IFM during flight in a
mutant expressing the calcium indicator Cameleon. Red lines in the hemisoma circle attachment sites of the muscles shown on the left. DLM, dorso-longitudinal
muscle; DVM, dorso-ventral muscle; TTM, tergo-trochanter muscle. The TTM connects the scutum with the coxa of the middle leg. It is termed “jump muscle”
because of its activation during take-off behavior. C Side view on DLM and DVM fibers and their insertion points inside the thorax. D Insertion points of the
synchronous flight control muscles. b1-3, muscles of the basalare; [1-2 and I111-4, muscles of the pterale. E “Three-state cross-bridge model” of actin-myosin
interaction for A-IFM contraction in Drosophila. Site-directed mutagenesis of serine to alanine in the myosin light-chain kinase shifts the balance between the

contraction states from post-force state 1 to the non-binding pre-force state.

thus serves as a model system for basic processes related to com-
plex body control. Since some of these processes are conserved
between flies and humans (Adams et al., 2000), genes that affect
development and function of the Drosophila locomotor system
may be also relevant in humans. A prominent example of this
link are several human degenerative diseases related to motor
control such as Parkinson’s disorder which is caused by a degen-
eration of dopaminergic neurons in the nigrostriatal area and
an accumulation of Lewy bodies (Olanow and Tatton, 1999;
Scholtissen et al., 2006). It has been shown that, in Drosophila,
mutations with reduced levels of dopamine are associated with
variable changes in locomotor activity, where higher dopamine
concentrations typically cause an increase in locomotor activity
(Connolly et al., 1971).

Other biogenic amines such as octopamine (tyramine-3-
hydroxylase, TBH), the invertebrate homolog of noradrenalin,
cause more complex behavioral changes in flight, such as alter-
ations in flight maintenance and flight initiation, rather than
in the dendritic structure of flight motoneurons, the structure
of the flight muscles or kinematic parameters such as stroke
frequency (Brembs et al., 2007). Flight deficits of TAH null
mutants can be fully rescued by octopamine substitution, but

also by blocking tyramine receptors that are enriched in the
TAH null mutant. Microinjection of octopamine into the iso-
lated ventral nerve cord of locust produces similar effects, ini-
tiating walking and flight motor patterns (Sombati and Hoyle,
1984). Besides octopamine, the neurotransmitters serotonin
and +vy-aminobutyric acid (GABA) enhance and inhibit loco-
motor activity in Drosophila, respectively. Treatments with the
GABA antagonist bicuculline (BIC), for example, can restore
previously suppressed locomotor activity by applications of
GABA reuptake transport inhibitors, which is similar to the role
of GABA for the control of locomotion in vertebrates (Leal and
Neckameyer, 2002). Since locomotion is a complex trait, it was
further investigated by mapping quantitative traitloci (QTL) for
locomotor behavior. In one study, fine mapping of four QTL
to 12 chromosomal regions produced 13 positional candidate
genes affecting locomotor activity, including the enzyme Dopa
decarboxylase (Ddc) that catalyzes the final steps in the sero-
tonin and dopamine syntheses. According to the data available
so far, it seems likely that a large part of the natural variation
in locomotor flight activity in Drosophila results from the vari-
ations in the synthesis and availability of these two bioamines
(Jordon et al., 2006).
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Muscular requirements and muscle function

The production and control of aerodynamic forces during
flight results from the interplay in neural activation between
two functionally, physiologically and anatomically distinct
classes of flight muscles: the asynchronous, indirect flight mus-
cle (A-IFM) composed of the dorso-longitudinal (DLM) and
the antagonistic dorso-ventral (DVM) muscle, and the syn-
chronous flight control muscles (Fig. 6.1B-D). In Drosophila
there are 16 flight control muscles on each body side, where
14 muscles insert at the wing hinge and two muscles, the pleu-
rosternal muscles 1 and 2, insert inside the thorax shell to allow
control of thoracic stiffness and thus stroke frequency (Dickin-
son and Tu, 1997; Tu and Dickinson, 1996). In contrast, stroke
amplitude is modulated by at least the first and second basalare
muscle (bl and b2) and the first control muscle of the pterale
(I1). While the A-IFM mainly delivers the mechanical power
for wing motion by deforming the thoracic exoskeleton, flight
control muscles reconfigure the wing hinge in order to allow
changes in both wing movements and power transmission from
the A-IFM to the flapping wings.

Since insect flight requires higher levels of mechanical
power than any other form of animal locomotion, the A-IFM of
Drosophila offers morphological and physiological specializa-
tions such as stretch activation and shortening deactivation at
an oscillation frequency of more than 200 Hz. The A-IFM oscil-
lates at nearly full actin-myosin filament overlap. In the pre-
vailing model for muscle function, stretch activation describes
the transition from a non-force-producing (weekly bound state)
cross-bridge state to a force-producing (strongly bound state)
state (‘three-state cross-bridge model’; Tawada and Kawai, 1990;
Zhao and Kawai, 1993; Fig. 6.1E). It has been suggested that
the transmission of strain to the myosin filament (thick fila-
ment) affects strain-sensitive rate constants of the cross-bridge
cycle and thus the distribution of cross-bridge states in the A-
IFM myofibrils (Granzier and Wang, 1993a; 1993b). In con-
trast to vertebrate synchronous muscles, asynchronous nerve
impulses at 5-10 Hz repetition rate maintain an elevated level
of A-IFM intracellular calcium. This calcium primes the A-IFM
for stretch activation, converting the detached actin and myosin
filaments (detached state) into a weakly bound state, instead
of directly controlling muscle tension by calcium waves (Vig-
oreaux, 2006). Thus, the asynchronous A-IFM of insects pro-
duces only small mechanical forces when stimulated electrically
(Josephson, 2006). The function of the A-IFM in Drosophila
is similar to the vertebrate cardiac muscle, namely to gen-
erate power during oscillatory contractions, and it is bene-
ficial for understanding muscle function in a larger context.
This includes, for example, studies on the functional signif-
icance of structural alterations of muscle myosin for muscle
tension and power (Moore et al., 2000; Ramanath et al., 2011;
Swank et al., 2006; Yang et al., 2010, 2008), on the muscle pro-
teins obscurin (Katzemich et al., 2012), troponin (Krzi¢ et al.,
2010), and fligthin (Barton et al., 2005), on aging effects such
as age-dependent degradation of muscle ultrastructure and

mitochondrial damage (Miller et al., 2008) and muscle mechan-
ical properties of the A-IFM (Swank, 2012).

The A-IFM of myosin regulatory light chain (Mlc2)
transgenic Drosophila

Modulation of mechanical power output and the control stretch
activation in the indirect flight muscle is essential for Drosophila
to cope with the changing power requirements during maneu-
vering flight. Besides changes in intra-muscular calcium con-
centration (Gordon and Dickinson, 2006), A-IFM-specific pro-
teins and a unique extension of the myosin regulatory light
chain (MLC2) may also play a key role in A-IFM power con-
trol (Bullard et al., 1985; Bullard et al., 1988; Tohtong et al.,
1995; Vigoreaux et al., 1993). Drosophila MLC2 exhibits two
conserved serines at the positions 66 and 67 that are phos-
phorylated during cross-bridge cycling by the myosin light
chain kinase (MLCK). A replacement of these amino acids by
non-phosphoryable alanines changes the chain of events with
actin and myosin during cross-bridge cycling. A change in the
constitutive level of MLC2 phosphorylation is thought to be
correlated with changes in stretch activation and net A-IFM
power, by reducing the number of attached cross-bridges rather
than by changing the kinetics of the power-producing step
during cross-bridge cycling. An alternative explanation of A-
IFM power loss owing to MLC2-phosphorylation refers to the
human heart and skeletal muscle (Poetter et al., 1996). Muta-
tion of the human regulatory light chain supposedly modi-
fies the regional elasticity of the myosin neck, which includes
regulatory and essential light chains. Assuming that the strain
sensitivity of Drosophila myosin originates in the neck region
of the myosin molecule, a removal of the MLCK-dependent
phosphorylation side on the MLC2 diminishes oscillatory
power output by altering neck compliance (Dickinson et al,,
1997).

Changes in viscoelastic properties of A-IFM
in Mlc2 mutants

On the level of muscle structure, the replacement of each of the
two MLC2 serines into alanines using site-directed mutagen-
esis has only little effect in Drosophila. The sarcomeric struc-
ture of the serine double mutant (MIc25664-5664) appears to be
normal by optical and low magnification electron microscopy.
This indicates that phosphorylation of the myosin regula-
tory light chain is not essential for muscle structure and
development, although power output is severely attenuated
(Table 6.1). The power reduction is probably caused by the
complete detachment of myosin heads from actin filament in
the “three-state cross-bridge model”. The model incorporates
MgATP binding, MgATP hydrolysis, or release of phosphate
and MgADP during the pre-force, post-force, and recovery state
(Maughan et al., 1994). In the recovery state, the myosin head
remains weakly attached to the actin filament. The MLCK-
phosphorylation dependent recruitment of power-generating
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Table 6.1. Mean flight parameters of tethered wild type and transgenic Drosophila, flying at maximum locomotor capacity in a virtual reality flight simulator.
Amplitude, stroke amplitude of the flapping wings; frequency, stroke frequency of a complete flapping cycle; force, aerodynamic lift production of both flapping
wings opposing gravity and normalized to Drosophila body weight (100%); power, muscle mechanical power output of the indirect flight muscle (A-IFM) during
wing flapping and normalized to flight muscle weight; gy, muscle efficiency, i.e, the efficiency with which the A-IFM converts chemical energy into mechanical
forces for wing motion; nu, aerodynamic efficiency, i.e, the ratio between the minimum power requirements for flight (Rankine-Froude power) and the power
actually produced by A-IFM; n, total efficiency of the flight apparatus, i.e. the product between muscle and aerodynamic efficiency and a measure for the overall
efficacy of the flight apparatus; activity, a relative measure for locomotor activity and flight motivation compared to wild type behavior (+, increase; —, decrease);

* estimated value

Strain Amplitude (degrees) Frequency (Hz) Force (%) Power (WKg~") nm (%) Na (%) N1 (%)  Activity
wild type & 162 226 116 77 114 254 29 0
wild type @ 170 207 135 80 9.7 269 26 0
MIc 25664674 © 172 168 103 55 99 253* 2.5% =
fAn®/fnt Q@ 171 198 15 70 94 257 24 -
fin*/fint Q@ 163 212 103 65 89 257 23 -
sply @ 178 215 % 67 120 239 29 =
drd & 116 179 29 12 26 239 0.6 +

cross-bridges changes the equilibrium between the recovery
and the relaxation state, in which the myosin is fully detached
from the actin filament.

The viscoelastic properties of wild type A-IFM that are
the frequency-dependent changes in composite stiffness of iso-
lated, skinned A-IFM fibers, significantly differ from fibers
of Mic25%A, MIc2%7A, and the double mutant MIc25664:5674
Deconvoluted Nyquist plots of contraction and relaxation pro-
cesses, however, suggest that the net oscillatory power deliv-
ered from the DLM fibers to the experimental apparatus is not
significantly different between MIc2%7A and wild-type controls,
whereas MIc25%4 and the double mutant exhibit a 33% and 31%
reduction in peak in vitro power output of the isolated fibers,
respectively, as shown in Table 6.1 (Dickinson et al., 1997).

Flight tests of mlc2 mutants

Despite the normal muscle ultrastructure, MLC2 mutation of
the indirect flight muscle produces severe impairments of flight
behavior in tethered flies during visually-invoked optomotor lift
stimulation in a virtual reality flight simulator (Lehmann and
Dickinson, 1997). Myosin phosphorylation-site mutant strains
cannot achieve sustained flight, although they could generate at
least a few wing strokes when stimulated with visual patterns.
They exhibit a stereotyped flight initiation reflex upon removal
of their tarsal substrate. Although the values of maximum flight
force and maximum A-IFM mechanical power are lower in
MLC2 mutants, most of these flies generate enough power and
lift to support body weight. In MIc25%64 and Mic2566A-S67A | the
stroke frequency during hovering flight is significantly below
wild-type (Table 6.1). These mutants obviously compensate for
a reduced number of cross-bridge cycles and wing stroke fre-
quency by elevating the stroke amplitude of their wings and
thus muscle strain. In MIc25¢7A little compensation is required,
because the number of recruited cross-bridges is similar to
wild type. The changes in MLCK of Drosophila in all substi-
tution lines result in a decrease in A-IFM metabolic activity

of up to 17% in the double mutation line MIc2564-567A  Mus-
cle efficiency, i.e., the efficiency of the ATP-mechanical conver-
sion process in the A-IFM, is similar in MLCK mutants com-

pared to wild type and varies between 9.7 and 9.9% according to
Table 6.1.

Flightin

Flightin is a novel 20 kDa, multiply phosphorylated, myosin
binding protein found in indirect flight muscles of Drosophila
and other insects with asynchronous flight muscles. A null
mutation in the flightin gene (fIn°) severely compromises thick
filaments of the myofibril assembly and muscle integrity result-
ing in muscle degeneration and loss of flight ability. The
myofibril is a multiprotein structure designed to produce and
transmit contractile forces through the interaction of myosin
containing thick filaments and actin containing thin filaments.
In insect indirect flight muscles, these filaments are organized
in a double hexagonal lattice and, as in other striated mus-
cles, are stabilized laterally by structures at the M-line and Z-
band. In particular, thick filaments are anchored at the center of
the sarcomere through their association with unknown M-line
proteins, and connected to the Z-band through projectin
and kettin. In addition to myosin heavy chain (MHC) and
its two associated (regulatory and essential) light chains,
paramyosin/mini-paramyosin and flightin have been shown to
be essential for normal thick filament development and elevated
stiffness of the asynchronous muscle fiber (Arredondo et al.,
2001; Liu et al., 2003; Reedy et al., 2000). A single amino acid
substitution in the myosin rod (glutamate 1554 to lysin, the
Mhc™ allele) prevents the accumulation of flightin in vivo and
its binding to MHC in vitro (Kronert et al., 1995). Thus, simi-
lar to the flightin null mutation, Mhc'? flies are near flightless
and their A-IFM undergoes a time-dependent hypercontrac-
tion that is characterized by myosin proteolysis, thick filament
instability, and sarcomere degeneration.
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Muscle structure of flightin “resuced” and

“tetraploid” lines

To better understand the role of flightin in A-IFM func-
tion and flight behavior of Drosophila, previous studies gen-
erated transgenic animals that express a chimeric Actin88F
promoter-flightin gene construct in wild-type (fIn*/fln™) and
flightin null (fIn°/fln’) genetic backgrounds. Transgenic P-
element transformed P[fln"] fIn” “rescued” flies have a smaller
number of thick filaments per myofibril than wild-type flies
(782 vs 945) but have normal A-IFM, while transgenic P[fln*]
fln™ “tetraploid” flies have normal number of thick filaments.
Flightin expression levels in both transgenic strains are similar
to wild type. In contrast, flightin expression levels are reduced
in a myosin heavy chain “tetraploid” strain that produces excess
myosin and excess thick filaments. It has thus been suggested
that regulation of flightin expression is independent of gene
copy number and that the number of thick filaments assem-
bled per myofibril is influenced independently by myosin and
flightin expression (Barton et al., 2005).

Flight essays and flightin phenotypes

The functional significance of flightin for flight behavior and
power output in Drosophila may be estimated in vitro by sinu-
soidally stretching and relaxing A-IFM skinned fibers in a force
rack and measuring mechanical force production while the
fibers undergo a full stretching-relaxation cycle (work loop tech-
nique). The applied length changes are similar to those that
occur during flight and typically amount to 2%-3% the muscle’s
resting length (Barton et al., 2005). An alternative method to
estimate A-IFM power output in vivo is to determine the power
requirements for flight using aerodynamic theory (Casey et al.,
1981; Ellington, 1984). Estimates of power requirements result
from biomechanical and aerodynamic considerations such as
energetic cost to overcome wing inertia (inertial power) during
flapping motion, aerodynamic drag on wings (profile power),
the energetic costs to generate lift (induced power) and drag on
the animal body during forward motion (parasite power). The
latter method has been applied to tethered animals flying in a
virtual reality flight simulator (Lehmann and Dickinson, 1997),
and flight force estimates were derived from unrestrained ani-
mals flying in a cylindrical free-flight arena under optomotor
stimulation (Mronz and Lehmann, 2008; Figs 6.2A, 6.3C-D).
The mechanical properties of A-IFM skinned fibers dur-
ing the sinusoidal stretching show no significant differences
in active viscoelastic properties (dynamic stiffness) in flightin
“rescued” and “tetraploid” transgenic flies vs. wild type (Barton
et al,, 2005). By contrast, mechanical analyses of skinned fibers
from newly eclosed fln’ and Mhc"? flies show similar deficits in
passive and dynamic stiffness, and a loss of the stretch activa-
tion response resulting in no net positive work output, com-
pared to wild type controls. This effect is most likely due to
an internal absorption of much of the actomyosin generated
force (Henkin et al., 2004). Dynamic stiffness is composed of

the elastic and the viscous modulus, where the elastic modulus
is a measure of the fiber compliance. In “rescued” flies it statisti-
cally corresponds to the wild type at the frequency of maximum
power generation. The “rescued” fibers produce normal, tripha-
sic responses, indicative of restoration of wild-type function.
The viscous modulus is a measure of the work produced (neg-
ative values) and work absorbed (positive values) by the fiber
during stretching. In the flightin “rescued” fibers it is nearly
identical to wild type and the value at the frequency of maxi-
mum power is also not statistically different from wild type.

Tethered and free flight capacity of flightin mutants

While flying in a virtual reality flight simulator, flight perfor-
mance of transgenic “rescued” and multi-gene copy “tetraploid”
lines of tethered Drosophila is significantly reduced during max-
imum locomotor capacity compared to wild type flies. Although
transgenic flies generate enough flight force to sustain hovering
flight, their reduced capability to produce flight force in excess
of hovering flight force is due to a reduction in stroke amplitude
(“tetraploid” line) and frequency (“rescue” and “tetraploid™).
Muscle (~10%) and aerodynamic (~26%) efficiency appear to
be similar in transgenic and wild-type lines. Thus, the reduced
myofibrillar diameter in “rescued” A-IFM does not appear to
have a deleterious effect on flight parameters and dynamic stiff-
ness (Barton et al., 2005). The muscle mechanical power out-
put from “rescued” fibers is more similar to wild-type than the
corresponding values from “tetraploid”, although the latter has
the normal number of thick filaments per sarcomere. Likewise,
normalized force and mechanical power measured in the flight
simulator for “rescued” flies are more similar to wild-type val-
ues than to “tetraploid” values, as are muscle and aerodynamic
efficiency. The observation that all values follow a similar trend
suggest that the presence of extra copies of the flightin gene,
while restoring the quota of thick filaments, has a moderately
unfavorable effect on flight muscle function in tethered flight of
Drosophila.

The reduction in maximum flight force production in “res-
cued” and “tetraploid” flightin lines has a pronounced effect on
locomotor behavior and aerial capacity during free flight. Com-
pared with tethered flight, freely flying Drosophila must keep
its balance, cope with parasitic drag to overcome the drag on
the moving body, and compensate for centrifugal forces to keep
on track during turning behavior (Fig. 6.2B). During fast yaw
turning, centripetal forces opposing centrifugal forces are up to
70% of the total locomotor reserve that is available for maneu-
vering flight and pay load in Drosophila (Mronz and Lehmann,
2008). Consequently, besides maximum flight endurance and
maximum forward velocity, the reduced ability to boost aero-
dynamic force production during directional turning is consid-
ered a major factor that attenuates free flight behavior in trans-
genic lines.

Maximum locomotor performance of a freely cruising fly
can be elicited by optomotor stimulation via rotation of the
fly’s visual environment. While trying to compensate for the
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visually induced retinal slip, Drosophila reaches its maximum
motor capacity at a maximum forward velocity of 1.2 m s! and
500° s~! directional turning rate (Mronz and Lehmann, 2008).
Since “rescued” and “tetraploid” flightin lines exhibit a 29% and
34% reduction in peak A-IFM power output, respectively, com-
pared to wild type, they are unable to fully compensate centrifu-
gal forces during directional turning. In a cylindrical free flight
arena, this causes unwanted side-slipping movements, pulling
the animal towards the surrounding walls of the experimental
setup. Transfer probability plots indicate that wild-type flies are
able to stay closer to the center of the arena while turning, owing
to their ability to produce elevated centripetal flight forces
(E.-O. Lehmann, unpublished results, Fig. 6.2D-E).

Effect of sphingosine-1-P lyase on A-IFM function
and flight behavior

Sphingolipids are important cell complex lipids. As components
of membrane lipid rafts or as second intra-extracellular mes-
sengers, they ubiquitously participate in determining cell fate
under stress conditions, apoptosis, and in Drosophila also in
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Fig. 6.2. Free flight essay and free flight
behavior in Drosophila. A Flight arena used
for scoring maximum flight capacity in
freely cruising flies in a stationary visual
environment and during optomotor
stimulation by rotation of the surrounding
random dot pattern. B Yaw turning in
Drosophila produces centrifugal forces
that need to be compensated by the

\tz Flight
»f"-/’ path

Ce?trlpetal production of centripetal flight forces. If
orce locomotor reserves of the fly are small,
elevated centrifugal forces may cause
unwanted side-slipping movements of the
| animal. C—E Top view on flight paths of
0.5 1.0 single Drosophila (upper row) and mean

transfer probability of several flies (lower
row) during flight in a stationary visual
environment in ¢ and during optomotor
stimulation with a 500° s™" rotating
environment in dand e. The traces in ¢
and d are measured in wild type, the data
in e are collected from an A-IFM mutant
(flightin fin®/fin* ‘rescued’ mutant) with
reduced flight muscle mechanical power
output. Mutants with limited A-IFM power
output cannot cope with elevated
centrifugal forces during yaw turning
while flying forward at fast speed, and are
thus pulled away from the arena center.

flightin mutant

egg-laying behavior. Sphingosine-1-phosphate lyase mainly cat-
alyzes the conversion of sphingosine-1-phosphate to fatty alde-
hyde and ethanolamine phosphate (Hannun et al., 2001; Merrill
jr et al., 2001; Prieschl and Baumruker, 2000; Pyne and Pyne,
2000). Bioactive sphingolipid metabolites, ceramide, sphingo-
sine and sphingosine-1-P generate opposite effects, where sph-
ingosine and ceramide action upon cellular functions or fate are
opposed by sphingosine-1-P action. This balanced functional
activity between bioactive sphingolipids has also been referred
to as the sphingolipid rheostat (Herr et al., 2003).

At the level of flight muscle tissue, sphingolipids seem to
play a functional role in the regulation of physiological adap-
tations to fatigue and activity of the plasma membrane, the
sarcoplasmic reticulum calcium channels in vertebrates and
A-IFM calcium channels in fruit flies. Adult fruit flies carrying a
null mutation in the sphingosine-1-P lyase (sply) gene, encoding
for a terminal key enzyme in the sphingolipid metabolic path-
way, accumulate upstream metabolites such as sphingosine-1-
P, sphingosine, and ceramide. This accumulation leads to near
flightless phenotypes associated with an asymmetric degenera-
tion of single muscle fibers, while the remaining A-IFM fibers
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apparently remain completely intact (Herr et al., 2003; Son-
nenmoser et al., 2011). Ultrastructural analysis of degenerating
fibers shows the presence of mitochondrial swelling.

A-IFM structure and function in sply

Sphingosine-1-P lyase null mutants are characterized by a loss
of one or two of the 12 dorso-longitudinal (DLM) muscle fibers
of the thorax. The hemisoma of sply?>*! has on average only
4.14 fibers and sply'** 5.97 DLM fibers, compared to the six
fibers of the intact muscle. Despite the reduction in number
of DLM fibers, the total cross sectional area of the DLM is
similar in sply and wild type of approximately 11000 pm?
(Sonnenmoser et al., 2011). The intact A-IFM fibers in sply
thus slightly increase in diameter, apparently compensating
for the loss of muscle tissue. According to low magnification
electron microscopy, the intact structure of sply muscle fibers
suggest only minor changes in flight behavior. This assumption
is further fueled by electrophysiological experiments, showing
similar resting potentials of the DLM membrane (~-82 mV)
and similar mean latency between an electrical brain stimu-
lus and the onset of muscle action potential by muscle activa-
tion via the giant-fiber-pathway (~ 1.6 ms) in sply and wild-type
Drosophila (Sonnenmoser et al.,, 2011). However, behavioral
flight tests indicate severe attenuations in locomotor capacity
of this mutant during tethered flight conditions.

Tethered flight capacity of sply transgenic
Drosophila

The virtual reality flight simulator allows us to estimate max-
imum locomotor capacity in tethered flying Drosophila by
means of visual stimulation. In the attempt to stabilize the
motion of a visual stimulus on its retina via the optomotor feed-
back, Drosophila maximizes its locomotor output by increasing
stroke amplitude in response to vertically, upward moving hori-
zontal stripes (Lehmann and Dickinson, 1997; Fig. 6.3E). Under
these flight conditions, aerodynamic force production of sply
transgenic lines is reduced up to ~29% compared to wild-type
controls (Table 6.1). Morphometric analyses suggest that this
loss in peak force production is due to a significant reduction in
wing length and wing area, while maximum stroke amplitude
and frequency are not significantly different between sply and
wild type. Despite their attenuation in maximum locomotor
capacity, tethered sply mutants are able to generate flight forces
close to hovering force, owing to a reduction in body mass.
However, since total DLM cross-sectional area differs only little
between transgenic line and wild type, while aerodynamic force
production is significantly reduced, sply causes a 34% reduction
in muscle tension per muscle cross-sectional area. The ultimate
reason for this loss in contraction strength is not known yet,
because the electrophysiological properties of sply A-IFM fibers
appear to be normal.

Considering the role of sply for the function of mus-
cle calcium channels, however, it appears possible that sply
attenuates A-IFM calcium activation due to a reduction of

calcium influx from the extracellular space. A reduction in
intramuscular calcium level lowers the ability of the A-IFM to
maximize mechanical power output, which was demonstrated
by calcium imaging of the Drosophila A-IFM using the trangene
calcium indicator Cameleon (Gordon and Dickinson, 2006).
This assumption is in agreement with the finding that muscle
efficiency of Sphingosine-1-P lyase null mutants is similar to that
of wild-type controls (~12%). It is also in agreement with the
muscle efficiency measures of Mlc2 trangenic Drosophila lines
because both mutations are thought to reduce the probability
of A-IFM cross-bridge cycling, which lowers ATP cleavage and
thus metabolic costs.

Drop-dead mutation and A-IFM oxygen shortage

While wild-type Drosophila live several weeks after eclosion,
drop-dead mutants have shortened live-spans and typically die
within several days after hatching. Drop-dead carries an X-
chromosomal recessive mutation that causes brain degenera-
tion, due to a loss in glia function. Thus, in drop-dead (drd’,
drd*') most neurons lack their complete glia sheaths (Buchanan
and Benzer, 1993). In drd there is an acceleration of temporal
pattern expression in some age-related markers (lacZ-marked
wg, en, and 206) whose expression pattern of 8-gal is corre-
lated with aging (Bier et al., 1989; Freeman, 1991; Helfand et al.,
1995; Helfand and Naprta, 1996; Kassis et al., 1991; O’Kane and
Gehring, 1987). It has thus been concluded that the normal drd
gene product prevents brain degeneration by establishing glia
function (Buchanan and Benzer, 1993).

The role of the drd gene product is not only limited to
brain function. A recent study on gut function in Drosophila
has shown that mutants carrying the strong allele drd™/ have
reduced defecation rates and increased volumes of crop con-
tents, including an abnormal spontaneous motility of the crop
(Peller et al., 2009). The drd gene product facilitates the trans-
fer of food from the crop to the midgut of the animal. Drd™/
mutants also have abnormal triglyceride and glycogen stores
within the first four days after eclosion. Unpublished results on
drd*! associate glia cell degeneration with a lack of tracheole cell
development. X-ray phase-contrast imaging in a synchrotron
shows that drd’ males yield pronounced changes in tracheal
geometry compared to wild type (E-O. Lehmann, unpublished
observations). Major tracheal air sacs in the thorax and head
of drd" males are consistently reduced or completely collapsed,
suggesting a severe change in tracheolar diffusivity for respi-
ratory gases and thus oxygen supply to flight muscles and the
nervous system (Fig. 6.3A). The latter findings link neurode-
generation with the function and development of the tracheal
system in insects. Assuming that an abnormal tracheal devel-
opment with subsequent degradation of both oxygen supply
(oxygen shortage, hypoxia) to the mitochondria and elimina-
tion of carbon dioxide from the nervous and muscle tissue
provokes the drd phenotype, demanding respiratory processes
such as locomotor behaviors and in particular flight should be
severely impaired in this mutant. Behavioral tests on walking
flies demonstrate that drd null mutants are less motivated to
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Fig. 6.3. Behavioral essay for scoring wing motion and flight performance in tethered flight of Drosophila. A X-ray phase-contrast images of wild-type male
Drosophila and B the mutant drop-dead during tethered flight in a synchrotron at Argonne APS (lllinois, USA). Red arrows indicate collapsed air sacs of the fly’s
tracheal system inside the thorax and head of the Drosophila mutant which supposedly cause hypoxia under high respiratory demands in flight. C Schematic
drawing of a closed-loop visual feedback flight simulator for tethered flying fruit flies. The animal is tethered to a holder and wing motion is measured via an
infra-red light path (red). The shadows of the beating wings are tracked by an optical wing stroke analyzer. Visual patterns are computer-controlled and displayed
inside the cylindrical simulator. The pattern moves according to the fly’s actions. D Image of the cylindrical flight simulator in ¢ showing a random-dot visual pattern
and a respiratory chamber for measuring in-flight carbon-dioxide release in single flies. E Simultaneous changes in wing motion, flight muscle mass-specific A-IFM
power output, mass-specific metabolic power, and muscle efficiency in wild-type and sply mutants, responding to a vertically oscillating random-dot open-loop
visual pattern and while yaw-heading in closed-loop towards a vertical black stripe (see pattern in D). Minimum and maximum locomotor capacity of Drosophila
can be retrieved from the changes in optomotor response due to the motion of the random-dot background pattern. Stroke amplitude and muscle power are
minimum when the visual pattern moves downward and maximum when the pattern moves upward inside the flight simulator.

run, while speed and path trajectories are similar to wild type
(Lehmann and Cierotzki, 2010).

Staggering behavior and free flight essay

A usual and prominent behavior in drd! is the recurrent
complete loss in body posture control termed “staggering”
(Buchanan and Benzer 1993). Stagger behavior in drd prevents
the fly from regular leg coordination and can clearly be dis-
tinguished from other types of locomotor behaviors such as
grooming and walking. Stagger bouts are initiated randomly
and their rate of occurrence increases within 5 days after eclo-
sion until the mutant dies. The decrease in body stability with
increasing age is, though less pronounced, also measurable in
wild type (Lehmann and Cierotzki, 2010). This supports the
assumption that the drd' phenotype is related to an ageing

process, rather than implying a dedicated behavioral deficit for
locomotion.

The two findings, oxygen shortage and stagger behavior,
have recently fueled an experimental evaluation of the drd
mutation in flight (F.-O. Lehmann, unpublished observations).
Owing to the changes in tracheal development and oxygen sup-
ply, drd! males suffer from a significant loss in their flight moti-
vation and capacity during free flight, despite a 28% reduction
in body weight. Flight behavior and carbon dioxide release pat-
terns of drd’ are more variable compared to wild type. When
tested in free-flight on their ability to take-oft and to sustain
hovering flight force, drd’ males are weak fliers on the first day
after eclosion, when only 25% of the animals generate suffi-
cient lift to support their body mass (wild type, ~90%). With
increasing age, drd! increasingly looses its ability to initiate and
maintain flight, whereas wild-type flight capacity changes only
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slightly. Approximately 75% of drd" mutants are flightless before
they die on day five. Free-flight capacity in drd’, however, tran-
siently recovers on the second day after eclosion. The reason for
this transient recovery is unknown until now.

Flight of drop-dead transgenic flies in a
flight simulator

The response of tethered flying drd! animals to optomotor lift
stimuli presented inside a virtual reality flight simulator con-
firms the results recorded in free flight essays (Fig. 6.3C,D).
On average, 2 days old drd’ males are not capable to achieve
active flight, because their mean lift production amounts to only
30% of the force required to compensate for their body weights.
Stroke amplitude and stroke frequency is reduced compared to
wild type Drosophila (Table 6.1). The low wing flapping speed in
drd" lines reduces the A-IFM power requirements for wing flap-
ping by 84% mainly owing to a reduction in aerodynamic drag.
Flight metabolic activity in drd! decreases accordingly, but out
of proportion. Thus, unlike A-IFM efficiency in mutants with
altered A-IFM development and ultrastructure (sply), muscle
stiffness (fIn) or cross-bridge cycling (Mlc2), muscle efficiency
in drd is significantly reduced (~2.5%) compared to wild type
controls (~11%). Assuming that the electrophysiological prop-
erties of the muscle membrane and calcium activation capacity
of drd A-IFM are normal, reduced A-IFM oxygen supply appar-
ently produces a Drosophila phenotype in flight that is different
from muscle mutants with alterations in flight muscle stiffness
and phosphorylation-dependent cross-bridge cycling.

Concluding remarks

Genetic dissections of traits associated with Drosophila flight
are challenging because flight results from a multi-step, mulit-
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Introduction

Drosophila melanogaster spend most of their larval lives gath-
ering resources, and their pre-mating adult lives maturing sex-
ually and gaining access to mates. However, once a sexually
mature female fly has mated, there is a critical transition in her
allocation of time and resources: the female’s “priorities” shift
towards producing progeny, facilitated by the postmating stor-
age of sperm that prolongs her reproductive capability for weeks
after mating. The female’s reproductive tract also undergoes its
final maturation only after mating (Kapelnikov et al., 2008a).

Part of this post-mating transition includes behavioral
changes that are long lasting, cut across a wide array of behav-
iors, and resculpt the way that many behavioral programs are
executed. In other words, mating acts as a “social modula-
tor” of behavior, triggering a broad, concerted suite of behav-
ioral effects through stimuli such as seminal fluid proteins,
pheromones, and sperm. As will be discussed in this chap-
ter, mating results in dramatic changes in an array of behav-
iors, including egg-laying behavior, mating receptivity, appet-
itive behavior, and locomotor activity.

It is noteworthy that in many cases' mating acts to increase,
decrease, or modify behaviors that the female is already per-
forming, rather than activating entirely new behavioral pro-
grams. After mating, females become much less receptive to —
and more likely to actively reject - male courtship advances.
Mated females lay large numbers of fertilized eggs. While virgin
females are capable of ovulating and ovipositing eggs, the stim-
ulus of mating causes these processes to occur at much higher
rates. Mating also modulates female feeding behavior, increas-
ing the amount of feeding and changing dietary preferences.
Females change their diurnal activity patterns in response to
mating, increasing their daytime locomotion. Finally, in addi-
tion to producing more eggs, mated females actively store and
utilize sperm.

A substantial effort towards investigating Drosophila
social behavior has been applied to understanding innate

Behavioral genetics of Drosophila female
post-mating responses

C. Dustin Rubinstein, Brigitte Dauwalder, and Mariana F. Wolfner

social behaviors (esp. courtship and aggression), and these
model systems have proven to be very informative. Unlike
preprogrammed innate behaviors, post-mating changes reflect
a facultative behavioral switch?. Post-mating behavioral
changes seemingly require neural plasticity in response to
mating stimuli, although many of these plasticity mechanisms
await elucidation.

Insect seminal fluid proteins (Sfps) induce major post-
mating effects, including effects on female post-mating behav-
iors (Sirot et al., 2009; Avila et al., 2011). Some of these effects
occur only for a short time: for example, the D. melanogaster
Sfp ovulin stimulates ovulation only on the first day after mat-
ing (Heifetz et al., 2000). Other effects persist for much longer
after mating, contributing to the “long-term response” in D.
melanogaster: for example, the Sfp Sex Peptide (SP) stimulates
egg production and decreases receptivity by females for several
days after mating (Chapman et al., 2003; Liu and Kubli, 2003;
Peng et al., 2005).

Female flies exhibit more dramatic and well-characterized
changes in behavior after mating than males, so in this chap-
ter we focus only on female postmating behaviors. Specifically,
we will discuss how mating causes changes in females’ mating
receptivity, egg-laying behavior, feeding, locomotor activity, egg
production, and sperm management. We will argue that the
study of postmating behavior is a powerful model system for
learning how even a single social experience can dramatically
alter diverse behavioral programs.

Courtship receptivity

A courting male displays a stereotyped behavior, tapping the
female’s abdomen, extending and vibrating a wing, and attempt-
ing copulation (Villella and Hall, 2008). Sexually mature vir-
gin females are receptive to male courtship, but after mating
the female’s likelihood of remating plummets by approximately
90%, as assessed in 1-hour assays, for several days, and females

! The exception here is sperm storage, which is discussed later.

% To be sure, innate behaviors and socially responsive behaviors are not mutually exclusive. Social experiences affect innate behaviors in
the short term by eliciting them and in the long term, for example, through courtship conditioning and aggressive experience. Also,

the ability to respond to social cues is innate.
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© Cambridge University Press 2014.
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that do mate exhibit longer latencies to mating (Manning, 1962;
Kalb et al., 1993; Liu and Kubli, 2003). An unreceptive female
will flee courting males or actively reject courtship attempts by
kicking the male or by extruding her ovipositor (Connolly and
Cook, 1973).

The postmating decrease in female receptivity occurs in two
phases (Tram and Wolfner, 1998), each controlled by different
male Sfps: PEBII acting in the first several hours after mating
(Bretman et al., 2010), and SP maintaining low receptivity for
the next several days (Chen et al., 1988; Chapman et al., 2003;
Liu and Kubli, 2003). PEBII is a major component of the pos-
terior mating plug, a solid mass that fills the posterior of the
mated female uterus. PEBII suppresses remating for approxi-
mately 4 hours after the initial mating. This timing corresponds
well with the period during which the mating plug remains
in place: the mating plug is pushed out before oviposition of
the first egg (approximately 3 hours after mating). We do not
know how PEBII inhibits remating: it could act chemically by
affecting receptor-signaling or physically by maintaining the
integrity of the sperm plug, which may, for example, stretch the
uterus and stimulate sensory neurons (Clark and Lange, 2001;
Hisemeyer et al., 2009; Yang et al., 2009).

While PEBII’s short window of activity dovetails with the
ephemerality of the sperm plug, SP’s longer-term effect is due
to the long-term storage of sperm (Manning, 1962; Chapman
et al., 2003; Liu and Kubli, 2003). SP is a 36-amino acid pep-
tide that exerts multiple effects on mated females (see below),
including nearly eliminating female receptivity to mating. SP
binds the sperm inside the female, so when females store sperm,
they store SP as well. The gradual proteolytic cleavage and
release of SP from sperm tails maintains an active titer of “free”
SP activity (Peng et al., 2005).

Using autoradiography, labeled SP was seen to bind targets
in the female brain, ventral ganglia, and oviduct (Ottiger et al.,
2000; Ding et al., 2003) (See Fig. 7.1 for a diagram of the struc-
tures referred to in this chapter). The SP receptor (SPR) was
identified in an RNAi screen for neural genes that are necessary
in females for postmating receptivity and egg-laying behaviors
(Yapici et al., 2008). SPR is a G-protein coupled receptor that
likely reduces PKA signaling (Chapman etal., 1996; Yapici et al.,
2008; Yang et al., 2009; Poels et al., 2010). SPR is expressed in
most of the regions in which SP binding has been observed,
including the suboesophageal ganglion, the cervical connec-
tives, the ventral ganglia, and the oviduct (Yapici et al., 2008).

SPR expression in a remarkably limited set of neurons, as
few as three neurons per paired cluster of multidendritic sen-
sory neurons along the uterus of the female reproductive tract
(Fig. 7.1), is necessary and sufficient for SP’s effect on receptivity
(and egg-laying, see below) (Hasemeyer et al., 2009; Yang et al.,
2009; Rezéval et al., 2012). The location of these SP effector neu-
rons is consistent with the identification of SP binding sites at
the oviduct (Ottiger et al., 2000; Ding et al., 2003). The subset of
sensory neurons capable of inducing the SP response coexpress
pickpocket (ppk), a marker for peripheral, proprioceptive sen-
sory neurons (Grueber et al., 2007), with fruitless (fru), (Ryner

Fig. 7.1. The female reproductive tract and its innervation by the nervous
system. OA and glutamate (Glu, green) neurons project their axons through the
abdominal nerve (AbNv), innervating many compartments of the reproductive
tract (Monastirioti, 2003; Middleton et al., 2006; Rodriguez-Valentin et al., 2006;
Kapelnikov et al,, 2008a). Innervation from OA neurons (pink) in the abdominal
ganglia (AbG) can be observed throughout the lateral and common oviducts
(I0d and cOd, respectively) and the ovaries (Ov), but is limited here for clarity.
Only unilateral depictions of bilaterally symmetric OA and Glu axons are shown.
Neurons releasing Glu and OA are depicted as distinct, but both factors might
in fact be co-released (Rodriguez-Valentin et al., 2006). Multidendritic
frut/ppk™ sensory neurons critical for SP's postmating behavioral changes
(blue) are found on the 10ds and the anterior uterus (Ut), and project to the
central nervous system, ramifying in the AbG and perhaps in the brain
(Hasemeyer et al., 2009; Yang et al., 2009). Spermatheca (St), parovaria (Pa; also
known as female accessory glands), and seminal receptacle (Sr).

et al., 1996; Lee et al., 2000; Usui-Aoki et al., 2000; Kvitsiani
and Dickson, 2006; Villella and Hall, 2008; Hasemeyer et al.,
2009; Yang et al., 2009) and doublesex (dsx) (Billeter et al., 2006;
Kimura et al,, 2008; Rideout and Goodwin, 2008; Villella and
Hall, 2008; Rideout et al., 2010; Rezdval et al., 2012), sex deter-
mination genes with sex-specific splicing (note that sex-specific
fru protein products are only found in males).

Specifically, post-mating responses can be affected by
silencing either fru* neurons (resulting in increased rejection
in virgins) (Yang et al., 2009) or dsx™ neurons (increased
remating in mated females) (Rideout et al., 2010; Rezaval et al,,
2012). Further, either ectopically expressing membrane-bound
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SP (mSP) or restoring SPR expression in an SPR mutant
background in frut or dsx™ neurons induces a post-mating
response in virgin females (Hisemeyer et al, 2009; Yang
et al., 2009; Rezaval et al., 2012). However, these inductions
of post-mating behavior are suppressed when SPR expression
is suppressed in ppk™ neurons (Hdsemeyer et al., 2009; Yang
et al, 2009; Rezaval et al., 2012). The most parsimonious
explanation is that an overlapping subset of neurons expressing
all three ppk*/fru™/dsxt markers is sufficient to induce a
post-mating response. It is noteworthy that, while ectopically
expressing mSP in ppk*neurons does induce a post-mating
response, it does not induce the full postmating response
(Yang et al., 2009). Additionally, ectopically expressing mSP in
dsx™ cells while suppressing mSP expression in ppk™ neurons
does not fully eliminate the postmating response (Rezaval
et al., 2012). This could indicate that SP requires frut/dsx*
neuronal populations other than ppk™ neurons for the full
postmating effect, suggesting that the complete postmating
response circuit may not be contained only in the paired
cluster containing three ppk™/fru™/dsx™ neurons. In addition,
using different expression paradigms, egg-laying behavior can
be separated from receptivity, suggesting that subsets of the
ppkt/frut/dsxtneurons may be contributing differentially
to distinct post-mating responses (Rezaval et al., 2012). Fur-
ther, these experiments utilize ectopically expressed mSP, while
endogenous, male-derived SP has been shown to bind to several
places throughout the female (Ottiger et al., 2000; Ding et al,,
2003). SP’s post-mating behavioral effect also requires apterous-
expressing interneurons of the ventral nerve cord that ascend
to the brain (Ringo et al., 1991; Soller et al., 2006), although it is
not clear where these neurons lie in the circuit controlling SP’s
effect on post-mating behavior. Nonetheless, since knocking-
down SPR expression in fru™ (Yapici et al., 2008; Yang et al.,
2009) and dsx* (Rezaval et al., 2012) neurons virtually elimi-
nates the post-mating response, additional neurons beyond the
small uterine cluster that are required for the full complement
of the post-mating response are likely fru™ or dsx™ or both.
Curiously, SPR is not predominantly localized along the
somata or dendrites of the critical fru™/ppk™ sensory neurons,
although these regions are adjacent to the reproductive tract,
where SP is most highly concentrated. Instead, SPR is most
abundant along the axons that project to the central nervous
system (Yang et al., 2009), suggesting the possibility that SP may
need to enter the hemolymph (Peng et al., 2005; Pilpel et al.,
2008) or be actively localized to exert its behavioral function.
The frut/ppk™ and dsx™/ppkt sensory neurons project
to the central nervous system and ramify extensively in
the abdominal ganglia and in the suboesophageal ganglion
(Hasemeyer etal., 2009; Yang et al., 2009; Rezaval et al., 2012). It
hasbeen noted (Hasemeyer et al., 2009; Rezaval et al., 2012) that
abdominal ganglia neurons control egg-laying behavior (Mona-
stirioti, 2003; Cole et al., 2005; Rodriguez-Valentin et al., 2006),
another behavior that is also increased by SP (see below). Addi-
tionally, the suboesophageal ganglia’s proximity to the audi-
tory center (Kamikouchi et al., 2006) may allow SP to regulate

female responses to male courtship stimuli, such as courtship
song. Since fru™ and dsx neurons are found in both of these
regions in females (Billeter and Goodwin, 2004; Manoli et al.,
2005; Stockinger et al., 2005; Rideout et al., 2010), SP recep-
tor fru* neurons may in turn relay their information to fru™,
dsxt, or frut/dsxt interneurons, which could propagate the
signal throughout a fru™-or dsx"-labeled circuit controlling
aspects of post-mating behavior (Kvitsiani and Dickson, 2006;
Hisemeyer et al., 2009). Early support for such a dsx™ network
has been found by reducing neuronal activity in a small group
of dsx* neurons in the abdominal ganglia, and observing that
these females fail to decrease remating receptivity after mating
(Rezéval et al., 2012). These neurons send descending projec-
tions widely throughout the reproductive tract and ascending
projections to the suboesophageal ganglion.

Interestingly, while fru and dsx mark neurons important for
female post-mating receptivity (Kvitsiani and Dickson, 2006;
Hisemeyer et al., 2009; Yang et al., 2009), fru™ and dsx™ circuits
are critical for controlling other sex-specific behaviors, such as
male aggression (Vrontou et al., 2006; Chan and Kravitz, 2007)
and courtship (Ito et al., 1996; Ryner et al., 1996; Anand et al.,
2001; Demir and Dickson, 2005; Manoli et al., 2005; Stockinger
et al., 2005; Billeter et al., 2006; Datta et al., 2008; Kimura et al.,
2008; Rideout et al., 2010; Yu et al., 2010; Meissner et al., 2011;
Ito etal., 2012), which has been extensively reviewed (for review,
Manoli et al., 2006; Yamamoto, 2007; Dauwalder, 2008; Villella
and Hall, 2008; Siwicki and Kravitz, 2009).

SP is not the sole ligand for SPR: SPR is also activated by
myoinhibitory peptides (MIPs) in D. melanogaster (Kim et al.,
2010; Poels et al., 2010) and a Bombyx mori SPR ortholog is
activated by a B. mori MIP ortholog (Yamanaka et al., 2010).
Although MIPs bind to SPR with higher affinity than SP in vitro,
MIPs do not induce an SP-like post-mating switch in behavior
(Kim et al.,, 2010). Phylogenetic analyses of SP, SPR and MIP
suggest that MIPs, rather than SP, may be the ancestral ligand
of SPR: SPR and MIP orthologs can be unambiguously detected
across insects (Kim et al., 2010; Poels et al., 2010; Yamanaka
et al., 2010), whereas SP, to date, has only been detected in
some Drosophila lineages and one mosquito lineage (Cirera and
Aguade, 1998; Wagstaff and Begun, 2005; Dottorini et al., 2007).
Two lines of evidence suggest that any ancestrally retained SPR
functions regulated by MIPs are distinct from the SP/SPR con-
trol of post-mating behavior. First, MIPs do not induce SPR-
regulated post-mating behaviors (Kim et al., 2010; Poels et al.,
2010). Second, SPR and MIP are expressed in preadult stages
and in both adult sexes, whereas SP is only expressed in adult
males (Kim et al., 2010; Poels et al., 2010). Although SPR is sen-
sitive to ligands other than SP, and SPR is expressed more widely
than in ppkt/frut/dsxt neurons along the reproductive tract,
the post-mating switch seems nonetheless to be unique to SP
and inducible at ppk™ /frut/dsx™ sensory neurons.

Female pheromonal profiles change after mating (i.e., cis-
vaccenyl acetate and 7-tricosene levels increase), and these
changes can alter sexual attractiveness to suppress subse-
quent male courtship. These pheromonal changes have been
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attributed to direct contributions from the male during mat-
ing as well as female changes in pheromone production after
mating (for example, see Tompkins and Hall, 1981; Scott, 1986;
Friberg, 2006; Yew et al., 2008; Billeter et al., 2009; Everaerts
etal., 2010). These post-mating changes in pheromonal profiles
strongly influence sexual behavior after mating, and the reader
is referred to the above citations for further discussion of the
topic.

Virgin females do reject courting males at low levels, includ-
ing upon influence of social context (Billeter et al., 2012), so
the neural circuitry required for courtship rejection is intact
in virgin females (Connolly and Cook, 1973); however, mating
greatly increases the likelihood of its activation. Several studies
have identified mutants that exhibit constitutively high levels of
rejection of courting males, independent of mating status (for
review, see Yamamoto, 2007). For example, icebox mutations
in the neuroglian gene decrease female mating and increase
rejection of courting males; other behavioral traits, sperm stor-
age, and lifespan appear normal in icebox mutant females (Kerr
etal.,, 1997; Carhan etal., 2005). In another example, the muscle-
blind allele, chaste, decreases virgin females’ mating probability,
affecting female receptivity by increasing the rate of decamp-
ment from male courtship (Juni and Yamamoto, 2009). Females
mutant in dissatisfaction show high levels of rejection as well as
defects at neuromuscular junctions, which are discussed further
below (Finley et al., 1997). Virgin females mutant in spinster also
show high levels of rejection and exhibit synaptic overgrowth
at larval neuromuscular junctions (Suzuki et al., 1997; Nakano
et al,, 2001; Sweeney and Davis, 2002; Sakurai et al., 2010). It is
possible that the genes whose mutations suppress mating recep-
tivity in virgin females might influence the postmating decrease
in receptivity. In this scenario, the constitutive rejection behav-
ior of icebox, chaste, dissatisfaction, and spinster mutant females
might reflect a constitutive activation of the receptivity suppres-
sion circuit that is upregulated after mating. A number of these
genes are important for neural development and might affect
female behavior in response to mating stimuli (e.g., Sfps) by
affecting neuronal plasticity. A prediction of this model is that
the neural substrates affected by these mutations are also mod-
ulated by mating to reduce receptivity.

Egg-laying behavior

Once mature oocytes are produced in the ovary, the eggs must
be released into the lateral oviduct (Fig. 7.1); this release is
defined as ovulation. The eggs must then pass through the lat-
eral oviduct, the common oviduct, and enter the uterus (also
referred to as the genital chamber or bursa copulatrix) where
they are fertilized and held. Once the female has found a suit-
able site for oviposition, the egg is extruded from the uterus and
oviposited. Here, we refer to this entire process, from ovulation
to oviposition, as egg-laying behavior. After mating, females
dramatically increase their egg-laying behavior; this increase
is most easily observed as an increased number of oviposited
eggs. Virgin females may lay several unfertilized eggs each day,

whereas a mated female will typically lay approximately 35-85
eggs within 24 hours after mating, then laying fewer each day
for several days (Kalb et al., 1993; Chapman et al., 2003; Liu and
Kubli, 2003). While the increase in oviposited eggs is the most
obvious to casual observation, all aspects of egg-laying behavior
are upregulated by mating.

Ovulation and egg progression through tract

Several male - and female - derived signaling molecules affect-
ing ovulation have been identified. The nervous system sends
multiple projections to the female reproductive tract that are
instrumental for egg-laying behavior. Female signaling systems
alone (i.e., before mating) allow low levels of ovulation. Males
increase ovulation rates through compounds transferred dur-
ing mating. For example, the male-derived Sfp ovulin induces a
post-mating increase in ovulation rate.

The best-studied of the female signaling systems that reg-
ulate ovulation are neurons that release octopamine (OA). OA
acts as a neuromodulator in the nervous system affecting a wide
range of behaviors, including locomotion, aggression, flight and
release of energy stores. The OA signaling system is often com-
pared to the vertebrate “fight-or-flight” adrenergic system (e.g.,
see Roeder, 2005 for review and discussion). OA is synthe-
sized from tyrosine, which is first metabolized to tyramine (TA)
by tyramine decarboxylase 2 (TDC2). The enzyme tyrosine -
hydroxylase (TBH) then converts TA to OA in the nervous sys-
tem (Barker et al., 1972; Monastirioti et al., 1996; Cole et al.,
2005). Mutational analysis has permitted the dissection of pro-
cesses that require OA function. For example, the null mutation
TBHM!8, which eliminates OA but increases accumulated TA
levels, abolishes ovulation: eggs are only observed in the ovary
in these mutant females (Monastirioti et al., 1996). The mutant
phenotype is rescued by feeding females OA, showing that the
phenotype is caused by the loss of OA, not by an increase in TA.
The mutant’s defect is also rescued by driving TBH expression
in a group of abdominal ganglia neurons in TBHM!® mutant
females, indicating that OA signaling from abdominal neu-
rons is critical for ovulation (Monastirioti, 2003). After mating,
type II boutons at the oviduct neuromuscular junction (NMJ),
which release OA (Middleton et al., 2006; Rodriguez-Valentin
et al,, 2006), increase in number, suggesting that OA signaling
is increased by mating (Kapelnikov et al., 2008a).

OA controls ovulation by affecting muscle contractions in
the reproductive tract. Pharmacologically applied OA enhances
spontaneous contractions of the muscle sheath surrounding the
ovary, and suppresses evoked contractions of the oviduct in iso-
lated reproductive tracts (Cole et al., 2005; Middleton et al.,
2006; Rodriguez-Valentin et al., 2006). These opposing effects
on muscle contractions on different reproductive tract com-
partments led to the model that increasing signaling from this
single neuromodulator may act on the ovarian muscle sheath
to induce contractions and push the egg into the oviduct, while
inducing the oviduct to relax and accept the egg (Middleton
et al., 2006).
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Fig. 7.2. Ovulation is increased by OA at the ovary and oviducts, acting on
muscle and epithelium (Monastirioti et al.,, 1996; Middleton et al., 2006;
Rodriguez-Valentin et al., 2006; Lee et al,, 2009). OA activates contractions of the
ovarian muscle (triangle synapse), but blocks contractions of the oviduct (circle
synapse) via CAMP signaling. Glutamate (Glu) induces oviduct contractions
(triangle synapse), perhaps decreasing egg-laying behavior. OA interacts with
epithelium through the OAMB receptor and CaMKIl signaling. The OA and Glu
receptors for muscle (OA R? and Glu R?) await identification. OA might block
oviduct contractions by acting in parallel with Glu on oviduct muscle or
perhaps by presynaptically blocking Glu signaling (Nishikawa and Kidokoro,
1999).

While OA is clearly important for ovulation, a role
for tyramine in this process in Drosophila remains to be
clarified (but, for locust, see Lange, 2009). Pharmacological
application of TA did not lead to detectable changes in spon-
taneous ovary contractions. The tdc28%** mutant allele for the
enzyme that converts tyrosine to tyramine also causes prob-
lems with egg-laying behavior. But, unlike T8H ™'® mutant
females, tdc2 R9>* mutants do ovulate eggs. However, those eggs
never proceed to the uterus to be oviposited (Cole et al., 2005).
Females mutant for tdc2 have neither TA nor OA, whereas
TBH females have no OA, but accumulate elevated levels of
TA. The difference between tdc2R%** and TBH M!8 ovulation
phenotypes may stem from their differences in TA levels, since
both mutants lack OA. These results suggest that TA may play
another, unidentified role in moving ovulated eggs to the uterus
(see Cole et al., 2005 for further discussion of relative roles of
OA and TA in egg laying behavior). It may also be important to
consider that tyramine may have distinct actions depending on
its concentration, as suggested by evidence in the locust (Donini
and Lange, 2004). The recent identification of TA-specific recep-
tors in D. melanogaster may help clarify TA’s role in ovulation
(Cazzamali et al., 2005).

OA works in concert with glutamate (Fig. 7.2), the primary
excitatory neurotransmitter at invertebrate NMJs, to affect
contractions of the oviduct (Rodriguez-Valentin et al., 2006).

Pharmacologically applied glutamate induces oviduct contrac-
tions, and OA acts antagonistically to block glutamate-induced
oviduct contractions. OA and glutamate may act independently
upon muscle, but it is also possible that OA presynaptically
blocks glutamate neurotransmission, as has been observed at
the larval NM]J (Nishikawa and Kidokoro, 1999).

Although much of the evidence points towards a role for
OA in NMJ signaling, oamb, an OA receptor, is required in
the oviduct epithelium for normal passage of the egg through
the reproductive tract (Lee et al., 2003; Lee et al., 2009). Thus the
epithelium also appears to play an important role in OA signal-
ing in egg-laying behavior. Thus far, two different cell-signaling
mechanisms have been identified for oviduct muscle contrac-
tions and OAMB signaling: OA’s effect on evoked muscle con-
tractions acts through cAMP (Rodriguez-Valentin et al., 2006),
but the OAMB receptor in the oviduct epithelium works though
CaMKII (Lee et al.,, 2009) (Fig. 7.2). These pathways need not
be mutually exclusive, and cross-talk among the muscular and
epithelial mechanisms is possible to facilitate egg movement
through the tract.

In addition to female factors that control ovulation, male
factors transferred during mating also affect egg-laying behav-
ior. The Sfp ovulin rapidly increases the rate of ovulation, act-
ing only within the first 24 hours after mating (Herndon and
Wolfner, 1995; Heifetz et al., 2000). The ovulin gene encodes
a 264 amino acid polypeptide that is cleaved upon entering
the female reproductive tract (Monsma and Wolfner, 1988;
Monsma et al., 1990; Park and Wolfner, 1995; Heifetz et al.,
2005; Ravi Ram et al., 2006). Because some ovulin enters the
hemolymph, it remains unclear whether ovulin acts on targets
within the reproductive tract or on more distant targets, such
as the central nervous system (Monsma et al., 1990; Lung and
Wolfner, 1999). Interestingly, the ovulin gene is under remark-
ably strong positive selection: it can be identified in only 8
of the 12 sequenced drosophilids (Wagstaft and Begun, 2005)
and it shows extremely rapid sequence evolution across these
species (Aguadé et al., 1992; Tsaur and Wu, 1997; Wagstaft
and Begun, 2005). While explanations for ovulin’s rapid evolu-
tion remain speculative, these observations suggest that ovulin
has important fitness consequences for males, females, or both,
either through its effect on ovulation or through an unidentified
pleiotropy.

Virtually nothing is known about how ovulated eggs are
moved into the uterus. One could speculate that peristaltic con-
tractions of the common oviduct push the egg into the uterus.
Alternatively, it has been hypothesized that OAMB mediates
ciliary movements along the apical membrane of the common
oviduct epithelium to facilitate movement of the egg (Lee et al.,
2009).

Oviposition

To oviposit, or deposit an egg upon a substrate, the female must
first find a suitable site to lay her eggs. She does this by prob-
ing the substrate with her proboscis and ovipositor. Once an
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acceptable site has been found, the female bends her abdomen
ventrally, contacts the substrate with her ovipositor, and rocks
anteriorly—posteriorly until the egg has been deposited upon
the substrate (Yang et al., 2008).

Mating induces an increase in oviposition rates. A major
factor in this oviposition increase is the transfer of SP, acting
on frut/ppk™ sensory neurons through SPR along the female
reproductive tract, identical to the sensory neurons involved in
SP’s effect on mating receptivity discussed above (Kvitsiani and
Dickson, 2006; Hasemeyer et al., 2009; Yang et al., 2009). In fact,
much of what it is known about SP’s role in receptivity holds for
its role in oviposition. It remains a feasible hypothesis that SP’s
pathway to control both receptivity and egg-laying behavior is
largely shared, particularly at its upstream end.

Oviposition site selection

Finding a suitable site for oviposition is crucial, as larval diet
will be largely determined by the egg’s oviposition site, and lar-
val feeding efficiency is important for survival to adulthood
(Ohnishi, 1979). Carson (1971) proposed that the “major speci-
ficity of the ecology of Drosophila relates to the niche in which
the female of the species deposits her eggs.” The process of
site selection for oviposition utilizes a sensory processing net-
work distinct from general female chemotaxis (see below) and
requires integration of environmental and social stimuli (Del
Solar and Palomino, 1966; Markow and O’Grady, 2008). Con-
sidering the importance of oviposition site selection, it may not
be surprising that this process demonstrates higher-order char-
acteristics of social learning and decision-making.

Evidence suggests that oviposition site preference is distinct
from - and not merely a consequence of — a general prefer-
ence to reside upon a particular substrate (place preference). For
example, Joseph et al. (2009) showed that while female ovipo-
sition preference for acetic acid is positive, females avoid resid-
ing on substrates with acetic acid. Similarly, longer chain acids
elicited a positive oviposition preference and a negative place
preference, but mutations in OBP57d or OBP57e increased the
oviposition preference, while not affecting the place or feed-
ing preference (Harada et al., 2008). Thus, oviposition site pref-
erence and place preference appear to utilize separate sensory
integration processes, yielding distinct behavioral outputs.

Preferable oviposition sites are rife with nutrients, free of
toxins, and conducive to development. Females looking to
oviposit will avoid non-optimal nutritional substrates, such
as high sucrose (Yang et al., 2008), noxious chemicals, such
as quinine (Mery and Kawecki, 2002), smooth exposed surfaces
(Atkinson, 1983), and unfavorable growth conditions, such as
cool temperatures (Fogleman, 1979; Schnebel and Grossfield,
1986) and dry conditions (Spencer, 1937; for review, Markow
and O’Grady, 2008). In spite of these general preferences, site
choice is not uniform across different strains of D. melanogaster,
and natural variation exists for site preferences (Miller et al.,
2011).

Females also utilize social information when selecting
oviposition sites (Del Solar and Palomino, 1966; Mainardi,

1968; but see Atkinson, 1983). The presence of the pheromone
cis-vaccenyl acetate (cVA) on an oviposition substrate enhances
a female’s preference for that site (Bartelt et al., 1985). Addi-
tionally, cVA acts as a general aggregation signal to males and
females, recruiting them to sites of copulation and oviposi-
tion (Mainardi, 1968; Bartelt et al., 1985). Females primarily
receive cVA from males during mating, although they also pro-
duce small amounts themselves (Butterworth, 1969; Jallon et al.,
1981; Guiraudie-Capraz et al., 2007; but see Yew et al., 2009).
Evidence suggests females deposit male-derived cVA on a sub-
strate while they are ovipositing, which may allow one female to
use cVA detection to eavesdrop on another female’s prior iden-
tification of an acceptable egg-laying substrate (Bartelt et al.,
1985). Although a mated female receives cVA as a result of one
social interaction, mating, this molecule affects another social
interaction between ovipositing females.

Interestingly, cVA function is context dependent: it serves
as an oviposition signal for gravid females and as a courtship
and aggression cue in males and females (Butterworth, 1969;
Jallon et al., 1981; Zawistowski and Richmond, 1986; Wang and
Anderson, 2010). This behavioral context-dependence may be
explained by the sexual dimorphism of a neural circuit down-
stream of cVA reception (Datta et al., 2008; Ruta et al., 2010).

Gravid females are equipped with higher-order neural pro-
cesses to aid them in oviposition site selection: social-learning
and decision making. Observing other females’ oviposition ona
substrate can cause a female to prefer that substrate in later test
trials (Sarin and Dukas, 2009; Battesti et al., 2012). This social
learning (Leadbeater and Chittka, 2007) cannot be attributed
to an exposure to cVA itself, as exposure to cVA-treated food
in a conditioning trial did not affect oviposition site prefer-
ence in later test trials (Sarin and Dukas, 2009). Additionally,
the conditioned preference is not detectable in later test trials
if only the media with oviposited eggs are presented instead
of females ovipositing their eggs, indicating that conditioned
preference requires direct observation of the training females,
rather than the presence of eggs or other substrate chemi-
cal cues (Battesti et al., 2012). The sensory cue conditioning
females’ site preferences may be either another non-cVA chem-
ical cue or the visual cue of observing oviposition behavior
itself.

Recently, oviposition site selection has been proposed to be
a model system for simple decision-making (Yang et al., 2008;
Joseph et al., 2009). In an unforced choice egg-laying assay,
females were presented with two substrates, each of which they
actively assessed. Their decision was easily scored as the pres-
ence of eggs on a given substrate (Yang et al., 2008). These
experiments showed that oviposition site preference is context
dependent, as an egg-laying site may be repulsive when pre-
sented with a more appealing site, but the same site may become
acceptable when presented alone. Furthermore, silencing the
neurons expressing insulin-like-peptide 7 resulted in the elimi-
nation of oviposition substrate selectivity, suggesting that these
neurons might be important for integrating stimuli to decide on
an oviposition substrate (Yang et al., 2008).
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Genetic analyses of oviposition

Once a suitable oviposition site has been selected, oviposition
behavior can be initiated. Current understanding of Drosophila
oviposition is largely based on genetic investigations, with little
known about the physiology (however, extensive physiological
studies of oviposition have been conducted in locust; for review
Lange, 2009).

Studies of gynandromorph females demonstrated that tho-
racic tissue must be female for proper oviposition (Szabad and
Fajszi, 1982). Virgin females with chemically ablated mush-
room bodies increase oviposition, but this increase disappears
upon injection of SP, suggesting that mating could overcome
mushroom body inhibition of oviposition (Fleischmann et al.,
2001). Further, dissatisfaction (dsf) appears to be critical for
oviposition, as dsf mutants lack uterine musculature innerva-
tion and do not deposit eggs, even though eggs are present in
the uterus (Finley et al., 1997). Genetically silencing neurons
projecting to the reproductive tract causes a decreased ability to
move eggs from the uterus to the substrate (Rodriguez-Valentin
et al., 2006), providing further evidence that central nervous
system input is important for ovipositing.

Cellular trafficking in neurons is also important for oviposi-
tion: vesicular trafficking proteins in the p24 family, logjam (loj),
eclair (eca), and baiser, are required for oviposition (Carney and
Taylor, 2003; Bartoszewski et al., 2004; Saleem et al., 2012). For
example, mutant Joj females are able to move eggs through the
reproductive tract into the uterus, but are unable to oviposit.
Consequently, multiple eggs accumulate throughout the repro-
ductive tract, including in the uterus and oviducts (Carney and
Taylor, 2003). Restoration of loj or eca expression in the ner-
vous system rescues this oviposition defect (Bartoszewski et al.,
2004; Boltz et al., 2007; Saleem et al., 2012), suggesting a neu-
ral requirement of loj and eca for oviposition. Expressing loj
in olfactory neurons and olfactory processing centers (Boltz
et al., 2007) or in neuromodulatory neurons, specifically, pep-
tidergic and octopaminergic neurons (Saleem et al., 2012) was
sufficient to rescue the oviposition defect, suggesting that ini-
tiation of the oviposition behavior may be gated by sensory
cues and reinforces the role neuromodulators play in egg-laying
behavior.

Products of the secretory cells of the spermathecae are
also important for oviposition: genetic ablation of these cells
leads to retention of eggs in the uterus to the striking extent
that sometimes late-stage embryos and young larvae can be
found in the uterus of females lacking spermathecal secre-
tory cells (Schnakenberg et al., 2011). Although many puta-
tive secreted proteins have been identified (Allen and Spradling,
2008; Prokupek et al., 2008), it is not clear to what extent sper-
mathecal secretions interact with the female nervous system
and male proteins to influence oviposition.

It has been demonstrated in several insect groups (e.g.,
Aedes, Locusta, Tribolium, Rhodnius) that neuropeptides play
important roles in female reproductive physiology (Taghert
and Veenstra, 2003; Lange, 2009; Altstein and Nassel, 2010;

Van Wielendaele et al., 2013). For example, mutants of several
insulin-like peptides reduce egg-laying in Drosophila (Gronke
et al., 2010). Other neuropeptides have been shown to exhibit
a direct effect of reproductive tract muscle. For example, in
the locust, a FMRFamide-like peptide and proctolin have been
shown to affect oviduct muscle contraction (see reviews for
more examples, Lange, 2009; Van Wielendaele et al., 2013). Pre-
sumably, numerous neuropeptides are similarly important in
Drosophila reproductive physiology, however, a detailed role for
this class of signaling molecule has yet to be established for
Drosophila. Developing Drosophila as a model for neuropeptide
signaling in reproductive physiology would provide a strong
genetic model system to screen for neuropeptides controlling
reproductive physiology and to understand physiological cir-
cuits in vivo.

Appetitive behavior

Once a female has mated, her dietary needs change, both quan-
titatively and qualitatively. Drosophila females increase feeding
after mating (Carvalho et al., 2006). This effect is caused, at least
in large part, by male-derived SP: mates of SP mutant males
do not increase feeding, and ectopic expression of SP in vir-
gin females increases feeding. Silencing fru™ neurons of virgin
females increases feeding behavior similarly to that seen in the
SP-mediated post-mating response (Barnes et al., 2008), which
is consistent with SPR reducing synaptic output of frut/ppk*
neurons (Hisemeyer et al., 2009; Yang et al., 2009). It is likely
that increased feeding after mating serves the need for addi-
tional resources required for increased egg production (see
below). Mutant females that do not produce mature oocytes
do not show this increase in feeding behavior (Barnes et al.,
2008). In accordance with the mating-dependent change in
feeding amount, excretion changes after mating as well (Cog-
nigni et al., 2011). Notably, a highly concentrated form of exc-
reta is unique to mated females. Production of this type of exc-
reta depends upon the female’s receipt of SP. It is possible that
SP triggers changes in the activity of enteric neurons innervat-
ing the intestinal tract, such that in which case the post-mating
excretion changes may not be entirely a consequence of post-
mating feeding changes, but likely involve in addition a separate
neuronal circuit.

In addition to increasing the amount of food that they eat,
mated females shift their dietary preferences. Mated females
are more likely than virgin females to prefer yeast-rich media
to sucrose-rich media, perhaps because protein is critical for
increased egg production (see below) (Kubli, 2010; Ribeiro and
Dickson, 2010; Vargas et al., 2010). Females mated to SP mutant
males exhibited a weaker postmating dietary switch than nor-
mally mated females. Also, SPR mutant females do not exhibit
the switch in post-mating dietary preference, and restoring SPR
expression in all multidendritic ppk™ sensory neurons rescues
the switch, suggesting that SP signaling through ppk* neurons,
possibly frut/ppkt neurons, contributes to the postmating
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change in dietary preference (Ribeiro and Dickson, 2010).
Although mutant females unable to produce mature eggs do
not increase their feeding behavior (Barnes et al., 2008), they
still exhibited the dietary switch towards a protein-rich source
(Ribeiro and Dickson, 2010). This suggests that the switch in
overall feeding rates may be a response to nutrient depletion,
whereas the switch in dietary preference may be a direct effect
of SP and SPR (Barnes et al., 2008; Ribeiro and Dickson, 2010).

The neuronal population that responds to mating by con-
trolling these feeding changes is still unknown. However, there
are interesting observations that neurons in the mushroom
body are important, on the one hand, for integrating mul-
tiple signals for appetitive learning (Schwaerzel et al., 2003;
Margulies et al., 2005; Kim et al., 2007; Zhao and Campos,
2012; Kim et al., 2013), and on the other hand that neurons in
the mushroom body modulate oviposition rates (Fleischmann
et al., 2001). Moreover, the octopamine receptor, whose pres-
ence in the oviduct epithelium is essential for egg movement
through the female reproductive tract (Lee et al., 2003; Lee et al.,
2009), is also expressed in neurons in the mushroom body. It
is possible that these similarities are coincidental, but they do
raise the intriguing possibility that these two post-mating pro-
cesses might share some common neuronal and/or regulatory
mechanisms.

Diurnal activity

Diurnal patterns of activity are also subject to change after mat-
ing. Daytime intervals of locomotor inactivity, used as a proxy
for sleep, are sexually dimorphic, with female flies spending less
time than males sleeping during the day (Andretic and Shaw,
2005). This sexual dimorphism has been traced to mating sta-
tus: virgin females exhibit daytime sleep patterns like those of
males, whereas mated females exhibit reduced daytime sleep
(Isaac et al., 2010). It has been proposed that this post-mating
increase in locomotion contributes to the previously mentioned
post-mating increase in feeding behavior by raising activity lev-
els overall (Isaac et al., 2010).

The postmating change in diurnal activity pattern is related
to receipt of SP: females mated to SP null males retain the
activity patterns of virgins. Further, females that do not receive
sperm during mating exhibited this postmating change for only
asingle day, compared to a 10 day long effect upon normal mat-
ings (Isaac et al,, 2010). The sperm-dependent persistence of
this effect is consistent with gradual release of sperm-bound SP
in mated females (Peng et al., 2005), although this has not yet
been directly tested.

Gamete maintenance

Egg production

Metabolic demands for a newly mated female shift to support
oogenesis and other aspects of egg-laying behavior. Although
virgin females exhibit low levels of oogenesis, the rate of

oogenesis increases greatly after mating, at least in part because
mating causes oocyte development to proceed more efficiently
past a developmental checkpoint (Soller et al., 1997). Males
exert their influence on the female’s oogenesis via SP, which
may, at least initially, work through juvenile hormone (JH)
signaling to influence oogenesis rate (Moshitzky et al., 1996;
Soller et al., 1997, 1999). Since JH does not affect other aspects
of the postmating behavior, SP’s action through JH signaling
may involve a pathway separate from that controlling egg-
laying and remating behaviors (Soller et al., 1999). Consistent
with this, the region of SP that affects a females’ JH levels after
mating (SP’s N-terminus) differs from the region that regulates
egg-laying and remating behaviors (SP’s C-terminus), sug-
gesting that two different mechanisms of action might control
these two groups of postmating responses (Schmidt et al., 1993;
Moshitzky et al., 1996; Fan et al., 2000; Ding et al., 2003; Peng
et al., 2005).

Sperm management behavior: storage and
usage of sperm

The female’s long-term storage of sperm upon mating is criti-
cal for her subsequent reproductive success, as it allows her a
long window of reproductive capacity even after a single mat-
ing. After sperm are transferred to the female, they enter one of
two types of specialized storage organs: the seminal receptacle
and the paired spermathecae (Bloch Qazi et al., 2003; Schnaken-
berg et al., 2012) (Fig. 7.1), from where they will be retrieved to
fertilize her eggs over a 2-week period. In addition to provid-
ing a reservoir of sperm for progeny production, sperm storage
indirectly affects female post-mating behaviors because grad-
ual release of the active portion of SP from stored sperm (Peng
et al., 2005), extends many aspects of the female’s postmating
behavior for days after mating, as described above (Chapman
et al., 2003; Liu and Kubli, 2003; Isaac et al., 2010).

Sperm storage requires active contributions from the
female. Females with masculinized nervous systems exhibited
a severe defect in the quantity of stored sperm. In fact, female
sperm storage organs with masculinized neural input were as
defective in sperm storage as sperm storage organs that were
removed along with the abdomen from the rest of the female
after mating (Arthur etal., 1998a). The sperm storage defect was
particularly strong for the spermatheca, suggesting that sex-
specific components of the nervous system are particularly crit-
ical for spermathecal sperm storage (Arthur et al., 1998a). In
fact, sperm storage organ function from many insect species
integrates neuronal input (Lange and Dasilva, 2007, and ref-
erences within). Further, a genome-wide association study has
implicated several neural genes in the selective use of sperm
received from multiple previous mates (Chow et al., 2013).
Sperm storage requires the transformation of the uterus from
a tightly constricted organ with a closed lumen towards a
more open, turgid organ shortly after mating begins (Adams
and Wolfner, 2007; Avila and Wolfner, 2009). These uterine
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changes require male-derived Sfps, including the glycoprotein
Acp36DE, suggesting that sperm storage requires an interac-
tion between male and female components (Avila and Wolfner,
2009; Sirot et al., 2009; Avila et al., 2011).

Stored sperm must be released efficiently from storage at
a rate that will lead to optimal fertilization rates (Bloch Qazi
and Wolfner, 2006). Sperm release from storage requires SP
(Avila et al., 2011) as well as the prior action of Sfps that
bind SP to sperm (Ravi Ram and Wolfner, 2007; Ravi Ram
and Wolfner, 2009). Mutant SP that cannot be released from
sperm does not promote release of sperm, so SP release is nec-
essary for normal sperm release (Avila et al., 2010). It is cur-
rently unknown whether SP regulates sperm release through
the same neurons through which it regulates other behavioral
aspects of the postmating response. The neuromodulators tyra-
mine and octopamine in the female have also been shown to
regulate rates of sperm release (Avila et al., 2012). Mutations
in the enzyme metabolically upstream of both tyramine and
octopamine exhibited higher sperm retention (and presum-
ably, lower rates of sperm release) in the spermathecae and
seminal receptacle. However, females mutant for the enzyme
metabolically upstream of only octopamine only showed evi-
dence of lower sperm release rates only in the seminal recepta-
cle. These data indicate that females can control sperm mainte-
nance using endogenous neuromodulators, but also that these
neuromodulators can be use to differentially regulate sperm
maintenance across distinct sperm storage organs (Avila et al.,
2012).

It is worth noting that, of all the post-mating behaviors dis-
cussed so far, sperm storage is unique in that this behavior is
exclusive to mated females. All of the other postmating changes
discussed thus far reflect wide-ranging, concerted quantitive
changes in behavior. Virgin females, however, do not show the
uterine shape changes important for sperm storage. Nonethe-
less, results of Arthur et al. (1998a) indicate that the network is
already in place in unmated females, and may simply be acti-
vated by mating stimuli.

Transcriptomic post-mating response

Given that mating causes dramatic changes in the behavior of
female flies, it is of interest to determine whether gene expres-
sion changes underlie (or at least correlate with) these behav-
iors. Several groups have compared the transcriptomes of whole
females, female brains and heads, or female reproductive tracts
before and after mating (Lawniczak and Begun, 2004; McGraw
etal., 2004; Mack et al., 2006; Kapelnikov et al., 2008b; McGraw
et al., 2008; Innocenti and Morrow, 2009; McGraw et al., 2009;
Dalton et al., 2010; Gioti et al., 2012). Consistent with the
view we have presented here - that most postmating behav-
ioral changes appear to be either quantitative changes of pre-
existing behaviors or are behaviors that arise due to mod-
ulations of pre-existing circuitry - the onset of postmating

behaviors does not correlate with dramatic changes in the tran-
scriptome. Rather, almost all of the transcriptome changes seen
in the first few hours after mating are small in magnitude
(mostly less than two-fold; McGraw et al., 2004). (Of course
not all of the modulated transcripts need be related to post-
mating behavioral changes; for example the genes of largest
response are ones that appear to have roles in immunity or
metabolism.) That small changes correlate with, and can poten-
tially underlie, behavioral changes is not unprecedented; in
honeybees, only small-magnitude changes in transcript levels
are seen in the brains of workers responding to queen mandibu-
lar pheromone, despite their dramatic changes in behavior
(Grozinger et al., 2003). It is unknown if large-magnitude
changes in transcript abundance that are highly tissue- or cell-
specific go undetected due to the sensitivity of the assay. To date
it has not been possible to assign any of the Drosophila postmat-
ing transcriptome changes to modulation or onset of particular
behaviors. There are some tantalizing candidates, such as genes
with known neural or muscle functions or genes expressed
in the fat body (Dalton et al., 2010), a tissue with important
metabolic functions that also expresses genes that have been
associated with mating behaviors in males (Lazareva et al., 2007;
Dauwalder, 2008). Future study will be needed to determine
the roles of any of those genes, and others, in post-mating
behaviors.

How are post-mating behavior
changes induced?

Much of the research involving sex-specific behaviors in D.
melanogaster has focused on the role of sex-determination
genes in developmentally specifying circuits. Circuits are irre-
versibly sex-specified through mechanisms including changes
in sexually dimorphic projection patterns of neurons or pro-
grammed cell death of neurons (Ditch et al., 2005; Kimura
et al., 2005; Datta et al., 2008; Kimura et al., 2008; Mellert et al.,
2010; Rideout et al., 2010; Ruta et al., 2010; Yu et al., 2010; Ito
et al,, 2012). Some aspects of post-mating behavior circuits are
also sex-specific. Ectopically expressing the male-specific FRUM
protein in virgin females nearly abolishes mating receptivity
and egg-laying behavior to levels even lower than in normal vir-
gin females (Kvitsiani and Dickson, 2006). Females with mas-
culinized nervous systems also show severe defects in sperm
storage (Arthur et al., 1998a).

It is likely that the sex-specification of post-mating behavior
circuits occurs before — not in response to — mating. The sex
determination of the nervous system and resultant innate
courtship behavior is likely complete by adulthood (Belote and
Baker, 1987; Arthur et al., 1998b; Kimura et al., 2005). Thus,
the fully mature adult female nervous system may require two
distinct stages of development: the first stage may generate
a nervous system capable of responding to mating stimuli,
while the second stage may release the full complement of
post-mating behaviors triggered by mating (a similar model
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was proposed for female reproductive maturation in general;
Kapelnikov et al., 2008a).

How might the female nervous system respond to mating
stimuli to produce dynamic post-mating behavioral changes?
Mating dramatically changes the amounts of behaviors per-
formed (e.g., egg-laying behavior, courtship receptivity), shifts
decision making processes (e.g., oviposition site selection,
dietary switch, receptivity), and releases other inactive behav-
iors (e.g., sperm storage). Therefore, mating-induced neuronal
changes may not involve gross anatomical reorganization of
neurons. Instead, mating could modulate post-mating behav-
ior circuits by altering neuronal activity or changing synap-
tic strengths of pre-existing synapses. For example, suppress-
ing activity of frut or dsx™ neurons causes changes in female
postmating responses, such as receptivity inhibition, increased
egg-laying, and increased feeding behavior (Kvitsiani and Dick-
son, 2006; Barnes et al., 2008; Rideout et al., 2010; Rezdval et al.,
2012). Further, suppressing activity of fru*/ppk™ sensory neu-
rons mimicks the effects of the receipt of SP on receptivity and
oviposition. This suggests that changes in fru/dsx neuronal cir-
cuit activity may control at least some postmating behavioral
changes (Hasemeyer et al.,, 2009; Yang et al., 2009). Mating has
also been shown to induce synaptic changes at the reproductive
tract NMJ: it causes an increase in the number of putatively-OA
releasing boutons on the lateral and common oviduct muscu-
lature, suggesting an increase in synaptic strength (Kapelnikov
etal., 2008a). Post-mating responses might thus represent a dis-
tinct second stage of neuronal development composed of mod-
ulation of neuronal membrane or synaptic characteristics, sep-
arate from a first stage of hard-wired specification. Post-mating
behavior provides a strong model system for understanding
how modulations of neurons can cause diverse and long-lasting
changes in behavior.

A model of two distinct stages of female behavioral devel-
opment forms the testable prediction that essential functions
of fru and dsx for post-mating behavior are conferred prior to
mating, rather than during the post-mating transition. Further,
some nervous system regions may be good candidates to look
for modulatory post-mating responses. The motor neurons that
project to the reproductive tract have already been shown to
exhibit synaptic plasticity in response to mating (Kapelnikov
et al., 2008a). Might these motor neurons exhibit increased
excitability after mating? Might auditory sensory neurons that
transduce male courtship song become less excitable after mat-
ing, as females are less accepting of male’s courtship stimuli?
Or, might the increased preference for yeast reflect an increase
in the excitability of gustatory neurons sensing protein content?
Since many insects exhibit a decrease in flight ability after mat-
ing (Jones et al., 1978; Collatz and Wilps, 1985), might flight
muscle NMJs weaken in response to mating? The identification
of several markers for neurons controlling post-mating behav-
iors (e.g., fru, dsx, ppk, tdc2) will be helpful in manipulating
the activity or measuring the responses (e.g., calcium imaging,
synaptic morphology) of subsets of neurons.

Conclusions

Females exhibit a diverse array of behavioral changes upon
mating, including decreased mating receptivity, increased
egg-laying behavior, increased feeding, altered locomotion
patterns, increased egg production, and differences in the
way that sperm are stored and utilized. These changes reflect
higher-order effects such as social (e.g., receptivity) and
decision-making behavior (e.g., oviposition site selection,
dietary switch, receptivity) to metabolic processes (e.g., loco-
motion and feeding) to physiological and morphological
changes (e.g., ovulation and uterine confirmation changes). In
contrast to innate, hard-wired aspects of sex-specific behavior,
postmating behavioral shifts reflect a plastic response that is
both long-lasting, and reversible over time.

As mechanisms for post-mating behaviors become better
described, it will be interesting to discover how mating stim-
uli modulate neural networks to modify behaviors. Are sev-
eral seemingly unrelated behaviors governed by a common set
of mechanisms, or even a singular post-mating switch? Or is
each behavior induced by its own distinct mechanism? That
a single signaling molecule, SP, affects receptivity, locomotor
activity, and feeding behaviors could suggest that they are all
induced through a common mechanism. However, it is as yet
unclear whether all of these effects involve the same mecha-
nism (i.e., SPR signal transduction in multidendritic sensory
neurons along the female reproductive tract). Other data favor
the idea that different postmating processes are induced by dif-
ferent mechanisms. For example, one of SP’s effects (increased
oogenesis) requires a different portion of SP than do the others
(receptivity and egg-laying), and for some postmating behav-
iors, Sfps in addition to SP are essential, for example, ovulin for
ovulation (Heifetz et al., 2000) and Acp36DE for uterine con-
tractions (Avila and Wolfner, 2009).

At least some post-mating changes likely can be attributed
to changes in neuronal activity or synaptic strength, rather than
to the specification of new circuitry. Thus, post-mating behavior
provides a powerful model system to understand how modula-
tions of intact circuits can lead to dramatic behavioral shifts.
Applying powerful new techniques such as conditional neu-
ronal activation (Schroll et al., 2006; Parisky et al., 2008; Shang
et al., 2008; Pulver et al., 2009) (CHAPTER 7.7 GRIFFITH),
in vivo imaging of neural responses (Tian et al., 2009), and
MARCM analysis (Lee and Luo, 2001; Kimura et al., 2008; Yu
etal., 2009; Yu et al., 2010) to dissect the genesis of post-mating
behaviors will provide a tractable understanding of how a wide
variety of behaviors can be released by a specific social input.
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Circadian rhythms

Introduction

Every time one wakes up minutes before the alarm clock is
set to go off, it seems logical to imagine that there must be
a time-keeping mechanism inside us. And that is indeed the
case. Circadian rhythms (circa: around, diem: day) are biologi-
cal rhythms with a period of approximately 24 h and have been
described from cyanobacteria to humans. Their presence clearly
confers an immense adaptive value to organisms, allowing them
to anticipate the daily changes in light and temperature gener-
ated by the rotation of our planet, and to adjust their behaviors
and physiology accordingly. Circadian rhythms have the ability
to persist in constant conditions and are not affected by moder-
ate temperature changes.

Circadian clocks have been traditionally modeled as a three-
part system composed of a molecular clock (the oscillator) that
is synchronized by environmental clues (the inputs) and pro-
duces daily variations in downstream parameters (the outputs)
(Fig. 8.1A). The more important inputs or zeitgebers (time giver,
in German) are the daily light-dark cycle and the variation in
ambient temperature; however, other regular events such as
food availability (Xu et al., 2008) and social interaction (Levine
et al., 2002) can also function as synchronizing inputs. A vast
amount of circadian research has been focused on understand-
ing the mechanism of the oscillator itself and the relation to its
synchronizing inputs and, although clock outputs can be easily
identified, unraveling the mechanisms by which the oscillator
controls them has proven more challenging. Nowadays, thanks
to the great deal of information that has been gained about the
molecular oscillator, together with high throughput analysis,
we are a step forward in defining the mechanisms of circadian
output regulation. Indeed, a great proportion of genes have
been found to cycle in a circadian manner in different tissues
and conditions (Claridge-Chang et al., 2001; McDonald and
Rosbash, 2001; Ceriani et al., 2002; Ueda et al., 2002; Keegan
et al, 2007; Wijnen et al., 2006; Kula-Eversole et al., 2010;
Nagoshi et al., 2010; Hughes et al., 2012; Rodriguez et al., 2012).

There is also evidence of direct effects of the inputs over
the outputs, effects that bypass the oscillator (an effect known
as masking); one example is the arousal effect of light on

Nara I. Muraro and M. Fernanda Ceriani

locomotor activity, which is independent of the lights-on antic-
ipation that depends on a working oscillator (Wheeler et al.,
1993). The oscillator can also affect the perception of the inputs;
for instance, Drosophila L1 and L2 monopolar cells axon size
shows daily oscillations, providing a way of adapting the visual
system sensitivity to the daily changes in light conditions (Pyza
and Meinertzhagen, 1999; Emery et al., 1998 and see below).
Therefore, the traditional inputs— oscillator— outputs way
of depicting circadian clocks should be viewed with an open
mind.

Circadian rhythms are possibly the most studied of all
Drosophila behaviors. They gained that leading role thanks to
pioneer work from the Benzer lab, which successfully attempted
to find a link between individual genes and behavior. Back in
1971, Konopka and Benzer performed a mutagenesis screen and
searched for mutants with altered eclosion behavior (Konopka
and Benzer, 1971). They identified different mutants with long
and short eclosion periods, as well as a mutant that showed
no eclosion rhythms at all; amazingly, the three mutations
were found to reside on the same X-chromosome gene desig-
nated period (per); and were named per NS, perSHORT and per?!
respectively. This fortuitous event had foundational effects both
on the study of Drosophila behavioral genetics and in the field
of Chronobiology.

More than two decades elapsed from the discovery of
Drosophila per in the 1970s to the explosion of circadian-related
research that took off in the 1990s. Indeed, the development
of molecular biology techniques allowed the identification not
only of many other clock molecules, but also the initial unrav-
eling of the oscillator molecular mechanism. Genetic screens in
Drosophila (Sehgal et al., 1994; Rutila et al., 1998; Kloss et al.,
1998; Rutila et al., 1998; Allada et al., 1998; Stanewsky et al,,
1998; Martinek et al., 2001; Akten et al., 2003; Lin et al., 2002)
and mouse (Vitaterna et al., 1994) revealed the molecular play-
ers necessary for behavioral rhythmicity. With the Drosophila
genome at hand and thanks to a reasonably conserved homol-
ogy of sequence, mammalian clock genes were identified. The
pursuit of the molecular mechanism of the circadian oscillator
had begun.

Behavioral Genetics of the Fly (Drosophila melanogaster), ed. ]. Dubnau. Published by Cambridge University Press.

© Cambridge University Press 2014.
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Circadian genes and proteins

Although eclosion was the first observed clock output in
Drosophila, it is the rhythm in locomotor activity the more com-
monly examined circadian behavior. Drosophila adult males
in isolation present a stereotypical crepuscular activity pattern
with two peaks of activity; one early in the morning that antic-
ipates dawn and another peak in the evening which anticipates
dusk; around midday they exhibit a reduced activity period or
“siesta.” To monitor activity in the laboratory, flies are housed
individually in thin glass tubes that are placed in a device con-
taining an infrared light beam (which cannot be seen by flies)
and a detector halfway along the length of each tube (Fig. 8.1B).
A computerized system detects the number of times a fly crosses
the light beam per time unit and creates an activity profile for
each individual fly. The activity monitors are placed in an incu-
bator with adjustable temperature and light conditions. Usually,
flies are entrained with one circadian parameter, for example a
12 h light-12 h dark (LD) cycle. After a few days, termed the
entrainment phase, the incubator settings are changed to con-
stant conditions (usually constant dark, DD). If the circadian
clock is working properly, the activity pattern would be pre-
served under free running conditions, perhaps with a slightly
altered period but still close to 24 h (the period observed in

the absence of synchronizing inputs is the real oscillator period,
and it varies in different species). However, if the clock has
been accelerated, delayed or damaged, the free running activ-
ity patterns would present a short period, long period or show
arrhythmicity, respectively (Fig. 8.1C). The activity pattern is
double plotted (2 days in each line) for easy appreciation of the
period and is referred to as an actogram. This kind of strategy
has been repeatedly employed to identify the clock molecules
that will be described in this section.

Within clock neurons, the Drosophila circadian oscillator
is established by self-sustaining, cell-autonomous, interlocking
transcriptional-translational negative feedback loops of several
clock genes and proteins. The main players in the core feedback
loop are the products of the originally described per gene
(Konopka and Benzer, 1971) together with timeless (tim)
(Sehgal et al., 1994) (Myers et al., 1995) and two transcription
factors of the bHLH (basic Helix Loop Helix) family named
clock (Clk) (Allada et al., 1998; Darlington et al., 1998) and
cycle (cyc) (Rutila et al., 1998). At midday, CLK and CYC het-
erodimerize and drive the transcription of target genes contain-
ing the circadian E-box (CACGTG) (Hao et al., 1997) sequence
in their promoter regions, such as per and tim. This causes the
accumulation of per and tim mRNA first, and PER and TIM
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Fig. 8.2. Schematic diagram of the molecular clock. During the day, the absence of PER/TIM allows CLK/CYC mediated transcription of E-box containing genes
such as per/tim (top). PER/TIM proteins accumulate during the night thanks to the stabilization of PER by some DBT phosphorylation (right). When the PER/TIM/DBT
complex has achieved a given concentration it is translocated to the nucleus, a phenomenon associated to phosphorylation of both PER (by CK2) and TIM (by SGG)
(bottom right). PER/TIM presence in the nucleus inhibits transcription of E-box containing genes (bottom). During the day, light activates the photoreceptor CRY
and mediates the sequestration and ubiquitination of TIM by the JET complex (left). Without TIM, PER is ubiquitinated by SLIMB and degraded, derepressing
CLK/CYC mediated transcription of E-box containing genes, and starting a new cycle (top). See details and references of these processes in main text.

proteins a few hours later, when night falls. PER and TIM are
only able to accumulate in the dark because TIM is degraded in
the presence of light (see below). Moreover, TIM stabilizes PER
by protecting it from a kinase named doubletime (DBT) (Kloss
et al., 1998; Price et al., 1998), without TIM, DBT phosphory-
lates PER and targets it for proteasomal degradation (Grima
et al., 2002). Phosphorylation also plays a key role in nuclear
translocation, which is facilitated by two kinases Casein kinase 2
(CK2) (Akten etal., 2003; Lin et al., 2002) and Shaggy (SGG, the
ortholog of the mammalian glycogen synthase kinase 3) (Mar-
tinek et al., 2001), which phosphorylate PER and TIM respec-
tively. The phosphorylated PER-TIM-DBT complex, now in
the nucleus, binds to CLK, phosphorylates it and inhibits tran-
scription of E-box containing genes (Bae et al., 2000) (Fig. 8.2).

Wild-type Drosophila become arrhythmic when kept under
constant light (LL) conditions (Konopka et al., 1989). The
persistence of rhythmicity in LL in mutants for the blue light

photoreceptor cryptochrome (cry) (Stanewsky et al., 1998)
unraveled the mystery of TIM light sensitivity. In the morning,
light is sensed cell-autonomously by CRY and, by a still not
completely understood mechanism, light-activated CRY is able
to interact with TIM, making it labile to ubiquitination by the
Jetlag (JET) protein complex (Ceriani et al., 1999; Rosato et al.,
2001; Busza et al., 2004; Koh et al., 2006; Peschel et al., 2006). As
a consequence of TIM degradation, PER is also destabilized, a
step which involves PER ubiquitination by the E3 ubiquitin lig-
ase Supernumerary limbs (SLIMB) (Chiu et al., 2008) followed
by proteolysis. Without PER, CLK repression comes to an end,
allowing the CLK-CYC heterodimer to restart transcription of
per and tim, closing the loop and beginning a new cycle.
Additional E-box containing genes, also transcriptionally
controlled by the CLK-CYC heterodimer provide further
regulation to the core oscillator. These interlocked secondary
feedback loops involve the genes vrille (vri) (Blau and Young,
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1999; Cyran et al., 2003), PAR domain protein le (pdple)
(Benito et al., 2007) and clockwork-orange (cwo) (Kadener
et al, 2007; Lim et al, 2007; Matsumoto et al., 2007). A
great deal of information has already been gained on the
molecular mechanisms of the biological clock and it is beyond
the scope of this chapter to describe them in detail. Further
reading on this matter can be found on recent review articles
(Peschel and Helfrich-Forster, 2011; Hardin, 2011; Glossop,
2011). The phosphorylation/dephosphorylation balance of
defined residues in specific proteins is, as it has been already
mentioned, crucial for setting the pace of the molecular clock.
However, other post-transcriptional regulatory mechanisms
play important roles such as alternative splicing of clock genes,
mRNA stability and regulation by microRNAs. This subject
has been reviewed by Green and colleagues (Kojima et al.,
2011).

At the molecular level, the conservation of Drosophila and
mammalian circadian oscillators is remarkable. The main dif-
ferences between them are: (1) the complexity of the protein
networks involved, as mammals possess more than one clock
gene of each category (possibly due to genome duplication
(Kasahara, 2007)); (2) orthologs do not necessarily play the
same role within the loop (CRY being the most striking example
of this (Stanewsky et al., 1998; Kume et al., 1999)); (3) the lack of
a cell-autonomous photoreceptor protein in mammalian clock
cells (a role that CRY plays in fly clock neurons; in contrast, in
mammals light is exclusively sensed by retinal photoreceptors
and the information relayed to the suprachiasmatic nucleus, the
mammalian master circadian regulator); (4) in mammals there
are extra players in the interlocked-loop that involve retinoid-
related orphan receptor genes such as Rev-erba and Rora (for
review see Jetten, 2009).

Finally, it is necessary to take into account that the molec-
ular oscillator mechanism described here is likely to present
variations in different clock cells, for instance there is a subset

N B R

Fig. 8.3. Drosophila clock neurons
scheme. An adult Drosophila brain with the
traditional clock neuron clusters on the left
side. On the right side, PDF positive sLNvs
and ILNvs with their axonal arborizations
are shown; the sLNvs axons projecting
towards the dorsal protocerebrum and the
ILNvs towards the optic lobe on the ipsi
and the contralateral side.

of Drosophila clock neurons that do not express CRY and,
therefore, other mechanisms may be in place to regulate TIM
stability under light dark conditions. The next section examines
the available information on different clock cell clusters and
their putative connectivity in the Drosophila brain.

Circadian cells and circuits

Circadian rhythms in animals are typically coordinated by
a central circadian pacemaker that lies within the brain (or
retinal ganglion in some mollusk (Jacklet, 1969) and insect
(Page, 1982) species). In mammals this corresponds to a small
hypothalamic region named the suprachiasmatic nuclei (SCN)
(Ralph et al., 1990). In Drosophila, clock genes are expressed in
approximately 150 neurons that have been classified in seven
groups according to their anatomical location (Fig. 8.3). In each
brain hemisphere there are three dorsal neuron clusters (DNs)
corresponding to 16 DN1s, 2 DN2s and around 40 DN3s; and
four lateral neuron (LN) groups comprising five small ven-
tral lateral neurons (sLNvs), four large ventral lateral neurons
(ILNws), six dorsal lateral neurons (LNds) and three lateral pos-
terior neurons (LPNs). Although the complete circadian net-
work is necessary for a coherent and plastic circadian control of
behavior, several lines of evidence point to the LNvs as the loca-
tion of the core pacemaker in Drosophila. For instance, using
mosaic analysis in per’! mutants it was found that per expres-
sion only in LNs was sufficient for rescuing circadian behav-
ior (Ewer et al,, 1992). In addition, a careful analysis of dis-
connected (disco) mutants, which lack LNs and are arrhythmic
under free running conditions, showed that in the rare occa-
sion where rhythmic flies were observed, it correlated with the
presence of at least one LNv (Helfrich-Forster, 1998).

The seven groups of clock neurons that were originally
defined on their anatomical position and size are nowadays
being subdivided and re-defined according to the expression
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of additional markers. For instance, the DN1s have been
subdivided into posterior and anterior groups, according to
their developmental time and the expression of the GLASS
transcription factor only in the posterior subset (Shafer et al.,
2006). Moreover, the photoreceptor CRY has been found in
LNs and only a subset of DN1s (Yoshii et al., 2008), including
two anterior DN1s that are distinguished by the additional
expression of the neuropeptide IPN-amide (Shafer et al., 2006).
The LNvs case is interesting since all ILNvs and four out of
the five sLNvs express the neuropeptide Pigment Dispersing
Factor (PDF) (Kaneko et al., 1997); the fifth sSLNv lacks PDE,
but expresses ion transport peptide (ITP) and choline acetyl-
transferase (Johard et al., 2009). The information gained on
this subject is extremely useful when it comes to design genetic
tools. Indeed, the promoters of many clock neuron-specific
transcripts have been used to generate GAL4 and GALS0
constructs that provide, using different combinations, a way of
expressing a gene of interest in a specific clock neuron subset
(Dubruille and Emery, 2008).

Is there a hierarchy among clock neurons? Early on, Pitten-
drigh and Daan proposed the existence of two distinct oscil-
lators to account for the morning and evening activity peaks
observed in diurnal animals, implying that each of the two daily
activity peaks would depend on the action of specific subsets of
neurons (Pittendrigh and Daan, 1974). Using genetic tools to
rescue per expression in a per” background or to ablate spe-
cific subsets of clock neurons using pro-apoptotic genes, it was
proposed that the morning activity peak was commanded by
the sLNvs (the M oscillator) and the evening oscillator (the E
oscillator) by the LNds, DNs and the fifth PDF-negative sLNv
(Stoleru et al., 2004; Grima et al., 2004; Rieger et al., 2006). This
simplified model lost consistency when locomotor activity was
analyzed using different constant light conditions like LL or dim
LL (Picot et al., 2007; Murad et al., 2007; Rieger et al., 2009).
Nowadays, the more accepted model considers the sLNvs as the
main pacemaker in DD conditions, but regards the two oscil-
lators as plastic entities, composed of subsets of clock neurons
that change their predominance according to the photoperiod
(Rieger et al., 2006; Stoleru et al., 2007; Dubruille and Emery,
2008).

Although the location of clock neuron subsets in the
Drosophila brain is well described, their connectivity is still
highly unexplored. A thorough analysis of axonal projections of
the different clusters predicts a possible connection of the sSLNvs
with at least some DNs (Helfrich-Forster et al., 2007). Moreover,
several clock neuronal clusters, like the ILNvs, LNds and DN1s,
extend their axons contralaterally, suggestive of a role in coordi-
nation of the clocks in each brain hemisphere (Helfrich-Forster
etal., 2007). The ILNv projection trees arborise massively in the
optic lobes, which lead to analysis of their role as light arousal
neurons (Shang et al., 2008). However, all this anatomical data
does not necessarily imply real connectivity. The lack of a con-
nectivity map can be mainly attributable to the absence, for
decades, of an electrophysiologically accessible preparation of
the clock circuit in flies. This issue has been solved in the mid

to late 2000s (Park and Griffith, 2006; Sheeba et al., 2008; Cao
and Nitabach, 2008; Fogle et al., 2011; McCarthy et al., 2011). A
refinement of this preparation might soon provide real connec-
tivity information of the circadian network in Drosophila.

Light, the main circadian zeitgeber, has several input routes
into the circadian system in addition to the previously men-
tioned cell-autonomous photoreceptor CRY. Photic informa-
tion is also sensed by the retinal photoreceptors of the com-
pound eye, the Hofbauer-Buchner eyelets and the ocelli. All
these inputs contribute in some way to circadian synchroniza-
tion; however, some have a predominant role under specific
light conditions associated, in nature, to different photoperiods
(Rieger et al., 2003). Finally, important regulators of any neu-
ronal process, the glial cells, have taken a protagonist role in
the circadian field as well. Indeed, glial expression of a molec-
ular oscillator of similar characteristics to the neuronal one has
been reported, and its role in modulation of circadian outputs
recently reviewed (Jackson, 2011).

In animals, self-sustained oscillation of clock genes has
been found not only in the master circadian regulator but
also in several other tissues, named peripheral clocks. At the
molecular level, peripheral clocks are built slightly differently
from the central clocks, but conserve the main molecular
players (Hardin et al., 2003; Glossop and Hardin, 2002).
Peripheral clocks control defined outputs and, in Drosophila,
are synchronized by cell-autonomous CRY-mediated detection
of light (Plautz et al., 1997), and thus work with a high degree
of independence from the central pacemaker. For instance, in
a per®! background, per rescue restricted to the LNs was able to
restore circadian locomotor activity, but not circadian olfactory
electroantennogramm responses (Krishnan et al., 1999). Along
this line, circadian rhythms in olfactory behavior depend on
per rescue in the antenna, but not in the LNvs (Zhou et al.,
2005). In Drosophila, peripheral clocks have been found in the
eyes (Zerr et al, 1990; Cheng and Hardin, 1998), gustatory
sensillae (Chatterjee et al., 2010), fat bodies (Xu et al., 2008)
and Malpighian tubules (Giebultowicz et al., 2000) among
others.

As we have reviewed in this section, Drosophila as a model
organism has not only taken the lead in the discovery of
the molecular aspects of circadian oscillation, but also the
cellular basis of it. Although the mammalian SCN has been
subjected to many studies, and advances in defining neu-
ronal sub-populations expressing different neuropeptides and
neurotransmitters has been achieved, the creation of genetic
tools in mammalian systems has been slow. On the contrary,
the identity of clock neurons in Drosophila is more defined
and genetic tools for dissecting their roles are constantly
being created and refined. Further analysis of the Drosophila
circadian circuit is likely to provide an immense amount of
information about the role of individual clock neurons within
the networks that regulate clock outputs. The big challenge is
now to find the outputs of each sub-cluster of clock neurons and
the connectivity between them and with other, non-circadian,
neurons.
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Fig. 8.4. Circadian oscillator outputs. The cartoon depicts some of the reported outputs of the Drosophila circadian clock: daily variation of gene expression
detected by microarray analysis; circadian variation of clock neuron activity; circadian plasticity of sLNv dorsal projections and PDF levels; and circadian behaviors
such as locomotor activity and adult eclosion (locomotor activity and eclosion monitors are photographed).

Circadian outputs

An output of the circadian clock can be defined as any parame-
ter that is regulated by the molecular clock but is not an intrinsic
part of it. Circadian outputs are seen at many levels; they range
from the cyclic expression of specific molecules and the reg-
ulation of membrane excitability within clock neurons, to the
structural remodeling of specific neuronal projections and the
regulation of complex behaviors (Fig. 8.4). This subject has been
comprehensively reviewed recently (Frenkel and Ceriani, 2011);
this section examines some of the most significant clock outputs
described so far in Drosophila.

Within clock neurons, circadian variation in mRNA expres-
sion could be part of the molecular oscillator mechanism (if
the cycling mRNA corresponds to a core clock gene); how-
ever, a vast number of the cycling mRNAs found through
high throughput microarray and sequencing experiments have
turned out to be non-core clock related, and thus are likely
to be associated to a clock output (Claridge-Chang et al.,
2001; McDonald and Rosbash, 2001; Ceriani et al., 2002; Ueda
et al., 2002; Keegan et al., 2007; Wijnen et al., 2006; Nagoshi
et al, 2010; Kula-Eversole et al., 2010; Hughes et al., 2012;
Rodriguez et al., 2012). The molecular clock could regulate
output gene expression directly (for example, via an E-box

motif and CLK/CYC-mediated transcriptional regulation) or
indirectly, through additional transcription factors such as
PDP1/VRI (Cyran et al., 2003).

It is the electrical properties of neurons that dictate their
role within a circuit and these properties depend on the type
and quantity of ion channels. Therefore, ion channels represent
a particularly interesting candidate group of genes predicted
to cycle in clock neurons. Indeed, several ion channel mRNAs,
such as Ir (inwardly rectifying potassium channel) and SK (small
conductance calcium-activated potassium channel) have been
found to be enriched at certain times of day in LNs (Kula-
Eversole et al., 2010). Moreover, mutations or down-regulation
of ion channel genes that lead to behavioral alteration of cir-
cadian outputs have been reported (Cirelli et al., 2005; Lear
etal., 2005a; Fernandez et al., 2007; Hodge and Stanewsky, 2008;
Ruben et al., 2012).

One of the earlier pieces of evidence for the self-
sustainability of circadian systems was the observation of
the persistence of cyclic electrical activity under free running
conditions in tissue islands containing rat SCN, which showed
increased electrical activity during the subjective day and
reduced activity during the subjective night (Inouye and Kawa-
mura, 1979). Moreover, thanks to the development of SCN slice
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preparations, mammalian models have been extremely useful
in determining the electrophysiological characteristics of clock
neurons (Kuhlman and McMahon, 2006; Ko et al., 2009; Col-
well, 2011). In that aspect Drosophila has lagged way behind;
however, the development of a preparation to perform whole
cell patch-clamp recordings from Drosophila clock neurons
(Park and Griffith, 2006; Sheeba et al., 2008; Cao and Nitabach,
2008) has provided an opportunity to start filling this gap. By
exploiting this preparation, some information about the ILNvs
electrophysiological characteristics has been gained: (1) ILNvs,
as SCN clock neurons, show circadian variations in electrical
activity and resting membrane potential (Sheeba et al., 2008;
Cao and Nitabach, 2008); (2) ILNvs present two firing modes,
bursting and tonic; interestingly, the same neuron can change
from one pattern to the other and the proportion of bursting
neurons is higher during the early morning (Sheeba et al., 2008)
and (3) ILNvs respond to light with an increase in firing rate
and resting membrane potential (Sheeba et al., 2008), which is
in agreement with their proposed role as arousal neurons and
was found to be a CRY dependent phenomenon (Fogle et al.,
2011). The sLNvs have clearly proven to be less accessible for
electrophysiological recordings and, although daily variations
in resting membrane potential have been reported (Cao and
Nitabach, 2008), no additional information is available yet. The
electrical properties of other Drosophila clock neurons remain
unexplored.

Electrical activity often results in the release of neuro-
transmitter molecules, so, what are the neurotransmitters
employed by clock neurons? Cross-reactivity of a LNvs epitope
with crustacean pigment dispersing hormone (PDH) anti-sera
gave the first hint of the importance of a related molecule in
these cells. Notably, the antisera revealed not only the cell
nuclei (as PER immunoreactivity did) but also the dorsally
projecting sLNvs axons and the optic lobe ILNv projecting
axons (Helfrich-Forster, 1995). Afterwards, it was found that
pdf® mutants, that lacked expression of the PDH orthologue
PDE, had a progressive loss of rhythmicity under free-running
conditions (Renn et al., 1999). The progressiveness and lack
of complete penetrance of the phenotype suggested that the
mutation in pdf°! was affecting a clock output rather than the
core oscillator itself. Analysis of PER cycling in different pace-
maker clusters suggested that PDF was acting as a crucial signal
for synchronization between them (Lin et al., 2004), a theory
supported by the finding of a PDF receptor (PDFR) molecule
expressed in different clock neuron subsets (Hyun et al., 2005;
Lear et al., 2005b; Mertens et al., 2005; Im and Taghert, 2010).
Although no daily change in pdf mRNA was detected (Park and
Hall, 1998), PDF immunoreactivity was found to cycle in the
dorsal projections of SLNvs, a property that was lost in clock
mutants such as per’! and tim® (Park et al., 2000). There is still
controversy about the way the clock regulates PDF; however,
the fact that ion channel mutations affect PDF levels clearly
indicates a role for membrane excitability in PDF release (Lear
et al., 2005a; Fernandez et al., 2007; Hodge and Stanewsky,
2008; Depetris-Chauvin et al., 2011). In addition to PDE, the

sLNvs are predicted to use another, still unknown, classical
chemical neurotransmitter. This is suggested by the fact that
sLNvs axonal termini contain not only dense core PDF-filled
vesicles, but also small clear vesicles that would provide fast
neurotransmission (Miskiewicz et al., 2004; Yasuyama and
Meinertzhagen, 2010) and are predicted to be released by a
VAMP-dependent mechanism (Umezaki et al., 2011). The
identity of this additional neurotransmitter remains elusive.
The involvement of other neurotransmitters in different clock
neuron clusters has been postulated, including: neuropeptide
E short neuropeptide F, ITP, acetylcholine (Johard et al,
2009), glutamate (Hamasaka et al., 2007), dopamine, serotonin
(Hamasaka and Nassel, 2006) and histamine (Hong et al,
2006).

Another clock-controlled output is the daily remodeling of
neuronal structures, a phenomenon termed circadian plasticity
(Mehnert and Cantera, 2011). This was first described in the
first optic neuropil in the housefly (Pyza and Meinertzhagen,
1995) and Drosophila (Pyza and Meinertzhagen, 1999). They
showed a circadian variation on axon caliber of L1 and L2
monopolar cells, with swelling during the early day and early
night. This correlated with the two main periods of crepuscular
activity when visual processing is most necessary. This phe-
nomenon was dependent on clock genes, persisted in DD and
was abolished in LL. However, rescue experiments revealed
a complex regulation, with some aspects of monopolar cell
structural plasticity dependent on the central pacemaker and
others dependent on glial cells (Pyza and Gorska-Andrzejak,
2004).

Another structure found to undergo circadian plasticity
corresponds to the terminals of the dorsally projecting sLNv
axons (Fernandez et al., 2008). Complexity of these terminals
shows circadian variation with an “open”, more complex,
structure in the early morning and a “closed” structure during
the early night, correlating with daily changes in PDF levels
in the same protocerebral region. This kind of circadian
plasticity persists in constant conditions and is abolished in
core clock mutants (Fernandez et al., 2008). Other examples
of circadian plasticity include the changes in synaptic vesicles
evidenced at the ultrastructural level in terminals of MN5
motoneurons (Ruiz et al., 2010) and photoreceptors (Barth
et al,, 2010). It would not be surprising if, in the future, addi-
tional structures are found to experience circadian structural
plasticity.

The coordinated clock controlled changes in gene expres-
sion, neuronal activity and neuronal structure may end up
impacting on the daily changes of behavior. Behavior is clearly
affected by the time of day, therefore, anyone willing to assay
any behavior in the laboratory should take this into account. In
addition to the already mentioned locomotor activity and adult
eclosion behaviors, others have been found to exhibit circadian
modulation, namely: courtship (Hamasaka et al., 2010), short
term memory (Lyons and Roman, 2009), optomotor response
(Barth et al.,, 2010) and gustatory behaviors (Chatterjee et al.,
2010) among others.
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Concluding remarks

These are exciting times for Drosophila Chronobiology, a time
to revise what decades of research really mean and start to dis-
sect the mechanisms of circadian networks in light of the new
information and the novel techniques available. We now know
that the clock is not just “a clock,” but a complicated clock-
work mechanism composed of neuronal and non-neuronal
oscillators.

What is missing in the field? The vast amount of genetic tools
available today for the Drosophila neurobiologist has recently
been reviewed (Venken et al., 2011). Still, to keep dissecting the
roles of specific subsets of clock neurons, even more cell type
specific expression drivers are necessary. Intersectional genet-
ics could provide a useful alternative (Potter et al., 2010). In
addition, promoter analysis of specific genes could offer another
clean means of addressing the relevance of specific neuron sub-
types in the context of a wild-type circadian network. Notwith-
standing, a more precise definition of the connectivity between
the circadian network including mapping synapses between
clock neurons and other neurons (circadian or not), and finding
out which neurotransmitters are involved, open up a window
of opportunity. Needless to say, as the Drosophila adult brain
becomes a less intractable preparation for electrophysiological
recordings many of these unsolved mysteries will come to light.
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