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Preface to the Fourth Edition

Novel market segments such as intelligent transportation, revolutionary health care,
sophisticated security systems, and smart energy have recently emerged, requiring
increasingly diverse functionality such as RF circuits, power control, passive com-
ponents, sensors/actuators, biochips, optical communication, and microelectrome-
chanical devices. Integration of these non-digital functionalities at the board-level
into system platforms such as systems-in-package (SiP), systems-on-chip (SoC),
and three-dimensional (3-D) systems is a primary near- and long-term challenge of
the semiconductor industry. The delivery and management of high-quality, highly
efficient power have become primary design issues in these functionally diverse
systems. Integrated in-package and distributed on-chip power delivery is currently
under development across a broad spectrum of applications; the power delivery
design process, however, is currently dominated by ad hoc approaches.

The lack of methodologies, architectures, and circuits for scalable on-chip power
delivery and management is at the forefront of current heterogeneous system
design issues. The objective of this book is to describe the many short- and long-
term challenges of high-performance power delivery systems, provide insight and
intuition into the behavior and design of next-generation power delivery systems,
and suggest design solutions while providing a framework for addressing power
objectives at the architectural, methodology, and circuit levels.

This book is based on the body of research carried out by the authors of previous
editions of this book from 2001 to 2011. The first edition of the book, titled Power
Distribution Networks in High Speed Integrated Circuits, was published in 2004
by Andrey V. Mezhiba and Eby G. Friedman. This first book focused on on-
chip distribution networks, including electrical characteristics, relevant impedance
phenomenon, and related design trade-offs. On-chip distributed power delivery, at
that time an innovative paradigm shift in power delivery, was also introduced in the
book. As the concept of integrated power delivery evolved, the important topic of
on-chip decoupling capacitance was added to the book, which was released in 2008
with a new title, Power Distribution Networks with On-Chip Decoupling Capacitors
by Mikhail Popovich, Andrey V. Mezhiba, and Eby G. Friedman. Later, this
book was revised by Renatas Jakushokas, Mikhail Popovich, Andrey V. Mezhiba,
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viii Preface to the Fourth Edition

Selcuk Kose, and Eby G. Friedman to address emerging design and analysis
challenges in on-chip power networks. This last edition was published with an
identical title in 201 1. Since the first book was published in 2004, the issue of power
delivery has greatly evolved. The concept of on-chip distributed power delivery
has been recognized as an important cornerstone to high-performance integrated
circuits. A number of ultrasmall on-chip power supplies to support this on-chip
focus have also been demonstrated.

While on-chip power integration has become a primary objective for system
integration, research has remained focused on developing compact and efficient
power supplies, lacking a methodology to effectively integrate and manage in-
package and on-chip power delivery systems. The challenge has become greater
as the diversity of modern systems increases, and dynamic voltage scaling (DVS)
and dynamic voltage and frequency scaling (DVES) become a part of the power
management process. Hundreds of on-chip power domains with tens of different
voltage levels have recently been reported, and thousand-core ICs are being consid-
ered. Scalable power delivery systems and the granularity of power management in
DVS/DVEFES multicore systems are limited by existing ad hoc approaches. To cope
with this increasing design complexity and the quality and system-wide efficiency
challenges of next-generation power delivery systems, enhanced methodologies to
design and analyze scalable, hierarchical power management and delivery systems
with fine granularity of dynamically controllable voltage levels are necessary.
Updating the vision of on-chip power delivery networks, traditionally viewed as
a passive network, is the primary purpose for publishing a new (fourth) edition of
this book. Emphasis is placed on complex and scalable power delivery systems,
system-wide efficiency, quality of power, and intelligent, real-time, fine-grain local
power management. A framework that addresses various power objectives at the
architectural, methodology, and circuit levels is described, providing a general solu-
tion for existing and emerging power delivery challenges and techniques. This book,
titled On-Chip Power Delivery and Management, is authored by Inna P.-Vaisband,
Renatas Jakushokas, Mikhail Popovich, Andrey V. Mezhiba, Selcuk Kose, and
Eby G. Friedman as the fourth edition of this series of books.

The chapters of the book are now separated into eight parts. Power networks,
inductive properties, electromigration, and decoupling capacitance within integrated
circuits are described in Part I (Chaps. 1, 2, 3, 4, 5, and 6). In Part II (Chaps. 7, 8,
9, and 10), the design of on-chip power distribution networks and power supplies
is discussed. Circuits for on-chip power delivery and management and integrated
power delivery systems are described in Part IV (Chaps. 17, 18, 19, and 20). Closed-
form expressions for power grid analysis, modeling and optimization of power
networks, and the codesign of power supplies are presented in Part V (Chaps. 21,
22, 23, 24, 25, 26, and 27). Since noise within the power grid is a primary design
constraint, this issue is reviewed in Part VI (Chaps. 28, 29, 30, 31, 32, 33, and 34).
Multilayer power distribution networks are the focus of Part VII (Chaps. 35, 36,
37, 38, and 39). In Part III (Chaps. 12, 13, 14, and 15), the issue of placing on-chip
decoupling capacitors is discussed. In Part VIII (Chaps. 40, 41, 42, and 43), multiple
power supply systems are described. The focus of this part is on those integrated
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circuits where multiple on-chip power supplies are required. In Part IX, some
concluding comments, the appendices, and additional information are provided.

This revised and updated material is based on recent research by
Inna P.-Vaisband developed between 2009 and 2015 at the University of Rochester
during her doctoral studies under the supervision of Prof. Eby G. Friedman.
The new chapters focus on design complexity, system scalability, and system-
wide optimization of power delivery and management systems. The concept
of intelligent power delivery is introduced, and a framework for on-chip power
delivery and management is described that provides local power control and real-
time management for sharing energy resources.

The book covers a wide spectrum of issues related to on-chip power networks and
systems. The authors believe that this revised edition provides the latest information
on a dynamic and highly significant topic of primary importance to both the
industrial and academic research and development communities.

Acknowledgments

The authors would like to thank Chuck Glaser for his sincere encouragement and
enthusiastic support of the publication of this book. The authors would also like
to thank Burt Price and Jeff Fischer from Qualcomm and Avinoam Kolodny from
Technion — Israel Institute of Technology for their collaboration and support.

The research described in this book has been supported in part by the Binational
Science Foundation under grant no. 2012139; the National Science Foundation
under grant nos. CCF-1329374, CCF-1526466, and CNS-1548078; the IARPA
under grant no. W91 1NF-14-C-0089 and by grants from Qualcomm, Cisco Systems,
and Intel.

Rochester, USA Inna P.-Vaisband
San Diego, USA Renatas Jakushokas
San Diego, USA Mikhail Popovich
Hillsboro, USA Andrey V. Mezhiba
Tampa, USA Selcuk Kose
Rochester, USA Eby G. Friedman
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Preface to the Third Edition

The first planar circuit was fabricated by Fairchild Semiconductor Company in
1959. Since then, the evolution of the integrated circuit has progressed, now
providing billions of transistors on a single monolithic substrate. These integrated
circuits are an integral and nearly essential part of our modern life. The power
consumed by a typical 20 x 20 mm? microprocessor is in the range of several
hundreds of watts, making integrated circuits one of the highest power consumers
per unit area. With such a high rate of power consumption, the problem of delivering
power on-chip has become a fundamental issue. The focus of this book is on
distributing power within high-performance integrated circuits.

In 2004, the book titled Power Distribution Networks in High Speed Integrated
Circuits by A. V. Mezhiba and E. G. Friedman was published to describe, for the
first time in book form, the design and analysis of power distribution networks
within integrated circuits. The book described different aspects of on-chip power
distribution networks, starting with a general introduction and ending with a
discussion of various design trade-offs in on-chip power distribution networks.
Later, the important and highly relevant topic of decoupling capacitance was added
to this book. Due to the significant change in size and focus, the book was released
in 2008 as a new first edition with a new title, Power Distribution Networks with On-
Chip Decoupling Capacitors by M. Popovich, A. V. Mezhiba, and E. G. Friedman.
Since this revised book was published, new design and analysis challenges in on-
chip power networks have emerged.

The rapidly evolving field of integrated circuits has required an innovative
perspective on on-chip power generation and distribution, shifting the authors’
research focus to these new challenges. Updating knowledge on chip-based power
distribution networks is the primary purpose for publishing a second edition of
Power Distribution Networks with On-Chip Decoupling Capacitors. Focus is placed
on complexity issues related to power distribution networks, developing novel
design methodologies and providing solutions for specific design and analysis
issues. In this second edition, the authors have revised and updated previously
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published chapters and added four new chapters to the book. This second edition
has also been partitioned into subareas (called parts) to provide a more intuitive
flow to the reader.

The organization of the book is now separated into seven parts. A general
background, introducing power networks, inductive properties, electromigration,
and decoupling capacitance within integrated circuits, is provided in Part I (Chaps. 1,
2,3,4,5, 6, and 7). In Part II (Chaps.8, 9, 10, 11, and 12), the design of on-
chip power distribution networks is discussed. Since noise within the power grid
is a primary design constraint, this issue is reviewed in Part III (Chaps. 13, 14, 15,
16, 17, 18, and 19). In Part IV (Chaps. 20, 21, 22, and 23), the primary issue of
placing on-chip decoupling capacitors is discussed. Multilayer power distribution
networks are the focus of Part V (Chaps. 24, 25, and 26). In Part VI (Chaps. 27, 28,
29, and 30), multiple power supply systems are described. The focus of this part is
on those integrated circuits where several on-chip power supplies are required. In
Part VII, some concluding comments, the appendices, and additional information
are provided.

This revised and updated material is based on recent research by
Renatas Jakushokas and Selcuk Kose developed between 2005 and 2010 at the
University of Rochester during their doctoral studies under the supervision of
Prof. Eby G. Friedman. The emphasis of these newly added chapters is on the
complexity of power distribution networks. Models for commonly used meshed and
interdigitated interconnect structures are described. These models can be used to
accurately and efficiently estimate the resistance and inductance of complex power
distribution networks. With these models, on-chip power networks can be efficiently
analyzed and designed, greatly enhancing the performance of the overall integrated
circuit.

Acknowledgments

The authors would like to thank Charles Glaser from Springer for making this book
a reality. The authors are also grateful to Dr. Sankar Basu of the National Science
Foundation for his support over many years. We are sincerely thankful to Dr. Emre
Salman for endless conversations and discussions, leading to novel research ideas
and solutions.
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Preface to the Second Edition

The purpose of this book is to provide insight and intuition into the behavior and
design of power distribution systems with decoupling capacitors for application
to high-speed integrated circuits. The primary objectives are threefold. First is to
describe the impedance characteristics of the overall power distribution system,
from the voltage regulator through the printed circuit board and package onto
the integrated circuit to the power terminals of the on-chip circuitry. The second
objective of this book is to discuss the inductive characteristics of on-chip power
distribution grids and the related circuit behavior of these structures. Finally, the
third primary objective is to present design methodologies for efficiently placing
on-chip decoupling capacitors in nanoscale integrated circuits.

Technology scaling has been the primary driver behind the amazing performance
improvement of integrated circuits over the past several decades. The speed
and integration density of integrated circuits have dramatically improved. These
performance gains, however, have made distributing power to the on-chip circuitry
a difficult task. Highly dense circuitry operating at high clock speeds has increased
the distributed current to many tens of amperes, while the noise margin of the power
supply has shrunk consistent with decreasing power supply levels. These trends have
elevated the problems of power distribution and allocation of the on-chip decoupling
capacitors to the forefront of several challenges in developing high-performance
integrated circuits.

This book is based on the body of research carried out by Mikhail Popovich
from 2001 to 2007 and Andrey V. Mezhiba from 1998 to 2003 at the University of
Rochester during their doctoral studies under the supervision of Professor Eby G.
Friedman. It is apparent to the authors that although various aspects of the power
distribution problem have been addressed in numerous research publications, no
text exists that provides a unified focus on power distribution systems and related
design problems. Furthermore, the placement of on-chip decoupling capacitors has
traditionally been treated as an algorithmic oriented problem. A more electrical
perspective, both circuit models and design techniques, has been used in this
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book for presenting how to efficiently allocate on-chip decoupling capacitors. The
fundamental objective of this book is to provide a broad and cohesive treatment of
these subjects.

Another consequence of higher speed and greater integration density has been
the emergence of inductance as a significant factor in the behavior of on-chip
global interconnect structures. Once clock frequencies exceeded several hundred
megahertz, incorporating on-chip inductance into the circuit analysis process
became necessary to accurately describe signal delays and waveform characteristics.
Although on-chip decoupling capacitors attenuate high-frequency signals in power
distribution networks, the inductance of the on-chip power interconnect is expected
to become a significant factor in multi-gigahertz digital circuits. An important
objective of this book, therefore, is to clarify the effects of inductance on the
impedance characteristics of on-chip power distribution grids and to provide an
understanding of related circuit behavior.

The organization of the book is consistent with these primary goals. The
first eight chapters provide a general description of distributing power in inte-
grated circuits with decoupling capacitors. The challenges of power distribution
are introduced and the principles of designing power distribution systems are
described. A general background to decoupling capacitors is presented followed
by a discussion of the use of a hierarchy of capacitors to improve the impedance
characteristics of the power network. An overview of related phenomena, such as
inductance and electromigration, is also presented in a tutorial style. The following
seven chapters are dedicated to the impedance characteristics of on-chip power
distribution networks. The effect of the interconnect inductance on the impedance
characteristics of on-chip power distribution networks is evaluated. The implications
of these impedance characteristics on circuit behavior are also discussed. On-chip
power distribution grids are described, exploiting multiple power supply voltages
and multiple grounds. Techniques and algorithms for the computer-aided design and
analysis of power distribution networks are also described; however, the emphasis of
the book is on developing circuit intuition and understanding the electrical principles
that govern the design and operation of power distribution systems. The remaining
five chapters focus on the design of a system of on-chip decoupling capacitors.
Methodologies for designing power distribution grids with on-chip decoupling
capacitors are also presented. These techniques provide a solution for determining
the location and magnitude of the on-chip decoupling capacitance to mitigate on-
chip voltage fluctuations.

Acknowledgments

The authors would like to thank Alex Greene and Katelyn Stanne from Springer
for their support and assistance. We are particularly thankful to Bill Joyner and
Dale Edwards from the Semiconductor Research Corporation and Marie Burnham,
Olin Hartin, and Radu Secareanu from Freescale Semiconductor Corporation for
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authors would also like to thank Emre Salman for his corrections and suggestions
on improving the quality of the book. Finally, we are grateful to Michael Sotman
and Avinoam Kolodny from Technion — Israel Institute of Technology for their
collaboration and support.

The original research work presented in this book was made possible in part by
the Semiconductor Research Corporation under contract nos. 99-TJ—687 and 2004—
TJ-1207; the DARPA/ITO under AFRL contract F29601-00-K—0182; the National
Science Foundation under contract nos. CCR—0304574 and CCF-0541206; grants
from the New York State Office of Science, Technology and Academic Research to
the Center for Advanced Technology in Electronic Imaging Systems; and by grants
from Xerox Corporation, IBM Corporation, Lucent Technologies Corporation, Intel
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Preface to the First Edition

The primary purpose of this book is to provide insight and intuition into the
behavior and design of power distribution systems for high-speed integrated circuits.
The objective is twofold. First is to describe the impedance characteristics of the
overall power distribution system, from the voltage regulator through the printed
circuit board and package onto the integrated circuit to the power terminals of
the on-chip circuitry. The second objective of this book is to discuss the inductive
characteristics of on-chip power distribution grids and the related circuit behavior
of these structures.

Technology scaling has been the primary driver behind improving the perfor-
mance characteristics of integrated circuits over the past several decades. The speed
and integration density of integrated circuits have dramatically improved. These
performance gains, however, have made distributing power to the on-chip circuitry
a difficult task. Highly dense circuitry operating at high clock speeds has increased
the distributed current to tens of amperes, while the noise margin of the power
supply has been shrunk consistent with decreasing power supply levels. These trends
have elevated the problem of power distribution to the forefront of challenges in
developing high-performance integrated circuits.

This monograph is based on the body of research carried out by Andrey V.
Mezhiba from 1998 to 2003 at the University of Rochester during his doctoral study
under the supervision of Professor Eby G. Friedman. It has become apparent to the
authors during this period that although various aspects of the power distribution
problem have been addressed in numerous research publications, no text provides a
unified description of power distribution systems and related design problems. The
primary objective of this book is therefore to provide a broad and cohesive, albeit
not comprehensive, treatment of this subject.

Another consequence of higher speed and greater integration density has been
the emergence of inductance as a significant factor in the behavior of on-chip
global interconnect structures. Once clock frequencies exceeded several hundred
megahertz, incorporating on-chip line inductance into the circuit analysis process
became necessary to accurately describe signal delays and rise times. Although on-
chip decoupling capacitors attenuate high-frequency signals in power distribution

Xix
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networks, the inductance of the on-chip power interconnect is expected to become a
significant factor in multi-gigahertz digital circuits. Another objective of this book,
therefore, is to describe the effects of inductance on the impedance characteristics of
on-chip power distribution grids and to develop an understanding of related circuit
behavior.

The organization of the book is consistent with these primary goals. The first
eight chapters provide a general description of distributing power in integrated
circuits. The challenges of power distribution are introduced and the principles
of designing power distribution systems are described. A hierarchy of decoupling
capacitors used to improve the impedance characteristics is reviewed. An overview
of related phenomena, such as inductance and electromigration, is also presented
in a tutorial style. The following six chapters are dedicated to the impedance
characteristics of on-chip power distribution networks. The effect of the interconnect
inductance on the impedance characteristics of on-chip power distribution networks
is evaluated. The implications of these impedance characteristics for the circuit
behavior are also discussed. Techniques and algorithms for the computer-aided
design and analysis of power distribution networks are also described; however,
the emphasis of the book is on developing circuit intuition and understanding the
principles that govern the design and operation of power distribution systems.

Acknowledgments
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for his support and assistance. We are particularly thankful to Bill Joyner from the
Semiconductor Research Corporation for his continuing support of the research
project that culminated in this book. Finally, we are sincerely grateful to Bilyana
Boyadjieva for designing the cover of the book.
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part by the Semiconductor Research Corporation under contract no. 99-TJ-687;
the DARPA/ITO under AFRL contract F29601-00-K-0182; grants from the New
York State Office of Science, Technology and Academic Research to the Center
for Advanced Technology-Electronic Imaging Systems and the Microelectronics
Design Center; and grants from Xerox Corporation, IBM Corporation, Intel Cor-
poration, Lucent Technologies Corporation, and Eastman Kodak Company.
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Part I
General Background

A general background of on-chip power distribution networks is described in Part I.
These chapters familiarize the reader with topics relevant to power supply networks.
Different aspects of inductance and inductive loops are also reviewed in this part.
These chapters provide sufficient background to enable the reader to follow the
remainder of the book. Greater detail describing each chapter in this part is provided
below.

An introduction to the evolution of integrated circuits and problems related
to power distribution are presented in Chap. 1. Technology trends describing
microprocessor transistor count, clock frequency, and power are summarized in this
chapter. The important issue of noise within power distributions networks is also
discussed.

The inductive properties of interconnect are described in Chap. 2. Different
methods of characterizing the inductance of complex interconnect systems as
well as limitations of these methods are also discussed. The concept of a partial
inductance is reviewed. This concept is helpful in describing the inductive properties
of complex structures. The distinction between the absolute inductance and the
inductive behavior is emphasized and the relationship between these concepts is
discussed.

The inductive properties of interconnect structures where current flows in long
loops are described in Chap.3. The variation of the partial inductance with line
length is compared to the loop inductance. The inductance of a long current loop
increases linearly with loop length. Similarly, the effective inductance of several
long loops connected in parallel decreases inversely linearly with the number of
loops. Exploiting these properties to enhance the efficiency of the circuit analysis
process is discussed.

The phenomenon of electromigration and implications on related circuit reliabil-
ity are the subject of Chap. 4. With increasing current density in on-chip interconnect
lines, the transport of metal atoms under an electric driving force, known as
electromigration, becomes more significant. Metal depletion and accumulation
occur at the sites of electromigration atomic flux divergence. Voids and protrusions
are formed, respectively, at the sites of metal depletion and accumulation, causing,
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respectively, open circuit and short-circuit faults in interconnect structures. The
mechanical characteristics of the interconnect structures are critical in determining
electromigration reliability. Power and ground lines are particularly susceptible to
electromigration damage as these lines carry a significant amount of unidirectional
current.

Scaling trends of on-chip power distribution noise are discussed in Chap.S5.
A model for scaling power distribution noise is described. Two scenarios of
interconnect scaling are analyzed. The effects of scaling trends on the design of
next generation complementary metal-oxide semiconductor (CMOS) circuits are
also discussed.



Chapter 1
Introduction

In July 1958, Jack Kilby of Texas Instruments suggested building all of the
components of a circuit completely in silicon [1]. By September 12, 1958, Kilby
had built a working model of the first “solid circuit,” the size of a pencil point.
A couple of months later in January 1959, Robert Noyce of Fairchild Semiconductor
developed a better way to connect the different components of a circuit [2, 3].
Later, in the spring of 1959, Fairchild Semiconductor demonstrated the first planar
circuit—a “unitary circuit.” The first monolithic integrated circuit (IC) was born,
where multiple transistors coexisted with passive components on the same physical
substrate [4]. Microphotographs of the first IC (Texas Instruments, 1958), the first
monolithic IC (Fairchild Semiconductor, 1959), and the high performance i17-6700K
Skylake Quad-Core microprocessor with up to 4.2 GHz clock frequency (Intel
Corporation, 2015) are depicted in Fig. 1.1.

In 1960, Jean Hoerni invented the planar process [5]. Later, in 1960, Dawon
Kahng and Martin Atalla demonstrated the first silicon based metal oxide semicon-
ductor field effect transistor (MOSFET) [6], followed in 1967 by the first silicon
gate MOSFET [7]. These seminal inventions resulted in the explosive growth of
today’s multi-billion dollar microelectronics industry. The fundamental cause of
this growth in the microelectronics industry has been made possible by technology
scaling, particularly in CMOS technology.

The goal of this chapter is to provide a brief perspective on the development of
ICs, introduce power delivery and management in the context of this development,
motivate the use of on-chip voltage regulators and decoupling capacitors, and
provide guidance and perspective to the rest of this book. The evolution of integrated
circuit technology from the first ICs to highly scaled CMOS technology is described
in Sect. 1.1. As manufacturing technologies supported higher integration densities
and switching speeds, the primary constraints and challenges in the design of
integrated circuits have also shifted, as discussed in Sect. 1.2. The basic nature of
the problem of distributing power and ground in integrated circuits is described
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LP. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_1



4 1 Introduction

Fig. 1.1 Microphotographs of early and recent integrated circuits (IC) (the die size is not to scale);
(a) the first IC (Texas Instruments, 1958), (b) the first monolithic IC (Fairchild Semiconductor,
1959), (c) the high performance i7-6700K Skylake Quad-Core microprocessor (Intel Corporation,
2015)

in Sect. 1.3. The adverse effects of variations in the power supply voltage on the
operation of a digital integrated circuit are discussed in Sect. 1.4. Finally, the chapter
is summarized in Sect. 1.5.

1.1 Evolution of Integrated Circuit Technology

The pace of IC technology over the past three decades is well characterized by
Moore’s law. As noted in 1965 by Gordon Moore, the integration density of the
first commercial integrated circuits has doubled approximately every year [8].
A prediction was made that the economically effective integration density, i.e.,
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Fig. 1.2 Evolution of transistor count of CPU/microprocessor and memory ICs. In the lower left
corner, the original Moore’s data [8] is displayed followed by the extrapolated prediction (dashed
line). The wide lines are linearized trends for both IC memory and microprocessors

the number of transistors on an integrated circuit leading to the minimum cost per
integrated component, will continue to double every year for another decade. This
prediction has held true through the early 1970s. In 1975, the prediction was revised
to suggest a new, slower rate of growth—doubling of the IC transistor count every two
years [9]. This trend of exponential growth of IC complexity is commonly referred
to as “Moore’s law.” Since the start of commercial production of integrated circuits
in the early 1960s, circuit complexity has risen from a few transistors to several
billions of transistors functioning together on a single monolithic substrate. This
trend is expected to continue at a comparable pace for another decade [10].

The evolution of the integration density of microprocessor and memory ICs is
shown in Fig. 1.2 along with the original prediction described in [8]. As seen from
the data illustrated in Fig. 1.2, DRAM IC complexity has grown at an even higher
rate, quadrupling roughly every three years. The progress of microprocessor clock
frequencies is shown in Fig. 1.3. Associated with increasing IC complexity and
clock speed is an exponential increase in microprocessor performance (doubling
every 18 to 24 month). This performance trend is also referred to as Moore’s law.
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Fig. 1.3 Evolution of microprocessor clock frequency. Several lines of microprocessors are shown
in different colors and shapes

The principal driving force behind this spectacular improvement in circuit
complexity and performance has been the steady decrease in the feature size of
semiconductor devices. Advances in optical lithography have allowed manufac-
turing of on-chip structures with increasingly higher resolution. The area, power,
and speed characteristics of transistors with a planar structure, such as MOS
devices, improve with the decrease (i.e., scaling) of the lateral dimensions of the
devices. These technologies are therefore referred to as scalable. The maturing of
scalable planar circuit technologies, first PMOS and later NMOS, has allowed the
potential of technology scaling to be fully exploited as lithography has improved.
The development of planar MOS technology culminated in CMOS circuits. The
low power characteristics of CMOS technology deferred the effects of thermal
limitations on integration complexity and permitted technology scaling to continue
unabated through the 1980s, 1990s, 2000s, and 2010s making CMOS the digital
circuit technology of choice.

From a historical perspective, the development of scalable ICs was simul-
taneously circuitous and serendipitous, as described by Murphy, Haggan, and
Troutman [11]. Although the ideas and motivation behind scalable ICs seem
straightforward from today’s vantage point, the emergence of scalable commercial
ICs was neither inevitable nor a result of a well guided and planned pursuit.
Rather, the original motivation for the development of integrated circuits was circuit



1.1 Evolution of Integrated Circuit Technology 7

miniaturization for military and space applications. Although the active devices of
the time, discrete transistors, offered smaller size (and also lower power dissipation
with higher reliability) as compared to vacuum tubes, much of this advantage was
lost at the circuit level, as the size and weight of electronic circuits were dominated
by passive components, such as resistors, capacitors, and diodes. Thus, the original
objective was to reduce the size of the passive elements through integration of these
elements onto the same die as the transistors. The cost effectiveness and commercial
success of high complexity ICs were highly controversial for several years after
the integrated circuit was invented. Successful integration of a large number of
transistors on the same die seemed infeasible, considering the yield of discrete
devices at the time [11].

Many obstacles precluded early ICs from scaling. The bulk collector bipolar
transistors used in these early ICs suffered from performance degradation due to
high collector resistance and, more importantly, the collectors of all of the on-
chip transistors were connected through the bulk substrate. The speed of a bipolar
transistor does not, in general, scale with the lateral dimensions (i.e., vertical NPN
and PNP doping structures typically determine the performance). In addition, early
device isolation approaches were not amenable to scaling and consumed significant
die area. On-chip resistors and diodes also made inefficient use of die area. Scalable
schemes for device isolation and interconnection were therefore essential to truly
scale ICs. It was not until these problems were solved and the structure of the bipolar
transistor was improved that device miniaturization led to dramatic improvements
in IC complexity.

The concept of scalable ICs received further development with the maturation
of the MOS technology. Although the MOS transistor is a contemporary of the
first ICs, the rapid progress in bipolar devices delayed the development of MOS
ICs at the beginning of the IC era. The MOS transistor lagged in performance
as compared with existing bipolar devices and suffered from reproducibility and
stability problems. The low current drive capability of MOS transistors was
also a serious disadvantage at low integration densities. Early use of the MOS
transistor was limited to those applications that exploited the excellent switch-
like characteristics of the MOS devices. Nevertheless, the circuit advantages and
scaling potential of MOS technology were soon realized, permitting MOS circuits
to gain increasingly wider acceptance. Gate insulation and the enhancement mode of
operation made MOS technology ideal for direct-coupled logic [12]. Furthermore,
MOS did not suffer from punch-through effects and could be fabricated with higher
yield. The compactness of MOS circuits and the higher yield eventually resulted in a
fourfold density advantage in devices per IC as compared to bipolar ICs. Ironically,
it was the refinement of bipolar technology that paved the path to these larger
scales of integration, permitting the efficient exploitation of MOS technology. With
advances in lithographic resolution, the MOS disadvantage in switching speed as
compared to bipolar devices gradually diminished. The complexity of bipolar ICs
had become primarily constrained by power dissipation. As a result, MOS emerged
as the dominant digital integrated circuit technology.
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1.2 Evolution of Design Objectives

Advances in fabrication technology and the emergence of new applications have
induced several shifts in the principal objectives in the design of integrated circuits
over the past 50 years. The evolution of the IC design paradigm is illustrated in
Fig. 1.4.

In the 1960s and 1970s, yield concerns served as the primary limitation to IC
integration density and, as a consequence, circuit compactness and die area were
the primary criteria in the IC design process. Due to limited integration densities,
a typical system at the time would contain dozens to thousands of small ICs. As
a result, chip-to-chip communications traversing board-level interconnect limited
overall system performance. As compared to intra-chip interconnect, board level
interconnect have high latency and dissipate large amounts of power, limiting the
speed and power of a system. Placing as much functionality as possible into a yield
limited silicon die supported the realization of electronic systems with fewer ICs.
Fewer board level contacts and interconnections in systems comprised of fewer
ICs improved system reliability and lowered system cost, increased system speed
(due to lower communication latencies), reduced system power consumption, and
decreased the size and weight of the overall system. Producing higher functionality
per silicon area with the ensuing reduction in the number of individual ICs typically
achieved an improved cost/performance tradeoff at the system level. A landmark
example of that era is the first Intel microprocessor, the 4004, commercialized
at the end of 1971 [13]. Despite the limitation to 4-bit word processing and
initially operating at a mere 108 kHz, the 4004 microprocessor was a complete
processor core built on a monolithic die containing approximately 2300 transistors.
A microphotograph of the 4004 microprocessor is shown in Fig. 1.5.

The impact of off-chip communications on overall system speed decreased as the
integration density increased with advances in fabrication technology, lowering the

Speed/Area Speed

Speed /Power /Noise POWER/Noise/Speed

Ultra-low Power

1970’s 1980’s 1990’s 2000’s 2010’s Time

Fig. 1.4 Evolution of design criteria in CMOS integrated circuits
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Fig. 1.5 Microphotograph of the 4004—the first microprocessor manufactured on a mono-
lithic die

number of ICs comprising a system. System speed became increasingly dependent
on the speed of the component ICs (and less dependent on the speed of the board-
level communications). By the 1980s, circuit speed had become the design criterion
of greatest significance. Concurrently, a new class of applications emerged, prin-
cipally restricted by the amount of power consumed. These applications included
digital wrist watches, handheld calculators, pacemakers, and satellite electronics.
These applications established a new design concept—design for ultra-low power,
i.e., power dissipation being the primary design criterion, as illustrated by the lowest
path shown in Fig. 1.4.

As device scaling progressed and a greater number of components were inte-
grated onto a single die, on-chip power dissipation began to produce significant
economic and technical difficulties. While the market for high performance circuits
could support the additional cost, the design process in the 1990s had focused
on optimizing both speed and power, borrowing a number of design approaches
previously developed for ultra-low power products. The proliferation of portable
electronic devices further increased the demand for power efficient and ultra-low
power ICs, as shown in Fig. 1.4.

A continuing increase in power dissipation exacerbated system price and reli-
ability concerns, making power a primary design metric across an entire range of
applications. The evolution of power consumed by several lines of commercial
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Fig. 1.6 Evolution of microprocessor power consumption. Several lines of microprocessors are
shown in different colors and shapes

microprocessors is shown in Fig. 1.6. Furthermore, aggressive device scaling and
increasing circuit complexity have caused severe noise (or signal integrity) issues
in high complexity, high speed integrated circuits. Although digital circuits have
traditionally been considered immune to noise due to the inherently high noise mar-
gins, circuit coupling through the parasitic impedances of the on-chip interconnect
has significantly increased with technology scaling. Ignoring the effects of on-chip
noise is no longer possible in the design of high speed digital ICs. These changes
are reflected in the convergence of “speed” and “speed/power” design criteria to
“speed/power/noise,” as depicted in Fig. 1.4.

As device scaling continued in the twenty first century, more than seven billions
transistors have successfully been integrated onto a single die [14], keeping up
with Moore’s law. As a result, the overall power dissipation increased accordingly,
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exceeding the maximum capability of conventional cooling technologies. Any
further increase in on-chip power dissipation would require either expensive and
challenging technology solutions, such as liquid cooling, significantly increasing the
overall cost of a system, or innovations in system architecture that exploit massive
integration levels or local functional characteristics. Moreover, an explosive growth
of portable and handheld devices, such as cell phones and personal device assistants
(PDAs), resulted in a shift of design focus towards low power. As an architectural
solution for low power in high performance ICs, multi-core systems emerged
[15-18], trading off silicon area with on-chip power dissipation. Since the emphasis
on ultra-low power design continues in the second decade of the twenty first century,
major design effort is focused on reducing system-level power dissipation.

1.3 The Issue of Power Delivery and Management

The issue of power delivery is illustrated in Fig. 1.7, where a simple power delivery
system is shown. The system consists of a power supply, a power load, and
interconnect lines connecting the supply to the load. The power supply is assumed
to behave as an ideal voltage source providing nominal power and ground voltages,
Vaa and Vgnq. The power load is modeled as a variable current source /(f). The
interconnect lines connecting the supply and the load are not ideal; the power
and ground lines have, respectively, a finite parasitic resistance R, and R,, and
inductance L, and L,. Resistive voltage drops AVz = IR and inductive voltage
drops AV, = L dI/dt develop across the parasitic interconnect impedances, as
the load draws current /(f) from the power delivery system. The voltage levels
across the load terminals, therefore, change from the nominal level provided by
the supply, dropping to Vaq — IR, — L, dI/dt at the power terminal and rising to
Vena + IRy + L dI/dt at the ground terminal, as shown in Fig. 1.7.

This uncertainty in the supply voltages is referred to as power supply noise.
Power supply noise adversely affects circuit operation through several mechanisms,

L
V="V By p) 4 V="Vaq — IR, — L, %
Power Power
supply load

dl
V= Vend R, I(t) V="Vgna + IRy + L, 5
Fig. 1.7 Power delivery system consisting of the power supply, power load, and non-ideal
interconnect lines



12 1 Introduction

as described in Sect. 1.4. Proper design of the load circuit ensures correct operation
under the assumption that the supply levels are maintained within a certain range
near the nominal voltage levels. This range is called the power noise margin. The
primary objective in the design of the power delivery system is to supply sufficient
current to each transistor on an integrated circuit while ensuring that the power noise
does not exceed target noise margins.

The on-going miniaturization of integrated circuit feature size has placed signif-
icant requirements on the on-chip power and ground distribution networks. Circuit
integration densities rise with each nanometer technology generation due to smaller
devices and larger dies; the current density and total current increase accordingly.
Simultaneously, the higher speed switching of smaller transistors produces faster
current transients within the power distribution network. Both the average current
and the transient current are rising exponentially with technology scaling. The
evolution of the average current of high performance microprocessors is illustrated
in Fig. 1.8.

With thermal design power (TDP) of over 130 W (e.g., the TDP of the Intel
Sandy Bridge, Poulson, and Tukwila microprocessors is, respectively, 130, 170,
and 185W [19]) and power supply voltage as low as 0.8 V [20], the current in
contemporary microprocessors is approaching 200 A and will further increase with
technology scaling. Forecasted demands in the power current of high performance

1,000
Nehalem O Poulson
Itebium? Tukwila © O Sandy Bridge
100 Powerd o O ° K8 Montecito o o pagwell
UltraSPARCIIT A UltraSPARCIV: Bulldozer
-~ =
< Alpha 21264 = o PentiumfowerpC 70
~ [ )
= K7
=]
g Alpha21164 = o pn© PII
5 10
O Alpha 21064 = Oppra Kom powerPC Ga+
B
z
o
[a W)
B PowerPC 601
. = M40
O i486
0386
0
1980 1985 1990 1995 2000 2005 2010 2015

Year

Fig. 1.8 Evolution of the average current in high performance microprocessors. Several lines of
microprocessors are shown in different colors and shapes
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Fig. 1.9 Increasing power current requirements of high performance microprocessors with tech-
nology scaling, according to the ITRS roadmap [10]. The average current is the ratio of the circuit
power to the supply voltage. The transient current is the product of the average current and the
on-chip clock rate, 27 fx

microprocessors are illustrated in Fig. 1.9. The rate of increase in the transient
current is expected to more than double the rate of increase in the average current,
as indicated by the slope of the trend lines depicted in Fig. 1.9.

The faster rate of increase in the transient current as compared to the average
current is due to increasing on-chip clock frequencies. The transient current in
modern high performance microprocessors is approximately one teraampere per
second (10'? A/s) and is expected to rise, exceeding seven teraamperes per second
by 2022. A transient current of this high magnitude is due to switching hundreds
of amperes within tens to hundreds of picoseconds. Fortunately, the rate of increase
in the transient current has slowed with the introduction of lower speed multi-core
microprocessors. In a multi-core microprocessor, similar performance is achieved
at a lower frequency at the expense of increased circuit area.

Insuring adequate signal integrity of the power supply under these high cur-
rent requirements has become a primary design issue in high performance, high
complexity integrated circuits. The high average currents produce large ohmic IR
voltage drops [21], and the fast transient currents cause large inductive L dI/dt
voltage drops [22] (Al noise) within power distribution networks [23]. Power
distribution networks are designed to minimize these voltage drops, maintaining the
local supply voltage within specified noise margins. If the power supply voltage sags
too low, the performance and functionality of the circuit is severely compromised.
Alternatively, excessive overshoot of the supply voltage can affect circuit reliability.
Further exacerbating these issues is the reduced noise margins of the power supply
as the supply voltage is reduced with each new generation of nanometer process
technology, as shown in Fig. 1.10.

To maintain the local supply voltage within specified design margins, the
output impedance of a power delivery system should be low as seen at the power
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Fig. 1.11 Projections of the target impedance of a power delivery system. The target impedance
will continue to drop for future technology generations at an aggressive rate of 1.25X per
technology node [24]

terminals of the circuit elements. IC technologies are expected to scale for another
decade [10]. As a result, the average and transient currents drawn from the power
delivery network will continue to rise. Simultaneously scaling the power supply
voltage, however, has become limited due to threshold variations. The target output
impedance of a power delivery system in high speed, high complexity ICs such as
microprocessors will therefore continue to drop, reaching an inconceivable level of
150 12 by the year 2022 [24], as depicted in Fig. 1.11.

With transistor switching times as short as a few picoseconds, on-chip signals
typically contain harmonic frequencies as high as ~100 GHz. For on-chip wires,
the inductive reactance wL dominates the overall wire impedance beyond ~10 GHz.
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Fig. 1.12 A grid structured power distribution network. The ground lines are light gray, the power
lines are dark gray, and the signal lines are white

The on-chip inductance affects the integrity of the power supply through two
phenomena. First, the magnitude of the Al noise is directly proportional to
the power network inductance as seen at the current sink. Second, the network
resistance, inductance, and decoupling capacitance form an RLC tank circuit with
multiple resonances. The peak impedance of this RLC circuit must be lowered to
guarantee that target power supply noise margins are satisfied. Thus, information
characterizing the inductance is needed to correctly design and analyze power
delivery systems.

Power distribution networks in high performance digital ICs are commonly
structured as a multilayer grid. In such a grid, straight power/ground (P/G) lines
in each metalization layer span the entire die (or a large functional unit) and are
orthogonal to the lines in the adjacent layers. The power and ground lines typically
alternate in each layer. Vias connect a power (ground) line to another power (ground)
line at the overlap sites. This power grid organization is illustrated in Fig. 1.12,
where three layers of interconnect are depicted with the power lines shown in
dark gray and the ground lines shown in light gray. The power/ground lines are
surrounded by signal lines.

A significant fraction of the on-chip resources is committed to insure the integrity
of the power supply voltage levels. The global on-chip power delivery system is
typically determined at early stages of the design process, when little is known
about the local current demands at specific locations on an IC. Additional metal
resources for the global power delivery system are typically allocated at later stages
of the design process to improve the local electrical characteristics of the power
network. A complete redesign of the surrounding global signals can be prohibitively
expensive and time consuming. For these reasons, power delivery systems tend to
be conservatively designed [25], sometimes using more than a third of the on-chip
metal resources [26, 27]. Overengineering the power delivery system is, therefore,
costly in modern interconnect limited, high complexity digital integrated circuits.
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Performance objectives in power delivery systems, such as low impedance
(low inductance and resistance) to satisfy noise specifications under high current
loads, small physical area, and low current densities (for improved reliability) are
typically in conflict. Widening the lines to increase the conductance and improve the
electromigration reliability also increases the grid area. Replacing wide metal lines
with narrow interdigitated P/G lines increases the line resistance if the grid area is
maintained constant or increases the physical area if the net cross section of the lines
is maintained constant. It is therefore important to make a balanced choice under
these conditions. A quantitative model of the inductance/area/resistance tradeoff
in high performance power distribution networks is therefore needed to achieve
an efficient power delivery system. Another important objective is to provide
quantitative tradeoff guidelines and intuition in the design of high performance
power delivery systems.

Decoupling capacitors are often used to reduce the impedance of a power
distribution system and provide the required charge to the switching circuits,
lowering the power supply noise [28]. At high frequencies, however, the on-chip
decoupling capacitors can be effective due to the high parasitic impedance of the
power network connecting a decoupling capacitor to the current load [29]. On-
chip decoupling capacitors, however, reduce the self-resonant frequency of a power
delivery system, resulting in high amplitude power supply voltage fluctuations at
the resonant frequencies. A hierarchical system of on-chip decoupling capacitors
should therefore be carefully designed to provide a low impedance, resonant-
free power delivery system over the entire range of operating frequencies, while
delivering sufficient charge to the switching circuits to maintain the local power
supply voltages within target noise margins [30].

In earlier technology generations, high quality DC voltages and currents were
delivered from off-chip voltage converters to on-chip load circuitry within carefully
designed electrical power grids, producing a power system which was passive in
nature. To maintain sufficient quality of power under increasing current densities
and parasitic impedances, the power needs to be locally regulated with distributed
on-chip voltage converters close to the load. This concept of distributed power
delivery poses new power design challenges in modern ICs, requiring circuit level
techniques to convert and regulate power at points-of-load (POL), methodological
solutions for distributing on-chip power supplies, and automated design techniques
to co-design distributed power supplies and decoupling capacitors.

While the quality of power can be addressed with a POL approach, the
emerging trends of heterogeneity, on-chip integration, and dynamic control require
fundamental changes in traditional power delivery approaches—power delivery
systems should not be viewed as a passive power distribution network but rather as
systems that need to be efficiently and proactively managed. The regulation of DC
voltages close to the load, distributed on-chip current delivery, and local intelligence
are all required to efficiently manage power resources in high performance ICs.
To address these novel challenges, traditional power delivery and management
systems need to be conceptually reorganized. Specialized power delivery circuits,
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locally intelligent power routers, microcontrollers, and power managing policies
have become basic building blocks for delivering and managing power in modern
heterogeneous systems.

1.4 Deleterious Effects of Power Distribution Noise

Power noise adversely affects the operation of an integrated circuit through several
mechanisms. These mechanisms are discussed in this section. Power supply noise
produces uncertainty in the delay of the clock and data signals, as described in
Sect. 1.4.1. Power supply noise also increases the uncertainty of the timing reference
signals generated on-chip (clock jitter), lowering the clock frequency of the circuit,
as discussed in Sect. 1.4.2. The reduction of noise margins is discussed in Sect. 1.4.3.
Power supply variations diminish the maximum supply voltage, degrading the speed
of operation, as described in Sect. 1.4.4.

1.4.1 Signal Delay Uncertainty

The propagation delay of on-chip signals depends on the power supply voltage
during a signal transition. The source of the PMOS transistors in pull-up networks
within logic gates is connected to the highest supply voltage directly or through
other PMOS transistors. Similarly, the source of the NMOS transistors within a
pull-down networks is connected to the lowest supply voltage (directly or through
other NMOS transistors). The drain current of an MOS transistor increases with
the voltage difference between the transistor gate and source. When the rail-to-
rail power voltage is reduced due to power supply variations, the gate-to-source
voltage of the NMOS and PMOS transistors is less, lowering the output current
of the transistors. The signal delay increases accordingly as compared to the delay
under a nominal power supply voltage. Conversely, a higher power voltage and a
lower ground voltage shortens the propagation delay. The effect of the power noise
on the propagation delay of the clock and data signals is, therefore, an increase
in both delay uncertainty and the delay of the data paths [31, 32]. Consequently,
power supply noise limits the maximum operating frequency of an integrated
circuit [33-35].

1.4.2 On-Chip Clock Jitter

A phase-locked loop (PLL) is often used to generate the on-chip clock signal.
An on-chip PLL generates an on-chip clock signal by multiplying the system clock
signal. Certain changes in the electrical environment of a PLL, power supply voltage
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uncertainty

Fig. 1.13 Cycle-to-cycle jitter of a clock signal. The phase of the clock signal (solid line)
randomly deviates from the phase of an ideal clock signal (dashed line)

variations in particular, affect the phase of the on-chip clock signal. A feedback
loop within the PLL controls the phase of the PLL output and aligns the output
signal phase with the phase of the system clock. Ideally, the edges of the on-chip
clock signal are at precisely equidistant time intervals determined by the system
clock signal. The closed loop response time of modern PLL is typically hundreds
of nanoseconds (e.g., 300 ns in [36]). Disturbances of shorter duration than the
PLL response time result in deviations of the on-chip clock phase from ideal timing
objectives. These deviations are referred to as clock jitter [37, 38]. The clock jitter
is classified into two types: cycle-to-cycle jitter and peak-to-peak jitter.

Cycle-to-cycle jitter refers to random deviations of the clock phase from the ideal
timing, as illustrated in Fig. 1.13 [39]. Deviation from the ideal phase at one edge
of a clock signal is independent of the deviations at other edges. That is, the cycle-
to-cycle jitter characterizes the variation of the time interval between two adjacent
clock edges. The average cycle-to-cycle jitter asymptotically approaches zero with
an increasing number of samples. This type of jitter is therefore characterized by
a mean square deviation. This type of phase variation is produced by disturbances
of duration shorter or comparable to the clock period. Active device noise and high
frequency power supply noise (i.e., of a frequency higher or comparable to the clock
frequency) contribute to the cycle-to-cycle jitter. Due to the stochastic nature of
phase variations, the cycle-to-cycle jitter directly contributes to the uncertainty of
the time reference signals across an integrated circuit. Increased uncertainty of an
on-chip timing reference results in a reduced operating frequency [39].

The second type of jitter, peak-to-peak jitter, refers to systematic variations
of on-chip clock phase as compared to the system clock. Consider a situation
where several consecutive edges of an on-chip clock signal have a positive cycle-
to-cycle variation, i.e., several consecutive clock cycles are longer than the ideal
clock period, as illustrated in Fig.1.14 (due to, for example, prolonged power
supply variations from the nominal voltage). The timing requirements of the on-
chip circuits are not violated provided that the cycle-to-cycle jitter is sufficiently
small. The phase difference between the system clock and the on-chip clock,
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Phase Phase
difference difference

Fig. 1.14 Peak-to-peak jitter of a clock signal. The period of the clock signal (the solid line)
systematically deviates from the period of the reference clock (the dashed line), leading to
accumulation of the phase difference

however, accumulates with time. Provided the disturbance persists, the phase
difference between the system and the on-chip clocks can accumulate for tens or
hundreds of clock cycles, until the PLL feedback adjustment becomes effective.
This phase difference degrades the synchronization among different clock domains
(i.e., between one portion of an integrated circuit and other system components
controlled by different clock signals). Synchronizing the clock domains is critical
for reliable communication across these domains. The maximum phase difference
between two clock domains is characterized by the peak-to-peak jitter.

The feedback response time is highly sensitive to the power supply voltage [40].
For example, the PLL designed for the 400 MHz IBM S/390 microprocessor
exhibits a response time of approximately 50 clock cycles when operating ata 2.5V
power supply and disturbed by a 100 mV drop in supply voltage. The recovery time
from the same disturbance increases manyfold when the supply voltage is reduced
to 2.3V and below [40].

1.4.3 Noise Margin Degradation

In digital logic styles with single-ended signaling, the power and ground delivery
system also serves as a voltage reference for the on-chip signals. If a transmitter
communicates a low voltage state, the output of the transmitter is connected to the
ground distribution network. Alternatively, the output is connected to the power
distribution network to communicate the high voltage state. At the receiver end
of the communication line, the output voltage of the transmitter is compared to
the power or ground voltage local to the receiver. Spatial variations in the power
supply voltage create a discrepancy between the power and ground voltage levels
at the transmitter and receiver ends of the communication line. The power noise
induced uncertainty in these reference voltages degrades the noise margins of the
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on-chip signals. As the operating speed of integrated circuits has risen, crosstalk
noise among on-chip signals has also increased. Providing sufficient noise margins
of the on-chip signals is therefore a design issue of paramount importance.

1.4.4 Degradation of Gate Oxide Reliability

The performance characteristics of an MOS transistor depend on the thickness of the
gate oxide. The current drive of the transistor increases as the gate oxide thickness
is reduced, improving the speed and power characteristics. Reduction of the gate
oxide thickness in process scaling has therefore been instrumental in improving
transistor performance. A thin oxide layer, however, poses the problems of electron
tunneling and oxide layer reliability [41]. As the thickness of the gate silicon oxide
has reached several molecular layers (tens of angstroms) in contemporary digital
CMOS processes, the power supply voltage is limited by the maximum electric field
across the gate oxide layer [35]. Variations in the power supply voltage can increase
the voltage applied across the ultra-thin gate oxide layer above the nominal power
supply, degrading the long term reliability of the semiconducting devices [42].
Overshoots of the power and ground voltages should be limited to avoid significant
degradation in the transistor reliability characteristics.

1.5 Summary

A historical background, general motivation, and relevant aspects related to inte-
grated circuits in general and on-chip power networks in particular are presented in
this introductory chapter. This chapter is summarized as follows.

* The development of integrated circuits has rapidly progressed after the first
planar circuit—a “unitary circuit”

* Current microprocessors integrate many billions of transistors on a single
monolithic substrate

* The clock frequency of modern microprocessors is in the range of several
gigahertz

e The power consumption of mobile, notepad/desktop, and supercomputing
microprocessor-based server farms, respectively, are in the range of a few watts,
several hundreds of watts, and millions of watts.

» Different design criteria for integrated circuits have evolved over the past several
decades with changing technology and application characteristics

* The issue of effective power delivery is fundamental to the successful operation
of high complexity ICs. As current demand requirements have increased, voltage
margins have been reduced, constraining the impedance of the power delivery
system
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» Voltage fluctuations within the power delivery system are causing a variety of
problems, such as signal delay uncertainty, clock jitter, smaller noise margins,
and reliability concerns due to degradation of the gate oxide

* Point-of-load power delivery is fundamental to maintain high quality of power as
current densities and parasitic impedances have increased

* To support heterogeneous dynamically on-chip controlled systems, power
resources should be intelligently managed in real-time



Chapter 2
Inductive Properties of Electric Circuits

Characterizing the inductive properties of the power and ground interconnect is
essential in determining the impedance characteristics of a power distribution
system. Several of the following chapters are dedicated to the inductive properties of
on-chip power distribution networks. The objective of this chapter is to introduce the
concepts used in these chapters to describe the inductive characteristics of complex
interconnect structures.

The magnetic properties of circuits are typically described using circuits with
inductive coils. The inductive characteristics of such circuits are dominated by
the self- and mutual inductances of these coils. The inductance of a coil is well
described by the classical definition of inductance based on the magnetic flux
through a current loop. The situation is more complex in circuits with no coils
where no part of the circuit is inductively dominant and the circuit elements are
strongly inductively coupled. The magnetic properties in this case are determined
by the physical structure of the entire circuit, resulting in complex inductive
behavior. The loop inductance formulation is inconvenient to represent the inductive
characteristics of these circuits. The objective of this chapter is to describe various
ways to represent a circuit inductance, highlighting specific assumptions. Intuitive
interpretations are offered to develop a deeper understanding of the limitations and
interrelations of these approaches. The variation of inductance with frequency and
the relationship between the absolute inductance and the inductive behavior are also
discussed in this chapter.

These topics are discussed in the following order. Several formulations of the
circuit inductive characteristics as well as advantages and limitations of these
formulations are described in Sect.2.1. Mechanisms underlying the variation of
inductance with frequency are examined in Sect. 2.2. The relationship between the
absolute inductance and the inductive behavior of circuits is discussed in Sect. 2.3.
The inductive properties of on-chip interconnect structures are analyzed in Sect. 2.4.
The chapter is summarized in Sect. 2.5.

© Springer International Publishing Switzerland 2016 23
LP. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_2



24 2 Inductive Properties of Electric Circuits
2.1 Definitions of Inductance

There are several ways to represent the magnetic characteristics of a circuit.
Understanding the advantages and limitations of these approaches presents the
opportunity to choose the approach most suitable for a particular task. Several
representations of the inductive properties of a circuit are presented in this section.
The field energy formulation of inductive characteristics is described in Sect. 2.1.1.
The loop flux definition of inductance is discussed in Sect.2.1.2. The concept of
a partial inductance is described in Sect.2.1.3. The net inductance formulation is
described in Sect. 2.1.4.

2.1.1 Field Energy Definition

Inductance represents the capability of a circuit to store energy in the form of
a magnetic field. Specifically, the inductance relates the electrical current to the
magnetic flux and magnetic field energy. The magnetic field is interrelated with the
electric field and current, as determined by Maxwell’s equations and constitutive
relations,’

VD = p, 2.1)
VB =0, (2.2)
VxH:J—i-aD, (2.3)
ot
oB

\Y = — .
x E - (2.4)
D = ¢E, (2.5)
B = uH, (2.6)
J =0E, (2.7)

assuming a linear media. The domain of circuit analysis is typically confined
to those operational conditions where the electromagnetic radiation phenomena
are negligible. The direct effect of the displacement current 38? on the magnetic
field, as expressed by (2.3), can be neglected under these conditions (although
the displacement current can be essential to determine the current density J).
The magnetic field is therefore determined only by the circuit currents. The local
current density determines the local behavior of the magnetic field, as expressed by
Ampere’s law in the differential form,

"Vector quantities are denoted with bold italics, such as H.
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VxH=]. (2.8)

Equivalently, the elemental contribution to the magnetic field dH is expressed in
terms of an elemental current dJ, according to the Biot-Savart law,
dl xr
dH = , 2.9
47 29)
where r is the distance vector from the point of interest to the current element dJ
and r = |r|.
It can be demonstrated that the magnetic energy in a linear media can be
expressed as [43]

1
=2/J-Adr, (2.10)
where A is the magnetic vector potential of the system, determined as
r')dr
Ay = 1[I0 2.11)
4 |r—r|

Substituting (2.11) into (2.10) yields the expression of the magnetic energy in terms
of the current distribution in a system,

w, = " / T I 2.12)
8w

r—r

If the system is divided into several parts, each contained in a volume V;, the
magnetic energy expression (2.12) can be rewritten as

ZZ/ J(I'r)_]rflr) rdr. 2.13)
7

Assuming that the relative distribution of the current in each volume V; is indepen-
dent of the current magnitude, the current density distribution J can be expressed
in terms of the overall current magnitude / and current distribution function u(r),
so that J(r) = Iu(r). The magnetic field energy can be expressed in terms of the
overall current magnitudes /;,

= ; DO Ll (2.14)
i

where

u(r)- u(r’)
Lj= 4n// v drdr’ (2.15)

Vi v
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is a mutual inductance between the system parts i and j. In a matrix formulation, the
magnetic energy of a system consisting of N parts can be expressed as a positively
defined binary form” L of a current vector I = {I,,..., Iy},

N N
1, 1
W= 'L = ;;Lijlilj. (2.16)

Each diagonal element L; of the binary form L is a self-inductance of the
corresponding current /; and each non-diagonal element L;; is a mutual inductance
between currents /; and J;. Note that according to the definition of (2.15), the induc-
tance martrix is symmetric, i.e., Ljj = L;;.

While the field approach is general and has no limitations, determining the circuit
inductance through this approach is a laborious process, requiring numerical field
analysis except for the simplest structures. The goal of circuit analysis is to provide
an efficient yet accurate description of the system in those cases where the detail
and accuracy of a full field analysis are unnecessary. Resorting to a field analysis
to determine specific circuit characteristics greatly diminishes the efficiency of the
circuit analysis formulation.

2.1.2 Magnetic Flux Definition

The concept of inductance is commonly described as a constant L relating a
magnetic flux @ through a circuit loop to a current I’ in another loop,

®=1LI (2.17)

In the special case where the two circuit loops are the same, the coefficient is referred
to as a loop self-inductance; otherwise, the coefficient is referred to as a mutual loop
inductance.

For example, consider two isolated complete current loops £ and £’, as shown in
Fig.2.1. The mutual inductance M between these two loops is a coefficient relating
a magnetic flux @ through a loop £ due to a current I’ in loop £/,

= //B’.nds, (2.18)

N

where S is a smooth surface bounded by the loop ¢, B is the magnetic flux created
by the current in the loop £, and n is a unit vector normal to the surface element ds.
Substituting B’ = V x A” and using Stokes’s theorem, the loop flux is expressed as

ZMatrix entities are denoted with bold roman symbols, such as L.



2.1 Definitions of Inductance 27

Fig. 2.1 Two complete
current loops. The relative
position of two differential
loop elements dI and dl’ is
determined by the vector
r—r

= / (VxA') -nds = 9§A’d1, (2.19)

N 14

where A’ is the vector potential created by the current I’ in the loop £’. The magnetic
vector potential of the loop £’ A’ is

/ ll
/J(r)dr gk d ’ (2.20)
A J |r—7r|
[/

where |[r—r/| is the distance between the loop element dl’ and the point of interest r.
Substituting (2.20) into (2.19) yields

1dl
¢¢dd =M, (2.21)
|r—r|

where

dldl
M= ¢ 95 (2.22)
47 |r—r|

is a mutual inductance between the loops £ and £’. As follows from the derivation,
the integration in (2.20), (2.21), and (2.22) is performed in the direction of the
current flow. The mutual inductance (2.22) and associated magnetic flux (2.21) can
therefore be either positive or negative, depending on the relative direction of the
current flow in the two loops.
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Note that the finite cross-sectional dimensions of the loop conductors are
neglected in the transition between the general volume integration to a more
constrained but simpler contour integration in (2.20). An entire loop current is
therefore confined to an infinitely thin filament.

The thin filament approximation of a mutual inductance is acceptable where the
cross-sectional dimensions of the conductors are much smaller than the distance
|[r — r'| between any two points on loop £ and loop £'. This approximation
becomes increasingly inaccurate as the two loops are placed closer together.
More importantly, the thin filament approach cannot be used to determine a self-
inductance by assuming £ to be identical to £’, as the integral (2.22) diverges at the
points where r = r'.

To account for the finite cross-sectional dimensions of the conductors, both (2.19)
and (2.20) are amended to include an explicit integration over the conductor cross-

sectional area a,
1 i
= ] A" Jdlda, (2.23)
{ a

and
J'dl' da’
95 / “ (2.24)
471 r=r"

where a and a’ are the cross sections of the elemental loop segments dI and dl’,
da and da’ are the differential elements of the respective cross sections, |r — /| is
the distance between da and da’, and J is a current density distribution over the
wire cross section a, dJ = Jdlda, and I = f( ,J da. These expressions are more
general than (2.19) and (2.20); the only constraint on the current flow imposed
by formulations (2.23) and (2.24) is that the current flow has the same direction
across the cross-sectional areas a and a’. This condition is satisfied in relatively
thin conductors without sharp turns. Formulas (2.23) and (2.24) can be significantly
simplified assuming a uniform current distribution (i.e., J/ = const and / = aJ) and

a constant cross-sectional area a,
1 /
= A'dlda, (2.25)
a
¢ a

and

w dl' da'
A= A a 95/ r—r|" (2.26)
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The magnetic flux through loop £ is transformed into

r dadd dldl
=" 9595// S . 2.27)
4w oad |r—r'|

vV oa o

The mutual loop inductance is therefore defined as

dadd dldl'
My = 51595 / / ada . (2.28)
47r ad |r—r'|

U a o

The loop self-inductance L, is a special case of the mutual loop inductance where
the loop £ is the same as loop ¢/,

dadd dldl
Ly =My = ) ¢¢// N (2.29)
47t a |r—r|

While straightforward and intuitive, the definition of the loop inductance as
expressed by (2.17) cannot be applied to most practical circuits. Only the simplest
circuits consist of a single current loop. In practical circuits with branch points, the
current is not constant along the circumference of the conductor loops, as shown in
Fig.2.2. This difficulty can be circumvented by employing Kirchhoff’s voltage law
and including an inductive voltage drop within each loop equation. For example,
two independent current loops carrying circular currents I4 and /g can be identified
in the circuit shown in Fig. 2.2. The inductive voltage drops V4 and Vj in loops A
and B are

Fig. 2.2 A circuit with I
branch points. The current in

each loop is not uniform

along the circumference of

the loop
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Va Laa Lap | | 1a
= . 2.30
[VB] [LAB LBB] [IB} (230

The magnetic energy of the system is, analogous to (2.16),

1 1 Lag Lag | | 1a
W= I'LI= _[I,1 . 231
] 2 [74 5] [LAB Lpg | |1 23D

Note that in a circuit with branch points, two current loops can share common
parts, as illustrated in Fig. 2.2. The inductance between these two loops is therefore
a hybrid between the self- and mutual loop inductance, as defined by (2.28)
and (2.29).

The flux formulation of the inductive characteristics, as expressed by (2.29)
and (2.31), is a special case of the field formulation, as expressed by (2.15)
and (2.16). The magnetic field expressions (2.16) and (2.31) are the same, while the
definition of the loop inductance as expressed by (2.29) is obtained from (2.15) by
assuming that the current flows in well formed loops; the thin filament definition
of the mutual inductance (2.22) is the result of further simplification of (2.15).
The magnetic energy and field flux derivations of the inductance are equivalent;
both (2.15) and (2.29) can be obtained from either the energy formulation expressed
by (2.31) or the flux formulation expressed by (2.22).

The loop inductance approach provides a more convenient description of the
magnetic properties of the circuit with little loss of accuracy and generality, as
compared to the field formulation as expressed by (2.16). Nevertheless, significant
disadvantages remain. In the magnetic flux formulation of the circuit inductance,
the basic inductive element is a closed loop. This aspect presents certain difficulties
for a traditional circuit analysis approach. In circuit analysis, the impedance
characteristics are described in terms of the circuit elements connecting two circuit
nodes. Circuit analysis tools also use a circuit representation based on two-terminal
elements. Few circuit elements are manufactured in a loop form. In a strict sense,
a physical inductor is also a two terminal element. The current flowing through a
coil does not form a complete loop, therefore, the definition of the loop inductance
does not apply. The loop formulation does not provide a direct link between the
impedance characteristics of the circuit and the impedance of the comprising two
terminal circuit elements.

It is therefore of practical interest to examine how the inductive characteristics
can be described by a network of two terminal elements with self- and mutual
impedances, without resorting to a multiple loop representation. This topic is the
subject of the next section.
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2.1.3 Partial Inductance

The loop inductance, as defined by (2.28), can be deconstructed into more basic
elements if the two loops are broken into segments, as shown in Fig. 2.3. The loop
£ is broken into N segments Si,...,Sy and loop £ is broken into N’ segments
S’l, e S;V/. The definition of the loop inductance (2.28) can be rewritten as

N N

da;da’ dl dl’
S S0 77 il ST

SS’ala =1j=l

where

da,da dldr
L=t 9595// N 2.33)

/
lSala

The integration along segments S; and S]’ in (2.32) and (2.33) is performed in the
direction of the current flow.

Equation (2.33) defines the mutual partial inductance between two arbitrary
segments S; and S]’.. Similar to the loop inductance, the mutual partial inductance
can be either positive or negative, depending on the direction of the current flow in
the two segments. In the special case where S; is identical to S’ (2.33) defines the
partial self-inductance of S;. The partial self-inductance is always positive.

The partial inductance formulation, as defined by (2.33), is more suitable for
circuit analysis as the basic inductive element is a two terminal segment of
interconnect. Any circuit can be decomposed into a set of interconnected two
terminal elements. For example, the circuit shown in Fig. 2.2 can be decomposed

Fig. 2.3 Two complete S
current loops broken into / \
segments g
) 4
S R
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into three linear segments instead of two loops as in the case of a loop analysis.
The magnetic properties of the circuit are described by a partial inductance matrix
L = {L;}. Assigning to each element S; a corresponding current /;, the vector of
magnetic electromotive forces V across each segment is

V= LdI (2.34)
St '
The magnetic energy of the circuit in terms of the partial inductance is determined,
analogously to the loop inductance formulation (2.31), as

N N
1, 1
W= 'L = O Lyl (2.35)

i=1 j=1

The partial inductance has another practical advantage. If the self- and mutual
partial inductance of a number of basic segment shapes is determined as a function
of the segment dimensions and orientations, the partial inductance matrix of any
circuit composed of these basic shapes can be readily constructed according to the
segment connectivity, permitting the efficient analysis of the magnetic properties
of the circuit. In this regard, the partial inductance approach is more flexible than
the loop inductance approach, as loops exhibit a greater variety of shapes and are
difficult to precharacterize in an efficient manner.

For the purposes of circuit characterization, it is convenient to separate the
sign and the absolute magnitude of the inductance. During precharacterization, the
absolute magnitude of the mutual partial inductance L;.bs between basic conductor
shapes (such as straight segments) is determined. During the process of analyzing
a specific circuit structure, the absolute magnitude is multiplied by a sign function
s, resulting in the partial inductance as defined by (2.33), L; = s,;iL;‘.}bS. The sign
function equals either 1 or —1, depending upon the sign of the scalar product of the
segment currents: s; = sign (; -Ij/.).

The case of a straight wire is of particular practical importance. A conductor of
any shape can be approximated by a number of short straight segments. The partial
self-inductance of a straight round wire is [44]

l 2l 3
Liine = ;LJT (11’1 , - 4) s (2.36)

where [ is the length of the wire and r is the radius of the wire cross section, as
shown in Fig.2.4. The precise analytic expressions for the partial inductance are
generally not available for straight conductors with a radially asymmetric cross
section. The partial inductance of a straight line with a square cross section can be
evaluated with good accuracy using approximate analytic expressions augmented
with tables of correction coefficients [44], or expressions suitable for efficient
numerical evaluation [45].



2.1 Definitions of Inductance 33

( Ul

Fig. 2.4 A straight round wire

The partial self-inductance, as expressed by (2.33), depends only on the shape
of the conductor segment. It is therefore possible to assign a certain partial self-
inductance to an individual segment of the conductor. It should be stressed, however,
that the partial self-inductance of the comprising conductors by itself provides
no information on the inductive properties of the circuit. For example, a loop of
wire can have a loop inductance that is much greater than the sum of the partial
self-inductance of the comprising segments (where the wire is coiled) or much
smaller than the sum of the comprising partial self-inductances (where the wire
forms a narrow long loop). The inductive properties of a circuit are described by all
partial inductances in the circuit, necessarily including all mutual partial inductances
between all pairs of elements, as expressed in (2.32) for the specific case of a current
loop.

Unlike the loop inductance, the partial inductance cannot be measured experi-
mentally. The partial inductance is, essentially, a convenient mathematical construct
used to describe the inductive properties of a circuit. This point is further cor-
roborated by the fact that the partial inductance is not uniquely defined. An
electromagnetic field is described by an infinite number of vector potentials. If a
specific field is described by a vector potential A, any vector potential A" differing
from A by a gradient of an arbitrary scalar function ¥, i.e., A” = A + V¥, also
describes the field.> The magnetic field is determined through the curl operation
of the vector potential and is not affected by the V¥ term, V x A = V x A’
as V x VU = 0. The choice of a specific vector potential is inconsequential.
The vector potential definition (2.11) is therefore not unique. The choice of a
specific vector potential is also immaterial in determining the loop inductance as
expressed by (2.28), as the integration of a gradient of any function over a closed
contour yields a null value. The choice of the vector potential, however, affects
the value of the partial inductance, where the integration is performed over a
conductor segment. Equation (2.33) therefore defines only one of many possible
partial inductance matrices. This ambiguity does not present a problem as long as all
of the partial inductances in the circuit are consistently determined using the same
vector potential. The contributions of the function gradient to the partial inductance
cancel out, where the partial inductances are combined to describe the loop currents.

In the case of straight line segments, the partial inductance definition expressed
by (2.33) has an intuitive interpretation. For a straight line segment, the partial

3This property of the electromagnetic field is referred to in electrodynamics as gauge invariance.
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Fig. 2.5 Self- and mutual partial inductance of a straight segment of wire. The partial self-
inductance of a segment S, as described by Rosa [46], is determined using the magnetic flux
created by current I in segment S through an infinite contour formed by wire segment S (the bold
arrow) and two rays perpendicular to the segment (the dashed lines). Similarly, the partial mutual
inductance with another wire segment S’ is determined using the flux created by current I through
the contour formed by the segment S and straight lines originating from the ends of the segment
S’ and perpendicular to segment S

self-inductance is a coefficient of proportionality between the segment current and
the magnetic flux through the infinite loop formed by a line segment S and two rays
perpendicular to the segment, as illustrated in Fig. 2.5.

This flux is henceforth referred to as a partial flux. This statement can be proved
as follows. The flux through the aforementioned infinite loop is determined by
integrating the vector potential A along the loop contour, according to (2.25).
The magnetic vector potential A of a straight segment, as determined by (2.11),
is parallel to the segment. The integration of the vector potential along the rays
perpendicular to the segment is zero. The integration of the vector potential along the
segment completing the loop at infinity is also zero as the vector potential decreases
inversely proportionally with distance. Similarly, the mutual partial inductance
between segments S and S’ can be interpreted in terms of the magnetic flux through
the infinite loop formed by segment S’ and two rays perpendicular to the segment S,
as illustrated in Fig. 2.5.

This interpretation of the partial inductance in terms of the partial flux is in fact
the basis for the original introduction of the partial inductance by Rosa in 1908
in application to linear conductors [46]. Attempts to determine the inductance of
a straight wire segment using the total magnetic flux were ultimately unsuccessful
as the total flux of a segment is infinite. Rosa made an intuitive argument that only
the partial magnetic flux, as illustrated in Fig.2.5, should be associated with the



2.1 Definitions of Inductance 35

self-inductance of the segment. The concept of partial inductance proved useful and
was utilized in the inductance calculation formulz and tables developed by Rosa and
Cohen [47], Rosa and Grover [48], and Grover [44]. A rigorous theoretical treatment
of the subject was first developed by Ruehli in [45], where a general definition of
the partial inductance of an arbitrarily shaped conductor (2.33) is derived. Ruehli
also coined the term “partial inductance.”

Connections between the loop and partial inductance can also be established in
terms of the magnetic flux. The magnetic flux through a specific loop is a sum of
all of the partial fluxes of the comprising segments. The contribution of a magnetic
field created by a specific loop segment to the loop flux is also the sum of all of the
partial inductances of this segment with respect to all segments of the loop. This
relationship is illustrated in Fig. 2.6.

2.1.4 Net Inductance

The inductance of a circuit without branch points (i.e., where the current flowing in
all conductor segments is the same) can also be expressed in a form with no explicit
mutual inductances. Consider a current loop consisting of N segments. As discussed
in the previous section, the loop inductance Lo, can be described in terms of the
partial inductances L;; of the segments,

N N
Lloop = Z ZLU’- (2.37)

i=1 j=1

This sum can be rearranged as

N
Lloop = ZL?ffa (2.38)
i=1
where
N
L = Z L;. (2.39)
ij=1

The inductance Lfff, as defined by (2.39), is often referred to as the net inductance
[49-51]. The net inductance also has an intuitive interpretation in terms of the
magnetic flux. As illustrated in Fig.2.6, a net inductance (i.e., the partial self-
inductance plus the partial mutual inductances with all other segments) of the
segment determines the contribution of the segment current to the overall magnetic
flux through the circuit.
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Fig. 2.6 The contribution of a
a current in a specific loop
segment (shown with a bold
arrow) to the total flux of the
current loop is composed of
the partial flux of this
segment with all other
segments of the loop; (a) a
piecewise linear loop, (b)
partial flux of the segment
with all other segments
carrying current in the same
direction (i.e., the scalar
product of the two segment
vectors is positive)—this flux
is positive, (c) the partial flux
of the segment with all other
segments carrying current in
the opposite direction (i.e.,
the scalar product of the two
segment vectors is
negative)—this flux is
negative, (d) the sum of the
positive and negative fluxes,
shown in (b) and (c) (i.e., the
geometric difference between
the contours (b) and (¢)), is
the overall contribution of the
segment to the magnetic flux
of the loop—this contribution
is expressed as the net
inductance of the segment

The net inductance describes the behavior of coupled circuits without using
explicit mutual inductance terms, simplifying the circuit analysis process. For
example, consider a current loop consisting of a signal current path with inductance
L, and return current path with inductance Ly, as shown in Fig.2.7. The mutual
inductance between the two paths is M. The net inductance of the two paths is

LYy = Lig — M and Ll = Ly — M. The loop inductance in terms of the net

: : __ yeff £f
inductance is Ligop = L§, + Ly
path is Ve, = L9

The net inductance has another desirable property. Unlike the partial inductance,

the net inductance is independent of the choice of the magnetic vector potential,

The inductive voltage drop along the return current
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Fig. 2.7 The signal and return current paths. (a) The physical structure of the current loop. (b) The
equivalent partial inductance model. (¢) The equivalent net inductance model

because, similar to the loop inductance, the integration of the vector potential
is performed along a complete loop, as implicitly expressed by (2.39). The net
inductance is therefore uniquely determined.

Note that the net inductance of a conductor depends on the structure of the overall
circuit as indicated by the mutual partial inductance terms in (2.39). Modifying
the shape of a single segment in a circuit changes the net inductance of all of
the segments. The net inductance is, in effect, a specialized form of the partial
inductance and should only be used in the specific circuit where the net inductance
terms are determined according to (2.39).

2.2 Variation of Inductance with Frequency

A circuit inductance, either loop or partial, depends upon the current distribution
across the cross section of the conductors, as expressed by (2.23) and (2.24). The
current density is assumed constant across the conductor cross sections in the
inductance formulas described in Sect. 2.1, as is commonly assumed in practice.
This assumption is valid where the magnetic field does not appreciably change
the path of the current flow. The conditions where this assumption is accurate
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are discussed in Sect.2.2.1. Where the effect of the magnetic field on the current
path is significant, the current density becomes non-uniform and the magnetic
properties of the circuit vary significantly with frequency. The mechanisms causing
the inductance to vary with frequency are described in Sect. 2.2.2. A circuit analysis
of the variation of inductance with frequency is performed in Sect.2.2.3 based on
a simple circuit model. The section concludes with a discussion of the relative
significance of the different inductance variation mechanisms.

2.2.1 Uniform Current Density Approximation

The effect of the magnetic field on the current distribution can be neglected in two
general cases. First, the current density is uniform where the magnetic impedance
L dI/dt is much smaller than the resistive impedance R of the interconnect structure.
Under this condition, however, the magnetic properties of the circuit do not
significantly affect the circuit behavior and are typically of little practical interest.
The second case is of greater practical importance, where the magnetic impedance
to the current flow, although greater than R, is uniform across the cross section
of a conductor. This condition is generally satisfied where the separation between
conductors is significantly greater that the cross-sectional dimensions. It can be
shown by inspecting (2.11) that at a distance d much greater than the conductor
cross-sectional dimension a, a non-uniform current distribution within the conductor
contributes only a second order correction to the magnetic vector potential A. The
significance of this correction as compared to the primary term decreases with
distance as a/d.

Where the separation of two conductors is comparable to the cross-sectional
dimensions, the magnetic field significantly affects the current distribution within
the conductors. The current density distribution across the cross section becomes
non-uniform and varies with the signal frequency. In this case, the magnetic
properties of an interconnect structure cannot be accurately represented by a
constant value. Alternatively stated, the inductance varies with the signal frequency.

The frequency variation of the current density distribution and, consequently, of
the conductor inductance can be explained from a circuit analysis point of view
if the impedance characteristics of different paths within the same conductor are
considered, as described in Sect. 2.2.2. The resistive properties of alternative parallel
paths within the same conductors are identical, provided the conductivity of the
conductor material is uniform. The magnetic properties of the paths however can
be significantly different. At low frequencies, the impedance of the current paths
is dominated by the resistance. The current density is uniform across the cross
section, minimizing the overall impedance of the conductor. At sufficiently high
frequencies, the impedance of the current paths is dominated by the inductive
reactance. As the resistive impedance becomes less significant (as compared to the
inductive impedance) at higher frequencies, the distribution of the current density
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asymptotically approaches the density profile that yields the minimum overall
inductance of the interconnect structure. The inductance of the on-chip interconnect
structures can therefore decrease significantly with signal frequency.

2.2.2 Inductance Variation Mechanisms

As discussed, the variation of inductance is the result of the variation of the current
density distribution. The variation of the current distribution with frequency can be
loosely classified into several categories.

Skin Effect

With the onset of the skin effect, the current becomes increasingly concentrated near
the line surface, causing a decrease in the magnetic field within the line core, as
illustrated in Fig. 2.8. The magnetic field outside the conductor is affected relatively
little. It is therefore convenient to divide the circuit inductance into “internal” and
“external” parts, L = Linternal + Lexternal, Where Lexerar 1S the inductance associated
with the magnetic field outside the conductors and Lipema 1s the inductance
associated with the magnetic field inside the conductors. In these terms, a well
developed skin effect produces a significant decrease in the internal inductance
Linternal- For a round wire at low frequency (where the current distribution is uniform
across the line cross section), the internal inductance is 0.05 :ﬁl, independent of
the radius (see the derivation in [52]). The external inductance of the round wire is

unaffected by the skin effect.

[
(=2

Fig. 2.8 Internal magnetic flux of a round conductor; (a) at low frequencies, the current density,
as shown by the shades of gray, is uniform, resulting in the maximum magnetic flux inside the
conductor, as shown by the circular arrows, and the associated internal inductance, (b) at high
frequencies, the current flow is redistributed to the surface of the conductor, reducing the magnetic
flux inside the conductor
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Fig. 2.9 Proximity effect in two closely spaced lines. Current density distribution in the cross
section of two closely spaced lines at high frequencies is shown in shades of gray. Darker
shades of gray indicate higher current densities. In lines carrying current in the same direction
(parallel currents), the current concentration is shifted away from the parallel current. In lines
carrying current in opposite directions (antiparallel currents), the current concentrates toward the
antiparallel current, minimizing the circuit inductance

Proximity Effect

The current distribution also varies with frequency due to the proximity effect. At
high frequencies, the current in the line concentrates along the side of the line facing
an adjacent current return path, thereby reducing the effective area of the current
loop and thus the loop inductance, as illustrated in Fig. 2.9.

The skin and proximity effects are closely related. These effects represent
basically the same phenomenon—the tendency of the current to move closer to
the current return path in order to minimize the interconnect inductance at high
frequencies. When a conductor is surrounded by several alternative current return
paths, leading to a relatively symmetric current distribution at high frequency, the
effect is typically referred to as the skin effect. The classical example of such
an interconnect structure is a coaxial cable, where the shield provides equivalent
current return paths along all sides of the core conductor. In the case where the
current distribution is significantly asymmetric due to the close proximity of a
dominant return path, the effect is referred to as the proximity effect.

Multi-path Current Redistribution

The concept of current density redistribution within a conductor can be extended
to redistribution of the current among several separate parallel conductors. This
mechanism is henceforth referred to as multi-path current redistribution. For
example, in standard single-ended digital logic, the forward current path is typically
composed of a single line. No redistribution of the forward current occurs. The
current return path, though, is not explicitly specified (although local shielding for
particularly sensitive nets is becoming more common [53, 54]). Adjacent signal
lines, power lines, and the substrate provide several alternative current return
paths. A significant redistribution of the return current among these return paths
can occur as signal frequencies increase. At low frequencies, the line impedance
Z(w) = R(w) + joL(w) is dominated by the interconnect resistance R. In this case,
the distribution of the return current over the available return paths is determined
by the path resistance, as shown in Fig.2.10a. The return current spreads out far
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a l Forward current ‘
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Low frequency, R > jwL
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Fig. 2.10 Current loop with two alternative current return paths. The forward current / returns
both through return path one with resistance R; and inductance L;, and return path two with
resistance R, and inductance L,. In this structure, L; < L, and Ry > R,. At low frequencies
(a), the path impedance is dominated by the line resistance and the return current is distributed
between two return paths according to the resistance of the lines. Thus, at low frequencies, most of
the return current flows through the return path of lower resistance, path two. At high frequencies
(b), however, the path impedance is dominated by the line inductance and the return current is
distributed between two return paths according to the inductance of the lines. Most of the return
current flows through the path of lower inductance, path one, minimizing the overall inductance of
the circuit

from the signal line to reduce the resistance of the return path and, consequently,
the impedance of the current loop. At high frequencies, the line impedance Z(w) =
R(w) + joL(w) is dominated by the reactive component jwL(w). The minimum
impedance path is primarily determined by the inductance L(w), as shown in
Fig. 2.10b. Multi-path current redistribution, as described in Fig. 2.10, is essentially
a proximity effect extended to several separate lines connected in parallel. In power
grids, both the forward and return currents undergo multi-path redistribution as both
the forward and return paths consist of multiple conductors connected in parallel.
The general phenomenon underlying these three mechanisms is, as viewed from
a circuit perspective, the same. Where several parallel paths with significantly
different electrical properties are available for current flow, the current is distributed
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among the paths so as to minimize the total impedance. As the frequency increases,
the circuit inductance changes from the low frequency limit, determined by the
ratio of the resistances of the parallel current paths, to the high frequency value,
determined by the inductance ratios of the current paths. At high signal frequencies,
the inductive reactance dominates the interconnect impedance; therefore, the path of
minimum inductance carries the largest share of the current, minimizing the overall
impedance (see Fig.2.10). Note that parallel current paths can be formed either
by several physically distinct lines, as in multi-path current redistribution, or by
different paths within the same line, as in skin and proximity effects, as shown in
Fig.2.11. The difference is merely in the physical structure, the electrical behavior
is fully analogous. A thick line can be thought of as being composed of multiple thin
lines bundled together in parallel. The skin and proximity effects in such a thick line
can be considered as a special case of current redistribution among multiple thin
lines forming a thick line.

2.2.3 Simple Circuit Model

A simple model of current redistribution provides deeper insight into the process of
inductance variation. This approach can be used to estimate the relative significance
of the different current distribution mechanisms in various interconnect structures
as well as the frequency characteristics of the inductance. Consider a simple case
of two current paths with different inductive properties (for example, as shown in
Fig.2.11). The impedance characteristics are represented by the circuit diagram
shown in Fig. 2.12, where the inductive coupling between the two paths is neglected
for simplicity. Assume that L; < L, and R; > R».

For the purpose of evaluating the variation of inductance with frequency, the
electrical properties of the interconnect are characterized by the inductive time

E_ < _ _________ E_ - _ Return
I: : : o
I 2 : : 1 ol path

Fig. 2.11 A cross-sectional view of two parallel current paths (gray circles) sharing the same
current return path (gray rectangle). The path closest to the return path, path 1, has a lower
inductance than the other path, path 2. The parallel paths can be either two physically distinct
lines, as shown by the dotted line, or two different paths within the same line, as shown by the
dashed line

Fig. 2.12 A circuit model of R, . I
two current paths with @t 11
paths wi
different inductive properties QQQ
000

R2 19 LQQ
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constant T = L/R. The impedance magnitude of these two paths is schematically
shown in Fig.2.13. The impedance of the first path is dominated by the inductive

1R 1 :
reactance above the frequency fi = , Lll = o The impedance of the second
path is predominantly inductive above the frequency f, = 21ﬂ Izj =, ﬂlfz, such

that f, < fi. At low frequencies, i.e., from DC to the frequency fi, the ratio of
the two impedances is constant. The effective inductance at low frequencies is
therefore also constant, determining the low frequency inductance limit. At high
frequencies, i.e., frequencies exceeding f>, the ratio of the impedances is also
constant, determining the high frequency inductance limit, LLI‘fzz. At intermediate
frequencies from f; to f>, the impedance ratio changes, resulting in a variation of
the overall inductance from the low frequency limit to the high frequency limit. The
frequency range of inductance variation is therefore determined by the two time
constants, t; and 7. The magnitude of the inductance variation depends upon both
the difference between the time constants t; and 7, and on the inductance ratio
Ly/L,. Analogously, in the case of multiple parallel current paths, the frequency
range and the magnitude of the variation in inductance is determined by the
minimum and maximum time constants as well as the difference in inductance
among the current paths.

The decrease in inductance begins when the inductive reactance jwL of the path
with the lowest R/L ratio becomes comparable to the path resistance R, R ~ jwL.
The inductance, therefore, begins to decrease at a lower frequency if the minimum
R/L ratio of the current paths is lower.

Due to this behavior, the proximity effect becomes significant at higher fre-
quencies than the frequencies at which multi-path current redistribution becomes
significant. Significant proximity effects occur in conductors containing current
paths with significantly different inductive characteristics. That is, the inductive
coupling of one edge of the line to the “return” current (i.e., the current in the
opposite direction) is substantially different from the inductive coupling of the other
edge of the line to the same “return” current. In geometric terms, this characteristic
means that the line width is larger than or comparable to the distance between the
line and the return current. Consequently, the line with significant proximity effects



44 2 Inductive Properties of Electric Circuits
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Fig. 2.14 An RL ladder circuit describing the variation of inductance with frequency

is typically the immediate neighbor of the current return line. A narrower current
loop is therefore formed with the current return path as compared to the other lines
participating in the multi-path current redistribution. A smaller loop inductance L
results in a higher R/L ratio. Referring to Fig.2.10, current redistribution between
paths one and two develops at frequencies lower than the onset frequency of the
proximity effect in path one.

Efficient and accurate lumped element models are necessary to incorporate
skin and proximity effects into traditional circuit simulation tools. Developing
such models is an area of ongoing research [55-61]. The resistance and internal
inductance of conductors are typically modeled with RL ladder circuits [55], as
shown in Fig.2.14. The sections of the RL ladder represent the resistance and
inductance of the conductor parts at different distances from the current return path.
Different methods for determining the value of the R and L elements have been
developed [56-58]. Analogously, RL ladders can also be extended to describe multi-
path current redistribution [59, 60]. Techniques for reducing the order of a transfer
function of an interconnect structure have also been described [61].

2.3 Inductive Behavior of Circuits

The strict meaning of the term “inductance” is the absolute inductance, as defined in
Sect. 2.1. The absolute inductance is measured in henrys. Sometimes, however, the
same term “inductance” is loosely used to denote the inductive behavior of a circuit;
namely, overshoots, ringing, signal reflections, etc. The inductive behavior of a
circuit is characterized by such quantities as a damping factor and the magnitude of
the overshoot and reflections of the signals. While any circuit structure carrying an
electrical current has a finite absolute inductance, as defined in Sect. 2.1, not every
circuit exhibits inductive behavior. Generally, a circuit exhibits inductive behavior if
the absolute inductance of the circuit is sufficiently high. The relationship between
the inductive behavior and the absolute inductance is, however, circuit specific and
no general metrics for the onset of inductive behavior have been developed.

Specific metrics have been developed to evaluate the onset of inductive behavior
in high speed digital circuits [62-64]. A digital signal that is propagating in an
underdriven uniform lossy transmission line exhibits significant inductive effects
if the line length / satisfies the following condition [63],
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1 2 /L
To<l< \/ , (2.40)
2J/LC RV C

where R, L, and C are the resistance, inductance, and capacitance per line length,
respectively, and 7, is the rise time of the signal waveform.

The two inequalities comprising condition (2.40) have an intuitive circuit
interpretation. The velocity of the electromagnetic signal propagation along a line

isv. = ! . The left inequality of (2.40) therefore transforms into

JLC®

21
< 2.41)
Ve

i.e., the signal rise time should be smaller than the round trip time of flight.
Alternatively stated, the line length / should be a significant fraction of the shortest
wavelength of significant signal frequencies A,. The spectral content of the signal
with rise time ¢, rolls off at —20 dB/decade above the frequency f; = 1/nt,. The
shortest effective wavelength of the signal is therefore A, = v./f; = mv.t,. The
condition (2.41) can be rewritten as

> . (2.42)

The dimensionless ratio of the physical size of a circuit to the signal wavelength,
/A, is referred to as the electrical size in high speed interconnect design [51, 65].
Circuits with an electrical size much smaller than unity are commonly called
electrically small (or short), otherwise circuits are called electrically large (or
long) [51, 65]. Electrically small circuits belong to the realm of classical circuit
analysis and are well described by lumped circuits. Electrically large circuits require
distributed circuit models and belong to the domain of high speed interconnect
analysis techniques. The left inequality of condition (2.40) therefore restricts
significant inductive effects to electrically long lines.

With the notion that the damping factor of the transmission line is { = R2° 2‘: ,
where Ry = RI, Ly = LI, and Co = CI are the total resistance, inductance,

and capacitance of the line, respectively, the right inequality in condition (2.40)
transforms into

<1, (2.43)

constraining the damping factor to be sufficiently small. Given a line with a specific
R, L, and C, the inductive behavior is confined to a certain range of line length, as
shown in Fig.2.15. The upper bound of this range is determined by the damping
factor of the line, while the lower bound is determined by the electrical size of the
line.
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Fig. 2.15 The range of transmission line length where the signal propagation exhibits significant
inductive behavior. The area of inductive behavior (the unshaded area) is bounded by the
conditions of large electrical size (the dashed line) and insufficient damping (the solid line), as
determined by (2.40). In the region where either of these conditions is not satisfied (the shaded
area), the inductive effects are insignificant

Alternatively, condition (2.40) can be interpreted as a bound on the overall line
inductance Ly = LI. The signal transmission exhibits inductive characteristics if the
overall line inductance satisfies both of the following conditions,

2
Ly > 4(; (2.44)
0
and
1,
Ly > 4R0C0. (2.45)

Conditions (2.44) and (2.45) thereby quantify the term “inductance sufficiently large
to cause inductive behavior” as applied to transmission lines. The design space for
a line inductance with the region of inductive behavior, as determined by (2.44)
and (2.45), is illustrated in Fig. 2.16.

2.4 Inductive Properties of On-Chip Interconnect

The distinctive feature of on-chip interconnect structures is the small cross-sectional
dimensions and, consequently, a relatively high line resistance. For example, the
resistance of a copper line with a 1 x 3 jum cross section is approximately 7 €2 /mm.
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Fig. 2.16 The design space characterizing the overall transmission line inductance is divided into
a region of inductive behavior and a region where inductive effects are insignificant. The region
of inductive behavior (the unshaded area) is bounded by the conditions of large electrical size
(the dashed line) and low damping (the solid line), as determined by (2.44) and (2.45). In the
region where either of these conditions is not satisfied (the shaded area), the inductive effects are
insignificant

The loop inductance of on-chip lines is typically between 0.4 nH/mm and 1 nH/mm.
At frequencies lower than several gigahertz, the magnetic characteristics do not
significantly affect the behavior of on-chip circuits.

As the switching speed of digital integrated circuits increases with technology
scaling, the magnetic properties have become essential for accurately describing on-
chip circuit operation. The density and complexity of the on-chip interconnect struc-
tures preclude exploiting commonly assumed circuit simplifications, rendering the
accurate analysis of inductive properties particularly challenging. Large integrated
circuits contain many tens of millions of interconnect segments while the segment
spacing is typically either equal to or less than the cross-sectional dimensions.
Accurate treatment of magnetic coupling in these conditions is especially important.
Neither the loop nor the partial inductance formulation can be directly applied to an
entire circuit as the size of the resulting inductance matrices makes the process of
circuit analysis computationally infeasible. Simplifying the inductive properties of a
circuit is also difficult. Simply omitting relatively small partial inductance terms can
significantly change the circuit behavior, possibly causing instability in an originally
passive circuit. Techniques to simplify the magnetic characteristics so as to allow an
accurate analysis of separate circuit parts is currently an area of focused research
[66-69].

The problem is further complicated by the significant variation of inductance
with frequency. As discussed in Sect. 2.2, the inductance variation can be described
in terms of the skin effect, proximity effect, and multi-path current redistribution.
For a line with a rectangular cross section, the internal inductance is similar to the
internal inductance of a round line, i.e., 0.05 nH/mm, decreasing with the aspect
ratio of the cross section. Over the frequency range of interest, up to 100 GHz, the
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skin effect reduces the internal inductance by only a small fraction. The reduction in
the internal inductance due to the skin effect is, therefore, relatively insignificant, as
compared to the overall inductance. Due to the relatively high resistance of on-chip
interconnect, the proximity effect is significant only in immediately adjacent wide
lines that carry high frequency current. Where several parallel lines are available for
current flow, redistribution of the current among the lines is typically the primary
cause in integrated circuits of the decrease in inductance with frequency. The
proximity effect and multi-path current redistribution are therefore two mechanisms
that can produce a significant change in the on-chip interconnect inductance with
signal frequency.

Note that the statement “sufficiently high inductance causes inductive behavior”
does not necessarily mean “any change in the interconnect physical structure that
increases the line inductance increases the inductive behavior of the line.” In
fact, the opposite is often the case in an integrated circuit environment, where
varying a single physical interconnect characteristic typically affects many electrical
characteristics. The relationship between the physical structure of interconnect and
the inductive behavior of a circuit is highly complex.

Consider a 3 mm long copper line with a 1 x 1 pm cross section. The resistance,
inductance, and capacitance per length of the current loop (including both the line
itself and the current return path) are, respectively, R = 25 Q/mm, L = 0.8 nH/mm,
and C = 100 fF/mm. The velocity of the electromagnetic wave propagation along
the line is 0.11 mm/ps. This velocity is somewhat smaller than the speed of light,
0.15 mm/ps, in the media with an assumed dielectric constant of 4 and is due to
the additional capacitive load of the orthogonal lines in the lower layer. For a signal
with a 30 ps rise time, the line is electrically long. The line damping factor, however,

is¢ = 1;’ \/ g = 1.33 > 1. The line is therefore overdamped and, according to

the metrics expressed by (2.44) and (2.45), does not exhibit inductive behavior, as
shown in Fig.2.17a.

Assume now that the line width is 4 wum and the resistance, inductance, and
capacitance of the line change, respectively, to R = 10 Q2/mm, L = 0.65nH/mm,
and C = 220 fF/mm. The decrease in the loop resistance and inductance are primar-
ily due to the smaller resistance and partial self-inductance of the line. The increase
in the line capacitance is primarily due to the greater parallel plate capacitance
between the signal line and the perpendicular lines in the lower layer. This capacitive
load becomes more significant, as compared to the capacitance between the line and
the return path, further slowing the velocity of the electromagnetic wave propagation
to 0.084 mm/ps. For the same signal with a 30ps transition time, the signal line
becomes underdamped, { = 0.87 < 1, and exhibits significant inductive behavior,
as shown in Fig. 2.17b.

The inductive behavior has become significant while the absolute inductance
has decreased from 3 mm X 0.8[‘I‘Fn = 2.40 to 1.95nH. The reason for this
seeming contradiction is that the inductance is a weak function of the cross-sectional
dimensions, as compared to the resistance and capacitance. In integrated circuits, the
signal lines that exhibit inductive behavior are the lowest resistance lines, i.e., the
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Fig. 2.17 A signal line within an integrated circuit. The power and ground lines (shaded gray)
parallel to the signal line serve as a current return path. The lines in the lower metal layer increase
the capacitive load of the line. The inductive behavior of a wide line, as shown in (b), is more
significant as compared to a narrow line, as shown in (a)

wide lines in the thick upper metalization layers. These lines typically have a lower
absolute inductance than other signal lines. It would therefore be misleading to state
that the inductive behavior of on-chip interconnect has become important due to
the increased inductance. This trend is due to the shorter signal transition times
and longer line lengths, while maintaining approximately constant the resistive
properties of the upper metal layers.

2.5 Summary

The preceding discussion of the inductive characteristics of electric circuits and
different ways to represent these characteristics can be summarized as follows.

e The thin filament approximation is valid only for determining the mutual
inductance of relatively thin conductors

e The partial inductance formulation is better suited to describe the inductive
properties of circuits with branch points

* The partial inductance is a mathematical construct, not a physically observable
property, and should only be used as part of a complete description of the circuit
inductance
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* The circuit inductance varies with frequency due to current redistribution within
the circuit conductors. The current redistribution mechanisms can be classified
as the skin effect, proximity effect, and multi-path current redistribution

» Signal propagation along a transmission line exhibits inductive behavior if the
line is both electrically long and underdamped

¢ Characterizing on-chip inductance in both an efficient and accurate manner is
difficult due to the density and complexity of on-chip interconnect structures

» The relationship between the physical structure of on-chip interconnect and the
inductive behavior of a circuit is complex, as many electrical properties can be
affected by changing a specific physical characteristic of an interconnect line



Chapter 3
Properties of On-Chip Inductive Current Loops

The inductive characteristics of electric circuits are described in Chap. 2. Both accu-
rate and efficient characterization of on-chip interconnect inductance is difficult, as
discussed in the previous chapter. The objective of this chapter is to demonstrate
that the task of inductance characterization, however, is considerably facilitated in
certain interconnect structures. These results will be used in Chap. 28 to provide
insight into the inductive properties of power distribution grids.

This chapter is organized as follows. A brief overview of the problem is
presented in Sect.3.1. The dependence of inductance on line length is discussed
in Sect. 3.2. The inductive coupling of parallel conductors is described in Sect. 3.3.
Application of these results to the circuit analysis process is discussed in Sect. 3.4.
The conclusions are summarized in Sect. 3.5.

3.1 Introduction

IC performance has become increasingly constrained by on-chip interconnect
impedances. Determining the electrical characteristics of the interconnect at early
stages of the design process has therefore become necessary. The layout process
is driven now by interconnect performance where the electrical characteristics of
the interconnect are initially estimated and later refined. Impedance estimation is
repeated throughout the circuit design and layout process and should, therefore, be
computationally efficient.

The inductance of on-chip interconnect has become an important issue due to
the increasing switching speeds of digital integrated circuits [64]. The inductive
properties must, therefore, be effectively incorporated at all levels of the design,
extraction, and simulation phases in the development of high speed ICs.

Operating an inductance extractor within a layout generator loop is computa-
tionally expensive. The efficiency of inductance estimation can be improved by
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extrapolating the inductive properties of a circuit from the properties of a precharac-
terized set of structures. Extrapolating inductance, however, is not straightforward
as the inductance, in general, varies nonlinearly with the circuit dimensions. The
partial inductance of a straight line, for example, is a nonlinear function of the line
length. The inductive coupling of two lines decreases slowly with increasing line-to-
line separation. The partial inductance representation of a circuit consists of strongly
coupled elements with a nonlinear dependence on the geometric dimensions. The
inductive properties of a circuit, therefore, do not, in general, vary linearly with the
circuit geometric dimensions.

The objective of this chapter is to explore the dependence of inductance on
the circuit dimensions, to provide insight from a circuit analysis perspective, and
to determine the specific conditions under which the inductance properties scale
linearly with the circuit dimensions with the objective of enhancing the layout
extraction process. A comparison of the properties of the partial inductance with
the properties of the loop inductance is shown to be effective for this purpose. The
results of this investigation will be exploited in Chap. 28 to analyze the inductive
properties of the power distribution grids.

The analysis is analogous to the procedure described in Sect. 28.3. The induc-
tance extraction program FastHenry [70] is used to explore the inductive properties
of interconnect structures. A conductivity of 58S/pm ~ (1.72pn - cm)™! is
assumed for the interconnect material.

3.2 Dependence of Inductance on Line Length

A non-intuitive property of the partial inductance is the characteristic that the partial
inductance of a line is a nonlinear function of the line length. The partial inductance
of a straight line is a superlinear function of length. The partial self-inductance of a
rectangular line at low frequency can be described by [44]

21 1
Lpa = 0.21 (ln T+w + 5~ In y) uH, (3.1

where T and W are the thickness and width of the line, and / is the length of the line
in meters. The In y term is a function of only the T/W ratio, is small as compared
to the other terms (varying from 0 to 0.0025), and has a negligible effect on the
dependence of the inductance with length. This expression is an approximation,
valid for I > T + W; a precise formula for round conductors can be found in [46].

From a circuit analysis point of view, this nonlinearity is caused by the significant
inductive coupling among the different segments of the same line. Consider a
straight line; the corresponding circuit representation of the self-inductance of the
line is a single inductor, as shown in Fig. 3.1a. Consider also the same line as two
shorter lines connected in series. The corresponding circuit representation of the
inductance of these two lines is two coupled inductors connected in series, as shown
in Fig. 3.1b.
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L1 p——a L2

Fig. 3.1 Two representations of a straight line inductance; (a) the line can be considered as a
single element, with a corresponding circuit representation as a single inductor, (b) the same line
can also be considered as two lines connected in series, with a corresponding circuit representation
as two coupled inductors connected in series

The inductance of this circuit is
Liyr = L1y + Ly + 2Ly. (3.2)

If the partial inductance is a linear function of length, the inductance of the circuit
is the sum of the inductance of its elements, i.e.,

Lijnear = L1 + L. (33)

The difference between the nonlinear dependence [see (3.2)] and the linear depen-
dence [see (3.3)] is the presence of the cross coupling term 2L;,. This term increases
the inductance beyond the linear value, i.e., the sum L;; + L. The cross coupling
term increases with line length and does not become small as compared to the self-
inductance of the lines Li; as the line length increases.

However, the loop inductance of a complete current loop formed by two parallel
straight rectangular conductors, shown in Fig. 3.2, is given by [44]

3
Ligop = 0.4l (ln +  —Iny+1In k) uH, (3.4)

H+W 2

where P is the distance between the center of the lines (the pitch) and Ink is a
tabulated function of the H/W ratio. This expression is accurate for long lines (i.e.,
for I > P). The expression is a linear function of the line length /.

To compare the dependence of inductance on length for both a single line and a
complete loop and to assess the accuracy of the long line approximation assumed
in (3.4), the inductance extractor FastHenry is used to evaluate the partial inductance
of a single line and the loop inductance of two identical parallel lines forming
forward and return current paths. The cross section of the lines is 1 x 1 wm. The
spacing between the lines in the complete loop is 4 wm. The length is varied from
10 pm to 10 mm.
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Fig. 3.3 Inductance per length versus line length for a single line and for a loop formed by two
identical parallel lines. The line cross section is 1 X 1 um

The linearity of a function is difficult to visualize when the function argument
spans three orders of magnitude (particularly when plotted in a semi-logarithmic
coordinate system). The inductance per length, alternatively, is a convenient mea-
sure of the linearity of the inductance. The inductance per length (the inductance of
the structure divided by the length of the structure) is independent of the length if
the inductance is linear with length, and varies with length otherwise.

The inductance per length is therefore determined for a single line and a two-
line loop of various length. The results are shown in Fig.3.3. The linearity of the
data rather than the absolute magnitude of the data is of primary interest here. To
facilitate the assessment of the inductance per length in relative terms, the data
shown in Fig. 3.3 are recalculated as a per cent deviation from the reference value
and are shown in Fig. 3.4. The inductance per length at a length of 1 mm is chosen as
a reference. Thus, the inductance per length versus line length is plotted in Fig. 3.4
as a per cent deviation from the magnitude of the inductance per length at a line
length of 1 mm. As shown in Fig. 3.4, the inductance per length of a single line
changes significantly with length. The inductance per length of a complete loop is
practically constant for a wide range of lengths [71] (varying approximately 4 %
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Fig. 3.4 Inductance per length versus line length in terms of the per cent difference from the
inductance per length at a 1 mm length. The data is the same as shown in Fig. 3.3 but normalized
to the value of inductance per length at 1 mm (0 % deviation). The (loop) inductance per length of
a two line loop is virtually constant over a wide range of length, while the (partial) inductance per
length of a single line varies linearly with length

over the range from 50 to 10,000 wm). The inductance of a complete loop can,
therefore, be considered linear when the length of a loop exceeds the loop width by
approximately a factor of ten. Note that in the case of a simple structure, such as
the two line loop shown in Fig. 3.2, it is not necessary to use FastHenry to produce
the data shown in Fig.3.4. The formul® for inductance in [44] can be applied to
derive the data shown in Fig. 3.4 with sufficient accuracy.

To gain further insight into why the inductance of a complete loop increases
linearly with length while the inductance of a single line increases nonlinearly,
consider a complete loop as two loop segments connected in series, as shown in
Fig.3.5. The inductance of the left side loop segment (formed by line segments one
and two) is

Lity = Liy + Ly — 2Ly, (3.5)

while the inductance of the right side segment of the loop (formed by line segments
three and four) is, analogously,

L34 = L33 + Lag — 2L34. (3.6)
The inductance of the entire loop is

4
Lioop = ) _ L

ij=1
=Ly + Ly + L3z + Laa — 2L12 — 2L34
+2L13 —2L14 + 2154 — 2L53. (3.7
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Considering that L13 = Ly4 and L14 = L3 due to the symmetry of the structure and
substituting (3.5) and (3.6) into (3.7), this expression reduces to

Ligop = Li42 + L34 + 2M, (3.8)

where M = Li3—Lis+Lys—Ly3 = 2(L13—L14) is the coupling between the two loop
segments. This expression for a complete loop is completely analogous to (3.2) for a
single line. Similar to (3.2), the nonlinear term within the parenthesis augments the
inductance beyond a linear value of L, 4+ L3+4. An important difference, however,
is that the nonlinear part is a difference of two terms close in value, because L3 ~
L14 and L24 o L23.

This behavior can be intuitively explained as follows. Segments three and four
are physically (and inductively) much closer to each other than these segments
are to segment one. The effective distance (the distance to move one segment
so as to completely overlap the other segment) between line segment three and
line segment four is small as compared to the effective distance between segment
three and segment one. The inductive coupling is a smooth function of distance.
The magnitude of the inductive coupling of segment one to segment three is,
therefore, quite close to the magnitude of the coupling of segment one to segment
four (but of opposite sign due to the opposite direction of the current flow).

A mathematical treatment of this phenomenon confirms this intuitive insight. The
mutual partial inductance of two parallel line segments, for example, segments one
and four shown in Fig. 3.5b, is

I+ 1 I +1
LM:O.I(llln 17 > 4 bLn 17 2 —d) 1H, (3.9)
1 2

where /; and [, are the segment lengths, and d is the distance between the center
axes of the segments, as shown in Fig. 3.5a. Consider, for example, the case where
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the line segments are of equal length, [; = [, = [/2. The mutual inductance as a
function of the axis distance d is

Lu(d) = (Iln2 —d) pH, (3.10)

where Ly(d) is a weak function of d if d < [. The mutual inductance of two
segments forming a straight line, i.e., L, in Fig.3.1 and L;3 and Ly4 in Fig.3.2,
is Ly(0). The mutual inductance L4 and L3 is Ly (d). The effective inductive
coupling of two loop segments, therefore, simplifies to the following expression,

4(Ly3 — Lis) = 4(Ly(0) — Ly (d)) = 0.4d puH. (3.11)

Note that this coupling is much smaller than the coupling of two straight segments,
Ly(0), and is independent of the loop segment length /. As the loop length [ exceeds
several loop widths d (as [ > d), the coupling becomes negligible as compared to
the self-inductance of the loop segments. As compared to the coupling between two
single line segments, the effective coupling is reduced by a factor of

Mline . LM(O) _ In2 [ (3 12)

Mloop 2(LM (0) - LM (d)) 2 .d . .
In general, it can be stated that at distances much larger than the effective separation
between the forward and return currents, the inductive coupling is dramatically
reduced as the coupling of the forward current and return current is mutually
cancelled. Hence, the inductance of a long loop (I > d) depends linearly upon
the length of the loop.

3.3 Inductive Coupling Between Two Parallel Loop Segments

As shown in the previous section, the relative proximity of the forward and return
current paths is the reason for the cancellation of the inductive coupling between
two loop segments connected in series (i.e., different sections of the same current
loop).

The same argument can be applied to show that the effective inductive coupling
between two sections of parallel current loops is also reduced [71]. As in the case of
the collinear loop segments considered above, this behavior is due to cancellation of
the coupling if the distance between the forward and return current paths (the loop
width) is much smaller than the distance between the parallel loop segments. The
physical structure and circuit diagram of two parallel loop segments are shown in
Fig.3.6.

The mutual loop inductance of the two loop segments is

Myoop = L13 — L1g + Loy — Lp3. (3.13)
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The mutual inductance between two parallel straight lines of equal length is [46]
21 d
Moop = 0.2 In e 1+ / —Iny +Ink ) pH, (3.14)

where [ is the line length, and d is the distance between the line centers. This
expression is an approximation for the case where / > d. The mutual inductance
of two straight lines is a weak function of the distance between the lines. Therefore,
if the distance between lines one and three d;3 is much greater than the distance
between lines three and four di4, such that dj3 ~ dy4, then L13 ~ L;4. Analogously,
L3 ~ Ly4. The coupling of the loops M, is a difference of two similar values,
which is small as compared to the self-inductance of the loop segments. The loop
segments can be considered weakly coupled in this case. This effective decoupling
means that the reluctance of the loop segments wired in parallel is the sum of
the reluctances of the individual loop segments. Alternatively, the inductance of
the parallel connection is the inductance of two parallel uncoupled inductors,
L= Lﬁ‘ ‘_fgz , similar to the resistance of parallel elements. The circuit inductance,
therefore, varies linearly with the circuit “width”: as more identical circuit elements
(i.e., loop segments) are connected in parallel, the inductance of the circuit decreases
inversely linearly with the number of parallel elements. This linear property of
inductance is demonstrated in [72, 73] with specific application to high performance
power grids.
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3.4 Application to Circuit Analysis

Although rectangular lines with a unity height to width aspect ratio are used in
the case studies described above, the conclusions are quite general and hold for
different wire shapes and aspect ratios. At low frequencies, where the current
density is uniform throughout a wire cross section, the self-inductance of a wire is
determined by the geometric mean distance of the wire cross section and the
mutual inductance of two wires is determined by the geometric mean distance
between two cross sections, as first described by Maxwell [74]. Rosa and Grover
systematized and tabulated the geometric mean distance data for several practically
important cases [44, 48]. Both the self- and mutual inductance of a conductor is
moderately dependent on the perimeter length of the inductor cross section and
is virtually independent of the conductor cross-sectional shape. For example, the
self-inductance of rectangular conductors with aspect ratios of 1 and 10, but with the
same perimeter length-to-line length ratio of 40, differ by only 0.012 %, according
to (3.1).

Skin effects reduce the current density as well as the magnetic field within the
core of the conductor. This effect slightly reduces the self-inductance of a wire
and has virtually no effect on the mutual inductance. Proximity effects in two
neighboring wires carrying current in the opposite directions (as in a loop formed
by two parallel wires) can only reduce the effective distance between the two
currents, making the loop effectively “longer.” Therefore, a uniform current density
distribution is a conservative assumption regarding the linearity of inductance with
loop length.

The particular on-chip current return path is rarely known before analysis of the
circuit. Nevertheless, if an approximate but conservative estimate of the distance d
between the signal wire and the current return path can be made which satisfies the
long loop condition [ > d, the inductance can be considered to vary linearly with
the length of the structure. Similar to the resistance and capacitance, the inductance
of such a structure is effectively a local characteristic, independent of the length of
the structure. The analysis of a large interconnect structure is therefore not necessary
to obtain the local inductive characteristics, greatly simplifying the circuit analysis
process. This property is demonstrated in Chap.28 on an example of regularly
structured power distribution grids.

3.5 Summary

The variation of the partial and loop inductance with line length is analyzed in this
chapter. The primary conclusions are summarized as follows.

* The nonlinear variation of inductance with length is due to inductive coupling
between circuit segments
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In long loops, the effective coupling between loop segments is small as compared
to the self-inductance of the segments due to the mutual cancellation of the
forward current coupling with the return current coupling

The inductance of long loops increases virtually linearly with length

In a similar manner, the effective inductive coupling between two parallel current
loops is greatly reduced due to coupling cancellation as compared to the coupling
between line segments of the same length

As a general rule, the inductance of circuits scales linearly with the circuit
dimensions where the distance between the forward and return currents is much
smaller than the dimensions of the circuit

The linear variation of inductance with the circuit dimensions can be exploited
to simplify the inductance extraction process and the related circuit analysis of
on-chip interconnect



Chapter 4
Electromigration

The power current requirements of integrated circuits are rapidly rising, as discussed
in Chap. 1 and throughout this book. The current density in on-chip power and
ground lines can reach several hundred thousands of amperes per square centimeter.
At these current densities, electromigration becomes significant. Electromigration
is the transport of metal atoms under the force of an electron flux. The depletion and
accumulation of the metal material resulting from the atomic flow can lead to the
formation of extrusions (or hillocks) and voids in the metal structures. The hillocks
and voids can lead to short circuit and open circuit faults [75], respectively, as shown
in Fig. 4.1, degrading the reliability of an integrated circuit.

The significance of electromigration was established early in the development of
integrated circuits [76, 77]. Electromigration should be considered in the design
process of an integrated circuit to ensure reliable operation over the intended
lifetime. Electromigration reliability and related design implications are the subject
of this chapter. A more detailed discussion of the topic of electromigration can be
found in the literature [78-80].

This chapter is organized as follows. The physical mechanism of electromigra-
tion is described in Sect.4.1. The role of mechanical stress in electromigration
reliability is discussed in Sect. 4.2. The steady state conditions of electromigration
damage in interconnect lines are established in Sect.4.3. The dependence of
electromigration reliability on the dimensions of the interconnect line is discussed
in Sect. 4.4. The statistical distribution of the electromigration lifetime is reviewed
in Sect.4.5. Electromigration reliability under an AC current is discussed in
Sect.4.6. A comparison of electromigration effects within aluminum and copper
based interconnect technologies is described in Sect. 4.7. Low-k dielectric materials
are also briefly discussed in this section. Certain approaches to designing for
electromigration reliability are briefly reviewed in Sect. 4.8. The chapter concludes
with a summary.
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Fig. 4.1 Electromigration induced circuit faults; (a) line extrusions formed due to metal accumu-
lation can short circuit the adjacent line, (b) voids formed due to metal depletion increase the line
resistance and can lead to an open circuit

4.1 Physical Mechanism of Electromigration

Electromigration is a microscopic mass transport of metal ions through diffusion
under an electrical driving force. An atomic flux under a driving force F is

Ja = CauF, 4.1

where C, is the atomic concentration and p is the mobility of the atoms. From
the Einstein relationship, the mobility can be expressed in terms of the atomic
diffusivity D, and the thermal energy kT,

D,

o 4.2)

n =
Two forces act on metal ions: an electric field force and an electron wind force. The
electric field force is proportional to the electric field £ and acts in the direction of
the field. The electric field also accelerates the conduction electrons in the direction
opposite to the electric field. The electrons transfer the momentum to the metal ions
in the course of scattering, exerting the force in the direction opposite to the field
E. This force is commonly referred to as the electron wind force. The electron wind
force equals the force exerted by the electric field on the conduction electrons, which
is proportional to the electric field intensity E.

In the metals of interest, such as aluminum and copper, the electron wind force
dominates and the net force acts in the direction opposite to the electric current.
The resulting atomic flux is therefore in the direction opposite to the electric current
J» as shown in Fig.4.2. The net force acting on the metal atoms is proportional to
the electric field and is typically expressed as —Z*¢E or —Z*epj, where Z*e is the
effective charge of the metal ions, j is the current density, and p is the resistivity of
the metal. The electromigration atomic flux is therefore

D.Z*epj

Ja = _Ca
¢ kT

4.3)

where the minus sign indicates the direction opposite to the field E. The diffusivity
D, has an Arrhenius dependence on temperature, D, = Djexp(—Q/kT), where
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Fig. 4.2 Electromigration mass transport in an interconnect line. An electron flux J,— flowing in
the opposite direction to the electric field £ = pj induces an atomic flow J, in the direction of the
electron flow. Diffusion barriers, such as tungsten vias, create an atomic flux divergence, leading
to electromigration damage in the form of voids and hillocks

Q is the activation energy of diffusion. Substituting this relationship into (4.3), the
atomic flux becomes
Zrepj

Q
a=—C4 D - . 4.4
J. C i Do exp( kT) 4.4)

The material properties C,, p, and Z*e are difficult to change. The diffusion
coefficient Dy and the activation energy Q, although also material specific, vary
significantly depending upon the processing conditions and the resulting microstruc-
ture of the metal film. There are several paths for electromigration in interconnect
lines, such as diffusion through the lattice, along the grain boundary, and along the
metal surface. Each path is characterized by the individual diffusion coefficient and
activation energy. The atomic flux depends exponentially on the activation energy
0 and is therefore particularly sensitive to variations in Q. The diffusion path with
the lowest activation energy dominates the overall atomic flux.

The on-chip metal films are polycrystalline, consisting of individual crystals
of various size. The individual crystals are commonly referred to as grains. The
activation energy Q is relatively low for diffusion along a grain boundary, as low as
0.5eV for aluminum, while the activation energy for diffusion through the lattice
is the highest, up to 1.4eV in aluminum. The activation energy in copper is higher,
1.2eV for diffusion along a grain boundary, 0.7 eV for the surface diffusion, and
2.1eV for the lattice diffusion due to a higher melting point, as wells as higher
electrical and thermal conductivity as compared to aluminum. The diffusion path
with lowest activation energy is a dominant path for electromigration. Diffusion
along the grain boundary is therefore the primary path of electromigration in
relatively wide aluminum interconnect lines, while surface diffusion is dominant
in copper lines.

An atomic flux does not cause damage to on-chip metal structures where the
influx of the atoms is balanced by the atom outflow. The depletion and accumulation
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of metal (and the associated damage) develop at those sites where the influx and
outflux are not equal, i.e., the flux divergence is not zero, V-J, # 0. Flux divergence
can be caused by several factors, including an interface between materials with
dissimilar diffusivity and resistivity, inhomogeneity in the microstructure, and a
temperature gradient.

Consider, for example, the current flow in an aluminum metal line segment
connected to two tungsten vias at the ends, as shown in Fig.4.2. At the current
densities of interest, tungsten is not susceptible to electromigration and can be
considered as an ideal barrier for the diffusion of aluminum atoms. The tungsten-
aluminum interface at the anode line end, where the electric current enters the line
(i.e., the electron flux exits the line), prevents the outflow of the aluminum atoms
from the line. The incoming atomic flux causes an accumulation of aluminum atoms.
At the cathode end of the line, the tungsten-aluminum interface blocks the atomic
flux from entering the line. The electron flux enters the line at this end and carries
away aluminum atoms, leading to metal depletion and, potentially, formation of a
void.

In a similar manner, an inhomogeneity in the microstructure can cause flux
divergence. As has been discussed, aluminum grain boundaries have significantly
lower activation energy, facilitating atomic flow. The electromigration atomic flux
is enhanced at those locations with small grains, where the grain boundaries provide
numerous paths that facilitate diffusion. At those sites where the grain size changes
abruptly, the high atomic flux in the region of the smaller grain size is mismatched
with the relatively low atomic flux in the larger grain region. The atomic flux
divergence leads to a material depletion or accumulation, depending upon the
direction of current flow. These sites are particularly susceptible to electromigration
damage [81]. In copper interconnects, the electromigration flux is constrained to the
surface (due to the smallest activation energy for diffusion in a surface), exhibiting
a bamboo grain structure [82] which leads to lower reliability in smaller size
lines [83].

4.2 Electromigration-Induced Mechanical Stress

The depletion and accumulation of material at the sites of atomic flux divergence
induce a mechanical stress gradient in the metal structures. At the sites of metal
accumulation the stress is compressive, while at the sites of metal depletion the
stress is tensile. The resulting stress gradient in turn induces a flux of metal atoms

stress
S,

) D, Jdo
Joress = Q ., 4.5
“ “kT " 01 (43)
where o is the mechanical stress, assumed positive in tension, €2 is the atomic
volume, and / is the line length. The atomic flux due to the stress gradient is opposite
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in direction to the electromigration atomic flux, counteracting the electromigration
mass transport. This flux is therefore often referred to as an atomic backflow.
The distribution of the mechanical stress and the net atomic flux are therefore
interrelated. Accurate modeling of the mechanical stress is essential in predicting
electromigration reliability. Mechanical stress can also have components unrelated
to electromigration atomic flux, such as a difference in the thermal expansion rates
of the materials.

The on-chip metal structures are encapsulated in a dielectric material, such as
silicon dioxide or more advanced low-k material. The stiffness of the dielectric
material significantly affects the electromigration reliability. A rigid dielectric limits
the variation in metal volume at the sites of the metal depletion and accumulation,
resulting in greater electromigration-induced mechanical stress as compared to a
metal line in a less rigid environment. The greater mechanical stress induces a
greater atomic flux in the direction opposite to the electromigration atomic flux,
limiting the net atomic flux and the related structural damage. Rigid encapsula-
tion therefore significantly improves the electromigration reliability of the metal
interconnect. Low-k dielectric material as compared with silicon dioxide is less
rigid, resulting in lower electromigration-induced mechanical stress and decreasing
electromigration reliability.

A rigid dielectric can lead to structural defects due to a mismatch in the thermal
expansion rate of the materials. For example, as the silicon wafer is cooled from the
temperature of silicon dioxide deposition, the rigid and well adhering silicon dioxide
prevents the aluminum lines from contracting according to the thermal expansion
rate of aluminum. The resulting tensile stress in the aluminum lines can cause void
formation [84]. This effect is exacerbated in narrow lines.

4.3 Steady State Limit of Electromigration Damage

Under certain conditions, the stress induced atomic flux can fully compensate the
atomic flux due to electromigration, preventing further damage. In this case, the
atomic concentration along a metal line is stationary, aact“ = 0. The net atomic flow
is related to the atomic concentration by the continuity equation,

C, o/,
=-VJ, = =0. 4.6
ot al (4.6)

The atomic flow is uniform along the line length /, i.e., J,(/) is constant. In a line
segment confined by diffusion barriers, the steady state atomic flux is zero. Under
this condition, the diffusion due to the electrical driving force is compensated by the
diffusion due to the mechanical driving force. The net atomic flux J, is the sum of
the electromigration and stress induced fluxes,

e o Dif 0
Jo= S = G (Q o _ Z*epj) . 4.7)
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The steady state condition is established where

do . .
Q o = Z7epj. 4.8)

High mechanical stress gradients are required to compensate the electromigration
atomic flow at high current densities. The magnitude of the stress gradient depends
upon the formation of voids and hillocks.

Consider a line segment of length /; between two sites of flux divergence, such as
tungsten vias or severe microstructural irregularities. The compressive stress at the
anode end should reach a certain yield stress oy, to develop extrusion damage [85].
Assuming a near zero stress at the cathode end of the segment, the damage critical
stress gradient is (337 )max oy/ly. Substituting this expression for the stress
gradient into (4.8) yields the maximum current density,

hillock _ 0y 1 (4.9)
max T*e 0 I . .

If the current density is lower than the limit determined by (4.9), the steady
state condition is reached before formation of the hillocks at the anode, and the
interconnect line is highly resistive to electromigration damage. Resistance to
electromigration damage below a certain current threshold was first experimentally
observed by Blech in 1976 [86].

Void formation also causes mechanical stress that counteracts electromigration
atomic flow. As the stress becomes sufficiently high to fully compensate the
electromigration flow, the void stops growing and remains at the steady state
size [87]. The steady state void size is well described by [88, 89]

Z%ep ,
Al = 2BO jly (4.10)
where B is the elastic modulus relating the line strain to the line stress. Equa-
tion (4.10) can be obtained from (4.8) by assuming that a void of size Al induces a
line stress 2B ZAOZ.

If the steady state void does not lead to a circuit failure, the electromigration
lifetime of the line is practically unlimited. A formation of a void in a line does not
necessarily lead to circuit failure. Metal lines in modern semiconductor processes
are covered with a thin refractory metal film, such as Ta, Ti, TaN, TiN, or TiAls
(based on the metal interconnect material). These metal films are highly resistant
to electromigration damage, providing an alternative current path in parallel to the
metal core of the line. A void spanning the line width will therefore increase the
resistance of the line, rather than lead to an open circuit fault. The increase in line
resistance is proportional to the void size Al. An increase in the line resistance
from 10% to 20 % is typically considered critical, leading to a circuit failure. A
critical increase in the resistance occurs when the void size reaches a certain critical
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value Al The current density resulting in a void of the critical steady state size is
determined from (4.10),

wvoid 2BQ A lcril
max = : 4.11)
Z*ep I

If the current density of the line is lower than j*%¢, the void damage saturates at a

subcritical size and the lifetime of the line becomes practically unlimited.

The critical current density as determined by (4.9) for hillock formation
and (4.11) for void formation increases with shorter line length /y. For a given
current density there exists a certain critical line length /. Lines shorter than
are highly resistant to electromigration damage. This phenomenon is referred to as
the electromigration threshold or Blech effect.

4.4 Dependence of Electromigration Lifetime on the Line
Dimensions

While the electromigration reliability depends upon many parameters, as expressed
by (4.4), most of these parameters cannot be varied due to material properties and
manufacturing process characteristics. The parameters that can be flexibly varied
at the circuit design phase are the line width, length, and current. Varying the
current is often restricted by circuit performance considerations. The dependence of
electromigration reliability on the line width and length is discussed in this section.

The dependence of the electromigration lifetime on the width of an aluminum
alloy line is relatively complex [90, 91], as illustrated in Fig. 4.3. Trends of the line
width on the lifetime for a copper interconnect due to electromigration are similar to
aluminum alloy interconnects, as discussed in [80], however higher in magnitude.

In relatively wide lines, i.e., where the average grain size is much smaller than
the line width, the grain boundaries form a continuous diffusion path along the line
length, as shown in Fig. 4.4b. Although the grain boundary diffusion path enhances
the electromigration atomic flow due to a higher diffusion coefficient along the grain
boundary, the probability of abrupt microstructural inhomogeneity along the line
length is small, due to a large number of grains spanning the width of the line. The
probability of an atomic flux divergence in these polygranular lines is relatively low
and the susceptibility of the line to electromigration damage is moderate.

As the line width approaches the average grain size, the polygranular line
structure is likely to be interrupted by grains spanning the entire width of the
line, disrupting the boundary diffusion path, as shown in Fig. 4.4c. Electromigration
transport in the spanning grain can occur only through the lattice or along the surface
of the line. The diffusivity of these paths is significantly lower than the diffusivity
of the polycrystalline segments. The spanning grains therefore present a barrier to
an atomic flux in relatively long polygranular segments of the line. The atomic
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flux discontinuity at the boundary of the spanning grains renders these lines more
susceptible to electromigration damage, shortening the electromigration lifetime.

As the line width is reduced below the average grain size, the spanning grains
dominate the line microstructure, forming the so-called “bamboo” pattern, as shown
in Fig.4.4d. The polygranular segments become sparse and short. The shorter
polygranular segments are resistant to electromigration damage, increasing the
expected lifetime of the narrow lines.

The electromigration lifetime also varies with line length. Shorter lines have a
longer lifetime than longer lines [90]. The longer lines are more likely to contain a
significant microstructural discontinuity, such as a spanning grain in wide lines or
a long polygranular segment in narrow lines. The longer lines are therefore more
susceptible to electromigration damage.

4.5 Statistical Distribution of Electromigration Lifetime

Electromigration failure is a statistical process. Identically designed interconnect
structures fail at different times due to variations in the microstructure. Failure times
are typically described by a log-normal distribution. A variable distribution is log-
normal if the distribution of the logarithm of the variable is normal. The log-normal
probability density function p(7) is

_ 1 _ (In(1/150))?
p(t) = oot exp ( ) . 4.12)

202
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Fig. 4.4 Grain structure of interconnect lines; (a) grain structure of an unpatterned thin metaliza-
tion film, (b) structure of the wide lines is polygranular along the entire line length, (c) lines with a
width close to the average grain size, polygranular segments are interrupted by the grains spanning
the entire line width, (d) narrow lines, most of the grains span the entire line width, forming a
“bamboo” pattern
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Fig. 4.5 Log-normal distribution of electromigration failures. The distribution is unimodal and is
determined by the median time to failure 75y and the shape parameter o

The log-normal distribution is characterized by the median time to failure #5 and the
shape factor o. The probability density function for several values of ¢ are shown
in Fig.4.5.

Accelerated electromigration testing is performed to evaluate the lifetime distri-
bution parameters for a specific manufacturing process. The interconnect structures
are subjected to a current and temperature significantly greater than the target
specifications to determine the statistical characteristics of the interconnect failures
within a limited time period. The following relationship, first proposed by Black in
1967 [77, 92], is commonly used to estimate the median time to failure at different
temperatures and current densities,

A 0
tso = , 4.13
0= exp (kT) (4.13)

where A and n are empirically determined parameters. In the absence of Joule heat-
ing effects, the value of n varies from one to two, depending on the characteristics of
the manufacturing process [75]. As demonstrated by models of the electromigration
process, n = 1 corresponds to the case of void induced failures, and n = 2
represents the case of hillock induced failures [93].

4.6 Electromigration Lifetime Under AC Current

On-chip interconnect lines typically carry time-varying AC current. It is necessary
to determine the electromigration lifetime under AC conditions based on accelerated
testing, which is typically performed with DC current.
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Fig. 4.6 A train of current pulses

Consider a train of square current pulses with a duty ratio d = fo,/7T, as
shown in Fig.4.6, versus a DC current of the same magnitude. Assuming that a
linear accumulation of the electromigration damage during the active phase #,,

of the pulses results in the pulsed current lifetime tgglsed that is 1/d times longer

than the DC current lifetime t‘sj(c), ie., tgg / tgglsed = d. This estimate is, however,

overly conservative, suggesting a certain degree of electromigration damage repair
during the quiet phase of the pulses. This “self-healing” effect significantly extends
the lifetime of a line. Experimental studies [94-96] have demonstrated that,
in the absence of Joule heating effects, the pulsed current lifetime is determined
by the average current jyy,,

e A 0
2! = : 4.14
R e () I

As jayg = djqc, the pulsed current lifetime is related to the DC current lifetime as
f 2 = .

Electromigration reliability is greatly enhanced under bidirectional current flow.
Accurate characterization of electromigration reliability becomes difficult due to
the long lifetimes. Available experimental data are in agreement with the average
current model, as expressed by (4.14). According to (4.14), the lifetime becomes
infinitely long as the DC component of the current approaches zero. The current
density these lines can carry, however, is also limited. As the magnitude of the
bidirectional current becomes sufficiently high, Joule heating becomes significant,
degrading the self-healing process and, consequently, the electromigration lifetime.

Clock and data lines in integrated circuits are usually connected to a single
driver. The average current in these lines is zero and the lines are typically highly
resistant to electromigration failure in the absence of significant Joule heating.
Power and ground lines carry a high unidirectional current. Power and ground lines
are therefore particularly susceptible to electromigration damage.
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4.7 A Comparison of Aluminum and Copper
Interconnect Technologies

With technology scaling, the resistance of an aluminum interconnect has become
increasingly high. Copper interconnect technology has therefore been developed
since the resistivity of copper is almost half lower than aluminum, permitting the
cross section of an interconnect to be further scaled while satisfying impedance
constraints [97]. Copper interconnects also exhibit a higher thermal conductivity
and higher melting point, enhancing the reliability of the metal. The metal used for
interconnects in high performance integrated circuits is therefore currently copper.
The electromigration characteristics of these interconnects are different as compared
to aluminum based interconnects, as demonstrated by early studies [98].

The electromigration atomic flux in copper interconnect is significantly lower
than in aluminum interconnect mainly due to the higher activation energy of the
diffusion paths, as discussed previously in this chapter. The threshold effect has
been observed in copper lines [99-101], with threshold current densities several
times higher than in aluminum lines. Copper interconnects are able to tolerate stress
significantly longer [97]. Experimental results suggest that surface diffusion and
diffusion along the interface between the copper and silicon nitride covering the
top of the line dominate the electromigration transport process. The silicon nitride
film serves as a diffusion barrier at the upper surface of the line. Several features
of the copper interconnect structure, however, exacerbate the detrimental effects of
electromigration [98].

The sides and bottom of a copper line are covered with a refractory metal film
(Ta, Ti, TaN, or TiN) to prevent copper from diffusing into the dielectric. The
thickness of this film is much smaller than the thickness of the film covering the
aluminum interconnect. The formation of a void in a copper line therefore leads
to a higher relative increase in the line resistance. Thin redundant layers can also
lead to an abrupt open-circuit failure rather than a gradual increase in the line
resistance [102].

The via structure in dual damascene copper interconnect is susceptible to failure
due to void formation [103]. The refractory metal film lining the bottom of the via
forms a diffusion barrier between the via and the lower metal line, as shown in
Fig.4.7. The resistance of dual damascene interconnect is particularly sensitive to
void formation at the bottom of the via. The structural characteristics of the via
contact are crucial to interconnect reliability [104].

To further improve the characteristics of metal interconnects, low-k dielectric
materials have been developed to encapsulate the metal interconnects. Low-k
dielectric materials are commonly used in current technologies for high performance
integrated circuits [105]. This dielectric material is typically used with the higher
metal layers to reduce the worst-case signal delay of the global interconnects since
low-k dielectric materials decrease the distributed capacitance of the metal line (as
compared with silicon dioxide for the same dielectric thickness). The dielectric
constant for low-k materials ranges from 3.0 and below (as compared to 4.2 for
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Fig. 4.7 A dual damascene interconnect structure. A diffusion barrier is formed by the refractory
metal film lining the side and lower surfaces of the lines and vias. The via bottom at the cathode
end is the site of metal depletion and is susceptible to void formation. The resistance of the line is
particularly sensitive to void formation at the bottom of the via

silicon dioxide). These materials are a desirable complement to low resistivity
copper metallization. Low-k dielectrics are also significantly less rigid than silicon
dioxide. Metal depletion and accumulation therefore result in less mechanical stress,
decreasing the stress-induced backflow and electromigration reliability [106—108].
Low-k dielectrics also have a lower thermal conduction coefficient, exacerbating the
detrimental effects of Joule heating. A statistical distribution of failure times is more
complex in copper interconnects as compared to aluminum and cannot be described
by a unimodal probability density distribution [103, 109].

Interconnects based on copper and low-k dielectric materials exhibit more
desirable performance and reliability characteristics as compared to aluminum and
silicon dioxide based interconnects. The reduction in the resistance and capacitance
of an interconnect is a key factor in increasing the performance of integrated circuits.
Due to technology scaling, electromigration effects require further investigation and
novel methodologies are needed to reduce the effects of electromigration within
copper and low-k interconnect technologies.

4.8 Designing for Electromigration Reliability

Electromigration reliability of integrated circuits has traditionally been ensured
by requiring the average current density of each interconnect line to be below a
predetermined design rule specified threshold. The cross-sectional dimensions of
on-chip interconnect decrease with technology scaling, while the current increases.
Simply limiting the line current density by a design rule threshold has become
increasingly restrictive under these conditions.

To ensure a target reliability, the current density threshold is selected under the
assumption that the current density threshold is reached with a certain number of
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interconnect lines. If the number of lines with a critical current density is fewer
than the assumed estimate, the design rule is overly conservative. Alternatively, if
the number of critical lines is larger than the estimate, the design rule does not
guarantee the target reliability characteristics.

This “one size fits all” threshold approach can be replaced with a more flexible
statistical electromigration budgeting methodology [110]. If the failure probability
of the ith line is estimated as p;(7) based on the line dimensions and average current,
the probability that none of the lines in a circuit fails at time 7 is [ [, (1 — pi(¢)). The
failure probability of the overall system P(¢) is therefore

P =1-[]0-p@). (4.15)

A system with a few lines carrying current exceeding the threshold design rule (and
therefore exhibiting a relatively high failure probability p(f)) can be as reliable as a
system with a larger number of lines carrying current at the threshold level.

This statistical approach permits individual budgeting of the line failure prob-
abilities p;(r), while maintaining the target reliability of the overall system P(f).
This flexibility supports more efficient use of interconnect resources, particularly in
congested areas, reducing circuit area.

4.9 Summary

The electromigration reliability of integrated circuits has been discussed in this
chapter. The primary conclusions of the chapter are the following.

* Electromigration damage develops near the sites of atomic flux divergence, such
as vias and microstructural discontinuities

* Electromigration reliability depends upon the mechanical properties of the
interconnect structures

* Electromigration reliability of short lines is greatly enhanced due to stress
gradient induced backflow, which compensates the electromigration atomic flow

* Power and ground lines are particularly susceptible to electromigration damage
as these lines carry a unidirectional current

» Copper based interconnects exhibit enhanced performance and high-er reliability
as compared to aluminum based interconnects due to the higher electrical
conductivity, melting point, and thermal conductivity



Chapter 5
Scaling Trends of On-Chip Power Noise

A scaling analysis of the voltage drop across the on-chip power distribution
networks is performed in this chapter. The design of power distribution networks
in high performance integrated circuits has become significantly more challenging
with recent advances in process technology. Insuring adequate signal integrity of
the power supply has become a primary design issue in high performance, high
complexity digital integrated circuits. A significant fraction of the on-chip resources
is dedicated to achieve this objective.

State-of-the-art circuits consume higher current, operate at higher speeds, and
have lower noise tolerance with the introduction of each new technology gen-
eration. CMOS technology scaling is forecasted to continue for at least another
10 years [111]. The scaling trend of noise in high performance power distribution
grids is, therefore, of practical interest. In addition to the constraints on the noise
magnitude, electromigration reliability considerations limit the maximum current
density in on-chip interconnect. The scaling of the peak current density in power
distribution grids is also of practical interest. The results of this scaling analysis
depend upon various assumptions. Existing scaling analyses of power distribution
noise are reviewed and compared along with any relevant assumptions. The scaling
of the inductance of an on-chip power distribution network as discussed here extends
the existing material presented in the literature. Scaling trends of on-chip power
supply noise in ICs packaged in high performance flip-chip packages are the focus
of this investigation.

This chapter is organized as follows. Related existing work is reviewed in
Sect. 5.1. The interconnect characteristics assumed in the analysis are discussed in
Sect.5.2. The model of the on-chip power distribution noise used in the analysis
is described in Sect.5.3. The scaling of power noise is described in Sect.5.4.
Implications of the scaling analysis are discussed in Sect. 5.5. The chapter concludes
with a summary.

© Springer International Publishing Switzerland 2016 75
LP. Vaisband et al., On-Chip Power Delivery and Management,
DOI 10.1007/978-3-319-29395-0_5
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Table 5.1 Ideal scaling of

T Parameter Scaling factor

CMOS cireuits [112] Device dimensions 1/8
Doping concentrations S
Voltage levels 1/S
Current per device 1/S
Gate load 1/S
Gate delay 1/8
Device area 1/8%
Device density 52
Power per device 1/8?
Power density 1
Total capacitance Y
Total power S2
Total current SS2

5.1 Scaling Models

Ideal scaling of CMOS transistors was first described by Dennard et al. in
1974 [112]. Assuming a scaling factor S, where § > 1, all transistor dimen-
sions uniformly scale as 1/S, the supply voltage scales as 1/S, and the doping
concentrations scale as S. This “ideal” scaling maintains the electric fields within
the device constant and ensures a proportional scaling of the /-V characteristics.
Under the ideal scaling paradigm, the transistor current scales as 1/, the transistor
power decreases as 1/52, and the transistor density increases as S2. The transistor
switching time decreases as 1/S, the power per circuit area remains constant, while
the current per circuit area scales as S. The die dimensions increase by a chip
dimension scaling factor S¢. The total capacitance of the on-chip devices and the
circuit current both increase by SS% while the circuit power increases by Sé. The
scaling of interconnect was first described by Saraswat and Mohammadi [113].
These ideal scaling relationships are summarized in Table 5.1.

Several research results have been published on the impact of technology
scaling on the integrity of the IC power supply [114-117]. The published analyses
differ in the assumptions concerning the on-chip and package level interconnect
characteristics. The analyses can be classified according to several categories:
whether resistive IR or inductive L dI/dt noise is considered, whether wire bond
or flip-chip packaging is assumed, and whether packaging or on-chip interconnect
parasitic impedances are assumed dominant. Traditionally, the package-level par-
asitic inductance (the bond wires, lead frames, and pins) has dominated the total
inductance of the power distribution system while the on-chip resistance of the
power lines has dominated the total resistance of the power distribution system.
The resistive noise has therefore been associated with the resistance of the on-chip
interconnect and the inductive noise has been associated with the inductance of the
off-chip packaging [117-119].
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Scaling behavior of the resistive voltage drop in a wire bonded integrated circuit
of constant size has been investigated by Song and Glasser in [116]. Assuming
that the interconnect thickness scales as 1/S, the ratio of the supply voltage to the
resistive noise, i.e., the signal-to-noise ratio (SNR) of the power supply voltage,
scales as 1/S° under ideal scaling (as compared to 1/S* under constant voltage
scaling). Song and Glasser proposed a multilayer interconnect stack to address this
problem. Assuming that the top metal layer has a constant thickness, scaling of
the power supply signal-to-noise ratio improves by a power of S as compared to
standard interconnect scaling.

Bakoglu [114] investigated the scaling of both resistive and inductive noise in
wire bonded ICs considering the increase in die size by S¢ with each technology
generation. Under the assumption of ideal interconnect scaling (i.e., the number
of interconnect layers remains constant and the thickness of each layer is reduced
as 1/S), the SNR of the resistive noise decreases as 1 /545%. The SNR of the
inductive noise due to the parasitic impedances of the packaging decreases as
1/5*S%.. These estimates of the SNR are made under the assumption that the number
of interconnect levels increases as S. This assumption scales the on-chip capacitive
load, average current, and, consequently, the SNR of both the inductive and resistive
noise by a factor of S. Bakoglu also considered an improved scaling situation where
the number of chip-to-package power connections increases as SS=, effectively
assuming flip-chip packaging. In this case, the resistive SNRg scales as 1 assuming
that the thickness of the upper metal levels is inversely scaled as S. The inductive
SNR, scales as 1/S under the assumption that the effective inductance per power
connection scales as 1/52.

A detailed overview of modeling and mitigation of package-level inductive noise
is presented by Larsson [117]. The SNR of the inductive noise is shown to decrease
as 1/5°S¢ under the assumption that the number of interconnect levels remains
constant and the number of chip-to-package power/ground connections increases
as SS¢. The results and key assumptions of the power supply noise scaling analyses
are summarized in Table 5.2.

The effect of the flip-chip pad density on the resistive drop in power supply grids
has been investigated by Arledge and Lynch in [115]. All other conditions being
equal, the maximum resistive drop is proportional to the square of the pad pitch.
Based on this trend, a pad density of 4000 pads/cm? is the minimum density required
to assure an acceptable on-chip /R drop and input/output (I/O) signal density at the
50 nm technology node [115].

Nassif and Fakhouri describe an analytic expression relating the maximum power
distribution noise to the principal design and technology characteristics [120]. The
expression is based on a lumped model similar to the model depicted in Fig.5.3.
The noise is shown to increase rapidly with technology scaling based on the ITRS
predictions [121]. Assuming constant inductance, a reduction of the power grid
resistance and an increase in the decoupling capacitance are predicted to be the
most effective approaches to decreasing the power distribution noise.
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5.2 Interconnect Characteristics

The power noise scaling trends depend substantially on the interconnect charac-
teristics assumed in the analysis. The interconnect characteristics are described in
this section. The assumptions concerning the scaling of the global interconnect are
discussed in Sect.5.2.1. Variation of the grid inductance with interconnect scaling
is described in Sect.5.2.2. Flip-chip packaging characteristics are discussed in
Sect.5.2.3. The impact of the on-chip capacitance on the results of the analysis
is discussed in Sect. 5.2.4.

5.2.1 Global Interconnect Characteristics

The scaling of the cross-sectional dimensions of the on-chip global power lines
directly affects the power distribution noise. Two scenarios of global interconnect
scaling are considered here.

In the first scenario, the thickness of the top interconnect layers (where the
conductors of the global power distribution networks are located) is assumed to
remain constant. Through several recent technology generations, the thickness of the
global interconnect layers has not been scaled in proportion to the minimum local
line pitch due to power distribution noise and interconnect delay considerations.
This behavior is in agreement with the 1997 edition of the International Technology
Roadmap for Semiconductors (ITRS) [122, 123], where the minimum pitch and
thickness of the global interconnect are assumed constant.

In the second scenario, the thickness and minimum pitch of the global intercon-
nect layers are scaled in proportion to the minimum pitch of the local interconnect.
This assumption is in agreement with the more recent editions of the ITRS
[121, 124]. The scaling of the global interconnect in future technologies is therefore
expected to evolve in the design envelope delimited by these two scenarios.

The number of metal layers and the fraction of the metal resources dedicated to
the power distribution network are also assumed constant. The ratio of the diffusion
barrier thickness to the copper interconnect core is assumed to remain constant with
scaling. The increase in resistivity of the interconnect due to electron scattering at
the interconnect surface interface (significant at line widths below 45 nm [124]) is
neglected for relatively thick global power lines.

Under the aforementioned assumptions, in the constant metal thickness scenario,
the effective sheet resistance of the global power distribution network remains
constant with technology scaling. In the scenario of scaled metal thickness, the grid
sheet resistance increases with technology scaling by a factor of S.
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5.2.2 Scaling of the Grid Inductance

The inductive properties of power distribution grids are investigated in [72, 73].
It is shown that the inductance of the power grids with alternating power and
ground lines behaves analogously to the grid resistance. That is, the grid induc-
tance increases linearly with the grid length and decreases inversely linearly with
the number of lines in the grid. This linear behavior is due to the periodic structure
of the alternating power and ground grid lines. The long range inductive coupling
of a specific (signal or power) line to a power line is cancelled out by the coupling
to the ground lines adjacent to the power line, which carry current in the opposite
direction [71, 73]. As described in Chap. 28, inductive coupling in periodic grid
structures is effectively a short range interaction. Similar to the grid resistance, the
grid inductance can be conveniently expressed as a dimension independent grid
sheet inductance L [73, 125]. The inductance of a specific grid is obtained by
multiplying the sheet inductance by the grid length and dividing by the grid width.
The grid sheet inductance (for a derivation, see Sect. 28.6.4) can be estimated as

3) wH

, 5.1
T+W+2 O 1)

Lo =0.8P (ln

where W, T, and P are, respectively, the width, thickness, and pitch of the grid lines.
The sheet inductance is proportional to the line pitch P. The line density is reciprocal
to the line pitch. A smaller line pitch means a higher line density and more parallel
paths for the current to flow. The sheet inductance is however relatively insensitive to
the cross-sectional dimensions of the lines, as the inductance of the individual lines
is similarly insensitive to these parameters. Note that while the sheet resistance of
the power grid is determined by the metal conductivity and the net cross-sectional
area of the lines, the sheet inductance of the grid is determined by the line pitch and
the ratio of the pitch to the line width and thickness.

In the constant metal thickness scenario, the sheet inductance of the power grid
remains constant since the routing characteristics of the global power grid do not
change. In the scaled thickness scenario, the line pitch, width, and thickness are
reduced by S, increasing the line density and the number of parallel current paths.
The sheet inductance therefore decreases by a factor of S, according to (5.1).

5.2.3 Flip-Chip Packaging Characteristics

In a flip-chip package, the integrated circuit and package are interconnected via
an area array of solder bumps mounted onto the on-chip I/O pads [126]. The power
supply current enters the on-chip power distribution network from the power/ground
pads. A view of the on-chip area array of power/ground pads is shown in Fig. 5.1.
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Fig. 5.1 An area array of on-chip power/ground I/O pads. The power pads are colored dark gray,
the ground pads are colored light gray, and the signal pads are white. The current distribution area
of the power pad (i.e., the power distribution cell) in the center of the figure is delineated by the
dashed line. The current distribution area of the ground pad in the center of the figure is delineated
by the dotted line

One of the main goals of this work is to estimate the significance of the
on-chip inductive voltage drop in comparison to the on-chip resistive voltage drop.
Therefore, all of the power/ground pads of a flip-chip packaged IC are assumed to
be equipotential, i.e., the variation in the voltage levels among the pads is considered
negligible as compared to the noise within the on-chip power distribution network.
For the purpose of this scaling analysis, a uniform power consumption per die area
is assumed. Under these assumptions, each power (ground) pad supplies power
(ground) current only to those circuits located in the area around the pad, as shown
in Fig.5.1. This area is referred to as a power distribution cell (or power cell). The
edge dimensions of each power distribution cell are proportional to the pitch of
the power/ground pads. The size of the power cell area determines the effective
distance of the on-chip distribution of the power current. The power distribution
scaling analysis becomes independent of die size.

An important element of this analysis is the scaling of the flip-chip technology.
The rate of decrease in the pad pitch and the rate of reduction in the local
interconnect half-pitch are compared in Fig. 5.2, based on the ITRS [124]. At the
150 nm line half-pitch technology node, the pad pitch P is 160 um. At the 32nm
node, the pad pitch is forecasted to be 80 wm. That is, the linear density of the pads
doubles for a fourfold reduction in circuit feature size. The pad size and pitch P
scale, therefore, as 1/«/ S and the area density (x 1/P2) of the pads increases as
S with each technology generation. Interestingly, one of the reasons given for this
relatively infrequent change in the pad pitch (as compared with the introduction of
new CMOS technology generations) is the cost of the test probe head [124]. The
maximum density of the flip-chip pads is assumed to be limited by the pad pitch.
Although the number of on-chip pads is forecasted to remain constant, some recent
research has predicted that the number of on-chip power/ground pads will increase
due to electromigration and resistive noise considerations [115, 127].
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Fig. 5.2 Decrease in flip-chip pad pitch with technology generations as compared to the local
interconnect half-pitch
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5.2.4 Impact of On-Chip Capacitance

On-chip capacitors are used to reduce the impedance of the power distribution
grid lines as seen from the load terminals. A simple model of an on-chip power
distribution grid with a power load and a decoupling capacitor is shown in Fig.5.3.
The on-chip loads are switched within tens of picoseconds in modern semiconductor
technologies. The frequency spectrum of the load current therefore extends well
beyond 10 GHz. The on-chip decoupling capacitors shunt the load current at the
highest frequencies. The bulk of the power current bypasses the on-chip distribution
network at these frequencies. At the lower frequencies, however, the capacitor
impedance is relatively high and the bulk of the current flows through the on-chip
power distribution network. The decoupling capacitors therefore serve as a low pass
filter for the power current.

Describing the same effect in the time domain, the capacitors supply the (high
frequency) current to the load during a switching transient. To prevent excessive
power noise, the charge on the decoupling capacitor should be replenished by
the (lower frequency) current flowing through the power distribution network
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before the next switching of the load, i.e., typically within a clock period. The
effect of the on-chip decoupling capacitors is therefore included in the model by
assuming that the current transients within the on-chip power distribution network
are characterized by the clock frequency of the circuit, rather than by the switching
times of the on-chip load circuits. Estimates of the resistive voltage drop are based
on the average power current, which is not affected by the on-chip decoupling
capacitors.

5.3 Model of Power Supply Noise

The following simple model is utilized in the scaling analysis of on-chip power
distribution noise. A power distribution cell is modeled as a circle of radius r. with a
constant current consumption per area I,,, as described by Arledge and Lynch [115].
The model is depicted in Fig. 5.4. The total current of the cell is Iy = 1, - Jrrf. The
power network current is distributed from a circular pad of radius r, at the center of
the cell. The global power distribution network has an effective sheet resistance
po. The incremental voltage drop dVy across the elemental circular resistance
po dr/2mris due to the current I, (72 —r?) flowing through this resistance toward
the periphery of the cell. The voltage drop at the periphery of the power distribution
cell is

AVR = /dVR = /I(r)dR(r)
p p

re

— [ 202 po

VP

dr
2nr

Fig. 5.4 A model of the
power distribution cell. Power
supply current spreads out
from the power pad in the
center of the cell to the cell
periphery, as shown by the
arrows

<
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The resistive voltage drop is proportional to the product of the total cell current I.¢)
and the effective sheet resistance pg with the coefficient C dependent only on the
r¢/ 1, ratio. The ratio of the pad pitch to the pad size is assumed to remain constant.
The coefficient C, therefore, does not change with technology scaling.

The properties of the grid inductance are analogous to the properties of the grid
resistance, as discussed in Sect. 5.2.1. Therefore, analogous to the resistive voltage
drop AVg discussed above, the inductive voltage drop AVj is proportional to the
product of the sheet inductance L of the global power grid and the magnitude of
the cell transient current dl.ey /dt,

di ,
AV, =15 . ¢ (r ) . (5.3)
dt Ty

5.4 Power Supply Noise Scaling

An analysis of the on-chip power supply noise is presented in this section. The
interconnect characteristics assumed in the analysis are described in Sect.5.2. The
power supply noise model is described in Sect.5.3. Ideal scaling of the power
distribution noise in the constant thickness scenario is discussed in Sect.5.4.1.
Ideal scaling of the noise in the scaled thickness scenario is analyzed in Sect. 5.4.2.
Scaling of the power distribution noise based on the ITRS projections is discussed
in Sect. 5.4.3.

5.4.1 Analysis of Constant Metal Thickness Scenario

The scaling of a power distribution grid over four technology generations according
to the constant metal thickness scenario is depicted in Fig. 5.5. The minimum feature
size is reduced by /2 with each generation. The minimum feature size over four

4
generations is therefore reduced by four, i.e., («/ 2) =4, while the size of the power

distribution cell (represented by the size of the square grid) is halved (V4 = 2).
As the cross-sectional dimensions of the power lines are maintained constant in
this scenario, both the sheet resistance pg and sheet inductance Lo of the power
distribution grid remain constant with scaling under these conditions.
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Fig. 5.5 The scaling of a power distribution grid over four technology generations according to
the constant metal thickness scenario. The cross-sectional dimensions of the power lines remain
constant. The size of the power distribution cell, represented by the size of the square grid, is
halved

The cell current I is the product of the area current density /, and the cell area
7r?. The current per area I, scales as S; the area of the cell is proportional to P?
which scales as 1/S. The cell current I;, therefore, remains constant (i.e., scales as
1). The resistive drop A Vg, therefore, scales as ey - po o< 1 -1 o< 1. The resistive
SNRE of the power supply voltage, consequently, decreases with scaling as

Va 1/S 1

SNR} = AV, L (5.4)

This scaling trend agrees with the trend described by Bakoglu in the improved
scaling regime [114]. Faster scaling of the on-chip current as described by Bakoglu
is offset by increasing the interconnect thickness by S which reduces the sheet
resistance pg by S. This trend is more favorable as compared to the 1/5? dependence
established by Song and Glasser [116]. The improvement is due to the decrease in
the power cell area of a flip-chip IC by a factor of S whereas a wire bonded die of
constant area is assumed in [116].

The transient current dl..y/dt scales as Ie/T o< 1/(1/S) o S, where t o« 1/S
is the transistor switching time. The inductive voltage drop AV, therefore, scales
as Lo - dleen/dr o< 1 - S. The inductive SNRIL of the power supply voltage decreases
with scaling as

Vaa 1/ 1

SNR! = .
L= Ay, & s C g

(5.5)
The relative magnitude of the inductive noise therefore increases by a factor of S

faster as compared to the resistive noise. Estimates of the inductive and resistive
noise described by Bakoglu also differ by a factor of S [114].



86 5 Scaling Trends of On-Chip Power Noise

Fig. 5.6 The scaling of a power distribution grid over four technology generations according to
the scaled metal thickness scenario. The cross-sectional dimensions of the power lines are reduced
in proportion to the minimum feature size by a factor of four. The size of the power distribution
cell, represented by the size of the square grid, is halved

5.4.2 Analysis of the Scaled Metal Thickness Scenario

The scaling of a power distribution grid over four technology generations according
to the scaled metal thickness scenario is depicted in Fig.5.6. In this scenario, the
cross-sectional dimensions of the power lines are reduced in proportion to the
minimum feature size by a factor of four, while the size of the power distribution cell
is halved. Under these conditions, the sheet resistance p of the power distribution
grid increases by S, while the sheet inductance Lg of the power distribution grid
decreases by S with technology scaling.

Analogous to the constant metal thickness scenario, the cell current /.; remains
constant. The resistive drop AV, therefore, scales as I - pg o< 1-8 o S. The
resistive SNRY of the power supply voltage, consequently, decreases with scaling as

v, /s 1
ddO(/

n_
SNRy = AVe S & Q@

(5.6)

As discussed in the previous section, the transient current dl./dt scales as
Ieen/T o< S. The inductive voltage drop AV, therefore, scales as Lo - dleen/dt o
1/S-S o 1. The inductive SNRY of the power supply voltage decreases with scaling
as

Vaa 1/S 1
X X

SNRT = .
L™ AV, 1 S

(5.7)

The rise of the inductive noise is mitigated if ideal interconnect scaling is
assumed and the thickness, width, and pitch of the global power lines are scaled
as 1/S. In this scenario, the density of the global power lines increases as S
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and the sheet inductance Lo of the global power distribution grids decreases as
1/S, mitigating the inductive noise and SNR; by S. The sheet resistance of the
power distribution grid, however, increases as S, exacerbating the resistive noise
and SNRg by a factor of S. Currently, the parasitic resistive impedance dominates
the total impedance of on-chip power distribution networks. Ideal scaling of the
upper interconnect levels will therefore increase the overall power distribution noise.
However, as CMOS technology approaches the nanometer range and the inductive
and resistive noise becomes comparable, judicious tradeoffs between the resistance
and inductance of the power networks will be necessary to achieve the minimum
noise level (see Chap.28) [128-130].

5.4.3 ITRS Scaling of Power Noise

Although the ideal scaling analysis allows the comparison of the rates of change
of both resistive and inductive voltage drops, it is difficult to estimate the ratio of
these quantities for direct assessment of their relative significance. Furthermore,
practical scaling does not accurately follow the concept of ideal scaling due to
material and technological limitations. An estimate of the ratio of the inductive to
resistive voltage drop is therefore conducted in this section based on the projected
2001 ITRS data [124].

Forecasted demands in the supply current of high performance microprocessors
are shown in Fig.5.7. Both the average current and the transient current are rising
exponentially with technology scaling. The rate of increase in the transient current
is more than double the rate of increase in the average current as indicated by the
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Fig. 5.7 Increase in power current demands of high performance microprocessors with technology
scaling, according to the ITRS. The average current is the ratio of the circuit power to the supply
voltage. The transient current is the product of the average current and the on-chip clock rate, 27 f.x
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Fig. 5.8 Power distribution grid used to estimate trends in the power supply noise

slope of the trend lines depicted in Fig.5.7. This behavior is in agreement with
ideal scaling trends. The faster rate of increase in the transient current as compared
to the average current is due to rising clock frequencies. The transient current of
modern high performance processors is approximately one teraampere per second
(102 A/s) and is expected to rise, reaching hundreds of teraamperes per second.
Such a high magnitude of the transient current is caused by switching hundreds of
amperes within a fraction of a nanosecond.

In order to translate the projected current requirements into supply noise voltage
trends, a case study interconnect structure is considered. The square grid structure
shown in Fig. 5.8 is used here to serve as a model of the on-chip power distribution
grid. The square grid consists of interdigitated power and ground lines with a
1 x 1 um cross section and a 1 wm line spacing. The length and width of the grid
are equal to the size of a power distribution cell. The grid sheet inductance is 1.8
picohenrys per square, and the grid sheet resistance is 0.16 ohms per square. The size
of the power cell is assumed to be twice the pitch of the flip-chip pads, reflecting that
only half of the total number of pads are used for the power and ground distribution
as forecasted by the ITRS for high performance ASICs.

The electrical properties of this structure are similar to the properties of the
global power distribution grid covering a power distribution cell with the same
routing characteristics. Note that the resistance and inductance of the square grid
are independent of grid dimensions [125] (as long as the dimensions are severalfold
greater than the line pitch). The average and transient currents flowing through the
grid are, however, scaled from the IC current requirements shown in Fig.5.7 in
proportion to the area of the grid. The current flowing through the square grid is
therefore the same as the current distributed through the power grid within the power
cell. The power current enters and leaves from the same side of the grid, assuming
the power load is connected at the opposite side. The voltage differential across
this structure caused by the average and transient currents produces, respectively,
on-chip resistive and inductive noise. The square grid has the same inductance to
resistance ratio as the global distribution grid with the same line pitch, thickness,
and width. Hence, the square grid has the same inductive to resistive noise ratio.
The square grid model also produces the same rate of increase in the noise because
the current is scaled proportionately to the area of the power cell.

The resulting noise trends under the constant metal thickness scenario are illus-
trated in Fig.5.9. As discussed in Sect. 5.2, the area of the grid scales as 1/S. The
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Fig. 5.9 Scaling trends of resistive and inductive power supply noise under the constant metal
thickness scenario

current area density increases as S. The total average current of the grid, therefore,
remains constant. The resistive noise also remains approximately constant, as shown
in Fig. 5.9. The inductive noise, alternatively, rises steadily and becomes comparable
to the resistive noise at approximately the 45 nm technology node. These trends are
in reasonable agreement with the ideal scaling predictions discussed in Sect. 5.4.1.

The inductive and resistive voltage drops in the scaled metal thickness scenario
are shown in Fig.5.10. The increase in inductive noise with technology scaling is
limited, while the resistive noise increases by an order of magnitude. This behavior
is similar to the ideal scaling trends for this scenario, as discussed in Sect. 5.4.2.

Note that the structure depicted in Fig. 5.8 has a lower inductance to resistance
ratio as compared to typical power distribution grids because the power and ground
lines are relatively narrow and placed adjacent to each other, reducing the area of
the current loop and increasing the grid resistance [72, 125]. The width of a typical
global power line varies from tens to a few hundreds of micrometers, resulting in a
significantly higher inductance to resistance ratio. The results shown in Figs. 5.9
and 5.10 can be readily extrapolated to different grid configurations, using the
expression for the grid sheet inductance (5.1).

Several factors offset the underestimation of the relative magnitude of the
inductive noise due to the relatively low inductance to resistance ratio of the model
shown in Fig.5.8. If the global power distribution grid is composed of several
layers of interconnect, the lines in the lower interconnect levels have a smaller
pitch and thickness, significantly reducing the inductance to resistance ratio at
high frequencies [131]. The transient current is conservatively approximated as the
product of the average current /,,, and the angular clock frequency 2nf.. This
estimate, while serving as a useful scaling parameter, tends to overestimate the
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Fig. 5.10 Scaling trends of resistive and inductive power supply noise under the scaled metal
thickness interconnect scaling scenario. The trends of the constant metal thickness scenario are
also displayed in light gray for comparison

absolute magnitude of the current transients, increasing the ratio of the inductive
and resistive voltage drops.

5.5 Implications of Noise Scaling

As described in the previous section, the amplitude of both the resistive and
inductive noise relative to the power supply voltage increases with technology
scaling. A number of techniques have been developed to mitigate the unfavorable
scaling of power distribution noise. These techniques are briefly summarized below.

To maintain a constant supply voltage to resistive noise ratio, the effective sheet
resistance of the global power distribution grid should be reduced. There are two
ways to allocate additional metal resources to the power distribution grid. One
option is to increase the number of metalization layers. This approach adversely
affects fabrication time and yield and, therefore, increases the cost of manufacturing.
The ITRS forecasts only a moderate increase in the number of interconnect levels,
from eight levels at the 130nm line half-pitch node to 11 levels at the 32nm
node [124]. The second option is to increase the fraction of metal area per metal level
allocated to the power grid. This strategy decreases the amount of wiring resources
available for global signal routing and therefore can also necessitate an increase in
the number of interconnect layers.

The sheet inductance of the power distribution grid, similar to the sheet resis-
tance, can be lowered by increasing the number of interconnect levels. Furthermore,
wide metal trunks typically used for power distribution at the top levels can be
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replaced with narrow interdigitated power/ground lines. Although this configuration
substantially lowers the grid inductance, it increases the grid resistance and,
consequently, the resistive noise [125].

Alternatively, circuit techniques can be employed to limit the peak transient
power current demands of the digital logic. Current steering logic, for example,
produces a minimal variation in the current demand between the transient response
and the steady state response. In synchronous circuits, the maximum transient
currents typically occur during the beginning of a clock period. Immediately after
the arrival of a clock signal at the latches, a signal begins to propagate through the
blocks of sequential logic. Clock skew scheduling can be exploited to spread in time
the periods of peak current demand [39].

The constant metal thickness scaling scenario achieves a lower overall power
noise until the technology generation is reached where the inductive and resistive
voltage drops become comparable. Beyond this node, a careful tradeoff between the
resistance and inductance of the power grid is necessary to minimize the on-chip
power supply noise. The increase in the significance of the inductance of the power
distribution interconnect is similar to that noted in signal interconnect [64, 132].
The trend, however, is delayed by several technology generations as compared to
signal interconnect. As discussed in Sect. 5.2, the high frequency harmonics are
filtered out by the on-chip decoupling capacitance and the power grid current has a
comparatively lower frequency content as compared to the signal lines.

5.6 Summary

A scaling analysis of power distribution noise in flip-chip packaged integrated
circuits is presented in this chapter. Published scaling analyses of power distribution
noise are reviewed and various assumptions of these analyses are discussed. The
primary conclusions can be summarized as follows.

e Under the constant metal thickness scenario, the relative magnitude (i.e., the
reciprocal of the signal-to-noise ratio) of the resistive noise increases by the
scaling factor S, while the relative magnitude of the inductive noise increases
by §?

e Under the scaled metal thickness scenario, the scaling trend of the inductive
noise improves by a factor of S, but the relative magnitude of the resistive noise
increases by S?

* The importance of on-chip inductive noise increases with technology scaling

» Careful tradeoffs between the resistance and inductance of power distribution
networks in nanometer CMOS technologies will be necessary to achieve mini-
mum power supply noise levels



Chapter 6
Conclusions

In Part I, the development of integrated circuits, design objectives, and other
general issues are discussed. With increasing current requirements and lower voltage
margins, focus is placed on the design of high performance power distribution
networks. The quality of the voltage greatly affects the performance of an integrated
circuit.

With advancements in technology, additional focus is placed on the inductive
properties of the network. The power and ground lines create a closed current
loop, where the loop inductance is composed of the self- and mutual inductance of
these lines. With increasing number of current loops, accurately estimating the grid
inductance has become increasingly complicated since significantly more mutual
inductive elements need to be considered.

Electromigration is also reviewed here, since the long term reliability of inte-
grated circuits is a primary concern. High current propagates within power dis-
tribution networks, placing stress on the network interconnects. Electromigration
is significantly reduced in those lines where the current direction alternates. The
current in power supply networks is however primarily unidirectional; therefore,
electromigration can significantly degrade the reliability of these networks.

Scaling theory is applied to power distribution networks, providing scaling trends
for these networks. On-chip inductive noise has become a primary concern with
technology scaling and greatly affects the overall power supply noise in modern
high performance systems. The topics reviewed in Part I are intended to provide a
general background to the topic of on-chip power delivery, permitting the reader to
more easily follow the remainder of the book.
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Part 11
Power Delivery Networks

The focus of Part II is on power distribution systems, specifically on-chip power
distribution networks. Different topologies are described and compared. Due to
the complex nature of on-chip power distribution networks, computer-aided design
processes are required. Different techniques to design and analyze these networks
are reviewed in this part. Focusing on a mesh structured power distribution network,
efficient analysis methods are presented. A description of each chapter is provided
below, finishing with a conclusion chapter summarizing the design and analysis of
on-chip power distribution networks.

An overview of hierarchical power distribution networks is presented in Chap. 7.
The inductive nature of the board and package interconnect is identified as the
primary obstacle towards achieving a low impedance at high frequencies. The effect
of decoupling capacitances on the impedance characteristics of power distribution
systems is also examined. The use of a hierarchy of decoupling capacitors to reduce
the output impedance of power distribution systems is described. Finally, design
guidelines for lowering the impedance characteristics of power distribution systems
are discussed.

The focus of Chap.8 is on-chip power and ground distribution networks.
Topological variations of the structure of on-chip power distribution networks are
described, highlighting the benefits and disadvantages of each network topology.
Techniques are reviewed to reduce the impedance of on-chip power distribution net-
works. A discussion of strategies for allocating the on-chip decoupling capacitance
concludes this chapter.

The concept of a power network on-chip (PNoC) is described in Chap.9 as a
systematic methodology for on-chip power delivery and management that provides
enhanced power control and real-time locally intelligent management of resource
sharing. The PNoC utilizes a modular architecture with intelligent distributed on-
chip power routers to address the issues of design complexity and scalability.



Chapter 7
Hierarchical Power Distribution Networks

Supplying power to high performance integrated circuits has become a challenging
task. The system supplying power to an integrated circuit greatly affects the
performance, size, and cost characteristics of the overall electronic system. This
system is comprised of interconnect networks with decoupling capacitors on a
printed circuit board, an integrated circuit package, and a circuit die. The entire
system is henceforth referred to as the power distribution system. The design of
power distribution systems is described in this chapter. The focus of the discussion
is the overall structure and interaction among the various parts of the system. The
impedance characteristics and design of on-chip power distribution networks, the
most complex part of the power distribution system, are discussed in greater detail
in the following chapters.

This chapter is organized as follows. A typical power distribution system for a
high power, high speed integrated circuit is described in Sect.7.1. A circuit model
of a power distribution system is presented in Sect.7.2. The output impedance
characteristics are discussed in Sect. 7.3. The effect of a shunting capacitance on the
impedance of a power distribution system is considered in Sect. 7.4. The hierarchical
placement of capacitors to satisfy target impedance requirements is described in
Sect.7.5. Design strategies to control the resonant effects in power distribution
networks are discussed in Sect.7.6. A purely resistive impedance characteristic
of power distribution systems can be achieved using an impedance compensation
technique, as described in Sect.7.7. A case study of a power distribution system is
presented in Sect. 7.8. Design techniques to enhance the impedance characteristics
of power distribution networks are discussed in Sect.7.9. The limitations of the
analysis presented herein are discussed in Sect. 7.10. The chapter concludes with a
summary.
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7.1 Physical Structure of a Power Distribution System

A cross-sectional view of a power distribution system for a high performance
integrated circuit is shown in Fig.7.1. The power supply system spans several
levels of packaging hierarchy. It consists of a switching voltage regulator module
(VRM), the power distribution networks on a printed circuit board (PCB), on an
integrated circuit package, and on-chip, plus the decoupling capacitors connected to
these networks. The power distribution networks at the board, package, and circuit
die levels form a conductive path between the power source and the power load.
A switching voltage regulator converts the DC voltage level provided by a system
power supply unit to a voltage Vyq required for powering an integrated circuit. The
regulator serves as a power source, effectively decoupling the power distribution
system of an integrated circuit from the system level power supply. The power and
ground planes of the printed circuit board connect the switching regulator to the
integrated circuit package. The board-level decoupling capacitors are placed across
the power and ground planes to provide charge storage for current transients faster
than the response time of the regulator. The board power and ground interconnect
is connected to the power and ground networks of the package through a ball grid
array (BGA) or pin grid array (PGA) contacts. Similar to a printed circuit board,
the package power and ground distribution networks are typically comprised of
several metal planes. High frequency (i.e., with low parasitic impedance) decoupling
capacitors are mounted on the package, electrically close to the circuit die, to ensure
the integrity of the power supply during power current surges drawn by the circuit
from the package level power distribution network. The package power and ground
distribution networks are connected to the on-chip power distribution grid through a
flip-chip array of bump contacts or alternative bonding technologies [126]. On-chip
decoupling capacitors are placed across the on-chip power and ground networks to
maintain a low impedance at signal frequencies comparable to the switching speed
of the on-chip devices.

Switching
voltage
regulator Board Board
decoupling decoupling
capacitor capacitor
Package
decoupling
Die capacitor
—— B ARAAE BARRA N e
— L LL — B EEN EEESE_____ —

Printed circuit board

Fig. 7.1 A cross-sectional view of a power distribution system of a high performance integrated
circuit
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The physical structure of the power distribution system is hierarchical. Each
tier of the power distribution system typically corresponds to a tier of packaging
hierarchy and consists of a power distribution network and associated decoupling
capacitors. The hierarchical structure of the power distribution system permits the
desired impedance characteristics to be obtained in a cost effective manner, as
described in the following sections.

7.2 Circuit Model of a Power Distribution System

A simplified circuit model of a power supply system' is shown in Fig.7.2. This
lumped circuit model is effectively one-dimensional, where each level of the
packaging hierarchy is modeled by a pair of power and ground conductors and a
decoupling capacitor across these conductors. A one-dimensional model accurately
describes the impedance characteristics of a power distribution system over a wide
frequency range [133—-135]. The conductors are represented by the parasitic resistive
and inductive impedances; the decoupling capacitors are represented by a series
RLC circuit reflecting the parasitic impedances of the capacitors. The italicized
superscripts “p” and “g” refer to the power and ground conductors, respectively;
superscript “C” refers to the parasitic impedance characteristics of the capacitors.
The subscripts “r,” “b,” “p,” and “c” refer to the regulator, board, package, and on-
chip conductors. Subscript 1 refers to the conductors upstream of the respective
decoupling capacitor, with respect to the flow of energy from the power source to the
load. That is, the conductors denoted with subscript 1 are connected to the appropri-
ate decoupling capacitor at the voltage regulator. Subscript 2 refers to the conductors
downstream of the appropriate decoupling capacitor. For example, Rf, refers to

| [
Rfo L} ‘R& Lgl R€2 Lﬁlef)l Lgl R& Lg2‘R§1 L€1 R€2 L€2

r0 | |

|
Voltage | Printed
regulator,  circuit board

Integrated
circuit

Fig. 7.2 A one-dimensional circuit model of the power supply system shown in Fig. 7.1

! The magnetic coupling of the power and ground conductors is omitted in the circuit diagrams of
a power distribution system. The inductive elements shown in the diagrams therefore denote a net
inductance, as described in Sect. 2.1.4.
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Fig. 7.3 A reduced version of the circuit model characterizing a power supply system

the parasitic resistance of the ground conductors connecting the board capacitors
to the voltage regulator, while ng refers to the parasitic inductance of the power
conductors connecting the package capacitors to the on-chip I/O contacts. Similarly,
Lg refers to the parasitic series inductance of the package capacitors.

The model shown in Fig.7.2 can be reduced by combining the circuit elements
connected in series. The reduced circuit model is shown in Fig.7.3. The circuit
characteristics of the circuit shown in Fig. 7.3 are related to the characteristics of the
circuit shown in Fig. 7.2 as

R =R+ R, L =L, + Ly, (7.1a)
Ry = Ry + Ry, Ly =Ly + L, (7.10)
R =R, + R, Ly =Ly + L, (7.1¢)
R =R, L =15 (7.1d)

for conductors carrying power current and, analogously, for the ground conductors,

RS = RS, + RS L8 =L% + LY, (7.1e)
R} = R, + R, L§ = L§, + L, (7.1f)
R = RS, + RY, L§ =L}, + L, (7.1g)
RS =R, L8 =L, (7.1h)

As defined, the circuit elements with subscript “r” represent the output impedance
of the voltage regulator and the impedance of the on-board current path from the
regulator to the board decoupling capacitors. The elements denoted with subscript
“b” represent the impedance of the current path from the board capacitors to the
package, the impedance of the socket and package pins (or solder bumps in the
case of a ball grid array mounting solution), and the impedance of the package lines
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[l

and planes. Similarly, the elements with subscript “p” signify the impedance of the
current path from the package capacitors to the die mounting site, the impedance
of the solder bumps or bonding wires, and, partially, the impedance of the on-chip
power distribution network. Finally, the resistors and inductors with subscript “c”
represent the impedance of the current path from the on-chip capacitors to the on-
chip power load.

The board, package, and on-chip power distribution networks have significantly
different electrical characteristics due to the different physical properties of the
interconnect at the various tiers of the packaging hierarchy. From the board level to
the die level, the cross-sectional dimensions of the interconnect lines decrease while
the aspect ratio increases, producing a dramatic increase in interconnect density. The
inductance of the board level power distribution network, i.e., Ly |, Lf,, Lt,, and Ly,
is large as the power and ground planes are typically separated by tens or hundreds
of micrometers. The effective output impedance of the voltage switching regulator
over a wide range of frequencies can be described as R + joL [133, 136, 137],
hence the presence of R/, and RY,, and L, and L%, in the model shown in Fig.7.2.
The inductance of the on-chip power distribution network, L?,, LY, LY,, and LY, is
comparatively low due to the high interconnect density. The inductance wa Lil,
ng, and Lﬁz of the package level network is of intermediate magnitude, larger
than the inductance of the on-chip network but smaller than the inductance of the
board level network. The inductive characteristics of the circuit shown in Fig.7.3
typically exhibit a hierarchical relationship: L, > Lj > L and Lf > Lj > L. The
resistance of the power distribution networks follows the opposite trend. The board
level resistances Ry, Ry, R,, and R}, are small due to the large cross-sectional
dimensions of the relatively thick board planes, while the on-chip resistances R’ ,
R‘gl, R‘c’z, and Riz are large due to the small cross-sectional dimensions of the on-
chip interconnect. The resistive characteristics of the power distribution system
are therefore reciprocal to the inductive characteristics, Rf < Rp < R{ and
R{ < R} < R:. The physical hierarchy is thus reflected in the electrical hierarchy:
the progressively finer physical features of the conductors typically result in a higher
resistance and a lower inductance.

7.3 Output Impedance of a Power Distribution System

To ensure a small variation in the power supply voltage under a significant current
load, the power distribution system should exhibit a small impedance at the
terminals of the load within the frequency range of interest, as shown in Fig.7.4.
The impedance of the power distribution system as seen from the terminals of the
load circuits is henceforth referred to as the impedance of the power distribution
system. In order to ensure correct and reliable operation of an integrated circuit, the
impedance of the power distribution system is specified to be lower than a certain
upper bound Z; in the frequency range from DC to the maximum frequency f [136],
as illustrated in Fig.7.6. Note that the maximum frequency f; is determined by the
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Fig. 7.4 A circuit network representing a power distribution system impedance as seen from the
terminals of the power load. The power source at the left side of the network has been replaced
with a short circuit. The terminals of the power load are shown at the right side of the network

Fig. 7.5 A circuit network representing a power distribution system without decoupling capacitors

switching time of the on-chip signal transients, rather than by the clock frequency
feik- The shortest signal switching time is typically smaller than the clock period by
at least an order of magnitude; therefore, the maximum frequency of interest f; is
considerably higher than the clock frequency f.x.

The objective of designing a power distribution system is to ensure a target
output impedance characteristic. It is therefore important to understand how the
output impedance of the circuit shown in Fig. 7.4 depends on the impedance of the
comprising circuit elements. The impedance characteristics of a power distribution
system are analyzed in the following sections. The impedance characteristics of a
power distribution system with no capacitors are considered first. The effect of the
decoupling capacitors on the impedance characteristics is described in the following
sections.

A power distribution system with no decoupling capacitors is shown in Fig. 7.5.
The power source and load are connected by interconnect with resistive and
inductive parasitic impedances. The magnitude of the impedance of this network is

|Ztot(0))| = IRlot +ijtol|9 (7.2)
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where Ry and Ly, are the total series resistance and inductance of the power
distribution system, respectively,

Rt = Riy + RS, (7.3)
Ry = RV + R, + R + R, (7.4)
Ri = RS + RY + RS + RS, (7.5)
Lt = Lty + Ly, (7.6)
Ly =L+ I3 + Lh + 2, (7.7)
L =L + LY+ LE + LS. (7.8)

The variation of the impedance with frequency is illustrated in Fig.7.6. To
satisfy the specification at low frequency, the resistance of the power distribution
system should be sufficiently low, Ry < Zy. Above the frequency f;,, = 21” Izg,
however, the impedance of the power distribution system is dominated by the
inductive reactance jwLy, and increases linearly with frequency, exceeding the
target specification at the frequency fax = 2171 LZ[‘;

The high frequency impedance should be reduced to satisfy the target speci-
fications. Opportunities for reducing the inductance of the interconnect structures
comprising a power system are limited. The feature size of the board and package
level interconnect, which largely determines the inductance, depends on the manu-
facturing technology. Furthermore, the output impedance of the voltage regulator is
highly inductive and difficult to reduce.

The high frequency impedance is effectively reduced by placing capacitors across
the power and ground conductors. These shunting capacitors terminate the high

frequency current loop, permitting the current to bypass the inductive interconnect,
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Fig. 7.6 Impedance of the power distribution system with no decoupling capacitors. The shaded
area denotes the target impedance specifications of the power distribution system
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such as the board and package power distribution networks. The high frequency
impedance of the system as seen from the load terminals is thereby reduced. The
capacitors effectively “decouple” the high impedance parts of the power distribution
system from the load at high frequencies. These capacitors are therefore commonly
referred to as decoupling capacitors. Several stages of decoupling capacitors are
typically used to confine the output impedance within the target specifications.

In the following sections, the impedance characteristics of a power distribution
system with several stages of decoupling capacitors are described in several steps.
The effect of a single decoupling capacitor on the impedance of a power distribution
system is considered in Sect.7.4. The hierarchical placement of the decoupling
capacitors is described in Sect. 7.5. The impedance characteristics near the resonant
frequencies are examined in Sect. 7.6.

7.4 A Power Distribution System with a Decoupling
Capacitor

The effects of a decoupling capacitor on the output impedance of a power distribu-
tion system are the subject of this section. The impedance characteristics of a power
distribution system with a decoupling capacitor is described in Sect.7.4.1. The
limitations of using a single stage decoupling scheme are discussed in Sect. 7.4.2.

7.4.1 Impedance Characteristics

A power distribution system with a shunting capacitance is shown in Fig.7.7.
The shunting capacitance can be physically realized with a single capacitor or,
alternatively, with a bank of several identical capacitors connected in parallel.
Similar to a single capacitor, the impedance of a bank of identical capacitors is

Fig. 7.7 A circuit model of a RP P R? P
power distribution network L ! 2 2
with a decoupling capacitor C J\/\/\/ 500 /\/\/\/ 7500 —
LC’
c
R C

Ry Li R3 Ly
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accurately described by a series RLC circuit. The location of the capacitors partitions
the power network into upstream and downstream sections, with respect to the flow
of energy (or power current) from the power source to the load. The upstream section
is referred to as stage 1 in Fig. 7.7; the downstream section is referred to as stage 2.
Also note that the overall series inductance and resistance of the power distribution
network remains the same as determined by (7.3), (7.4), (7.5), (7.6), (7.7), and (7.8):
L+ =15, LY+ L5 = LY, R + R, = Ry, and R{ + RS = R,,. The impedance
of the power distribution network shown in Fig. 7.7 is

1
Z(w) = Ry + joLs + (Ry + joL)) H (RC 1 (a)LC - a)C)) , (1.9)

where Ry = R +R; and L; = L +L§; analogously, R, = R)+R5 and L, = L5 +L5.

The impedance characteristics of a power distribution network with a shunting
capacitor are illustrated in Fig.7.8. At low frequencies, the impedance of the
capacitor is greater than the impedance of the upstream section. The power current
loop extends to the power source, as illustrated by the equivalent circuit shown
in Fig.7.9a. Assuming that the parasitic inductance of the decoupling capacitor is
significantly smaller than the upstream inductance, i.e., L° < L,, the capacitor has
a lower impedance than the impedance of the upstream section R; 4 jwL; above the
frequency fres ~ 2; JLll c Above the frequency fis, the bulk of the power current
bypasses the impedance R + jwL; through the capacitor, shrinking the size of the
power current loop, as shown in Fig. 7.9b. Note that the decoupling capacitor and the
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Fig. 7.8 Impedance of the power distribution system with a decoupling capacitor as shown in
Fig.7.7. The impedance of the power distribution system with a decoupling capacitor (the black
line) exhibits an extended region of low impedance as compared to the impedance of the power
distribution system with no decoupling capacitors, shown for comparison with the dashed gray
line. The impedance of the decoupling capacitor is shown with a thin solid line
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upstream stage form an underdamped LC tank circuit, resulting in a resonant’ peak
in the impedance at frequency f..s. The impedance at the resonant frequency fes is
increased by Qunk, the quality factor of the tank circuit, as compared to the imped-
ance of the power network at the same frequency without the capacitor. Between
fres and fr = 2171 (R2 +1RC) ¢» the impedance of the power network is dominated by the

capacitive reactance wlc and decreases with frequency, reaching R, = R, + R€.

The parasitic resistance of the decoupling capacitor R should therefore also be
sufficiently low, such that R, + R¢ < Z, in order to satisfy the target specification.
At frequencies greater than fg, the network impedance increases as

Z(w) = Ry + R + jo(L, + L°). (7.10)

A comparison of (7.10) with (7.2) indicates that placing a decoupling capacitor
reduces the high frequency inductance of the power distribution network, as seen
by the load, from Ly, = Ly + L to L, = L, + L€.

The output resistance R and inductance L), as seen from the load are henceforth
referred to as the effective resistance and inductance of the power distribution

2The circuit impedance drastically increases near the resonant frequency in parallel (tank) resonant
circuits. The parallel resonance is therefore often referred to as the antiresonance to distinguish this
phenomenon from the series resonance, where the circuit impedance decreases. Correspondingly,
peaks in the impedance are often referred to as antiresonant.
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system to distinguish these quantities from the overall series resistance Ry and
inductance Ly of the system (which are the effective resistance and inductance
at DC). The shunting capacitor “decouples” the upstream portion of the power
distribution system from the power current loop at high frequencies, decreasing
the maximum impedance of the system. The frequency range where the impedance

specification is satisfied is correspondingly increased to fi.x = 2; i‘).
2

7.4.2 Limitations of a Single-Tier Decoupling Scheme

It follows from the preceding discussion that the impedance of a power distribution
system can be significantly reduced by a single capacitor (or a group of capacitors
placed at the same location) over a wide range of frequencies. This solution is
henceforth referred to as single-tier decoupling. A single-tier decoupling scheme,
however, is difficult to realize in practice as this solution imposes stringent
requirements on the performance characteristics of the decoupling capacitor, as
discussed below.

To confine the network impedance within the specification boundaries at the
highest required frequencies, i.e., the 27 fy (L, + LE) < Zy, a low inductance path is
required between the decoupling capacitance and the load,

Zy

L+ L¢ < )
2 27 fo

(7.11)

Simultaneously, the capacitance should be sufficiently high to bypass the power
current at sufficiently low frequencies, thereby preventing the violation of target
specifications above f,x due to a high inductive impedance jw(L; + L),

< 2Jrfmax Ly + L2)- (712)
27l'fmaxc (

Condition (7.12) is, however, insufficient. As mentioned above, the decoupling
capacitor C and the inductance of the upstream section L; form a resonant tank
circuit. The impedance reaches the maximum at the resonant frequency wrs ~
\/Lll c where the inductive impedance of the tank circuit complements the capacitive

impedance, jorsl] = — ! c- Where the quality factor of the tank circuit Qy,p is

J®Wmax

sufficiently larger than unity (i.e., Qunk = 3), the impedance of the tank circuit at

the resonant frequency wye is purely resistive and is larger than the characteristic
impedance \/ LC‘ = wresL1 by the quality factor Qunk, Ziank (Wres) = Otank \/ LC‘ . The
quality factor of the tank circuit is

O = . \/Ll (7.13)
Iank—R1+RC Ca .
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yielding the magnitude of the peak impedance,

1 Ly

. 7.14
Ry +RC C ( )

Zpeak =

To limit the impedance magnitude below the target impedance Z, the decoupling
capacitance should satisfy

L,
C > Zo(Ry + RY) (7.15)
A larger upstream inductance L; (i.e., the inductance that is decoupled by the
capacitor) therefore requires a larger decoupling capacitance C to maintain the target
network impedance Zy. The accuracy of the simplifications used in the derivation
of (7.14) decreases as the factor Ok approaches unity. A detailed treatment of the
case where Q ~ 1 is presented in Sect. 7.6.

These impedance characteristics have an intuitive physical interpretation. From
a physical perspective, the decoupling capacitor serves as an intermediate storage of
charge and energy. To be effective, such an energy storage device should possess
two qualities. First, the device should have a high capacity to store a sufficient
amount of energy. This requirement is expressed in terms of the impedance
characteristics as the minimum capacitance constraint (7.15). Second, to supply
sufficient power at high frequencies, the device should be able to release and
accumulate energy at a sufficient rate. This quality is expressed as the maximum
inductance constraint (7.11).

Constructing a device with both high energy capacity and high power capa-
bility is, however, challenging. The conditions of low inductance (7.11) and high
capacitance (7.15) cannot be simultaneously satisfied in a cost effective manner.
In practice, these conditions are contradictory. The physical realization of a
large decoupling capacitance as determined by (7.15) requires the use of discrete
capacitors with a large nominal capacity, which, consequently, have a large form
factor. The large physical dimensions of the capacitors have two implications. The
parasitic series inductance of a physically large capacitor LC is relatively high
due to the increased area of the current loop within the capacitors, contradicting
requirement (7.11). Furthermore, the large physical size of the capacitors prevents
placing the capacitors sufficiently close to the power load. Greater physical sep-
aration increases the inductance L, of the current path from the capacitors to the
load, also contradicting requirement (7.11). The available component technology
therefore imposes a tradeoff between the high capacity and low parasitic inductance
of a capacitor.

Gate switching times of a few tens of picoseconds are common in contemporary
integrated circuits, creating high transients in the power load current. Only on-chip
decoupling capacitors have a sufficiently low parasitic inductance to maintain a
low impedance power distribution system at high frequencies. Placing a sufficiently
large on-chip decoupling capacitance, as determined by (7.15), requires a die area
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many times greater than the area of the load circuit. Therefore, while technically
feasible, the single-tier decoupling solution is prohibitively expensive. A more effi-
cient approach to the problem, a multi-stage hierarchical placement of decoupling
capacitors, is described in the following section.

7.5 Hierarchical Placement of Decoupling Capacitance

Low impedance, high frequency power distribution systems are realized in a cost
effective way by using a hierarchy of decoupling capacitors. The capacitors are
placed in several stages: on the board, package, and circuit die. The impedance
characteristics of a power distribution system with several stages of decoupling
capacitors are described in this section. The evolution of the system output
impedance is described as the decoupling stages are consecutively placed across the
network. Arranging the decoupling capacitors in several stages eliminates the need
to satisfy both the high capacitance and low inductance requirements, as expressed
by (7.11) and (7.15), in the same decoupling capacitor stage.

7.5.1 Board Decoupling Capacitors

Consider a power distribution system with decoupling capacitors placed on the
board, as shown in Fig.7.10. The circuit is analogous to the network shown
in Fig.7.7. Similar to the single-tier decoupling scheme, the board decoupling
capacitance should satisfy the following condition in order to meet the target
specification at low frequencies,

(7.16)

Fig. 7.10 A circuit model of a power distribution system with a board decoupling capacitance
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Fig. 7.11 Impedance of the power distribution system with the board decoupling capacitance
shown in Fig.7.7. The impedance characteristic is shown with a black line. The impedance of
the power distribution system with no decoupling capacitors is shown, for comparison, with a gray
dashed line. The impedance of the board decoupling capacitance is shown with a thin solid line

L. = L + L{ and R, = RY + R¢ are the resistance and inductance, respectively,
of the network upstream of the board capacitance, including the output inductance
of the voltage regulator and the impedance of the current path between the voltage
regulator and the board capacitors, as defined by (7.1). At frequencies greater than

B , the power current flows through the board decoupling capacitors, bypassing the
voltage regulator. Condition (7.11), however, is not satisfied due to the relatively
high inductance L;, + L, + L resulting from the large separation from the load and
the high parasitic series inductance of the board capacitors Lbc . Above the frequency
Jrg = 21” RBle , the impedance of the power distribution system is

ZB = RB +jC()LB, (717)

where Ly = L + Ly, + L, + Lc and Rg = RS + Ry + R, + R.. Although the
high frequency inductance of the network is reduced from L to Lg, the impedance

exceeds the target magnitude Zy above the frequency f2 = 2171 fg, as shown in
Fig.7.11.

7.5.2 Package Decoupling Capacitors

The excessive high frequency inductance Ly of the power distribution system with
board decoupling capacitors is further reduced by placing an additional decoupling
capacitance physically closer to the power load, i.e., on the integrated circuit
package. The circuit model of a power distribution system with board and package
decoupling capacitors is shown in Fig.7.12. The impedance of the network with
board and package decoupling capacitors is illustrated in Fig.7.13. The package
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Fig. 7.12 A circuit model of a power distribution system with board and package decoupling
capacitances
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Fig. 7.13 Impedance of the power distribution system with board and package decoupling
capacitances as shown in Fig.7.7. The impedance characteristic is shown with a black line. The
impedance of the power distribution system with only the board decoupling capacitance is shown
with a dashed gray line for comparison. The impedance of the package decoupling capacitance is
shown with a thin solid line

decoupling capacitance decreases the network inductance Ly in a fashion similar to
the board decoupling capacitance. A significant difference is that for the package
decoupling capacitance the capacity requirement (7.15) is relaxed to

4

> ,Lb , (7.18)
Zo(R, + Rg)

where L; =Ly, + LbC and R]; =Ry, + R]f are the effective inductance and resistance
in parallel with the package decoupling capacitance. The upstream inductance L; as
seen by the package capacitance at high frequencies (i.e., f > fgy) is significantly
lower than the upstream inductance L, as seen by the board capacitors. The package
capacitance requirement (7.18) is therefore significantly less stringent than the board
capacitance requirement (7.16).
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The lower capacitance requirement is satisfied by using several small form
factor capacitors mounted onto a package. As shown in Fig.7.13, the effect of
the package decoupling capacitors on the system impedance is analogous to the
effect of the board capacitors, but occurs at a higher frequency. With package
decoupling capacitors, the impedance of the power distribution system above a

frequency fg, = 21” Rplcp becomes

Zp = RP +jC()LP, (719)

where Lp = LS + L, 4+ L. and Rp = R + R, + Rc. Including a package
capacitance therefore lowers the high frequency inductance from Ly to Lp. The
reduced inductance Lp, however, is not sufficiently low to satisfy (7.11) in high
speed circuits. The impedance of the power system exceeds the target magnitude Z,

at frequencies above fh, =, 7.

7.5.3 On-chip Decoupling Capacitors

On-chip decoupling capacitors are added to the power distribution system in order
to extend the frequency range of the low impedance characteristics to fy. A circuit
model characterizing the impedance of a power distribution system with board,
package, and on-chip decoupling capacitors is shown in Fig. 7.14. The impedance
characteristics of a power distribution system with all three types of decoupling
capacitors are illustrated in Fig.7.15. To ensure that the network impedance does
not exceed Zy due to the inductance Lp of the current loop terminated by the package
capacitance, the on-chip decoupling capacitance should satisfy

’

C Ly (7.20)
C > , 5 .
Zo(R, + RS)

LS LS LS
Cy CP Ce
Ry Ry B¢

r r

RS LY RS LY RS LY R LY

Fig. 7.14 A circuit network characterizing the impedance of a power distribution system with
board, package, and on-chip decoupling capacitances



7.5 Hierarchical Placement of Decoupling Capacitance 113

Impedance, log | Z]

Frequency, log f

Fig. 7.15 Impedance of a power distribution system with board, package, and on-chip decoupling
capacitances, as shown in Fig.7.7. The impedance is shown with a black line. The impedance
characteristic is within the target specification outlined by the dashed lines. The impedance
characteristics of the decoupling capacitances are shown with thin solid lines

where L; = L, + Lg is the effective inductance in parallel with the package
decoupling capacitance. The capacity requirement for the on-chip capacitance is
further reduced as compared to the package capacitance due to lower effective
inductances, L, < L and L; < L;).

7.5.4 Advantages of Hierarchical Decoupling

Hierarchical placement of decoupling capacitors exploits the tradeoff between
the capacity and the parasitic series inductance of a capacitor to achieve an
economically effective solution. The total decoupling capacitance of a hierarchical
scheme C, + C, + C. is larger than the total decoupling capacitance of a single-
tier solution C as determined by (7.15). The advantage of the hierarchical scheme
is that the inductance limit (7.11) is imposed only on the final stage of decoupling
capacitors which constitute a small fraction of the total decoupling capacitance. The
constraints on the physical dimensions and parasitic impedance of the capacitors in
the remaining stages are dramatically reduced, permitting the use of cost efficient
electrolytic and ceramic capacitors.

The decoupling capacitance at each tier is effective within a limited frequency
range, as determined by the capacitance and inductance of the capacitor. The
range of effectiveness of the board, package, and on-chip decoupling capacitances
overlaps each other, as shown in Fig.7.15, spanning an entire frequency region of
interest from DC to f; (the maximum operating frequency).

As described in Sect.7.4, a decoupling capacitor lowers the high frequency
impedance by allowing the power current to bypass the inductive interconnect
upstream of the capacitor. In a power distribution system with several stages of
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decoupling capacitors, the inductive interconnect is excluded from the power current
loop in several steps, as illustrated in Fig. 7.16. At near-DC frequencies, the power
current loop extends through an entire power supply system to the power source,
as shown in Fig.7.16a. As frequencies increase, the power current is shunted by
the board decoupling capacitors, shortening the current loop as shown in Fig. 7.16b.
At higher frequencies, the package capacitors terminate the current loop, further
reducing the loop size, as depicted in Fig. 7.16c. Finally, at the highest frequencies,
the power current is terminated by the on-chip capacitors, as illustrated in Fig. 7.16d.
The higher the frequency, the shorter the distance between the shunting capacitor
and the load and the smaller the size of the current loop. At transitional frequencies
where the bulk of the current is shifted from one decoupling stage to the next, both
decoupling stages carry significant current, giving rise to resonant behavior.

Each stage of decoupling capacitors determines the impedance characteristics
over a limited range of frequencies, where the bulk of the power current flows
through the stage. Outside of this frequency range, the stage capacitors have an
insignificant influence on the impedance characteristics of the system. The lower
frequency impedance characteristics are therefore determined by the upstream
stages of decoupling capacitors, while the impedance characteristics at the higher
frequencies are determined by the capacitors closer to the load. For example, the
board capacitors determine the low frequency impedance characteristics but do not
affect the high frequency response of the system, which is determined by the on-chip
capacitors.

7.6 Resonance in Power Distribution Networks

Using decoupling capacitors is a powerful technique to reduce the impedance of a
power distribution system within a significant range of frequencies, as discussed
in preceding sections. A decoupling capacitor, however, increases the network
impedance in the vicinity of the resonant frequency fi.s. Controlling the impedance
behavior near the resonant frequency is therefore essential to effectively use
decoupling capacitors. A relatively high quality factor, O % 3, is assumed in the
expression for the peak impedance of the parallel resonant circuit described in
Sect. 7.4. Maintaining low impedance characteristics in power distribution systems
necessitates minimizing the quality factor of all of the resonant modes; relatively
low values of the quality factor are therefore common in power distribution systems.
The impedance characteristics of parallel resonant circuits with a low quality factor,
Q = 1, are the focus of this section.

The purpose of the decoupling capacitance is to exclude the high impedance
upstream network from the load current path, as discussed in Sect.7.4. The
decoupling capacitor and the inductive upstream network form a parallel resonant
circuit with a significant resistance in both the inductive and capacitive branches.
An equivalent circuit diagram is shown in Fig. 7.17.
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Fig. 7.16 Variation of the power current path with frequency. (a) At low frequencies, the current
loop extends through an entire system to the power source; as frequencies increase, the current loop
is terminated by the board, package, and on-chip decoupling capacitors, as shown in, respectively,
(b), (¢), and (d)
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Fig. 7.17 A parallel resonant Ry, L
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Near the resonant frequency, the impedance of the upstream network exhibits an
inductive-resistive nature, R;, + joL. The impedance of the decoupling capacitor is
well described near the resonant frequency as R¢ + jo C. The effective series induc-
tance of the capacitor is significantly lower than the upstream network inductance
(otherwise the capacitor would be ineffective, as discussed in Sect. 7.4) and can be
typically neglected near the resonant frequency. The impedance characteristics of
the capacitor and upstream network are schematically illustrated in Fig. 7.18.

The impedance of the tank circuit shown in Fig. 7.17 is

1
Ziank = (Rp + joL) H (Rc + . )
joC

(R, + joL) (Rc + ! )

joC
. 1
(R, + joL) + (Rc + jwc)

L— CR? R, —R
— Re+ ST RO R Re) (7.21)
$2LC + sC(Rc + Rp) + 1

The poles of the system described by (7.21) are determined by the characteristic
equation,
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s* + 2tw, + w? =0, (7.22)
h ! (7.23)
where w, = .
JVLC
R.+Rc |C
and =" +Xe \/ . (7.24)
2 L

Note that the magnitude of the circuit impedance varies from R;, at low frequencies

(v K «/ILC) to R at high frequencies (0 > \/ILC). It is desirable that the impedance

variations near the resonant frequency do not significantly increase the maximum
impedance of the network, i.e., the variations do not exceed or only marginally
exceed max(Ry, R¢), the maximum resistive impedance. Different constraints can be
imposed on the parameters of the tank circuit to ensure this behavior [138]. Several
cases of these constraints are described below.

CASE I: The tank circuit has a monotonic (i.e., overshoot- and oscillation-free)
response to a step current excitation if the circuit damping is critical or greater:
¢ < 1. Using (7.24), sufficient damping is achieved when

L
Rr +Rc = 2Ry = 2\/ (7.25)

C 9
where Ry = \/ é is the characteristic impedance of the tank circuit. Therefore, if

the network impedance Ry, + jwL is to be reduced to the target impedance Z at high
frequencies (meaning that Rc = Zj), the required decoupling capacitance is

L 4

> . (7.26)

Z5 (14 R/ Zo)

CASE II: Alternatively, the monotonicity of the impedance variation with fre-
quency can be ensured. It can be demonstrated [138] that the magnitude of the
impedance of the tank circuit varies monotonically from R; at low frequencies,
o <K wy, to Re at high frequencies, w > w,, if

, L
RiRc =z Ry= . (7.27)
C
The required decoupling capacitance in this case is
L 1
c=z _, . (7.28)
Z5 RL/Zy

Note that condition (7.27) is stronger than condition (7.25), i.e., satisfaction
of (7.27) ensures satisfaction of (7.25). Correspondingly, the capacitance require-
ment described by (7.28) is always greater or equal to the capacitance requirement
described by (7.26).



118 7 Hierarchical Power Distribution Networks

CASE III: The capacitance requirement determined in Case II, as described
by (7.28), increases rapidly when either R, or R¢ is small. In this situation,
condition (7.28) is overly conservative and restrictive. The capacitive requirement
is significantly relaxed if a small peak in the impedance characteristics is allowed.
To restrict the magnitude of the impedance peak to approximately 1 % (in terms of
the resistive baseline), the following condition must be satisfied [138],

L

(byr? +bir +bo)R2, =R} = o (7.29)
where Ryg, = max(Ry,Rc), r = min (£, %), by = 04831, by = 0.4907, and
by, = —0.0139. The decoupling capacitance requirement is relaxed in this case to

L 1

= . 7.30
Zg b2r2+b1r+b0 ( )

Case II1 is the least constrained as compared to Cases I and II.

The design space of the resistances R; and R¢ as determined by (7.25), (7.27),
and (7.29) is illustrated in Fig. 7.19 in terms of the circuit characteristic impedance

Ry = \/ é In the unshaded region near the origin, the impedance exhibits significant

resonant behavior. The rest of the space is partitioned into three regions. The more
constrained regions are shaded in progressively darker tones. In the lightest shaded
region, only the Case III condition is satisfied. The Case I and III conditions are
satisfied in the adjacent darker region. All three conditions are satisfied in the darkest
region.

Alternatively, conditions (7.25), (7.27), and (7.29) can be used to determine the
decoupling capacitance requirement as a function of the circuit inductance L and

Fig. 7.19 Design space of R
the resistances R;, and R for

the tank circuit shown in

Fig.7.17. All three design

constraints, as determined

by (7.25), (7.27), and (7.29),

are satisfied in the darkest 2
area. The constraints of

Cases I and III are satisfied in

the medium gray area, while

only the Case III constraint is

satisfied in the lightly shaded

area

Cases I, II, and III

Ql

Qlts

I and III

0
2

Ql
Ql
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Fig. 7.20 Decoupling capacitance requirements as determined by Cases I, II, and III, respec-
tively, (7.26), (7.28), and (7.30). Case II requires the greatest amount of capacitance while Case III
requires the lowest capacitance

resistances R; and Rc. The normalized capacitance CRLz versus the normalized
resistance R¢/Ry is shown in Fig.7.20. The shading is analogous to the scheme
used in Fig. 7.19. The darkest region boundary is determined by condition (7.28),
the boundary of the intermediate region is determined by condition (7.26), and the
boundary of the lightest region is determined by condition (7.30). Similar to the
resistance design space illustrated in Fig.7.19, Case II is the most restrictive, while
Case III is the least restrictive. The capacitance requirements decrease in all three

cases as the normalized resistance Ilgi increases.

. . . . RL.R
The normalized maximum impedance of the network Zy = R;;‘L‘“ = max(RLRe)

= R
is also shown in Fig.7.20 by a dashed line. For gi < 1, the maximum network
impedance is Zyp = R, (g‘z = 1). Increasing resistance R¢ to Ry, therefore reduces

the required decoupling capacitance without increasing the maximum impedance of
the network. Increasing R¢ beyond Ry, further reduces the capacitance requirement,

but at a cost of increasing the maximum impedance. For gi = 1, the maximum
i — Zy _ Rc
impedance becomes Zy = R¢ ( R = R )

The requirement for the decoupling capacitance can be further reduced if the
resonant impedance is designed to significantly exceed Ry.x. For comparison, the
capacitance requirement as determined by (7.15) for the case Zy = 3Rnax (Q =~ 3)
is also shown in Fig. 7.20 by the dotted line. This significantly lower requirement,
as compared to Cases I, II, and III, however, comes at a cost of a higher maximum
impedance, as shown by the dashed line with dots.
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7.7 Full Impedance Compensation
A special case of both (7.26) and (7.28) is the condition where

L

R =Rc =Ry = \/ , (7.31)
C

as shown in Figs. 7.19 and 7.20. Under condition (7.31), the zeros of the tank circuit

impedance (7.21) cancel the poles and the impedance becomes purely resistive and

independent of frequency,

Zlank(w) = Ro. (732)

This specific case is henceforth referred to as fully compensated impedance. As
shown in Fig.7.20, choosing the capacitive branch resistance R¢ in accordance
with (7.31) results in the lowest decoupling capacitance requirements for a given
maximum circuit impedance.

The impedance of the inductive and capacitive branches of the tank circuit under
condition (7.31) is illustrated in Fig. 7.21. The condition of full compensation (7.31)
is equivalent to two conditions: R, = R, i.e., the impedance at the lower
frequencies is matched to the impedance at the higher frequencies, and RLL = RcC,
i.e., the time constants of the inductor and capacitor currents are matched, as shown
in Fig.7.21.

A constant, purely resistive impedance is achieved across the entire frequency
range of interest, as illustrated in Fig.7.22, if each decoupling stage is fully
compensated. The resistance and capacitance of the decoupling capacitors in a fully
compensated system are completely determined by the impedance characteristics
of the power and ground interconnect and the location of the capacitors. The
overall capacitance and resistance of the board decoupling capacitors are, according
to (7.31),

Fig. 7.21 Asymptotic o1
impedance of the inductive VvLC
(light gray line) and !
capacitive (dark gray line) 1

branches of a tank circuit
under the condition of full
compensation (7.31). The
overall impedance of the tank
circuit is purely resistive and
does not vary with frequency,
as shown by the black line

Impedance, log |Z|

Frequency, log f
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Fig. 7.22 Impedance diagram of a power distribution system with full compensation at each
decoupling stage. The impedance of the decoupling stages is shown in shades of gray. The resulting
system impedance is purely resistive and constant over the frequency range of interest, as shown
by the black line

RS =R, (7.33)
L,
G, = jug (7.34)

The inductance of the upstream part of the power distribution system as seen at the
terminals of the package capacitors is Lf + Ly. The capacitance and resistance of
the package capacitors are

C
RP

Rg + Ry, = R + Ry, (7.35)

LE + L
C,= ° . 7.36
P (Rr + Rb)2 ( )

Analogously, the resistance and capacitance of the on-chip decoupling capacitors
are

R =R$ + Ry =R+ Ry + R, (7.37)
LS+ L,

= . 7.38
(R + Ry + Rp)2 ( )

C

Note that the effective series resistance of the decoupling capacitors increases
toward the load, RS < Rg < RS, such that the resistance of the load current loop,
no matter which decoupling capacitor terminates this loop, remains the same as the
total resistance Ry of the system without decoupling capacitors,
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RS + Ry + Ry + R. =
RS+ Ry +R. = (7.39)
RS 4+ R. = Ry

If the resistance of the decoupling capacitors is reduced below the values determined
by (7.33), (7.35), and (7.37), the resonance behavior degrades the impedance
characteristics of the power distribution system.

7.8 Case Study

A case study of a power distribution system for a high performance integrated
circuit is presented in this section. This case study is intended to provide a practical
perspective to the analytic description of the impedance characteristics of the power
distribution systems developed in the previous section.

Consider a microprocessor consuming 60 W from a 1.2V power supply. The
average power current of the microprocessor is 50 A. The maximum frequency
of interest is assumed to be 20 GHz, corresponding to the shortest gate switching
time of approximately 17 ps. The objective is to limit the power supply variation to
approximately 8 % of the nominal 1.2V power supply level under a 50 A load. This
objective results in a target impedance specification of 0.08 x 1.2 V/50 A = 2 mf2
over the frequency range from DC to 20 GHz. Three stages of decoupling capacitors
are assumed. The parameters of the initial version of the power distribution system
are displayed in Table 7.1.

The impedance characteristics of the overall power distribution system are shown
in Fig.7.23. The resonant modes of this system are significantly underdamped.
The resulting impedance peaks exceed the target impedance specifications. The
impedance characteristics improve significantly if the damping of the resonant mode
is increased to the near-critical level. The greater damping can be achieved by
only manipulating the effective series resistance of the decoupling capacitors. The
impedance characteristics approach the target specifications, as shown in Fig.7.23,
as the resistance of the board, package, and on-chip capacitors is increased from
0.1,0.2, and 0.4 m2 to, respectively, 1, 1.5, and 1.5 m€2. Further improvements in
the system impedance characteristics require increasing the decoupling capacitance.
Fully compensating each decoupling stage renders the impedance purely resistive.
The magnitude of the fully compensated impedance equals the total resistance of
the power distribution system, 1.45 mS2 (1 4+ 0.3 4+ 0.1 4+ 0.05), as described in
Sect.7.7.

The resonant frequencies of the case study are representative of typical resonant
frequencies encountered in power distribution systems. The board decoupling
stage resonates in the kilohertz range of frequencies, while the frequency of
the resonant peak due to the package decoupling stage is in the low megahertz
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Table 7.1 Parameters of a

s B Circuit Initial Near-critical ~ Fully
case study power distribution .
system parameter system  damping compensated

R, 1mQ 1mQ 1mQ
L, 10nH 10nH 10nH
Gy SmF SmF 10 mF
Rg 0.1 m2 1mQ 1mQ
LS 03nH  0.3nH 0.3nH
Ry 03mQ 0.3mQ 0.3mQ
Ly 0.2nH 0.2nH 0.2nH
Gy 250 uF 250 wF 296 WF
RS 02mQ  1.5mQ 1.3mQ
LS 1pH 1pH 1pH
R, 0.1mQ 0.I1mQ 0.1 mQ
L, 1pH 1pH 1pH
C. 500 nF 500 nF 1020 nF
R¢ 04m  1.5mQ 1.4 mg2
LS 1fH 1fH 1fH
R. 0.05m 0.05mS 0.05 m§2
L. 4fH 4fH 4fH

frequencies [137, 139]. The frequency of the chip capacitor resonance, often referred
to as the chip-package resonance as this effect includes the inductance of the
package interconnect, typically varies from tens of megahertz to low hundreds of
megahertz [134, 140, 141].

7.9 Design Considerations

The power current requirements of high performance integrated circuits are rapidly
growing with technology scaling. These requirements necessitate a significant
reduction in the output impedance of the power distribution system over a wider
range of frequencies for new generations of circuits. Design approaches to improve
the impedance characteristics of next generation power distribution systems are
discussed in this section.

As described in previous sections, the inductance of the power distribution
interconnect structures is efficiently excluded from the path of high frequency
current by the hierarchical placement of decoupling capacitors. The inductance
of the power and ground interconnect, however, greatly affects the decoupling
capacitance requirements. As indicated by (7.16), (7.18), and (7.20), a lower
inductance current path connecting the individual stages of decoupling capacitors
relaxes the requirements placed on the decoupling capacitance at each stage of the
power distribution network. Lowering the interconnect inductance decreases both
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Fig. 7.23 Impedance characteristics of a power distribution system case study. The initial system
is significantly underdamped. The resonant impedance peaks exceed the target impedance specifi-
cation, as shown with a gray line. As the effective series resistance of the decoupling capacitors is
increased, the damping of the resonant modes also increases, reducing the magnitude of the peak
impedance. The damped system impedance effectively satisfies the target specifications, as shown
with a solid black line. The impedance characteristics can be further improved if the impedance of
each decoupling stage is fully compensated, as shown by the dotted line

the overall cost of the decoupling capacitors and the effective impedance of the
power distribution system. It is therefore desirable to reduce the inductance of the
power distribution interconnect.

As indicated by (7.18) and (7.20), the lower bound on the capacitance at each
decoupling stage is determined by the effective inductance of the upstream current
path L€ + L™, which consists of the inductance of the previous stage decoupling
capacitors LC and the inductance of the interconnect connecting the two stages L™,
The impedance characteristics are thereby improved by lowering both the effective
series inductance of the decoupling capacitors, as described in Sect.7.9.1, and the
interconnect inductance, as described in Sect. 7.9.2.

7.9.1 Inductance of the Decoupling Capacitors

The series inductance of the decoupling capacitance can be decreased by using

a larger number of lower capacity capacitors to realize a specific decoupling

capacitance rather than using fewer capacitors of greater capacity. Assume that a

specific type of decoupling capacitor is used to realize a decoupling capacitance

C, as shown in Fig.7.7. Each capacitor has a capacity C; and a series inductance
c

Llc. Placing N, = c capacitors in parallel realizes the desired capacitance C
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. . Lo L . . .
with an effective series inductance L¢' = Nll. Alternatively, using capacitors of

lower capacity C, requires a larger number of capacitors N, = CCZ to realize

the same capacitance C, but results in a lower overall inductance of the capacitor

bank L& = ;(2: The efficacy of this approach is enhanced if the lower capacity
component C, has a smaller form factor than the components of capacity C; and
therefore has a significantly smaller series inductance ch. Using a greater number
of capacitors, however, requires additional board area and incurs higher component
and assembly costs. Furthermore, the efficacy of the technique is diminished if the
larger area required by the increased number of capacitors necessitates placing some
of the capacitors at a greater distance from the load, increasing the inductance of the
downstream current path L,.

The series inductance of the decoupling capacitance LE, however, constitutes
only a portion of the overall inductance L, + L of the current path between two
stages of the decoupling capacitance, referring again to the circuit model shown
in Fig.7.7. Once the capacitor series inductance L® is much lower than L, any
further reduction of LC has an insignificant effect on the overall impedance. The
inductance of the current path between the decoupling capacitance and the load
therefore imposes an upper limit on the frequency range of the capacitor efficiency.
A reduction of the interconnect inductance is therefore necessary to improve the
efficiency of the decoupling capacitors.

7.9.2 Interconnect Inductance

Techniques for reducing interconnect inductance can be divided into extensive and
intensive techniques. Extensive techniques lower inductance by using additional
interconnect resources to form additional parallel current paths. Intensive techniques
lower the inductance of existing current paths by modifying the structure of the
power and ground interconnect so as to minimize the area of the current loop.
The inductance of a power distribution system can be extensively decreased by
allocating more metal layers on a printed circuit board and circuit package for power
and ground distribution, increasing the number of package power and ground pins
(solder balls in the case of ball grid array mounting) connecting the package to the
board, and increasing the number of power and ground solder bumps or bonding
wires connecting the die to the package. Extensive methods are often constrained
by technological and cost considerations, such as the number and thickness of the
metal and isolation layers in a printed circuit board, the total number of pins in a
specific package, and the die bonding technology. Choosing a solution with greater
interconnect capacity typically incurs a significant cost penalty.

Intensive methods reduce the interconnect inductance without incurring higher
manufacturing costs. These methods alter the interconnect structure in order to
decrease the area of the power current loop. For example, the inductance of a current
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Fig. 7.24 Placement of area array connections for low inductance. The inductance of the area
array interconnect strongly depends on the pattern of placement of the power and ground
connections. The inductance of pattern (a) is relatively high, while pattern (b) has the lowest
inductance. The power and ground connections are shown, respectively, in black and white

path formed by two square parallel power and ground planes is proportional to the
separation of the planes’ A,

Lplane = MOh- (7.40)

Thus, parallel power and ground planes separated by 1mil (25.4 um) have an
inductance of 32 pH per square. A smaller separation between the power and ground
planes results in a proportionally smaller inductance of the power current loop.
Reducing the thickness of the dielectric between the power and ground planes at
the board and package levels is an effective means to reduce the impedance of the
power distribution network [142, 143].

The same strategy of placing the power and ground paths in close proximity
can be exploited to lower the effective inductance of the “vertical conductors,”
i.e., the conductors connecting the parallel power and ground planes or planar
networks. Examples of such connections are pin grid arrays and ball grid arrays
connecting a package to a board, a flip-chip area array of solder balls connecting
a die to a package, and an array of vias connecting the power and ground planes
within a package. In regular pin and ball grid arrays, this strategy leads to a so-
called checkerboard pattern [144], as shown in Fig. 7.24.

7.10 Limitations of the One-Dimensional Circuit Model

The one-dimensional lumped circuit model shown in Fig.7.3 has been used to
describe the frequency dependent impedance characteristics of power distribution
systems. This model captures the essential characteristics of power distribution

3Equation (7.40) neglects the internal inductance of the metal planes, i.e., the inductance
associated with the magnetic flux within the planes. Omission of the internal inductance is a good
approximation where the thickness of the planes is much smaller than the separation between the
planes and at high signal frequencies, where current flow is restricted to the surface of the planes
due to a pronounced skin (proximity) effect.
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systems over a wide range of frequencies. Due to the relative simplicity, the model
is an effective vehicle for demonstrating the primary issues in the design of power
distribution systems and related design challenges and tradeoffs. The use of this
model for other purposes, however, is limited due to certain simplifications present
in the model. Several of these limitations are summarized below.

A capacitor at each decoupling stage is modeled by a single RLC circuit.
In practice, however, the decoupling capacitance on the board and package is
realized by a large number of discrete capacitors. Each capacitor has a distinct
physical location relative to the load. The parasitic inductance of the current path
between a specific capacitor and the power load is somewhat different for each of
the capacitors. The frequency of the resonant impedance peaks of an individual
capacitor therefore varies depending upon the location of the capacitor. The overall
impedance peak profile of a group of capacitors is therefore spread, resulting in a
lower and wider resonant peak.

More significantly, it is common to use two different types of capacitors for
board level decoupling. High capacity electrolytic capacitors, typically ranging
from a few hundreds to a thousand microfarads, are used to obtain the high
capacitance necessary to decouple the high inductive impedance of a voltage
regulator. Electrolytic capacitors, however, have a relatively high series inductance
of several nanohenrys. Ceramic capacitors with a lower capacity, typically tens of
microfarads, and a lower parasitic inductance, a nanohenry or less, are used to
extend the frequency range of the low impedance region to higher frequencies.
Effectively, there are two decoupling stages on the board, with a very small parasitic
impedance between the two stages.

Using lumped circuit elements implies that the wavelength of the signals of
interest is much larger than the physical dimensions of the circuit structure,
permitting an accurate representation of the impedance characteristics with a few
lumped elements connected in series. The current transitions at the power load are
measured in tens of picoseconds, translating to thousands of micrometers of signal
wavelength. This wavelength is much smaller than the size of a power distribution
system, typically of several inches, making the use of a lumped model at first
glance unjustified. The properties of power distribution systems, however, support a
lumped circuit representation over a wider range of conditions as suggested by the
aforementioned simple size criterion.

The design of a power distribution system is intended to restrict the flow of
the power current as close to the load as possible. Due to the hierarchy of the
decoupling capacitors, the higher the current frequency, the shorter the current loop,
confining the current flow closer to the load. As seen from the terminals of the
power source, a power distribution system is a multi-stage low pass filter, each
stage having a progressively lower cut-off frequency. The spectral content of the
current in the on-board power distribution system is limited to several megahertz.
The corresponding wavelength is much larger than the typical system dimensions
of a few inches, making a lumped model sufficiently accurate. The spectral content
of the power current within the package network extends into the hundreds of
megahertz frequency range. The signal wavelength remains sufficiently large to use
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a lumped model; however, a more detailed network may be required rather than a
one-dimensional model to accurately characterize the network impedances.

A one-dimensional model is inadequate to describe an on-chip power distribution
network. The on-chip power distribution network is the most challenging element
of the power delivery system design problem. The board and package level power
distribution networks consist of several metal planes and thousands of vias, pins,
and traces as well as several dozens of decoupling capacitors. In comparison, the
on-chip power distribution network in a high complexity integrated circuit typically
consists of millions of line segments, dramatically exacerbating the complexity
of the design and analysis process. The design and analysis of on-chip power
distribution networks is the focus of the Chap. 8.

7.11 Summary

The impedance characteristics of power distribution systems with multiple stages
of decoupling capacitances have been described in this chapter. These impedance
characteristics can be briefly summarized as follows.

» The significant inductance of the power and ground interconnect is the primary
obstacle to achieving a low output impedance power distribution system

e The hierarchical placement of decoupling capacitors achieves a low output
impedance in a cost effective manner by terminating the power current loop
progressively closer to the load as the frequency increases

» The capacitance and effective series inductance determine the frequency range
where the decoupling capacitor is effective

* Resonant circuits are formed within the power distribution networks due to the
placement of the decoupling capacitors, increasing the output impedance near
the resonant signal frequencies

» The effective series resistance of the decoupling capacitors is a critical factor in
controlling the resonant phenomena

* The lower the inductance of the power interconnect and decoupling capacitors,
the lower the decoupling capacitance necessary to achieve the target impedance
characteristics



Chapter 8
On-Chip Power Distribution Networks

The impedance characteristics of a power distribution system are analyzed in
the previous chapter based on a one-dimensional circuit model. While useful for
understanding the principles of the overall operation of a power distribution system,
a one-dimensional model is not useful in describing the distribution of power and
ground across a circuit die. The size of an integrated circuit is usually considerably
greater than the wavelength of the signals in the power distribution network.
Furthermore, the power consumption of on-chip circuitry (and, consequently, the
current drawn from the power distribution network) varies across the die area. The
voltage across the on-chip power and ground distribution networks is therefore non-
uniform. It is therefore necessary to consider the two-dimensional structure of the
on-chip power distribution network to ensure that target performance characteristics
of a power distribution system are satisfied. The on-chip power distribution network
should also be considered in the context of a die-package system as the properties
of the die-package interface significantly affect the constraints imposed on the
electrical characteristics of the on-chip power distribution network.

The objectives of this chapter is to describe the structure of an on-chip power
distribution network as well as review related tradeoffs. Various structural styles
of on-chip power distribution networks are described in Sect.8.1. The influence
of the electrical characteristics of the die-package interface on the on-chip power
and ground distribution is analyzed in Sect. 8.2. The influence of the on-chip power
distribution network on the integrity of the on-chip signals is discussed in Sect. 8.3.
The chapter concludes with a summary.

8.1 Styles of On-Chip Power Distribution Networks

Several topological structures are typically used in the design of on-chip power dis-
tribution networks. The power network structures range from completely irregular,
essentially ad hoc, structures, as in routed power distribution networks, to highly
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regular and uniform structures, as in gridded power networks and power planes.
These topologies and other basic types of power distribution networks are described
in Sect. 8.1.1. Design approaches to improve the impedance characteristics of on-
chip power distribution networks are presented in Sect.8.1.2. The evolution of
on-chip power distribution networks in the family of Alpha microprocessors is
presented in Sect. 8.1.3.

8.1.1 Basic Structure of On-Chip Power Distribution Networks

Several structural types of on-chip power distribution networks are described in this
section. Different parts of an on-chip network can be of different types, forming a
hybrid network.

Routed Networks

In routed power distribution networks, the local circuit blocks are connected with
dedicated routed power trunks to the power I/O pads along the periphery of the
die [145], as shown in Fig.8.1. A power mesh is typically used to distribute

Fig. 8.1 Routed power and ground distribution networks. The on-chip circuit blocks are connected
to the I/O power terminals with dedicated power (black) and ground (gray) trunks. The structure
of the power distribution networks within the individual circuit blocks is not shown
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the power and ground within a circuit block. The primary advantage of routed
networks is the efficient use of interconnect resources, favoring this design approach
in circuits with limited interconnect resources. The principal drawback of this
topology is the relatively low redundancy of the power network. All of the current
supplied to any circuit block is delivered through only a few power trunks. The
failure of a single segment in a power distribution network jeopardizes the integrity
of the power supply voltage levels in several circuit blocks and, consequently,
the correct operation of the entire circuit. Routed power distribution networks
are predominantly used in low power, low cost integrated circuits with limited
interconnect resources.

Mesh Networks

Improved robustness and reliability are offered by power and ground mesh net-
works. In mesh structured power distribution networks, parallel power and ground
lines in the upper metal layers span an entire circuit or a specific circuit block.
These lines are relatively thick and wide, globally distributing the power current.
The lines are interconnected by relatively short orthogonal straps in the lower metal
layer, forming an irregular mesh, as shown in Fig.8.2. The power and ground
lines in the lower metal layer distribute current in the direction orthogonal to the
upper metal layer lines and facilitate the connection of on-chip circuits to the global
power distribution network. Mesh networks are used to distribute power in relatively
low power circuits with limited interconnect resources [146]. It is often the case
in semiconductor processes with only three or four metal layers that a regular
power distribution grid in the upper two metal layers cannot be utilized due to
an insufficient amount of metal resources and an ensuing large number of routing
conflicts. Mesh networks are also used to distribute power within individual circuit
blocks.

Grid Structured Networks

Grid structured power distribution networks, shown in Fig. 8.3, are commonly used
in high complexity, high performance integrated circuits. Each layer of a power
distribution grid consists of many equidistantly spaced lines of equal width. The
direction of the power and ground lines within each layer is orthogonal to the
direction of the lines in the adjacent layers. The power and ground lines are typically
interdigitated within each layer. Each power and ground line is connected by vias to
other power and ground lines, respectively, in the adjacent layers at the overlap sites.
In a typical integrated circuit, the lower the metal layer, the smaller the width and
pitch of the lines. The coarse pitch of the upper metal layer improves the utilization
of the metal resources, conforming to the pitch of the I/O pads of the package,
while the fine pitch of the lower grid layers brings the power and ground supplies in
close proximity to each on-chip circuit, facilitating the connection of these circuits
to power and ground.
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Fig. 8.2 A mesh structured power distribution network. Power (dark gray) and ground (light
gray) lines in the vertically routed metal layer span an entire die or circuit block. These lines
are connected by short straps of horizontally routed metal to form a mesh. The lines and straps are
connected by vias (the dark squares)

Fig. 8.3 A multi-layer power distribution grid. The ground lines are light gray, the power lines
are dark gray. The pitch, width, and thickness of the lines are smaller in the lower grid layers than
in the upper layers

Power distribution grids are significantly more robust than routed distribution
networks. Multiple redundant current paths exist between the power terminals of
each load circuit and the power supply pads. Due to this property, the power



8.1 Styles of On-Chip Power Distribution Networks 133

supply integrity is less sensitive to changes in the power current requirements
of the individual circuit blocks. The failure of any single segment of the grid is
not critical to delivering power to any circuit block. An additional advantage of
power distribution grids is the enhanced integrity of the on-chip data signals due
to the capacitive and inductive shielding properties of the power and ground lines.
These advantages of power distribution grids, however, are achieved at the cost of a
significant share of on-chip interconnect resources. It is not uncommon to use from
20 % to 40 % of the metal resources to build a high density power distribution grid
in modern high performance microprocessors [26, 27, 145].

Power and Ground Planes

Dedicated power and ground planes, shown in Fig. 8.4, have also been used in
the design of power distribution networks [147]. In this scheme, an entire metal
layer is used to distribute power current across a die, as shown in Fig.8.4. The
signal lines above and below the power/ground plane are connected with vias
through the holes in the plane. Power planes also provide a close current return
path for the surrounding signal lines, reducing the inductance of the signal lines and
therefore the signal-to-signal coupling. This advantage, however, diminishes as the
interconnect aspect ratios are gradually increased with technology scaling. While
power planes provide a low impedance path for the power current and are highly
robust, the interconnect overhead is typically prohibitively large, as entire metal
layers are unavailable for signal routing.

Fig. 8.4 On-chip power distribution scheme using power and ground planes. Two entire metal
layers are dedicated to the distribution of power (dark gray layer) and ground (light gray layer)
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Fig. 8.5 Power distribution network structured as a cascaded power/ground ring; (a) cross-
sectional view, (b) top view

Cascaded Power/Ground Rings

A novel topology for on-chip power distribution networks, called a “cascaded
power/ground ring,” has been proposed by Lao and Krusius [148] for integrated
circuits with peripheral I/O. This approach is schematically illustrated in Fig.8.5.
The power and ground lines are routed from the power supply pads at the periphery
of the die toward the die center. The power and ground lines at the periphery of the
die, where the power current density is the greatest, are placed on the thick topmost
metal layers with the highest current capacity. As the power current decreases
toward the die center, the power and ground interconnect is gradually transferred
to the thinner lower metal layers.

Hybrid-Structured Networks

Note that the boundaries between these network topologies are not well defined. A
routed network with a large number of links looks quite similar to a meshed network,
which, in turn, resembles a grid structure if the number of “strapping” links is large.
The terms “mesh” and “grid” are often used interchangeably in the literature.

Furthermore, the structure of a power distribution network in a complex circuit
often comprises a variety of styles. For example, the global power distribution can
be performed through a routed network, while a meshed network is used for the
local power distribution. Or the global power distribution network is structured as a
regular grid, while the local power network is structured as a mesh network within
one circuit block and a routed network within another circuit block. The common
style of a global power distribution network has, however, evolved from a routed
network to a global power grid, as the power requirements of integrated circuits
have gradually increased with technology scaling.
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Fig. 8.6 Replacing wide power and ground lines (/eft) with multiple narrow interdigitated lines
(right) reduces the inductance and characteristic impedance of the power distribution network

8.1.2 Improving the Impedance Characteristics of On-Chip
Power Distribution Networks

The on-chip power and ground interconnect carries current from the I/O pads to the
on-chip capacitors and from the on-chip capacitors to the switching circuits, acting
as a load to the power distribution network. The flow of the power current through
the on-chip power distribution network produces a power supply noise proportional
to the network impedance, Z = R + jwL. The primary design objective is to ensure
that the resistance and inductance of a power distribution system is sufficiently small
so as to satisfy a target noise margin.

Several techniques have been employed to reduce the parasitic impedance
of on-chip power distribution networks. The larger width and smaller pitch of
the power and ground lines increase the metal area of the power distribution
network, decreasing the network resistance. The resistance is effectively lowered
by increasing the area of the power lines in the upper metal layers since these layers
have a low sheet resistance. It is not uncommon to allocate over half of the topmost
metal layer for global power and ground distribution [26, 149].

The inductance of on-chip power and ground lines has traditionally been
neglected because the overall inductance of a power distribution network has been
dominated by the parasitic inductance of the package pins, planes, vias, and bond
wires. This situation is changing due to the increasing switching speed of integrated
circuits [128, 129], the lower inductance of advanced flip chip packaging, and
the higher on-chip decoupling capacitance which terminates the high frequency
current paths. The requirement of achieving a low inductive impedance is in conflict
with the requirement of a low resistance, as the use of wide lines to lower the
resistance of a global power distribution network increases the network inductance.
Replacing a few wide power and ground lines with multiple narrow interdigitated
power and ground lines, as shown in Fig. 8.6, reduces the self-inductance of the
supply network [150, 151] but increases the resistance. The tradeoffs among the
area, resistance, and inductance of on-chip power distribution grids are explored in
greater detail in Chap. 28.
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8.1.3 Evolution of Power Distribution Networks
in Alpha Microprocessors

The evolution of on-chip power distribution networks in high speed, high complex-
ity integrated circuits is well illustrated by several generations of Digital Equipment
Corporation Alpha microprocessors, as described by Gronowski, Bowhill, and
Preston [149]. Supporting the reliable and efficient distribution of rising power
currents have required adapting the structure of these on-chip power distribution
networks, utilizing a greater amount of on-chip metal resources.

Alpha 21064

The Alpha 21064, the first microprocessor in the Alpha family, is manufactured in a
0.7 wm CMOS process in 1992. The Alpha 21064 consumes 30 W of power at 3.3V,
resulting in 9 A of average power current. Distributing this current across a 16.8 x
13.9mm die would not have been possible in an existing two metal layer 0.75 pm
CMOS process. An additional thick metal layer was added to the process, which is
used primarily for the power and clock distribution networks. The power and ground
lines in the third metal layer are alternated. All of the power lines are interconnected
at one edge of the die with a perpendicular line in metal level three, and all of
the ground lines are interconnected at the opposite edge of the die, as shown in
Fig.8.7. The resulting comb-like power and ground global distribution networks
are interdigitated. The parallel lines of the global power and ground distribution
networks are strapped with the power and ground lines of the second metal layer,
forming a mesh-structured power distribution network.

Fig. 8.7 Global power
distribution network in Alpha
21064 microprocessor
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Alpha 21164

The second generation microprocessor in the series, the Alpha 21164, appeared
in 1995 and was manufactured in a 0.5 um CMOS process. The Alpha 21164
nearly doubled the power current requirements to 15 A, dissipating SO0W from a
3.3V power supply. The type of power distribution network used in the previous
generation could not support these requirements. An additional forth metal layer
was therefore added to a new 0.5 pm CMOS process. The power and ground lines
in the forth metal layer are routed orthogonally to the lines in the third layer, forming
a two layer global power distribution grid.

Alpha 21264

The Alpha 21264, the third generation of Alpha microprocessors, was introduced in
1998 in a 0.35 wm CMOS process. The Alpha 21264 consumes 72 W from a 2.2V
power supply, requiring 33 A of average power current distributed with reduced
power noise margins. Utilization of conditional clocking techniques to reduce the
power dissipation of the circuit increased the cycle-to-cycle variation in the power
current to 25 A, exacerbating the overall power distribution problem [149]. The
two layer global power distribution grid used in the 21164 could not provide the
necessary power integrity characteristics in an integrated circuit with peripheral I/0.
Therefore, two thick metal layers were added to the four layer process to allow the
exclusive use of two metal layers as power and ground planes. In 2000, Alpha 21264
microprocessors were fabricated in a 0.18 pm CMOS process, utilizing flip-chip
packaging with a high density array of I/O pins.

More recent versions of the Alpha 21264 microprocessor fabricated in newer
process technologies utilize flip-chip packaging with a high density area array of
I/O contacts. This approach obviates the use of on-chip metal planes for distributing
power [152].

Power distribution grids are the design style of choice in most modern high
performance integrated circuits [54, 147, 149, 153]. The focus of the material
presented herein is therefore on-chip power distribution grids.

8.2 Die-Package Interface

At high frequencies, the impedance of a power distribution system is determined
by the impedance characteristics of the on-chip and package power distribution
networks, as discussed in Chap. 7. On-chip decoupling is essential to maintain a low
impedance power distribution network at the highest signal frequencies of interest,
as discussed in Sect. 7.5. The required on-chip decoupling capacitance is determined
by the frequency where the package decoupling capacitors become inefficient. This
frequency, in turn, is determined by the inductive impedance of the current path
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between the package capacitance and the integrated circuit. The required minimum
on-chip decoupling capacitance is proportional to this inductance, as expressed
by (7.20) (or by the analogous constraints presented in Sect. 7.6). Minimizing this
inductance achieves the target impedance characteristics of a power distribution
network with the smallest on-chip decoupling capacitance.

Achieving a low impedance connection between the package capacitors and
an integrated circuit is, however, difficult. Delivering power is only one of the
multiple functions of an IC package, which also include connecting the I/O signals
to the outside world, maintaining an acceptable thermal environment, providing
mechanical support, and protecting the circuit from the environment. These package
functions all compete for physical resources within a small volume in the immediate
vicinity of the die. Complex tradeoffs among these package design goals are made
in practice, often preventing the realization of a resonance-free die-to-package
interface.

8.2.1 Wire Bond Packaging

Maintaining a low impedance die-package interface is particularly challenging in
wire bonded integrated circuits. The self-inductance of a wire bond connection
typically ranges from 4 to 6nH. The number of bond wires is limited by the
perimeter of the die and the pitch of the wire bond connections. The total number
of power and ground connections typically does not exceed several hundred. It is
therefore difficult to decrease the inductance of the package capacitor connection
to the die significantly below one to two nanohenrys. In wire bond packages,
the inductance of the current loop terminated by the package capacitors is not
significantly smaller than the inductance of the current loop terminated by the
board decoupling capacitors. Under these conditions, the package capacitors do
not significantly improve the impedance characteristics of the power distribution
system and therefore no appreciable gain in circuit speed is achieved [134, 154].
Decoupling a high inductive impedance at gigahertz frequencies typically requires
an impractical amount of on-chip decoupling capacitance (and therefore die area),
limiting the operational frequency of a wire bonded circuit.

Providing a low impedance connection between the off-chip decoupling capaci-
tors and a wire bonded integrated circuit requires special components and packaging
solutions. For example, a so-called “closely attached capacitor” has been demon-
strated to be effective for this purpose in wire bonded circuits [155]. A thin flat
capacitor is placed on the active side of an integrated circuit. The dimensions of
the capacitor are slightly smaller than the die dimensions. The bonding pads of an
integrated circuit and the edge of the capacitor are in close proximity, permitting
a connection with a short bond wire, as illustrated in Fig. 8.8. The die-to-capacitor
wires are several times shorter than the wire connecting the die to the package. The
impedance between the circuit and the off-chip decoupling capacitance is therefore
significantly decreased.
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Fig. 8.8 Closely attached capacitor. Stacking a thin flat capacitor on top of a circuit die allows
connecting the capacitor and the circuit with bond wires of much shorter length as compared to
bond wires connecting the circuit to the package

This wiring technique reduces the power switching noise in CMOS circuits
by at least two to three times, as demonstrated by Hashemi et al. [155]. For
example, attaching a 12nF capacitor to a 32-bit microprocessor decreases the
internal logic power supply noise from 900 to 150mV, a sixfold improvement (the
microprocessor is packaged in a 169-pin pin grid array package and operates at
20MHz with a 5V power supply). Similarly, in a 3.3V operated bus interface
circuit, a 12 nF closely attached capacitor lowers the internal power noise from 215
to 100 mV. A closely attached capacitor is used in the Alpha 21264 microprocessor,
as the on-chip decoupling capacitance is insufficient to maintain adequate power
integrity [149, 156].

8.2.2 Flip-Chip Packaging

The electrical characteristics of the die-package interface are significantly improved
in flip-chip packages. Flip-chip bonding refers to attaching a die to a package
with an array of solder balls (or bumps) typically 50-150 wm in diameter. In cost
sensitive circuits, the ball connections, similar to wire bond connections, can be
restricted to the periphery of the die in order to reduce the interconnect complexity
of the package. In high complexity, high speed integrated circuits, however, an
area array flip-chip technology is typically used where solder ball connections are
distributed across (almost) the entire area of the die. The inductance of a solder ball
connection, typically from 0.1 to 0.5 nH, is much smaller than the 4-10nH typical
for a bond wire [114, 126, 157]. Area array flip-chip bonding also provides a larger
number of die to package connections as compared to wire bonding. Modern high
performance microprocessors have thousands of flip-chip contacts dedicated to the
power distribution network [27, 158-160]. A larger number of lower inductance
power and ground connectors significantly decreases the overall inductance of the
die to package connection.
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Fig. 8.9 Flowofpower . . . . . . . . . . .

current in an integrated circuit
with peripheral I/O. The
power current is distributed
on-chip across a significant
distance: from the edge of the
die to the die center

Fig. 8.10 Flow of power current in an integrated circuit with flip-chip I/O. The power current is
distributed on-chip over a distance comparable to the pitch of the I/O pads

Also important in integrated circuits with peripheral I/O, the power current is
distributed on-chip across a significant distance: from the die edge to the die center,
as shown in Fig. 8.9. In integrated circuits with a flip-chip area array of I/O bumps,
the power current is distributed on-chip over a distance comparable to the size of the
power pad pitch, as shown in Fig. 8.10. This distance is significantly smaller than
half the die size. Flip-chip packaging with high density I/O, therefore, significantly
reduces the effective resistance and inductance of the on-chip power distribution
network, mitigating the resistive [115, 161] and inductive voltage drops.

Flip-chip packaging with high density I/O therefore decreases the area require-
ments of the on-chip power distribution network, improving the overall performance
of a circuit [152, 162-164]. The dependence of the on-chip power voltage drop
on the flip-chip I/O pad density and related power interconnect requirements are
discussed in Chap. 5.
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Fig. 8.11 Flip-chip pin grid array package. The package decoupling capacitors are mounted
on the bottom side of the package immediately below the die mounted on the top side. In
this configuration, the package capacitors are in physical proximity to the die, minimizing the
impedance between the capacitors and the circuit

Another advantage of area array flip-chip packaging is the possibility of placing
the package decoupling capacitors in close physical proximity to the die, signifi-
cantly enhancing the efficacy of the capacitors. A bank of low parasitic inductance
capacitors can be placed on the underside of the package immediately below the
die, as shown in Fig.8.11. The separation between the capacitors and the on-
chip circuitry is reduced to 1-2 mm, minimizing the area of the current loop and
associated inductance. The parasitic inductance of a package decoupling capacitor
with the package vias and solder bumps connecting the capacitor to the die can
be reduced well below 1nH [154], enhancing the capacitor efficiency at high
frequencies. Placing a package decoupling capacitor immediately below the circuit
region with the greatest power current requirements further improves the efficiency
of the decoupling capacitors of the package [165].

Overall, flip-chip packaging significantly decreases the impedance between the
integrated circuit and the package decoupling capacitors, relaxing the constraints on
the resistance of the on-chip power distribution network and on-chip decoupling
capacitors. Flip-chip packaging therefore can significantly improve the power
supply integrity while reducing the die area.

8.2.3 Future Packaging Solutions

The increasing levels of current consumed by CMOS integrated circuits as well
as the high switching speeds require power distribution systems with a lower
impedance over a wider frequency range. An increasingly lower inductance between
the integrated circuit and the package decoupling capacitance is essential to
maintain a lower impedance at higher frequencies. Providing a low impedance
die-to-package connection remains a challenging task [166]. Future generations
of packaging solutions, such as chip-scale and bumpless build-up layer (BBUL)
packaging, are addressing this problem with higher density die-to-package contacts,
a smaller separation between the power and ground planes, and a lower package
height [143, 167, 168].
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The electrical characteristics of a package have become one of the primary
factors that limit the performance of an integrated circuit [169, 170]. The package
design is now crucial in satisfying both the speed and overall cost targets of high per-
formance integrated circuits. Achieving these goals will require explicit co-design of
the on-chip global interconnect and the package interconnect networks [141, 169].

8.3 Other Considerations

Dependence of the power supply integrity on the impedance characteristics of the
on-chip power distribution network has been discussed previously. The on-chip
power distribution network also significantly affects the integrity of the on-chip data
and clock signals. The integrity of the on-chip signals depends upon the structure
of the power distribution network through two primary mechanisms: inductive
interaction among the power and signal interconnect and substrate coupling. These
two phenomena are briefly discussed in this section.

8.3.1 Dependence of On-Chip Signal Integrity on the Structure
of the Power Distribution Network

The structure of the power distribution grid is one of the primary factors determining
the integrity of on-chip signals. The power and ground lines shield adjacent signal
lines from capacitive crosstalk. Sensitive signals are typically routed adjacent to the
power and ground lines. Co-designing the power and signal interconnect has become
an important consideration in the design of high speed integrated circuits [171-173].

Power and ground networks provide a low impedance path for the signal return
currents. The structure of the on-chip power distribution network is therefore a
primary factor that determines the inductive properties of on-chip signal lines, such
as the self- and mutual inductance. Modeling the inductive properties of the power
distribution grid is necessary for accurately analyzing high frequency phenomena,
such as return current distribution, signal overshoot, and signal delay variations,
as demonstrated by on-chip interconnect structures using full-wave partial element
equivalent circuit (PEEC) models [174, 175]. These conclusions are also supported
by the analysis of commercial microprocessors. Inadequate design of the local
power distribution network can lead to significant inductive coupling of the signals,
resulting in circuit failure [54].



8.4 Summary 143

Ground line

4] 1|

Epi-layer,
high resistivity

Bulk,
low resistivity

Fig. 8.12 Interaction of the substrate and power distribution network. The low resistivity bulk
substrate provides additional current paths where the ground network is connected to the substrate.
These current paths are in parallel with the ground distribution network

8.3.2 Interaction Between the Substrate and the Power
Distribution Network

In high complexity digital integrated circuits, the ground distribution network is
typically connected to the substrate to provide an appropriate body bias for the
NMOS transistors. The substrate provides additional current paths in parallel to
the ground distribution network, affecting current distribution in the network, as
illustrated in Fig. 8.12. This effect is significant in most digital CMOS processes
which utilize a low resistivity substrate to prevent device latch-up [176]. A method-
ology for analyzing power distribution networks together with the silicon substrate
requires a complete model, which includes both the power distribution system and
the substrate [177]. In [178], a high-level simulation methodology for generating
a macromodel of each standard cell is described, reducing the complexity of the
process of analyzing the power network and substrate. The efficiency and accuracy
of the power distribution network and substrate analysis process can be enhanced
by partitioning a power network into voltage domains [179]. To further increase the
computational efficiency, the substrate can be characterized by macromodels [180—
183]. The substrate significantly reduces the voltage drop in the ground distribution
network (assuming an N-well process) by serving as an additional parallel path
for the ground current to flow, as demonstrated by an analysis of three Motorola
processor circuits [177]. The placement of the substrate contacts also affects the
on-chip power supply and substrate noise [177, 184].

8.4 Summary

The structure of the on-chip power distribution network and related design consid-
erations are described in this chapter. The primary conclusions are summarized as
follows.
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* On-chip power distribution grids are the preferred design style in high speed,
high complexity digital integrated circuits

* Constraints placed on the impedance characteristics of the on-chip power distri-
bution networks are greatly affected by the electrical properties of the package

* The high frequency impedance characteristics of a power distribution system
are significantly enhanced in packages with an area array of low inductance I/O
contacts



Chapter 9
Intelligent Power Networks On-Chip

To facilitate the integration of diverse functionality, architectural, an integrated
family of circuit, device, and material level power delivery solutions are required.
Per core dynamic voltage and frequency scaling is a primary concern for effi-
ciently managing a power budget, and requires the on-chip integration of compact
controllers within hundreds of power domains and thousands of cores, further
increasing the design complexity of these power delivery systems. While in-package
and on-chip power integration has recently became a primary concern [185, 186],
focus remains on developing compact and efficient power supplies. A methodology
to design and manage in-package and on-chip power has not been a topic of
emphasis. Thus, power delivery in modern ICs is currently dominated by ad hoc
approaches. With the increasing number of power domains, greater granularity of
the on-chip supply voltages, and domain adaptive power requirements, the design of
the power delivery process has greatly increased in complexity, and is impractical
without a systematic methodology. The primary objective of this chapter is to
describe a systematic methodology for distributed on-chip power delivery and
management.

A power network on-chip is a vehicle for distributed on-chip power management.
The analogy between a network-on-chip (NoC) and PNoC is illustrated in Fig. 9.1
with simplified NoC and PNoC models. Similar to a NoC, a PNoC decreases the
design complexity of a power delivery system, while enhancing the control of the
quality of power (QoP) and DVS, and providing a scalable platform for efficient
power management.

The rest of the chapter is organized as follows. The principles of the PNoC
design methodology are described in Sect. 9.1. In Sect. 26.4, the performance of the
PNoC architecture is compared with existing approaches based on the evaluation of
several test cases. Design and performance issues of the PNoC architecture are also
discussed. Some concluding remarks are offered in Sect. 9.3.
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Fig. 9.1 On-chip networks based on the approach of separation of functionality, (a) network-on-
chip, and (b) power network-on-chip

9.1 Power Network-On-Chip Architecture

The key concept in systemizing the design of power delivery is to convert the
power off-chip, in-package, and/or on-chip with multiple power efficient but
large switching power supplies, deliver the power to on-chip voltage clusters, and
regulate the power with hundreds of linear low dropout regulators at the point-of-
load [187]. A power network-on-chip is a systematic solution to on-chip power
delivery that leverages distributed point-of-load power delivery within a fine grained
power management framework. The PNoC architecture is a mesh of power routers
and locally powered loads, as depicted in Fig. 9.1. The power routers are connected
through power switches, distributing current to those local loads with similar voltage
requirements. An example PNoC is illustrated in Fig. 9.2 for a single voltage cluster
with nine locally powered loads and three different supply voltages, Vpp.1, Vop.2,
and Vpp3. The power network configuration is shown at two different times,
and 1,.

A power network-on-chip virtually manages the power in SoCs through special-
ized power routers, switches, and programmable control logic, while supporting
scalable power delivery in heterogeneous ICs. A PNoC is comprised of physical
links and routers that provide both virtual and physical power routing. This system
senses the voltages and currents throughout the system, and manages the POL
regulators through power switches. Based on the sensed voltages and currents, a
programmable unit makes real-time decisions to apply a new set of configurations to
the routers per time slot, dynamically managing the on-chip power delivery process.
Novel algorithms are required to dynamically customize the power delivery policies
through a specialized microcontroller that routes the power. These algorithms satisfy
real-time power and performance requirements.

A PNoC composed of power routers connected to global power grids and locally
powered loads is illustrated in Fig. 9.3. Global power from the converters is managed
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Fig. 9.2 Example of on-chip power network with multiple locally powered loads and three supply
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by the power routers, delivered to individual power domains, and regulated within
the locally powered loads. These locally powered loads combine all of the current
loads located within a specific on-chip power domain with the decoupling capacitors
that supply the local current demand within that region. To support DVS, the
power switches within the PNoC are dynamically controlled, (dis)connecting power
routers within individual voltage clusters in real time. The current loads are powered
at similar voltage levels, and therefore draw current from all of the connected
power routers, lessening temporary current variations. Similar to a mesh based clock
distribution network [188, 189], the shared power supply lessens the effect of the
on-chip parasitic impedances, enhancing voltage regulation and quality of power.

The power routers, local current loads, and power grids are described in the
following subsections. Different PNoC topologies and specific design objectives are
also considered.

9.1.1 Power Routers

The efficient management of the energy budget is dynamically maintained by the
power routers. Each power domain is controlled by a single power router. A router
topology ranges from a simple linear voltage regulator, shown in Fig.9.4a, to a
complex power delivery system, as depicted in Fig. 9.4b, with sensors, dynamically
adaptable power supplies, switches, and a microcontroller. These structures feature
real-time voltage/frequency scaling, adaptable energy allocation, and precise control
over the on-chip QoP. With the PNoC routers, the power is managed locally based on
specific local current and voltage demands, decreasing the dependence on remotely
located loads and power supplies. The scalability of the power delivery process is
therefore enhanced with the PNoC approach.

a Power router b Power router
Vampsisc
Mi 11
.- | ficrocontroller
Vampsisc Power supply

dtch . H Switch

\;R]':F 1 7 .
N\ Vm T s Vires Vo

VREEN

Venp Sensor f—

Sensor

Sensor Vs
)

Fig. 9.4 Power routers for PNoC (a) Simple topology with linear voltage regulator. (b) Advanced
topology with dynamically adaptable voltage regulator and microcontroller
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9.1.2 Locally Powered Loads

Locally powered loads with different current demands and power budgets can be
efficiently managed with a PNoC. The local power grids provide a specific voltage
to the nearby load circuits. The highly complex interactions among the multiple
power supplies, decoupling capacitors, and load circuits need to be considered,
where the interactions among the nearby components are typically more significant.
The effective region for a point-of-load power supply is the overlap of the effective
regions of the surrounding decoupling capacitors [190, 191]. Loads within the
same effective region are combined into a single equivalent locally powered load
regulated by a dedicated LDO. All of the LDO regulators within a power domain
are controlled by a single power router. A model and closed-form expressions of the
interactions among the power supplies, decoupling capacitors, and current loads are
required to efficiently partition an IC with billions of loads into power domains and
locally powered loads.

9.1.3 Power Grid

Different configurations of local power grids are considered for distributing power
from LDO regulators to locally powered loads. A shared power grid with multiple
parallel connected LDO sources is illustrated on the left in Fig.9.5, delivering
power to all of the loads within a power domain. A shared power grid with
multiple LDO sources is prone to stability issues due to current sharing, and
process, voltage, and temperature variations. Specialized adaptive mechanisms are
included within the power routers to stabilize a power delivery system that includes a

‘ Global power grid
(converted power)
Power Power
router A—— Communication router f——>

Z—1 channels Iil
— + — + Local power grids -+ b
\/JDON/ / (regulated power) \ LDOs

Shared Dedicated

O e s S e

Y/ Ay el s /4

Locally powered loads Locally powered loads

Fig. 9.5 A PNoC power router with two locally powered loads, shared local power grid (on the
left), and dedicated local power grids (on the right)
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multi-source shared power grid. Alternatively, to minimize interactions between
parallel connected LDO regulators, dedicated power grids each driven by a single
LDO should be considered. A topology with dedicated local power grids is
illustrated on the right in Fig.9.5. The dedicated power grids require fine grain
distribution of the local power current.

9.2 Case Study

To evaluate the performance of the power router, a PNoC with four power routers
is considered, supplying power to four power domains. IBM power grid benchmark
circuits [192] model the behavior of the individual power domains. To simulate a
dynamic power supply in PNoC, the original IBM voltage profiles are scaled to
generate the target power supply voltages between 0.5 and 0.8 V. Target voltage
profiles with four voltage levels (0.8, 0.75, 0.7, and 0.65V) within a PNoC are
illustrated in Fig. 9.6. The number of power domains with each of the four supply
voltages changes dynamically based on the transient power requirements of the
power domains.
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Fig. 9.6 Preferred and supplied voltage levels in PNoC with four power domains
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Fig. 9.8 Power router with voltage regulator, load sensor, and adaptive networks

A schematic of a PNoC with four power domains (I, II, III, and IV) and four
power routers (PR, PRy, PRy, and PRyy) is shown in Fig.9.7. Each of the power
routers is composed of an LDO with four switch controlled reference voltages to
support dynamic voltage scaling. In addition, the power routers feature adaptive
RC compensation and current boost networks controlled by load sensors to provide
quality of power control and optimization, as shown in Fig. 9.8. The adaptive RC
compensation network is comprised of a capacitive block connected in series with
two resistive blocks, all digitally controlled. These RC impedances are digitally
configured to stabilize the LDO within the power routers under a wide range of
process variations. The current boost circuit is composed of a sensor block that
follows the output voltage at the drain of transistor Mp (see Fig.9.8), and a current
boost block that controls the current through the differential pair within the LDO.
When a high slew rate transition at the output of the LDO occurs, the boost mode is
activated, raising the tail current of the LDO differential pair. Alternatively, during
regular mode, no additional current flows into the differential pair, enhancing the
power efficiency of the LDO. A description of the load sensor and adaptive networks
are provided in Chap. 18.
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Table 9.1 Output load in a

Domain I o 1 Iv
PNoC with four power

Minimum output current (mA) 10 75 20 20

domains
Maximum output current (mA) 50 10 30 20
Output transition time (ns) 50 50 10 10
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Fig. 9.9 Voltage levels in PNoC with four power domains

The power routers are connected with controlled switches to mitigate load
transitions in domains with similar supply voltages. To model the RLC parasitic
impedances of the package and power network, non-ideal LDO input and output
impedances (PN, PNy, PNy, and PNyy) are considered, as shown in Fig.9.7. The
load current characteristics are listed in Table 9.1 for each of the four domains.
PNoC SPICE simulation results are shown in Fig. 9.9, exhibiting a maximum error
of 0.35 %, 2.0 %, and 2.7 % for, respectively, the steady state dropout voltage, load
regulation due to the output current switching, and load regulation due to dynamic
PNoC reconfigurations. Good correlation with the required power supply in Fig. 9.6
is demonstrated. The power savings in each of the power domains range between
21.0% to 31.6 % as compared to a system without dynamic voltage scaling. These
average power savings show that the PNoC architecture can control the power
supply voltages in real-time, optimizing the power efficiency of the overall power
delivery system [193-195].
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9.3 Summary

To address the issues of power delivery complexity and quality of power, a
power delivery system should provide a scalable modular architecture that supports
integration of additional functional blocks and power features (e.g., DVS, adaptive
RC compensation, and efficiency optimization with adaptive current boost) without
requiring the re-design of the power delivery system. The architecture should also
support heterogeneous circuits and technologies.

The concept and architecture of an on-chip power network PNoC is described in
this chapter

The on-chip network is exploited for systematic power delivery in SoCs to reduce
design complexity while increasing scalability

A methodology that separates power conversion and regulation is provided for
efficiently enhancing the quality of power

The application of local power routing is enabled through a specialized micro-
controller for on-chip power management

Small area power supplies are utilized as point-of-load voltage regulators



Chapter 10
Conclusions

The design of low impedance power distribution networks is a key element in
achieving high performance integrated circuits. The inductance of the power grid
is a primary obstacle to achieving this goal. Proper allocation of the decoupling
capacitors can significantly reduce the network impedance. The effective series
resistance and inductance of a decoupling capacitor are key factors in reducing the
effectiveness of the decoupling capacitor. The resonant circuit formed within the
power network increases the impedance of the network near the resonant frequency.
The network impedance can be reduced by a variety of power grid structures, based
on area, resistance, and inductance tradeoffs. The package impedance also needs to
be considered when designing a power distribution network for high performance
integrated circuits.

Centralized power delivery systems have recently been used to dynamically man-
age power in heterogeneous high performance multicore systems, requiring a long
feedback path from the individual power domains to a single power management
controller. Additional power is dissipated in centralized power delivery systems due
to unnecessary data transport. The slow response from the long feedback path limits
real-time control over the energy budget, and all of the power management functions
located in one or a few places may not scale. Distributed, locally intelligent power
management approaches should therefore be considered to efficiently manage the
power budget in real-time. On-chip power networks with locally intelligent power
routers and specialized microcontrollers are therefore reviewed in this part.
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Part 111
On-Chip Decoupling Capacitors

Decoupling capacitors are an integral element of the power distribution network
design process. Different topics related to decoupling capacitance are discussed in
Part III. This part is divided into several chapters, discussing strategies for efficiently
placing decoupling capacitors within on-chip power distribution network and the
co-design of multiple decoupling capacitors with multiple on-chip power supplies.
Each of the following chapters is summarized below.

Decoupling capacitance is described in Chap.11. A historical perspective of
capacitance is provided. The decoupling capacitor is shown to be analogous to a
reservoir of charge. A hydraulic analogy of the hierarchical placement of decoupling
capacitors is also described. It is demonstrated that the impedance of a power
distribution system can be maintained below a target specification over an entire
range of operating frequencies by utilizing a hierarchy of decoupling capacitors.
Antiresonance in the impedance of a power distribution system with decoupling
capacitors is also intuitively explained in this chapter. Different types of on-chip
decoupling capacitors are compared. Several allocation strategies for placing on-
chip decoupling capacitors are reviewed.

On-chip decoupling capacitors have traditionally been allocated into the available
free (or white) space on a die. The efficacy of the on-chip decoupling capacitors
however depends upon the impedance of the power/ground lines connecting the
capacitors to the current loads and power supplies. A design methodology for
placing on-chip decoupling capacitors is presented in Chap.12. The maximum
effective radii of an on-chip decoupling capacitor is determined by the target
impedance (during discharge) and the charge time. Two criteria to estimate the
minimum required on-chip decoupling capacitance are also presented.

As the minimum feature size continues to scale, additional on-chip decoupling
capacitance will be required to support increasing current demands. A larger on-
chip decoupling capacitance requires a greater area which cannot conveniently
be placed close to the switching load circuits. Moreover, a large decoupling
capacitor exhibits a distributed impedance behavior. A lumped model of an on-
chip decoupling capacitor, therefore, results in underestimating the capacitance
requirements, thereby increasing the power noise. A methodology for efficiently
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placing on-chip distributed decoupling capacitors is the subject of Chap. 13. Design
techniques to estimate the location and magnitude of a system of distributed on-chip
decoupling capacitors are presented. Different tradeoffs in the design of a system of
distributed on-chip decoupling capacitors are also evaluated.

Multiple decoupling capacitors with multiple on-chip power supplies is the
topic of Chap. 14. The large number of on-chip power supplies and decoupling
capacitors inserted throughout an integrated circuit complicates the design and
analysis of power distribution networks. Complex interactions among the power
supplies, decoupling capacitors, and active load circuitry are evaluated utilizing a
computationally efficient analysis methodology. The effect of the physical distance
among the power supplies and decoupling capacitors on power supply noise is
discussed. A design methodology for simultaneously placing the on-chip power
supplies and decoupling capacitors is described. This methodology changes con-
ventional practices where the power distribution network is designed first, followed
by placing the decoupling capacitors.



Chapter 11
Decoupling Capacitance

The on-going miniaturization of integrated circuit feature sizes has placed sig-
nificant requirements on the on-chip power and ground distribution networks.
Circuit integration densities rise with each nanoscale technology generation due to
smaller devices and larger dies. The on-chip current densities and the total current
also increase. Simultaneously, the higher switching speed of smaller transistors
produces faster current transients in the power distribution network. Supplying high
average currents and continuously increasing transient currents through the high
impedance on-chip interconnects results in significant fluctuations of the power
supply voltage in scaled CMOS technologies.

Such a change in the supply voltage is referred to as power supply noise. Power
supply noise adversely affects circuit operation through several mechanisms, as
described in Chap. 1. Supplying sufficient power current to high performance ICs
has therefore become a challenging task. Large average currents result in increased
IR noise and fast current transients result in increased L dI/dt voltage drops
(AI noise) [23].

Decoupling capacitors are often utilized to manage this power supply noise.
Decoupling capacitors can have a significant effect on the principal characteristics
of an integrated circuit, i.e., speed, cost, and power. Due to the importance of
decoupling capacitors in current and future ICs, significant research has been
developed over the past several decades, covering different areas such as hierarchical
placement of decoupling capacitors, sizing and placing of on-chip decoupling
capacitors, resonant phenomenon in power distribution systems with decoupling
capacitors, and static on-chip power dissipation due to leakage current through the
gate oxide.

In this chapter, a brief review of the background of decoupling capacitance is
provided. In Sect. 11.1, the concept of a decoupling capacitance is described and an
historical retrospective is described. A practical model of a decoupling capacitor
is also described. In Sect. 11.2, the impedance of a power distribution system
with decoupling capacitors is presented. Target specifications of the impedance
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of a power distribution system are reviewed. Antiresonance phenomenon in a
system with decoupling capacitors is intuitively explained. A hydraulic analogy
of the hierarchical placement of decoupling capacitors is also presented. Intrinsic
and intentional on-chip decoupling capacitances are discussed and compared in
Sect. 11.3. Different types of on-chip decoupling capacitors are qualitatively ana-
lyzed in Sect. 11.4. The advantages and disadvantages of several types of widely
used on-chip decoupling capacitors are also discussed in Sect. 11.4. Enhancing the
efficiency of on-chip decoupling capacitors with a switching voltage regulator is
presented in Sect. 11.5. Finally, some conclusions are offered in Sect. 11.6.

11.1 Introduction to Decoupling Capacitance

Decoupling capacitors are often used to maintain the power supply voltage within
specification so as to provide signal integrity while reducing electromagnetic
interference (EMI) radiated noise. In this book, the use of decoupling capacitors
to mitigate power supply noise is evaluated. The concept of a decoupling capacitor
is described in this section. An historical retrospective is presented in Sect. 11.1.1.
A description of a decoupling capacitor as a reservoir of charge is discussed in
Sect. 11.1.2. Decoupling capacitors are shown to be an effective way to provide
sufficient charge to a switching current load within a short period of time. A practical
model of a decoupling capacitor is presented in Sect. 11.1.3.

11.1.1 Historical Retrospective

About 600 BC, Thales of Miletus recorded that the ancient Greeks could generate
sparks by rubbing balls of amber on spindles [196]. This is the triboelectric
effect [197], the mechanical separation of charge in a dielectric (insulator). This
effect is the basis of the capacitor.

In October 1745, Ewald Georg von Kleist of Pomerania invented the first
recorded capacitor: a glass jar coated inside and out with metal. The inner coating
was connected to a rod that passed through the lid and ended in a metal sphere,
as shown in Fig. 11.1 [198]. By layering the insulator between two metal plates,
von Kleist dramatically increased the charge density. Before Kleist’s discovery
became widely known, a Dutch physicist, Pieter van Musschenbroek, independently
invented a similar capacitor in January 1746 [199]. It was named the Leyden jar,
after the University of Leyden where van Musschenbroek worked.

Benjamin Franklin investigated the Leyden jar and proved that the charge was
stored on the glass, not in the water as others had assumed [200]. Originally, the
units of capacitance were in “jars.” A jar is equivalent to about 1 nF. Early capacitors
were also known as condensors, a term that is still occasionally used today. The
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Fig. 11.1 Leyden jar originally developed by Ewald Georg von Kleist in 1745 and independently

invented by Pieter van Musschenbroek in 1746. The charge is stored on the glass between two tin
foils (capacitor plates) [198]

term condensor was coined by Alessandro Volta in 1782 (derived from the Italian
condensatore), referencing the ability of a device to store a higher density of electric
charge than a normal isolated conductor [200].

11.1.2 Decoupling Capacitor as a Reservoir of Charge

A capacitor consists of two electrodes, or plates, each of which stores an equal
amount of opposite charge. These two plates are conductive and are separated by
an insulator (dielectric). The charge is stored on the surface of the plates at the
boundary with the dielectric. Since each plate stores an equal but opposite charge,
the net charge across the capacitor is always zero.

The capacitance C of a capacitor is a measure of the amount of charge Q stored
on each plate for a given potential difference (voltage V) which appears between the
plates,

Q
Cc="_". 11.1
v (1L.1)
The capacitance is proportional to the surface area of the conducting plate and
inversely proportional to the distance between the plates [201]. The capacitance
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Fig. 11.2 Capacitance of two metal lines placed over a substrate. Three primary components
compose the total capacitance of the on-chip metal interconnects. C; denotes the lateral flux (side)
capacitance, Cy denotes the fringe capacitance, and C, denotes the parallel plate capacitance

is also proportional to the permittivity of the dielectric substance that separates the
plates. The capacitance of a parallel plate capacitor is

C~ (11.2)

where € is the permittivity of the dielectric, A is the area of the plates, and d is the
spacing between the plates. Equation (11.2) is only accurate for a plate area much
greater than the spacing between the plates, A > d>. In general, the capacitance
of the metal interconnects placed over the substrate is composed of three primary
components: a parallel plate capacitance, fringe capacitance, and lateral flux (side)
capacitance [202], as shown in Fig. 11.2. Accurate closed-form expressions have
been developed by numerically fitting a model that describes parallel lines above
the plane or between two parallel planes [203-208].

As opposite charge accumulates on the plates of a capacitor across an insulator, a
voltage develops across the capacitor due to the electric field formed by the opposite
charge. Work must be done against this electric field as more charge is accumulated.
The energy stored in a capacitor is equal to the amount of work required to establish
the voltage across the capacitor. The energy stored in the capacitor is

1., 100 1

Etored = 2CV =,c = 2VQ. (11.3)
From a physical perspective, a decoupling capacitor serves as an intermediate
storage of charge and energy. The decoupling capacitor is located between the
power supply and current load, i.e., electrically closer to the switching circuit.
The decoupling capacitor is therefore more efficient in terms of supplying charge as
compared to a remote power supply. The amount of charge stored on the decoupling
capacitor is limited by the voltage and the capacitance. Unlike a decoupling
capacitor, the power supply can provide an almost infinite amount of charge.
A hydraulic model of a decoupling capacitor is illustrated in Fig. 11.3. Similar to
water stored in a water tank and connected to the consumer through a system of
pipes, the charge on the decoupling capacitor stored between the conductive plates
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Fig. 11.3 Hydraulic model of a decoupling capacitor as a reservoir of charge. Similar to water
stored in a water tank and connected to the consumer through a system of pipes, charge on the
decoupling capacitor is stored between the conductive plates connected to the current load through
a hierarchical interconnect system

is connected to the current load through a hierarchical interconnect system. To
be effective, the decoupling capacitor should satisfy two requirements. First, the
capacitor should have sufficient capacity to store a significant amount of energy.
Second, to supply sufficient power at high frequencies, the capacitor should be able
to release and accumulate energy at a high rate.

11.1.3 Practical Model of a Decoupling Capacitor

Decoupling capacitors are often used in power distribution systems to provide the
required charge in a timely manner and to reduce the output impedance of the
overall power delivery network [51]. An ideal decoupling capacitor is effective
over the entire frequency range: from DC to the maximum operating frequency of a
system. Practically, a decoupling capacitor is only effective over a certain frequency
range. The impedance of a practical decoupling capacitor decreases linearly with
frequency at low frequencies (with a slope of —20 dB/dec in a logarithmic scale).
As the frequency increases, the impedance of the decoupling capacitor increases
linearly with frequency (with a slope of 20dB/dec in a logarithmic scale), as
shown in Fig.11.4. This increase in the impedance of a practical decoupling
capacitor is due to the parasitic inductance of the decoupling capacitor. The parasitic
inductance is referred to as the effective series inductance (ESL) of a decoupling
capacitor [126].The impedance of a decoupling capacitor reaches the minimum

impedance at the frequency v = «/lL o This frequency is known as the resonant
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Fig. 11.4 Practical model of a decoupling capacitor. The impedance of a practical decoupling
capacitor decreases linearly with frequency, reaching the minimum at a resonant frequency.
Beyond the resonant frequency, the impedance of the decoupling capacitor increases linearly with
frequency due to the ESL. The minimum impedance is determined by the ESR of the decoupling
capacitor

frequency of a decoupling capacitor. Observe that the absolute minimum impedance
of a decoupling capacitor is limited by the parasitic resistance, i.e., the effective
series resistance (ESR) of a decoupling capacitor.The parasitic resistance of a
decoupling capacitor is due to the resistance of the metal leads and conductive
plates and the dielectric losses of the insulator. The ESR and ESL of an on-chip
metal-oxide-semiconductor (MOS) decoupling capacitor are illustrated in Fig. 11.5.
Note that the parasitic inductance of the decoupling capacitor is determined by the
area of the current loops, decreasing with smaller area, as shown in Fig. 11.5b [209].

The impedance of a decoupling capacitor depends upon a number of char-
acteristics. For instance, as the capacitance is increased, the capacitive curve
moves down and to the right (see Fig. 11.4). Since the parasitic inductance for a
particular capacitor is fixed, the inductive curve remains unaffected. As different
capacitors are selected, the capacitive curve moves up and down relative to the fixed
inductive curve. The primary way to decrease the total impedance of a decoupling
capacitor for a specific semiconductor package is to increase the value of the
capacitor [211]. Note that to move the inductive curve down, lowering the total
impedance characteristics, a number of decoupling capacitors should be connected
in parallel. In the case of identical capacitors, the total impedance is reduced by a
factor of 2 for each doubling in the number of capacitors [136].
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Fig. 11.5 Physical structure of an on-chip MOS decoupling capacitor. (a) ESR of an MOS-based
decoupling capacitor. The ESR of an on-chip MOS decoupling capacitor is determined by the
doping profiles of the nT regions and n~ well, the size of the capacitor, and the impedance of the
vias and gate material [210]. (b) ESL of an MOS-based decoupling capacitor. The ESL of an on-
chip MOS decoupling capacitor is determined by the area of the current return loops. The parasitic
inductance is lowered by shrinking the area of the current return loops

11.2 Impedance of Power Distribution System
with Decoupling Capacitors

As described in Sect. 11.1.2, a decoupling capacitor serves as a reservoir of charge,
providing the required charge to the switching current load. Decoupling capacitors
are also used to lower the impedance of the power distribution system. The imped-
ance of a decoupling capacitor decreases rapidly with frequency, shunting the high
frequency currents and reducing the effective current loop of a power distribution
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network. The impedance of the overall power distribution system with decoupling
capacitors is the subject of this section. In Sect. 11.2.1, the target impedance of a
power distribution system is described. It is shown that the impedance of a power
distribution system should be maintained below a target level to guarantee fault-
free operation of the entire system. The antiresonance phenomenon is presented in
Sect. 11.2.2. A hydraulic analogy of a system of decoupling capacitors is described
in Sect.11.2.3. The analogy is drawn between a water supply system and the
hierarchical placement of decoupling capacitors at different levels of a power
delivery network.

11.2.1 Target Impedance of a Power Distribution System

To ensure a small variation in the power supply voltage under a significant current
load, the power distribution system should exhibit a small impedance as seen
from the current load within the frequency range of interest [114]. A circuit
network representing the impedance of a power distribution system as seen from
the terminals of the current load is shown in Fig. 11.6.

The impedance of a power distribution system is with respect to the terminals
of the load circuits. In order to ensure correct and reliable operation of an IC, the
impedance of a power distribution system should be maintained below a certain
upper bound Zi,, in the frequency range from DC to the maximum operating
frequency fy of the system [212-214]. The maximum tolerable impedance of a
power distribution system is henceforth referred to as the target impedance. Note
that the maximum operating frequency f; is determined by the switching time of
the on-chip signal transients, rather than by the clock frequency. The shortest signal
switching time is typically an order of magnitude smaller than the clock period.
The maximum operating frequency is therefore considerably higher than the clock
frequency.
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Fig. 11.6 A circuit network representing the impedance of a power distribution system with
decoupling capacitors as seen from the terminals of the current load. The ESR and ESL of the
decoupling capacitors are also included. Subscript p denotes the power paths and subscript g
denotes the ground path. Superscripts r, b, p, and c refer, respectively, to the voltage regulator,
board, package, and on-chip power delivery networks
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Fig. 11.7 A circuit network representing the impedance of a power distribution system without
decoupling capacitors

One primary design objective of an effective power distribution system is to
ensure that the output impedance of the network is below a target output impedance
level. It is therefore important to understand how the output impedance of the circuit,
shown schematically in Fig. 11.6, depends upon the impedance of the comprising
circuit elements. A power distribution system with no decoupling capacitors is
shown in Fig. 11.7. The power source and load are connected by interconnect with
resistive and inductive parasitic impedances. The magnitude of the impedance of
this network is

|Zt0[((1))| = |R[0t +j(1)Lt0[| N (1 14)

where Ry, and Ly are the total resistance and inductance of the power distribution
system, respectively,

Rt = Ry + RS, (11.5)
Ry =R, + R+ R+ R, (11.6)
Ri =R, + R, + R, +R;, (11.7)
Lo = Loy + LS, (11.8)
Ly =L+ L)+ 1)+ L, (11.9)
L =L+ L)+ 18+ L. (11.10)

The variation of the impedance with frequency is illustrated in Fig.11.8. To
satisfy a specification at low frequency, the resistance of the power delivery network
should be sufficiently low, Ry < Zger- Above the frequency fr, 21 R“",
. . . . © T LIOI
however, the impedance of the power delivery network is dominated by the
inductive reactance jwLi and increases linearly with frequency, exceeding the

target impedance at the frequency fin.x = 21ﬂ ZZ‘:*‘:" .
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Fig. 11.8 Impedance of a power distribution system without decoupling capacitors. The shaded
area denotes the target impedance specifications of the overall power distribution system

The high frequency impedance should be reduced to satisfy the target specifi-
cations. Opportunities for reducing the inductance of the power and ground paths
of a power delivery network are limited [25, 215-218]. The inductance of the
power distribution system is mainly determined by the board and package inter-
connects [219-221]. The feature size of the board and package level interconnect
depends upon the manufacturing technology. The output impedance of a power
distribution system is therefore highly inductive and is difficult to lower [134].

The high frequency impedance is effectively reduced by placing capacitors across
the power and ground interconnections. These shunting capacitors effectively termi-
nate the high frequency current loop, permitting the current to bypass the inductive
interconnect, such as the board and package power delivery networks [222-225].
The high frequency impedance of the system as seen from the current load terminals
is thereby reduced. Alternatively, at high frequencies, the capacitors decouple the
high impedance paths of the power delivery network from the load. These capacitors
are therefore referred to as decoupling capacitors [226, 227]. Several stages of
decoupling capacitors are typically utilized to maintain the output impedance of
a power distribution system below a target impedance [136, 228], as described in
Sect. 11.2.3.

11.2.2 Antiresonance

Decoupling capacitors are a powerful technique to reduce the impedance of a
power distribution system over a significant range of frequencies. A decoupling
capacitor, however, reduces the resonant frequency of a power delivery network,
making the system susceptible to resonances. Unlike the classic self-resonance
in a series circuit formed by a decoupling capacitor combined with a parasitic
resistance and inductance [138, 229] or by an on-chip decoupling capacitor and
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Fig. 11.9 Antiresonance of the output impedance of a power distribution network. Antiresonance
results in a distinctive peak, exceeding the target impedance specification

the parasitic inductance of the package (i.e., chip-package resonance) [230, 231],
antiresonance occurs in a circuit formed by two capacitors connected in parallel.
At the resonant frequency, the impedance of the series circuit decreases in the
vicinity of the resonant frequency, reaching the absolute minimum at the resonant
frequency determined by the ESR of the decoupling capacitor. At antiresonance,
however, the circuit impedance drastically increases, producing a distinctive peak,
as illustrated in Fig. 11.9. This antiresonant peak can result in system failures as
the impedance of the power distribution system becomes greater than the maximum
tolerable impedance Zi,sei. The antiresonance phenomenon in a system with parallel
decoupling capacitors is the subject of this section.

To achieve a low impedance power distribution system, multiple decoupling
capacitors are placed in parallel. The effective impedance of a power distribution
system with several identical capacitors placed in parallel is illustrated in Fig. 11.10.
Observe that the impedance of the power delivery network is reduced by a factor of
2 as the number of capacitors is doubled. Also note that the effective drop in the
impedance of a power distribution system diminishes rapidly with each additional
decoupling capacitor. It is therefore desirable to utilize decoupling capacitors with
a sufficiently low ESR in order to minimize the number of capacitors required to
satisfy a target impedance specification [136].

A number of decoupling capacitors with different magnitudes is typically used
to maintain the impedance of a power delivery system below a target specification
over a wide frequency range. Capacitors with different magnitudes connected in
parallel, however, result in a sharp antiresonant peak in the system impedance [29].
The antiresonance phenomenon for different capacitive values is illustrated in
Fig. 11.11. The antiresonance of parallel decoupling capacitors can be explained as
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Fig. 11.10 Impedance of a power distribution system with n identical decoupling capacitors
connected in parallel. The ESR of each decoupling capacitor is R = 0.1 2, the ESL is L = 100 pH,
and the capacitance is C = 1nF. The impedance of a power distribution system is reduced by a
factor of 2 as the number of capacitors is doubled

follows. In the frequency range from f; to f>, the impedance of the capacitor C; has
become inductive whereas the impedance of the capacitor C, remains capacitive
(see Fig.11.11). Thus, an LC tank is formed in the frequency range from f; to
f>, producing a peak at the resonant frequency located between f; and f>. As a
result, the total impedance drastically increases and becomes greater than the target
impedance, causing a system to fail.

The magnitude of the antiresonant spike can be effectively reduced by lowering
the parasitic inductance of the decoupling capacitors. For instance, as discussed
in [136], the magnitude of the antiresonant spike is significantly reduced if board
decoupling capacitors are mounted on low inductance pads. The magnitude of
the antiresonant spike is also determined by the ESR of the decoupling capacitor,
decreasing with larger parasitic resistance. Large antiresonant spikes are produced
when low ESR decoupling capacitors are placed on inductive pads. A high
inductance and low resistance result in a parallel LC circuit with a high quality
factor Q,

L
o= . (11.11)

R
In this case, the magnitude of the antiresonant spike is amplified by Q. Decoupling
capacitors with a low ESR should therefore always be used on low inductance pads
(with a low ESL).
Antiresonance also becomes well pronounced if a large variation exists between
the capacitance values. This phenomenon is illustrated in Fig. 11.12. In the case of
two capacitors with distinctive nominal values (C; > (), a significant gap between
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Fig. 11.11 Antiresonance of parallel capacitors, C; > C,, L} = L, and R} = R,. A parallel LC
tank is formed in the frequency range from f; to f>. The total impedance drastically increases in the
frequency range from f; to f, (the solid line), producing an antiresonant spike

two capacitances results in a sharp antiresonant spike with a large magnitude in the
frequency range from f; to f>, violating the target specification Zye, as shown in
Fig. 11.12a. If another capacitor with nominal value C; > C; > C; is added, the
antiresonant spike is canceled by Cj3 in the frequency range from f; to f>. As a result,
the overall impedance of a power distribution system is maintained below the target
specification over a broader frequency range, as shown in Fig. 11.12b. As described
in [232], the high frequency impedance of two parallel decoupling capacitors is only
reduced by a factor of 2 (or 6 dB) as compared to a single capacitor. It is also shown
that adding a smaller capacitor in parallel with a large capacitor results in only a
small reduction in the high frequency impedance. Antiresonances are effectively
managed by utilizing decoupling capacitors with a low ESL and by placing a greater
number of decoupling capacitors with progressively decreasing magnitude, shifting
the antiresonant spike to the higher frequencies (out of the range of the operating
frequencies of the circuit) [233].

11.2.3 Hydraulic Analogy of Hierarchical Placement
of Decoupling Capacitors

As discussed in Sect. 11.1.2, an ideal decoupling capacitor should provide a high
capacity and be able to release and accumulate energy at a sufficiently high rate.
Constructing a device with both high energy capacity and high power capability
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Fig. 11.12 Antiresonance of parallel capacitors. (a) A large gap between two capacitances results
in a sharp antiresonant spike with a large magnitude in the frequency range from fj to f5, violating
the target specification Zge. (b) If another capacitor with magnitude C; > C3 > C; is added, the
antiresonant spike is canceled by Cj; in the frequency range from f; to f>. As a result, the overall
impedance of the power distribution system is maintained below the target specification over the
desired frequency range

is, however, challenging. It is expensive to satisfy both of these requirements in an
ideal decoupling capacitor. Moreover, these requirements are typically contradictory
in most practical applications. The physical realization of a large decoupling
capacitance requires the use of discrete capacitors with a large nominal capacity
and, consequently, a large form factor. The large physical dimensions of the
capacitors have two implications. The parasitic series inductance of a physically
large capacitor is relatively high due to the increased area of the current loop within
the capacitors. Furthermore, due to technology limitations, the large physical size
of the capacitors prevents placing the capacitors sufficiently close to the current
load. A greater physical separation increases the inductance of the current path from
the capacitors to the load. A tradeoff therefore exists between the high capacity
and low parasitic inductance of a decoupling capacitor for an available component
technology.
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Gate switching times of a few tens of picoseconds are common in modern high
performance ICs, creating high transient currents in the power distribution system.
At high frequencies, only those on-chip decoupling capacitors with a low ESR and
a low ESL can effectively maintain a low impedance power distribution system.
Placing a sufficiently large on-chip decoupling capacitor requires a die area many
times greater than the area of a typical circuit. Thus, while technically feasible, a
single-tier decoupling solution is prohibitively expensive. A large on-chip decou-
pling capacitor is therefore typically built as a series of small decoupling capacitors
connected in parallel. At high frequencies, a large on-chip decoupling capacitor
exhibits a distributed behavior. Only on-chip decoupling capacitors located in the
vicinity of the switching circuit can effectively provide the required charge to the
current load within the proper time. An efficient approach to this problem is to
hierarchically place multiple stages of decoupling capacitors, progressively smaller
and closer to the load.

Utilizing hierarchically placed decoupling capacitors produces a low impedance,
high frequency power distribution system realized in a cost effective way. The
capacitors are placed in several stages: on the board, package, and circuit die.
Arranging the decoupling capacitors in several stages eliminates the need to satisfy
both the high capacitance and low inductance requirements in the same decoupling
stage [30].

The hydraulic analogy of the hierarchical placement of decoupling capacitors is
shown in Fig. 11.13. Each decoupling capacitor is represented by a water tank. All
of the water tanks are connected to the main water pipe connected to the consumer
(current load). Water tanks at different stages are connected to the main pipe through
the local water pipes, modeling different interconnect levels. The goal of the water
supply system (power delivery network) is to provide uninterrupted water flow to
the consumer at the required rate (switching time). The amount of water released by
each water tank is proportional to the tank size. The rate at which the water tank is
capable of providing water is inversely proportional to the size of the water tank and
directly proportional to the distance from the consumer to the water tank.

A power supply is typically treated as an infinite amount of charge. Due to large
physical dimensions, the power supply cannot be placed close to the current load
(the consumer). The power supply therefore has a long response time. Unlike the
power supply, an on-chip decoupling capacitor can be placed sufficiently close to
the consumer. The response time of an on-chip decoupling capacitor is significantly
shorter as compared to the power supply. An on-chip decoupling capacitor is
therefore able to respond to the consumer demand in a much shorter period of time
but is capable of providing only a small amount of water (or charge). Allocating
decoupling capacitors with progressively decreasing magnitudes and closer to the
current load, an uninterrupted flow of charge can be provided to the consumer. In the
initial moment, charge is only supplied to the consumer by the on-chip decoupling
capacitor. As the on-chip decoupling capacitor is depleted, the package decoupling
capacitor is engaged. This process continues until the power supply is activated.
Finally, the power supply is turned on and provides the necessary charge with
relatively relaxed timing constraints. The voltage regulator, board, package, and
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Fig. 11.13 Hydraulic analogy of the hierarchical placement of decoupling capacitors. The decou-
pling capacitors are represented by the water tanks. The response time is proportional to the size
of the capacitor and inversely proportional to the distance from a capacitor to the consumer. The
on-chip decoupling capacitor has the shortest response time (located closest to the consumer), but
is capable of providing the least amount of charge

on-chip decoupling capacitors therefore serve as intermediate reservoirs of charge,
relaxing the timing constraints for the power delivery supply.

A hierarchy of decoupling capacitors is utilized in high performance power
distribution systems in order to extend the frequency region of the low impedance
characteristics to the maximum operating frequency fy. The impedance character-
istics of a power distribution system with board, package, and on-chip decoupling
capacitors (see Fig. 11.6) are illustrated in Fig. 11.14. By utilizing the hierarchical
placement of decoupling capacitors, the antiresonant spike is shifted outside the
range of operating frequencies (beyond fy). The overall impedance of a power
distribution system is also maintained below the target impedance over the entire
frequency range of interest (from DC to fj).

Fully Compensated System

A special case in the impedance of an RLC circuit formed by a decoupling capacitor
and the parasitic inductance of the P/G lines is achieved when the zeros of a tank
circuit impedance cancel the poles, making the impedance purely resistive and
independent of frequency,

L

, 11.12
c ( )

RL=RC=R0=\/
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Fig. 11.14 Impedance of a power distribution system with board, package, and on-chip decou-
pling capacitances. The overall impedance is shown with a black line. The impedance of a power
distribution system with three levels of decoupling capacitors is maintained below the target
impedance (dashed line) over the frequency range of interest. The impedance characteristics of
the decoupling capacitors are shown by the thin solid lines

L _»rc (11.13)
RL_ cL, .

where R; and R are, respectively, the parasitic resistance of the P/G lines and the
ESR of the decoupling capacitor. In this case, the impedance of the RLC tank is
fully compensated. Equations (11.12) and (11.13) are equivalent to two conditions,
i.e., the impedance at the lower frequencies is matched to the impedance at the high
frequencies and the time constants of the inductor and capacitor currents are also
matched. A constant, purely resistive impedance, characterizing a power distribution
system with decoupling capacitors, is achieved across the entire frequency range of
interest, if each decoupling stage is fully compensated [137, 234]. The resistance
and capacitance of the decoupling capacitors in a fully compensated system are
completely determined by the impedance characteristics of the power and ground
interconnect and the location of the decoupling capacitors.

The hierarchical placement of decoupling capacitors exploits the tradeoff
between the capacity and the parasitic inductance of a capacitor to achieve an
economically effective solution. The total decoupling capacitance of a hierarchical
scheme Ciory = C? + CP + C¢ is larger than the total decoupling capacitance of a
single-tier solution, where CP, CP, and C° are, respectively, the board, package, and
on-chip decoupling capacitances. The primary advantage of utilizing a hierarchical
placement is that the inductive limit is imposed only on the final stage of decoupling
capacitors which constitutes a small fraction of the total required decoupling
capacitance. The constraints on the physical dimensions and parasitic impedance
of the capacitors in the remaining stages are therefore significantly reduced. As
a result, cost efficient electrolytic and ceramic capacitors can be used to provide
medium size and high capacity decoupling capacitors [30].
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11.3 Intrinsic vs Intentional On-Chip Decoupling
Capacitance

Several types of on-chip capacitances contribute to the overall on-chip decoupling
capacitance. The intrinsic decoupling capacitance is the inherent capacitance of the
transistors and interconnects that exists between the power and ground terminals.
The thin gate oxide capacitors placed on-chip to solely provide power decoupling
are henceforth referred to as an intentional decoupling capacitance. The intrinsic
decoupling capacitance is described in Sect.11.3.1. The intentional decoupling
capacitance is reviewed in Sect. 11.3.2.

11.3.1 Intrinsic Decoupling Capacitance

An intrinsic decoupling capacitance (or symbiotic capacitance) is the parasitic
capacitance between the power and ground terminals within an on-chip circuit
structure. The intrinsic capacitance is comprised of three types of parasitic capaci-
tances [235].

One component of the intrinsic capacitance is the parasitic capacitance of the
interconnect lines. Three types of intrinsic interconnect capacitances are illustrated
in Fig.11.15. The first type of interconnect capacitance is the capacitance C!
between the signal line and the power/ground line. Capacitance C} is the capacitance
between signal lines at different voltage potentials. The third type of intrinsic
interconnect capacitance is the capacitance C between the power and ground lines
(see Fig. 11.15).

Parasitic device capacitances, such as the drain junction capacitance and gate-to-
source capacitance, also contribute to the overall intrinsic decoupling capacitance
where the terminals of the capacitance are connected to power and ground. For
example, in the simple inverter circuit depicted in Fig. 11.16, if the input is one
(high) and the output is zero (low), the NMOS transistor is turned on, connecting C,
from Vyq to Gpq, providing a decoupling capacitance to the other switching circuits,

Fig. 11.15 Intrinsic Vad
decoupling capacitance of the [ ]
interconnect lines. C| denotes

the capacitance between the -]
signal line and the DT%
power/ground line. C,, —_c 31 ci

denotes the capacitance 2

between signal lines. Cj Dc
i 1L i

denotes the capacitance C

between the power and |
ground lines
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as illustrated in Fig. 11.16a. Alternatively, if the input is zero (low) and the output
is one (high), the PMOS transistor is turned on, connecting C, from Gyq to Vgq,
providing a decoupling capacitance to the other switching circuits, as illustrated in
Fig. 11.16b.

Depending upon the total capacitance (C, + C,) and the switching factor SF, the
decoupling capacitance from the non-switching circuits is [236]

P (1—SF)

, 11.14
dedf SF ( )

Ceircuit =

where P is the circuit power, Vg4 is the power supply voltage, and f is the switching
frequency. The time constant for Cieyi¢ is determined by RpyosCr, or Ramos Cp and
usually varies in a 0.18 pm CMOS technology from about 50-250ps [236].

The contribution of the transistor and interconnect capacitance to the overall
decoupling capacitance is difficult to determine precisely. The transistor terminals
as well as the signal lines can be connected either to power or ground, depending
upon the internal state of the digital circuit at a particular time. The transistor and
interconnect decoupling capacitance therefore depends on the input pattern and the
internal state of the circuit. The input vectors that produce the maximum intrinsic
decoupling capacitance in a digital circuit are described in [237].

Another source of intrinsic capacitance is the p-n junction capacitance of the
diffusion wells. The N-type wells, P-type wells, or wells of both types are implanted
into a silicon substrate to provide an appropriate body doping for the PMOS and
NMOS transistors. The N-type wells are ohmically connected to the power supply
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Fig. 11.17 N-well junction Vad Gnd
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while the P-type wells are connected to ground to provide a proper body bias for
the transistors. The N-well capacitor is the reverse-biased p-n junction capacitor
between the N-well and p-substrate, as shown in Fig. 11.17. The total on-chip
N-well decoupling capacitance C,,, is determined by the area, perimeter, and depth
of each N-well. Multiplying C,,, by the series and contact resistance in the N-well
and p-substrate, the time constant (R, 4+ R, + Rcontact) G for an N-well capacitor
is typically in the range of 250-500ps in a 0.18 um CMOS technology [236].
The parasitic capacitance of the wells usually dominates the intrinsic decoupling
capacitance of ICs fabricated in an epitaxial CMOS process [177, 238]. The overall
intrinsic on-chip decoupling capacitance consists of several components and is

Cimrinsic = Cinler + Cpn + Cwell + Cload + Cgs + Cgln (1115)

where Ciy is the interconnect capacitance, Cy, is the p-n junction capacitance, Cyen
is the capacitance of the well, Ciyyq is the load capacitance, C,; is the gate-to-source
(drain) capacitance, and Cy, is the gate-to-body capacitance.

Silicon-on-insulator (SOI) CMOS circuits lack diffusion wells and therefore do
not contribute to the intrinsic on-chip decoupling capacitance. A reliable estimate of
the contribution of the interconnect and transistors to the on-chip decoupling capaci-
tance is thus particularly important in SOI circuits. Several techniques for estimating
the intrinsic decoupling capacitance are presented in [ 140, 239]. The overall intrinsic
decoupling capacitance of an IC can also be determined experimentally. In [240],
the signal response of a power distribution system versus frequency is measured
with a vector network analyzer. An RLC model of the system is constructed
to match the observed response. The magnitude of the total on-chip decoupling
capacitance is determined from the frequency of the resonant peaks in the response
of the power system. Alternatively, the total on-chip decoupling capacitance can be
experimentally determined from the package-chip resonance, as described in [231].
The intentional decoupling capacitance placed on-chip during the design process
is known within the margins of the process variations. Subtracting the intentional
capacitance from the measured overall capacitance yields an estimate of the on-chip
intrinsic capacitance.
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Fig. 11.18 Banks of on-chip
decoupling capacitors (the
dark gray rectangles) placed
among circuit blocks (the
light gray rectangles)

11.3.2 Intentional Decoupling Capacitance

Intentional decoupling capacitance is often added to a circuit during the design
process to increase the overall on-chip decoupling capacitance to a satisfactory level.
The intentional decoupling capacitance is typically realized as a gate capacitance in
large MOS transistors placed on-chip specifically for this purpose. In systems with
mixed memory and logic, however, the intentional capacitance can also be realized
as a trench capacitance [241, 242].

Banks of MOS decoupling capacitors are typically placed among the on-chip
circuit blocks, as shown in Fig. 11.18. The space between the circuit blocks is often
referred to as “white” space, as this area is primarily used for global routing and
does not contain any active devices. Unless noted otherwise, the term “on-chip
decoupling capacitance” commonly refers to the intentional decoupling capacitance.
Using more than 20 % of the overall die area for intentional on-chip decoupling
capacitance is common in modern high speed integrated circuits [149, 243].

An MOS capacitor uses the thin oxide layer between the N-well and polysilicon
gate to provide the additional decoupling capacitance needed to mitigate the power
noise, as shown in Fig. 11.19. An optional fuse (or control gate) is typically provided
to disconnect the thin oxide capacitor from the rest of the circuit in the undesirable
situation of a short circuit due to process defects. As the size and shape of MOS
capacitors vary, the R,C,x time constant typically ranges from 40 to 200ps in a
0.18 pm CMOS process. Depending upon the switching speed of the circuit, typical
on-chip MOS decoupling capacitors are effective for RC time constants below
200 ps [236].

An MOS capacitor is formed by the gate electrode on one side of the oxide
layer and the source-drain inversion channel under the gate on the other side of the
oxide layer. The resistance of the channel dominates the ESR of the MOS capacitor.
Due to the resistance of the transistor channel, the MOS capacitor is modeled as
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Fig. 11.20 Equivalent RC model of an MOS decoupling capacitor

a distributed RC circuit, as shown in Fig. 11.20. The impedance of the distributed
RC structure shown in Fig. 11.20 is frequency dependent, Z(w) = R(w) + jwcl(w)-
Both the resistance R(w) and capacitance C(w) decrease with frequency. The low
frequency resistance of the MOS capacitor is approximately one twelfth of the
source-drain resistance of the MOS transistor in the linear region [244]. The low
frequency capacitance is the entire gate-to-channel capacitance of the transistor. At
high frequencies, the gate-to-channel capacitance midway between the drain and
source is shielded from the capacitor terminals by the resistance of the channel,
decreasing the effective capacitance of the MOS capacitor. The higher the channel
resistance per transistor width, the lower the frequency at which the capacitor
efficiency begins to decrease. Capacitors with a long channel (with a relatively high
channel resistance) are therefore less effective at high frequencies as compared to
short-channel capacitors. A higher series resistance of the on-chip MOS decoupling
capacitor, however, is beneficial in damping the resonance of a die-package RLC
tank circuit [244].

Long channel transistors, however, are more area efficient. In transistors with
a minimum length channel, the source and body contacts dominate the transistor
area, while the MOS capacitor stack occupies a relatively small fraction of the total
area. For longer channels, the area of the MOS capacitor increases while the area
overhead of the source/drain contacts remain constant, increasing the capacitance
per total area [30]. A tradeoff therefore exists between the area efficiency and the
ESR of the MOS decoupling capacitor. Transistors with a channel length 12 times
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greater than the minimum length are a good compromise [244]. In this case, the RC
time constant is smaller than the switching time of the logic gates, which typically
are composed of transistors with a minimum channel length, while the source and
drain contacts occupy a relatively small fraction of the total area.

11.4 Types of On-Chip Decoupling Capacitors

Multiple on-chip capacitors are utilized in ICs to satisfy various design require-
ments. Four types of widely utilized on-chip decoupling capacitors are the subject
of this section. Polysilicon-insulator-polysilicon (PIP) capacitors are presented in
Sect. 11.4.1. Three types of MOS decoupling capacitors, accumulation, depletion,
and inversion, are described in Sect. 11.4.2. Metal-insulator-metal (MIM) decou-
pling capacitors are reviewed in Sect. 11.4.3. In Sect. 11.4.4, lateral flux decoupling
capacitors are described. The design and performance characteristics of the different
on-chip decoupling capacitors are compared in Sect. 11.4.5.

11.4.1 Polysilicon-Insulator-Polysilicon (PIP) Capacitors

Both junction and MOS capacitors use diffusion for the lower electrodes. The
junction isolating the diffused electrode exhibits substantial parasitic capacitance,
limiting the voltage applied across the capacitor. These limitations are circumvented
in PIP capacitors, which employ two polysilicon electrodes in combination with
either an oxide or an oxide-nitride-oxide (ONO) dielectric [245], as illustrated
in Fig. 11.21. Since typical CMOS and BiCMOS processes incorporate multiple
polysilicon layers, PIP capacitors do not require any additional masking steps. The
gate polysilicon can serve as the lower electrode of the PIP capacitor, while the
resistor polysilicon (doped with a suitable implant) can form the upper electrode.
The upper electrode is typically doped with either an N-type source/drain (NSD)
or P-type source/drain (PSD) implant. The implant resulting in the lowest sheet
resistance is preferable, since heavier doping reduces the ESR and minimizes
voltage modulation due to polysilicon depletion [245].

PIP capacitors require additional process steps. Even if both of the electrodes
consist of existing depositions, the capacitor dielectric is unique to this structure and
consequently requires a process extension. The simplest way to form this dielectric
is to eliminate the interlevel oxide (ILO) deposition that normally separates the two
polysilicon layers and add a thin oxide layer on the lower polysilicon electrode.
With this technique, a capacitor can be built between the two polysilicon layers as
long as the second polysilicon layer is not used as an interconnection.

Silicon dioxide has a relatively low permittivity. A higher permittivity, and
therefore a higher capacitance per unit area, is achieved using a stacked ONO dielec-
tric (see Fig. 11.21b). Observe from Fig. 11.21 that the PIP capacitors normally
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Fig. 11.21 PIP oxide-nitride-oxide (ONO) capacitor. The entire capacitor is enclosed in an N-
type source/drain region, reducing the sheet resistance of the polysilicon layer; (a) layout, (b)
cross section

reside over the field oxide. The oxide steps should not intersect the structure, since
those steps cause surface irregularities in the lower capacitor electrode, resulting
in localized thinning of the dielectric, thereby concentrating the electric field. As
a result of the intersection, the breakdown voltage of the capacitor can be severely
compromised.

Selecting the dielectric material in a PIP capacitor, several additional issues
should be considered. Composite dielectrics experience hysteresis effects at high



11.4  Types of On-Chip Decoupling Capacitors 183

frequencies (above 10 MHz) due to the incomplete redistribution of static charge
along the oxide-nitride interface. Pure oxide dielectrics are used for PIP capacitors
to achieve a relatively constant capacitance over a wide frequency range. Oxide
dielectrics, however, typically have a lower capacitance per unit area. Low capaci-
tance dielectrics are also useful for improving matching among the small capacitors.

Voltage modulation of the PIP capacitors is relatively small, as long as both elec-
trodes are heavily doped. A PIP capacitor typically exhibits a voltage modulation
of 150 ppm/V [245]. The temperature coefficient of a PIP capacitor also depends on
voltage modulation effects and is typically less than 250 ppm/°C [246].

11.4.2 MOS Capacitors

An MOS capacitor consists of a metal-oxide-semiconductor structure, as illustrated
in Fig. 11.22. A top metal contact is referred to as the gate, serving as one plate
of the capacitor. In digital CMOS ICs, the gate is often fabricated as a heavily
doped n™-polysilicon layer, behaving as a metal. A second metal layer forms an
ohmic contact to the back of the semiconductor and is called the bulk contact. The
semiconductor layer serves as the other plate of the capacitor. The bulk resistivity is
typically 1-10 Q - cm (with a doping of 10! cm™?).

The capacitance of an MOS capacitor depends upon the voltage applied to
the gate with respect to the body. The dependence of the capacitance upon the
voltage across an MOS capacitor (a capacitance versus voltage (CV) diagram) is
plotted in Fig. 11.23. Depending upon the gate-to-body potential V,, three regions
of operation are distinguished in the CV diagram of an MOS capacitor. In the
accumulation mode, mobile carriers of the same type as the body (holes for an
NMOS capacitor with a p-substrate) accumulate at the surface. In the depletion
mode, the surface is devoid of any mobile carriers, leaving only a space charge
(depletion layer). In the inversion mode, mobile carriers of the opposite type of the
body (electrons for an NMOS capacitor with a p-substrate) aggregate at the surface,
inverting the conductivity type. These three regimes are roughly separated by the

Fig. 11.22 The structure of Dielectric Metal

an n-type MOS capacitor
P P Gate

p—substrate

Body
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Fig. 11.23 Capacitance versus gate voltage (CV) diagram of an n-type MOS capacitor. The flat
band voltage Vj, separates the accumulation region from the depletion region. The threshold
voltage V; separates the depletion region from the inversion region

two voltages (see Fig. 11.23). A flat band voltage Vj, separates the accumulation
regime from the depletion regime. The threshold voltage V; demarcates the depletion
regime from the inversion regime. Based on the mode of operation, three types
of MOS decoupling capacitors exist and are described in the following three
subsections.

Accumulation

In MOS capacitors operating in accumulation, the applied gate voltage is lower than
the flat band voltage (V,, < Vp,) and induces negative charge on the metal gate
and positive charge in the semiconductor. The hole concentration at the surface
is therefore above the bulk value, leading to surface accumulation. The charge
distribution in an MOS capacitor operating in accumulation is shown in Fig. 11.24.
The flat band voltage is the voltage at which there is no charge on the plates of
the capacitor (there is no electric field across the dielectric). The flat band voltage
depends upon the doping of the semiconductor and any residual charge existing
at the interface between the semiconductor and the insulator. In the accumulation
mode, the charge per unit area 0, at the semiconductor/oxide interface is a linear
function of the applied voltage V,;,. The oxide capacitance per unit area Coy is
determined by the slope of Q,, as illustrated in Fig. 11.25. The capacitance of an
MOS capacitor operating in accumulation achieves the maximum value and is

€
CMOSz\ccum = CmaX = A COX = A a ) (1116)

where A is the area of the gate electrode, €.« is the permittivity of the oxide, and #x
is the oxide thickness.
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Fig. 11.24 Charge distribution in an NMOS capacitor operating in accumulation (Vg, < Vp)

Fig. 11.25 Accumulation 0,
charge density as a function A
of the applied gate voltage.
The capacitance per unit area
Cox is determined by the
slope of the line

Vip Vb

Depletion

In MOS capacitors operating in depletion, the applied gate voltage is brought above
the flat band voltage and below the threshold voltage (Vg < V,, < V). A positive
charge is therefore induced at the interface between the metal gate and the oxide.
A negative charge is induced at the oxide/semiconductor interface. This scenario is
accomplished by pushing all of the mobile positive carriers (holes) away, exposing
the fixed negative charge from the donors. Hence, the surface of the semiconductor
is depleted of mobile carriers, leaving behind a negative space charge. The charge
distribution in the MOS capacitor operating in depletion is illustrated in Fig. 11.26.

The resulting space charge behaves like a capacitor with an effective capacitance
per unit area Cy. The effective capacitance C; depends upon the gate voltage Vg,
and is

€si

Cd(ng) = xd(vgh) s

(11.17)

where €g; is the permittivity of the silicon and x, is the thickness of the depletion
layer (space charge). Observe from Fig. 11.26 that the oxide capacitance per unit
area Cox and depletion capacitance per unit area C; are connected in series. The
capacitance of a MOS structure in the depletion region is therefore
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Fig. 11.26 Charge distribution in an NMOS capacitor operating in depletion (Vg < Vg < V)).
Under this bias condition, all of the mobile positive carriers (holes) are pushed away, depleting the
surface of the semiconductor, resulting in a negative space charge with thickness x;

Cox C
ChOSipes =4 (") éd. (11.18)

Note that the thickness of the silicon depletion layer becomes wider as the gate volt-
age is increased, since more holes are pushed away, exposing more fixed negative
ionized dopants, leading to a thicker space charge layer. As a result, the capacitance
of the depleted silicon decreases, reducing the overall MOS capacitance.

Inversion

In MOS capacitors operating in inversion, the applied gate voltage is further
increased above the threshold voltage (V; < V). The conduction type of the
semiconductor surface is inverted (from p-type to n-type). The threshold voltage is
referred to as the voltage at which the conductivity type of the surface layer changes
from p-type to n-type (in the case of an NMOS capacitor). This phenomenon
is explained as follows. As the gate voltage is increased beyond the threshold
voltage, holes are pushed away from the Si/SiO, interface, exposing the negative
charge. Note that the density of holes decreases exponentially from the surface
into the bulk. The number of holes decreases as the applied voltage increases. The
number of electrons at the surface therefore increases with applied gate voltage and
becomes the dominant type of carrier, inverting the surface conductivity. The charge
distribution of an MOS capacitor operating in inversion is depicted in Fig. 11.27.

Note that the depletion layer thickness reaches a maximum in the inversion
region. The total voltage drop across the semiconductor also reaches the maximum
value. Further increasing the gate voltage, the applied voltage drops primarily across
the oxide layer. If the gate voltage approaches the threshold voltage, the depleted
layer capacitance per unit area Cg‘i“ reaches a minimum [247]. In this case, the
overall MOS capacitance reaches the minimum value and is

Cox CJ"

. 11.19
Cox + Cin (119

__ ,min __
CMOSinv - ¥MOS — A



11.4  Types of On-Chip Decoupling Capacitors 187

PODPPDPDDDOPDDDDDDDDD
Vt < ng T T T

Cl_> [CACACICECECECECRCECACRCRCRCRCNCRS) x,

p—substrate

Fig. 11.27 Charge distribution of an NMOS capacitor operating in inversion (V; < V). Under
this bias condition, a negative charge is accumulated at the semiconductor surface, inverting the
conductivity of the semiconductor surface (from p-type to n-type)

where

cmin — €S (11.20)

- ax *
Xd

Note that at low frequencies (quasi-static conditions), the generation rate of
holes (electrons) in the depleted silicon surface layer is sufficiently high. Electrons
are therefore swept to the Si/SiO, interface, forming a sheet charge with a thin
layer of electrons. The inversion layer capacitance under quasi-static conditions
therefore reaches the maximum value. At high frequencies, however, the generation
rate is not sufficiently high, prohibiting the formation of the electron charge at the
Si/Si0, interface. In this case, the thickness of the silicon depletion layer reaches
the maximum. Hence, the inversion layer capacitance reaches the minimum.

An MOS transistor operated as a capacitor has a substantial ESR, most of which
is associated with the lower electrode. This parasitic resistance can be reduced by
using a fairly short channel length (25 wm or less) [245]. If the source and drain
diffusions are omitted, the backgate contact is typically placed entirely around the
gate.

A layout and cross section of an MOS capacitor formed in a BiCMOS process
are illustrated in Fig. 11.28. Since the N-type source/drain layer follows the gate
oxide growth and polysilicon deposition, the lower plate should consist of some
other diffusion (typically deep-n™). Deep-n™ has a higher sheet resistance than the
N-type source/drain layer (typically 100 €2/0), resulting in a substantial parasitic
resistance of the lower plate. The heavily concentrated n-type doping thickens
the gate oxide by 10-30 % through dopant-enhanced oxidation, resulting in higher
working voltages but a lower capacitance per unit area. The deep-n™ is often placed
inside the N-well to reduce the parasitic capacitance to the substrate. The N-well
can be omitted, however, if the larger parasitic capacitance and lower breakdown
voltage of the deep-n™/p-epi junction can be tolerated.

Regardless of how an MOS capacitor is constructed, the two capacitor elec-
trodes are never entirely interchangeable. The lower plate always consists of a
diffusion with substantial parasitic junction capacitance. This junction capacitance
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Fig. 11.28 Deep-n™ MOS capacitor constructed in a BICMOS process; (a) layout, (b) cross
section

is eliminated by connecting the lower plate of the capacitor to the substrate potential.
The upper plate of the MOS capacitor consists of a deposited electrode with a
relatively small parasitic capacitance. The lower plate of an MOS capacitor should
therefore be connected to the driven node (with the lower impedance). Swapping
the two electrodes of an MOS capacitor can load a high impedance node with a high
parasitic impedance, compromising circuit performance.

The major benefit of MOS capacitors is the natural compatibility with CMOS
technology. MOS capacitors also provide a high capacitance density [248], pro-
viding a cost effective on-chip decoupling capacitance. MOS capacitors result in
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relatively high matching: the gate oxide capacitance is typically controlled within
5% error [246]. MOS capacitors, however, are non-linear devices that exhibit
strong voltage dependence (more than 100 ppm/V [249]) due to the variation of
both the dielectric constant and the depletion region thickness within each plate.
The performance of the MOS capacitors is limited at high frequencies due to the
large diffusion-to-substrate parasitic capacitance. As technology scales, the leakage
currents of MOS capacitors also increase substantially, increasing the total power
dissipation. High leakage current is the primary issue with MOS capacitors.

An MOS on-chip capacitance is typically realized as accumulation and inversion
capacitors. Note that capacitors operating in accumulation are more linear than
capacitors operating in inversion [250]. The MOS capacitance operating in accumu-
lation is almost independent of frequency. Moreover, MOS decoupling capacitors
operating in accumulation result in an approximately 15X reduction in leakage
current as compared to MOS decoupling capacitors operating in inversion [251].
MOS decoupling capacitors operating in accumulation should therefore be the
primary form of MOS decoupling capacitors in modern high performance ICs.

11.4.3 Metal-Insulator-Metal (MIM) Capacitors

A MIM capacitor consists of two metal layers (plates) separated by a deposited
dielectric layer. A cross section of a MIM capacitor is shown in Fig. 11.29. A thick
oxide layer is typically deposited on the substrate, reducing the parasitic capacitance
to the substrate. The parasitic substrate capacitance is also lowered by utilizing
the top metal layers as plates of a MIM capacitor. For instance, in comb MIM
capacitors [252], the parasitic capacitance to the substrate is less than 2 % of the
total capacitance.

Metal 1 Metal 2

T Dielectric

2

Substrate

/ Thick oxide

Fig. 11.29 Cross section of a MIM capacitor. A thick oxide (SiO,) layer is typically deposited on
the substrate to reduce the parasitic capacitance to the substrate
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Historically, MIM capacitors have been widely used in RF and mixed-signal ICs
due to the low leakage, high linearity, low process variations (high accuracy), and
low temperature variations [253-255] of MIM capacitors. Conventional circuits uti-
lize SiO; as a dielectric deposited between two metal layers. Large MIM capacitors
therefore require significant circuit area, prohibiting the use of MIM capacitors
as decoupling capacitors in high complexity ICs. The capacitance density can be
increased by reducing the dielectric thickness and employing high-k dielectrics.
Reducing the dielectric thickness, however, results in a substantial increase in
leakage current which is highly undesirable.

MIM capacitors with a capacitance density comparable to MOS capacitors
(8—10fF/um?) have been fabricated using Al,O3; and AITiO, dielectrics [256],
AlTaO, [257], and HfO, dielectric using atomic layer deposition (ALD) [258]. A
higher capacitance density (13 fF/um?) is achieved using laminate ALD HfO, —
Al,O3 dielectrics [259, 260]. Laminate dielectrics also result in higher voltage
linearity and reliability. Recently, MIM capacitors with a capacitance density
approximately two times greater than the capacitance density of MOS capacitors
have been fabricated [261]. A capacitance density of 17 fF/jum? is achieved using a
Nb,Oj5 dielectric with HfO, — Al,O3 barriers.

Unlike MOS capacitors, MIM capacitors require high temperatures for thin
film deposition. Integrating MIM capacitors into a standard low temperature
(<400°C) back-end high complexity digital process is therefore a challenging
problem [262]. This problem can be overcome by utilizing MIM capacitors with
plasma enhanced chemical vapor deposition (PECVD) nitride dielectrics [263, 264].
Previously, MIM capacitors were unavailable in CMOS technology with copper
metallization. Recently, MIM capacitors have been successfully integrated into
CMOS and BiCMOS technologies with a copper dual damascene metallization
process [265-267]. In [268], a high density MIM capacitor with a low ESR using
a plug-in copper plate is described, making MIM capacitors highly efficient for use
as a decoupling capacitor.

MIM capacitors are widely utilized in RF and mixed-signal ICs due to low
voltage coefficients, good capacitor matching, precision control of capacitor values,
small parasitic capacitance, high reliability, and low defect densities [269]. MIM
capacitors also exhibit high linearity over a wide frequency range. Additionally,
a high capacitance density with lower leakage currents has recently been achieved,
making MIM capacitors the best candidate for decoupling power and ground lines in
modern high performance, high complexity ICs. For instance, for a MIM capacitor
with a dielectric thickness #,, = 1nm, a capacitance density of 34.5 fF/ium? has
been achieved [270].

11.4.4 Lateral Flux Capacitors

The total capacitance per unit area can be increased by using more than one pair
of interconnect layers. Current technologies offer up to ten metal layers, increasing
the capacitance nine times through the use of a sandwich structure. The capacitance
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is further increased by exploiting the lateral flux between the adjacent metal lines
within a specific interconnect layer. In scaled technologies, the adjacent metal
spacing (on the same level) shrinks faster than the spacing between the metal layers
(on different layers), resulting in substantial lateral coupling.

A simplified structure of an interdigitated capacitor exploiting lateral flux is
shown in Fig. 11.30. The two terminals of the capacitor are shown in light pink and
dark pink. Note that the two plates built in the same metal layer alternate to better
exploit the lateral flux. Ordinary vertical flux can also be exploited by arranging the
segments of a different metal layer in a complementary pattern [271], as illustrated
in Fig. 11.31. Note that a higher capacitance density is achieved by using a lateral
flux together with a vertical flux (parallel plate structure).

An important advantage of using a lateral flux capacitor is reducing the bottom
plate parasitic capacitance as compared to an ordinary parallel plate structure. This
reduction is due to two reasons. First, the higher density of the lateral flux capacitor
results in a smaller area for a specific value of total capacitance. Second, some of

Fig. 11.30 A simplified
structure of an interdigitated
lateral flux capacitor (top
view). Two terminals of the
capacitor are shown in light
pink and dark pink

Fig. 11.31 Vertical flux versus lateral flux; (a) standard parallel plate structure, (b) structure
divided by two cross-connected metal layers, (c) structure divided by four cross-connected metal
layers
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the field lines originating from one of the bottom plates terminate on the adjacent
plate rather than the substrate, further reducing the bottom plate capacitance, as
shown in Fig. 11.32. Such phenomenon is referred to as flux stealing. Thus, some
portion of the bottom plate parasitic capacitance is converted into a useful plate-
to-plate capacitance. Three types of enhanced lateral flux capacitors with a higher
capacitance density are described in the following three subsections.

Fractal Capacitors

Since the lateral capacitance is dependent upon the perimeter of the structure,
the maximum capacitance can be obtained with those geometries that maximize
the total perimeter. Fractals are therefore good candidates for use in lateral flux
capacitors. A fractal is a structure that encloses a finite area with an infinite
perimeter [272]. Although lithography limitations prevent fabrication of a real
fractal, quasi-fractal geometries with feature sizes limited by lithography have been
successfully fabricated in fractal capacitors [273]. It has been demonstrated that
in certain cases, the effective capacitance of fractal capacitors can be increased by
more than ten times.

The final shape of a fractal can be tailored to almost any form. The flexibility
arises from the characteristic that a wide variety of geometries exists, determined
by the fractal initiator and generator [272]. It is also possible to use different fractal
generators during each step. Fractal capacitors of any desired form can therefore be
constructed due to the flexibility in the shape of the layout. Note that the capacitance
per unit area of a fractal capacitor depends upon the fractal dimensions. Fractals with
large dimensions should therefore be used to improve the layout density [273].

In addition to the capacitance density, the quality factor Q is important in RF and
mixed-signal applications. In fractal capacitors, the degradation in quality factor
is minimal, since the fractal structure naturally limits the length of the thin metal
sections to a few micrometers, maintaining a reasonably small ESR. Hence, smaller
dimension fractals should be used to achieve a low ESR. Alternatively, a tradeoff
exists between the capacitance density and the ESR in fractal capacitors.
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Existing technologies typically provide tighter control over the lateral spacing
of the metal layers as compared to the vertical thickness of the oxide layers (both
from wafer to wafer and across the same wafer). Lateral flux capacitors shift the
burden of matching from the oxide thickness to the lithography. The matching
characteristics are therefore greatly improved in lateral flux capacitors. Furthermore,
the pseudo-random nature of the lateral flux capacitors compensate for the effects
of nonuniformity in the etching process.

Comparing fractal and conventional interdigitated capacitors, note the inherent
parasitic inductance of an interdigitated capacitor. Most fractal geometries random-
ize the direction of the current flow, reducing the ESL. In an interdigitated capacitor,
however, the current flows in the same direction for all of the parallel lines. Also in
fractal structures, the electric field concentrates around the sharp edges, increasing
the effective capacitance density (about 15 %) [273]. Nevertheless, due to simplicity,
interdigitated capacitors are widely used in ICs.

Woven Capacitors

A woven structure is also utilized to achieve high capacitance density. A woven
capacitor is depicted in Fig. 11.33. Two orthogonal metal layers are used to construct
the plates of the capacitor. Vias connect the metal lines of a specific capacitor plate
at the overlap sites. Note that in a woven structure, the current in the adjacent
lines flows in the opposite direction. The woven capacitor has therefore much less
inherent parasitic inductance as compared to an interdigitated capacitor [202, 274].
In addition, the ESR of a woven capacitor contributed by vias is smaller than the
ESR of an interdigitated capacitor. A woven capacitor, however, results in a smaller
capacitance density as compared to an interdigitated capacitor with the same metal
pitch due to the smaller vertical capacitance.

Fig. 11.33 Woven capacitor.
The two terminals of the
capacitor are shown in light
pink and brown. The vias are
illustrated by the black
colored squares
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Vertical Parallel Plate (VPP) Capacitors

Another way to utilize a number of metal layers in modern CMOS technologies
is to construct conductive vertical plates out of vias in combination with the
interconnect metal. Such a capacitor is referred to as a vertical parallel plate (VPP)
capacitor [275]. A VPP capacitor consists of metal slabs connected vertically using
multiple vias between the vertical plates. This structure fully exploits lateral scaling
trends as compared to fractal structures [274].

11.4.5 Comparison of On-Chip Decoupling Capacitors

On-chip decoupling capacitors can be designed in ICs in a number of ways. The
primary characteristics of four common types of on-chip decoupling capacitors,
discussed in Sects. 11.4.1, 11.4.2, 11.4.3 and 11.4.4, are listed in Table 11.1. Note
that typical MIM capacitors provide a lower capacitance density (1-10 fF/jum?) than
MOS capacitors. Recently, a higher capacitance density (13 fF/jum?) of MIM capac-
itors has been achieved using laminate ALD HfO,-Al,O; dielectrics [259, 260].
A capacitance density of 34.5fF/um? has been reported in [270] for a MIM
capacitor with a dielectric thickness of 1 nm.

Note that the quality factor of the MOS and lateral flux capacitors is limited by
the channel resistance and the resistance of the multiple vias. Decoupling capacitors
with a low quality factor produce wider antiresonant spikes with a significantly
reduced magnitude [276]. It is therefore highly desirable to limit the quality factor of
the on-chip decoupling capacitors. Note that in the case of a low ESR (high quality
factor), an additional series resistance should be provided, lowering the magnitude
of the antiresonant spike. This additional resistance, however, is limited by the target
impedance of the power distribution system [28].

Table 11.1 Four common types of on-chip decoupling capacitors in a 90 nm CMOS

technology
Lateral
PIP MOS MIM flux
Feature capacitor capacitor capacitor capacitor
Capacitance
density (fF/um?) 1-5 1020 1-30 10-20
Bottom plate
capacitance (%) 5-10 20-30 2-5 1-5
Linearity (ppm/V) 50-150 300-500 10-50 50-100
Quality factor 5-15 1-10 50-150 10-50
Parasitic resistance (m€2) 500-2000 1000-10,000  50-250 100-500
Leakage current (Afem?)  1071°-107° 1072-10""! 107°-10—% 10710-107°
Temperature
dependence (ppm/°C) 150-250 300-500 50-100 50-100

Process complexity Extra steps  Standard Standard Standard
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The parasitic resistance is another important characteristic of on-chip decoupling
capacitors. The parasitic resistance characterizes the efficiency of a decoupling
capacitor. Alternatively, both the amount of charge released by the decoupling
capacitor and the rate with which the charge is restored on the decoupling capacitor
are primarily determined by the parasitic resistance [277]. The parasitic resistance
of PIP capacitors is mainly determined by the resistive polysilicon layer. MIM
capacitors exhibit the lowest parasitic resistance due to the highly conductive metal
layers used as the plates of the capacitor. The increased parasitic resistance of the
lateral flux capacitors is due to the multiple resistive vias, connecting metal plates
at different layers [274]. In MOS capacitors, both the channel resistance and the
resistance of the metal plates contribute to the parasitic resistance. The performance
of MOS capacitors is therefore limited by the high parasitic resistance.

Observe from Table 11.1 that MOS capacitors result in prohibitively large
leakage currents. As technology scales, the leakage power is expected to become
the major component of the total power dissipation. Thick oxide MOS decoupling
capacitors are often used to reduce the leakage power. Thick oxide capacitors,
however, require a larger die area for the same capacity as a thinner oxide capac-
itance. Note that the leakage current in MOS capacitors increases exponentially
with temperature, further exacerbating the problem of heat removal. Also note that
leakage current is reduced in MIM capacitors as compared to MOS capacitors by
about seven orders of magnitude. The leakage current of MIM capacitors is also
fairly temperature independent, increasing twofold as the temperature rises from
25°C to 125°C [265].

Note that PIP capacitors typically require additional process steps, adding extra
cost. From the information listed in Table 11.1, MIM capacitors and stacked lateral
flux capacitors (fractal, VPP, and woven) are the best candidates for decoupling the
power and ground lines in modern high performance, high complexity ICs.

11.5 On-Chip Switching Voltage Regulator

The efficiency of on-chip decoupling capacitors can be enhanced by an on-chip
switching voltage regulator [278]. The decoupling capacitors reduce the impedance
of the power distribution system by serving as an energy source when the power
voltage decreases, as discussed in previous sections. The smaller the power voltage
variation, the smaller the energy transferred from a decoupling capacitor to the load.

Consider a group of N decoupling capacitors C placed on a die. Where connected
in parallel between the power and ground network, the capacitors behave as a single
capacitor NC. As the power supply level decreases from the nominal level Vyq to a
target minimum Vyq — 6V, the non-switching decoupling capacitors release only a
small fraction k of the stored charge into the network,

5Q  NCVgg—NC(Vaa—8V) _ 8V
Qo NCVy Vad

k. (11.21)
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Fig. 11.34 Switching decoupling capacitors from a parallel to a series connection. (a) Parallel
connection. (b) Series connection

A correspondingly small fraction of the total energy E stored in the capacitors is
transferred to the load,

SE V2, — (Vg —8V)2 28V
_ Va—( by & = 2k. (11.22)
Ey Vdd Vaa

Switching the on-chip capacitors can increase the charge (and energy) transferred
from the capacitors to the load as the power voltage decreases below the nominal
voltage level [278]. Rather than a fixed connection in parallel as in the traditional
non-switching case, the connection of capacitors to the power and ground networks
can be changed from parallel to series using switches, as shown in Fig. 11.34 for
the case of two capacitors. When the rate of variation in the power supply voltage is
relatively small, the capacitors are connected in parallel, as shown in Fig. 11.34a,
and charged to Vy. When the instantaneous power supply variation exceeds a
certain threshold, the capacitors are reconnected in series, as shown in Fig. 11.34b,
transforming the circuit into a capacitor of C/N capacity carrying a charge of CVyq.
In this configuration, the circuit can release

1—k
305w = CVua (1— N ) (11.23)

amount of charge before the drop in the voltage supply level exceeds the noise
margin §V = kVg. This amount of charge is greater than the charge released
in the non-switching case, as determined by (11.21), if k < Nil. The effective
charge storage capacity of the on-chip decoupling capacitors is thereby enhanced.
The area of the on-chip capacitors required to lower the peak resonant impedance
of the power network to a satisfactory level is decreased.

This technique is employed in the UltraSPARC III microprocessor, as described

by Ang, Salem, and Taylor [278]. In addition to the 176 nF of non-switched on-chip
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decoupling capacitance, 134 nF of switched on-chip capacitance is placed on the
die. The switched capacitance occupies 20mm? of die area and is distributed
in the form of 99 switching regulator blocks throughout the die to maintain a
uniform power supply voltage. The switching circuitry is designed to minimize
the short-circuit current when the capacitor is switching. Feedback loop control
circuitry ensures stable behavior of the switching capacitors. The switching circuitry
occupies 0.4 mm?, a small fraction of the overall regulator area. The regulator
blocks are connected directly to the global power distribution grid. In terms of the
frequency domain characteristics, the switching regulator lowers the magnitude of
the die-package resonance impedance. The switched decoupling capacitors decrease
the on-chip power noise by roughly a factor of 2 and increase the operating
frequency of the circuit by approximately 20 %.

11.6 Summary

A brief overview of decoupling capacitors has been presented in this chapter. The
primary characteristics of decoupling capacitors can be summarized as follows.

e A decoupling capacitor serves as an intermediate and temporary storage of
charge and energy located between the power supply and current load, which
is electrically closer to the switching circuit

* To be effective, a decoupling capacitor should have a high capacity to store a
sufficient amount of energy and be able to release and accumulate energy at a
sufficient rate

* In order to ensure correct and reliable operation of an IC, the impedance of the
power distribution system should be maintained below the target impedance in
the frequency range from DC to the maximum operating frequency

e The high frequency impedance is effectively reduced by placing decoupling
capacitors across the power and ground interconnects, permitting the current to
bypass the inductive interconnect

* A decoupling capacitor has an inherent parasitic resistance and inductance and
therefore can only be effective within a certain frequency range

» Several stages of decoupling capacitors are typically utilized to maintain the
output impedance of a power distribution system below a target impedance

» Antiresonances are effectively managed by utilizing decoupling capacitors with
low ESL and by placing a large number of decoupling capacitors with progres-
sively decreasing magnitude, shifting the antiresonant spike to a higher frequency

e MIM capacitors and stacked lateral flux capacitors (fractal, VPP, and woven)
are preferable candidates for decoupling power and ground lines in modern high
speed, high complexity ICs



Chapter 12
Effective Radii of On-Chip Decoupling
Capacitors

Decoupling capacitors are widely used to manage power supply noise. A decoupling
capacitor acts as a reservoir of charge, which is released when the power supply
voltage at a particular current load drops below some tolerable level. Alternatively,
decoupling capacitors are an effective way to reduce the impedance of power
delivery systems operating at high frequencies [29]. Since the inductance scales
slowly [129], the location of the decoupling capacitors significantly affects the
design of the P/G network in high performance ICs such as microprocessors. With
increasing frequencies, a distributed hierarchical system of decoupling capacitors
placed on-chip is needed to effectively manage power supply noise [279].

The efficacy of decoupling capacitors depends upon the impedance of the
conductors connecting the capacitors to the current loads and power sources. During
discharge, the current flowing from the decoupling capacitor to the current load
results in resistive noise (/R drops) and inductive noise (L dI/dt drops) due to the
parasitic resistances and inductances of the power delivery network. The resulting
voltage drop at the current load is therefore always greater than the voltage drop
at the decoupling capacitor. Thus, a maximum parasitic impedance between the
decoupling capacitor and the current load exists at which the decoupling capacitor
is effective. Alternatively, to be effective, a decoupling capacitor should be placed
close to a current load during discharge (within the maximum effective distance
d7), as shown in Fig. 12.1.

Once the switching event is completed, a decoupling capacitor has to be fully
charged before the next clock cycle begins. During the charging phase, the voltage
across the decoupling capacitor rises exponentially. The charge time of a capacitor
is determined by the parasitic resistance and inductance of the interconnect between
the capacitor and the power supply. A design space for a tolerable interconnect
resistance and inductance exists, permitting the charge on the decoupling capacitor
to be restored within a target charge time. The maximum frequency at which
the decoupling capacitor is effective is determined by the parasitic resistance and
inductance of the metal lines and the size of the decoupling capacitor. A maximum
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Fig. 12.1 Placement of an on-chip decoupling capacitor based on the maximum effective distance.
To be effective, a decoupling capacitor should be placed close to the current load during
discharge. During the charging phase, however, the decoupling capacitor should be placed close
to the power supply to efficiently restore the charge on the capacitor. The specific location of

a decoupling capacitor should therefore be determined to simultaneously satisfy the maximum

effective distances d;** during discharge and dg"* during charging

effective distance based on the charge time, therefore, exists for each on-chip
decoupling capacitor. Beyond this effective distance, the decoupling capacitor is
ineffective. Alternatively, to be effective, an on-chip decoupling capacitor should
be placed close to a power supply during the charging phase (within the maximum
effective distance d3;™*, see Fig. 12.1). The relative location of the on-chip decou-
pling capacitors is therefore of fundamental importance. A design methodology is
therefore required to determine the location of an on-chip decoupling capacitor,
simultaneously satisfying the maximum effective distances, &7 and d3™*. This
location is characterized by the effective radii of the on-chip decoupling capacitors
and is the primary subject of this chapter. A design methodology to estimate the
minimum required on-chip decoupling capacitance is also presented.

This chapter is organized as follows. Existing work on placing on-chip decou-
pling capacitors is reviewed in Sect. 12.1. The effective radius of an on-chip decou-
pling capacitor as determined by the target impedance is presented in Sect. 12.2.
Design techniques to estimate the minimum magnitude of the required on-chip
decoupling capacitance are discussed in Sect. 12.3. The effective radius of an on-
chip decoupling capacitor based on the charge time is determined in Sect. 12.4.
A design methodology for placing on-chip decoupling capacitors based on the
maximum effective radii is presented in Sect. 12.5. A model of an on-chip power
distribution network is developed in Sect.12.6. Simulation results for typical
values of on-chip parasitic resistances and inductances are presented in Sect. 12.7.
Some circuit design implications are discussed in Sect. 12.8. Finally, some specific
conclusions are summarized in Sect. 12.9.



12.1 Background 201
12.1 Background

Decoupling capacitors have traditionally been allocated on a circuit board to control
the impedance of a power distribution system and suppress EMI. Decoupling
capacitors are also employed to provide the required charge to the switching
circuits, enhancing signal integrity. Since the parasitic impedance of a circuit board-
based power distribution system is negligible at low frequencies, board decoupling
capacitors are typically modeled as ideal capacitors without parasitic impedances.
In an important early work by Smith [280], the effect of a decoupling capacitor on
the signal integrity in circuit board-based power distribution systems is presented.
The efficacy of the decoupling capacitors is analyzed in both the time and frequency
domains. Design criteria have been developed, however, which significantly overes-
timate the required decoupling capacitance. A hierarchical placement of decoupling
capacitors has been presented by Smith et al. in [136]. The authors of [136] show
that each decoupling capacitor is effective only within a narrow frequency range.
Larger decoupling capacitors have a greater form factor (physical dimensions),
resulting in higher parasitic impedances [229]. The concept of an effective series
resistance and an effective series inductance of each decoupling capacitor is also
described. The authors show that by hierarchically placing the decoupling capacitors
from the voltage regulator module level to the package level, the impedance of the
overall power distribution system can be maintained below a target impedance.

As the signal frequency increases to several megahertz, the parasitic imped-
ance of the circuit board decoupling capacitors becomes greater than the target
impedance. The circuit board decoupling capacitors therefore become less effective
at frequencies above 10-20 MHz. Package decoupling capacitors should therefore
be utilized in the frequency range from several megahertz to several hundred
megahertz [136]. In modern high performance ICs operating at several gigahertz,
only those decoupling capacitors placed on-chip are effective at these frequencies.

The optimal placement of on-chip decoupling capacitors has been discussed
in [281]. The power noise is analyzed assuming an RLC network model, rep-
resenting a multi-layer power bus structure. The current load is modeled by
time-varying resistors. The on-chip decoupling capacitors are allocated to only those
areas where the power noise is greater than the maximum tolerable level. Ideal
on-chip decoupling capacitors are assumed in the algorithm described in [281].
The resulting budget of on-chip decoupling capacitance is therefore significantly
overestimated. Another technique for placing on-chip decoupling capacitors has
been described in [282]. The decoupling capacitors are placed based on activity sig-
natures determined from microarchitectural simulations. This technique produces
a 30 % decrease in the maximum noise level as compared to uniformly placing
the on-chip decoupling capacitors. This methodology results in overestimating the
capacitance budget due to the use of a simplified criterion for sizing the on-chip
decoupling capacitors. Also, since the package level power distribution system is
modeled as a single lumped resistance and inductance, the overall power supply
noise is greatly underestimated.
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An algorithm for automatically placing and sizing on-chip decoupling capacitors
in application-specific integrated circuits is described in [283]. The problem is for-
mulated as a nonlinear optimization and solved using a sensitivity-based quadratic
programming solver. The algorithm is limited to on-chip decoupling capacitors
placed in rows of standard cells (in one dimension). The power distribution network
is modeled as a resistive mesh, significantly underestimating the power distribution
noise. In [284], the problem of on-chip decoupling capacitor allocation is evalu-
ated. This technique is integrated into a power supply noise-aware floorplanning
methodology. Only the closest power supply pins are considered to provide the
switching current drawn by the load. Additionally, only the shortest and second
shortest paths are considered between a decoupling capacitor and the current load.
It is assumed that the current load is located at the center of a specific circuit block.
The technique does not consider the degradation in effectiveness of an on-chip
decoupling capacitor located at some distance from the current load. Moreover, only
the discharge phase is considered. To be effective, a decoupling capacitor should be
fully charged before the following switching cycle. Otherwise, the charge on the
decoupling capacitor will be gradually depleted, making the capacitor ineffective.
The methodology described in [284] therefore results in underestimating the power
supply noise and overestimating the required on-chip decoupling capacitance.

The problem of on-chip decoupling capacitor allocation has historically been
considered as two independent tasks. The location of an on-chip decoupling
capacitor is initially determined. The decoupling capacitor is next appropriately
sized to provide the required charge to the current load. As discussed in [277],
the size of the on-chip decoupling capacitors is determined by the impedance
(essentially, the physical separation) between a decoupling capacitor and the current
load (or power supply).

Proper sizing and placement of the on-chip decoupling capacitors however
should be determined simultaneously. As shown in this chapter, on-chip decoupling
capacitors are only effective in close vicinity to the switching circuit. The maximum
effective distance for both the discharge and charging phase is determined. It is also
shown that the on-chip decoupling capacitors should be placed both close to the
current load to provide the required charge and to the power supply to be fully
recharged before the next switching event. A design methodology for placing and
sizing on-chip decoupling capacitors based on a maximum effective distance as
determined by the target impedance and charge time is presented in this chapter.

12.2 Effective Radius of On-Chip Decoupling Capacitor
Based on Target Impedance

Neglecting the parasitic capacitance [285], the impedance of a unit length wire
is Z'(w) = r + jowl, where r and [ are the resistance and inductance per length,
respectively, and w is an effective frequency, as determined by the rise time of the
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current load. The inductance / is the effective inductance per unit length of the power
distribution grid, incorporating both the partial self-inductance and mutual coupling
among the lines [73]. The target impedance of the metal line of a particular length
is therefore

Z(w) = Z'(w) x d, (12.1)

where Z'(w) is the impedance of a unit length metal line, and d is the distance
between the decoupling capacitor and the current load. Substituting the expression
for the target impedance Z;g.; presented in [28] into (12.1), the maximum effective
radius d** between the decoupling capacitor and the current load is
dgax — Zmrget — Vdd X RlPPle ’ (122)

Z(@)  Ix~r+ ol

where +/r2 4+ w22 denotes the magnitude of the impedance of a unit length wire,
Ziarger 15 the maximum impedance of a power distribution system, resulting in a
power noise lower than the maximum tolerable level, and Ripple is the maximum
tolerable power noise (the ratio of the magnitude of the maximum tolerable voltage
drop to the power supply level). Note that the maximum effective radius as
determined by the target impedance is inversely proportional to the magnitude of
the current load and the impedance of a unit length line. Also note that the per
length resistance r and inductance / account for the ESR and ESL of an on-chip
decoupling capacitor. The maximum effective radius as determined by the target
impedance decreases rapidly with each technology generation (a factor of 1.4, on
average, per computer generation), as shown in Fig. 12.2 [286]. Also note that in
a meshed structure, multiple paths between any two points are added in parallel.
The maximum effective distance corresponding to Z; is, therefore, larger than
the maximum effective distance of a single line, as discussed in Sect. 12.7. The
maximum effective radius is defined in this chapter as follows.

Definition 1. The effective radius of an on-chip decoupling capacitor is the maxi-
mum distance between the current load (power supply) and the decoupling capacitor
for which the capacitor is capable of providing sufficient charge to the current load,
while maintaining the overall power distribution noise below a tolerable level.

12.3 Estimation of Required On-Chip Decoupling
Capacitance

Once the specific location of an on-chip decoupling capacitor is determined as
described in Sect. 12.2, the minimum required magnitude of the on-chip decoupling
capacitance should be determined, satisfying the expected current demands. Design
expressions for determining the required magnitude of the on-chip decoupling
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Fig. 12.2 Projection of the maximum effective radius as determined by the target impedance d;**
for future technology generations: I,,x = 10mA, Vgg = 1V, and Ripple = 0.1. Global on-chip
interconnects are assumed, modeling the highly optimistic scenario. The maximum effective radius
as determined by the target impedance is expected to decrease at an alarming rate (a factor of 1.4
on average per computer generation)

capacitors based on the dominant power noise are presented in this section.
A conventional approach with dominant resistive noise is described in Sect. 12.3.1.
Techniques for determining the magnitude of on-chip decoupling capacitors in the
case of dominant inductive noise are developed in Sect. 12.3.2. The critical length

of the P/G paths connecting the decoupling capacitor to the current load is presented
in Sect. 12.3.3.

12.3.1 Dominant Resistive Noise

To estimate the on-chip decoupling capacitance required to support a specific local
current demand, the current load is modeled as a triangular current source. The
magnitude of the current source increases linearly, reaching the maximum current
Inax at peak time £,. The magnitude of the current source decays linearly, becoming
zero at t7, as shown in Fig. 12.3. The on-chip power distribution network is modeled
as a series RL circuit. To qualitatively illustrate the methodology for placing on-chip
decoupling capacitors based on the maximum effective radii, a single decoupling
capacitor with a single current load is assumed to mitigate the voltage fluctuations
across the P/G terminals.

The total charge Qgis required to satisfy the current demand during a switching
event is modeled as the sum of the area of two triangles (see Fig. 12.3). Since the
required charge is provided by an on-chip decoupling capacitor, the voltage across
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Fig. 12.3 Linear approximation of the current demand of a power distribution network by a
current source. The magnitude of the current source reaches the maximum current /;,,x at peak
time #,. Transition times #, and #; denote, respectively, the rise and fall time of the current load

the capacitor during discharge drops below the initial power supply voltage. The
required charge during the entire switching event is thus'

Qf _ Imax X (tr + tf)
dis —

N = Caee X (Vaa — V}), (12.3)

where I, is the maximum magnitude of the current load of a specific circuit block
for which the decoupling capacitor is allocated, ¢, and t are the rise and fall time,
respectively, Cqec is the decoupling capacitance, Vyq is the power supply voltage, and
Vé is the voltage across the decoupling capacitor after the switching event. Note that
since there is no current after switching, the voltage at the current load is equal to
the voltage across the decoupling capacitor.

The voltage fluctuations across the P/G terminals of a power delivery system
should not exceed the maximum level (usually 10 % of the power supply volt-
age [153]) to guarantee fault-free operation. Thus,

Vé = Vli)ad > 0.9 Vyq. (12.4)

Substituting (12.4) into (12.3) and solving for Cgec, the minimum on-chip decou-
pling capacitance required to support the current demand during a switching event is

Tmax X (8 + ¢
Oy, > o X Ut h) (12.5)
0.2 Vaq
where Cgee is the decoupling capacitance required to support the current demand
during the entire switching event.

'In the general case with an a priori determined current profile, the required charge can be estimated
as the integral of I;yqq(¢) from O to #;.
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12.3.2 Dominant Inductive Noise

Note that (12.5) is applicable only to the case where the voltage drop at the end of the
switching event is larger than the voltage drop at the peak time £, (IR > L dI/dt).
Alternatively, the minimum voltage at the load is determined by the resistive drop
and the parasitic inductance can be neglected. This phenomenon can be explained
as follows. The voltage drop as seen at the current load is caused by current flowing
through the parasitic resistance and inductance of the on-chip power distribution
system. The resulting voltage fluctuations are the sum of the ohmic IR voltage drop,
inductive L dI /dt voltage drop, and the voltage drop across the decoupling capacitor
at t,. A critical parasitic RL impedance, therefore, exists for any given set of rise and
fall times. Beyond this critical impedance, the voltage drop at the load is primarily
caused by the inductive noise (L dI/dt >> IR), as shown in Fig. 12.4. The decoupling
capacitor should therefore be increased in the case of dominant inductive noise to
reduce the voltage drop across the capacitor during the rise time V., lowering the
magnitude of the power noise.

The charge Q) required to support the current demand during the rise time
of the current load is equal to the area of the triangle formed by I,,x and ¢,. The
required charge is provided by the on-chip decoupling capacitor. The voltage across
the decoupling capacitor drops below the power supply level by AV{. The required
charge during ¢, is’

Tnax X 1y

this = 2 = Cgec X AVE‘» (12.6)
where Q7 is the charge drawn by the current load during ¢, and AVY, is the voltage

drop across the decoupling capacitor at #,. From (12.6),

Imax X 1y
AV = . 12.7)
¢ 2 Cdec

By time #,, the voltage drop as seen from the current load is the sum of the ohmic
IR drop, the inductive L dI/dt drop, and the voltage drop across the decoupling
capacitor. Alternatively, the power noise is further increased by the voltage drop

AV¢. In this case, the voltage at the current load is
r dI r
Viead = Vdd_IXR_Ldt — AV, (12.8)

where R and L are, respectively, the parasitic resistance and inductance of the P/G
lines. Linearly approximating the current load, dI is assumed equal to I,,x and dt
to ¢,. Note that the last term in (12.8) accounts for the voltage drop AV, across the
decoupling capacitor during the rise time of the current at the load.

2In the general case with a given current profile, the required charge can be estimated as the integral
of I1pqq(t) from O to ¢,.
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Fig. 12.4 Power distribution noise during discharge of an on-chip decoupling capacitor: I,,x =
100mA, Vgg = 1V, t, = 20ps, t; = 80ps, R = 100m§2, L = 15pH, and Cy.c = 50 pF; (a)
voltage across the terminals of the current load, (b) voltage across the decoupling capacitor, (c)
current load modeled as a triangular current source. For these parameters, the parasitic impedance
of the metal lines connecting the decoupling capacitor to the current load is larger than the critical
impedance. The inductive noise therefore dominates the resistive noise and (12.5) underestimates
the required decoupling capacitance. The resulting voltage drop on the power terminal of a current
load is therefore larger than the maximum tolerable noise

Assuming that V], > 0.9 Vyq, substituting (12.7) into (12.8), and solving for
Clec, the minimum on-chip decoupling capacitance to support the current demand
during ¢, is
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c. > Imax X Iy (12 9)
dec — dry” .
) (O.lVdd—IxR—Ldt)
Note that if L dI/dt > IR, Cge is excessively large. The voltage drop at the end of
the switching event is hence always smaller than the maximum tolerable noise.
Also note that, as opposed to (12.5), (12.9) depends upon the parasitic impedance
of the on-chip power distribution system. Alternatively, in the case of the dominant
inductive noise, the required charge released by the decoupling capacitor is deter-
mined by the parasitic resistance and inductance of the P/G lines connecting the
decoupling capacitor to the current load.

12.3.3 Critical Line Length

Assuming the impedance of a single line, the critical line length d. can be
determined by setting C}. equal to CZ

ec?

Imax X 1, = Tinax X (tr + tf) (12.10)
(0.1 Vaa — I rdeic — desie dr) 0.1 Vg
Solving (12.10) for dit,
01vVe (1=
desie = o bt 12.11
crit = . dl . (12.11)
r
dt

For a single line connecting a current load to a decoupling capacitor, the minimum
required on-chip decoupling capacitor is determined by (12.5) for lines shorter
than d. and by (12.9) for lines longer than d., as illustrated in Fig. 12.5. Note
that for a line length equal to dc, (12.5) and (12.9) result in the same required
capacitance. Also note that the maximum length of a single line is determined by
(12.2). A closed-form solution for the critical line length has not been developed for
the case of multiple current paths existing between the current load and a decoupling
capacitor. In this case, the impedance of the power grid connecting a decoupling
capacitor to a current load is extracted and compared to the critical impedance.
Either (12.5) or (12.9) is utilized to estimate the required on-chip decoupling
capacitance.

The dependence of the critical line length d,,;; on the rise time ¢, of the current
load as determined by (12.11) is depicted in Fig. 12.6. From Fig. 12.6, the critical
line length decreases sublinearly with shorter rise times. Hence, the critical line
length will decrease in future nanometer technologies as transition times become
shorter, significantly increasing the required on-chip decoupling capacitance. Also
note that d. is determined by Z , increasing with larger fall times.
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Fig. 12.5 Critical line length of an interconnect between a decoupling capacitor and a current load.
The minimum required on-chip decoupling capacitance is determined by (12.5) for lines shorter
than d.; and by (12.9) for lines longer than d;. The decoupling capacitor is ineffective beyond
the maximum effective radius as determined by the target impedance dj*
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Fig. 12.6 Dependence of the critical line length d.; on the rise time of the current load: Ii,x =
0.1A, Vgg = 1V, r = 0.007Q/pm, and I = 0.5pH/um. Note that d.; is determined by ;;
increasing with larger #;. The critical line length will shrink in future nanometer technologies as
transition times become shorter

Observe in Fig. 12.5 that the design space for determining the required on-chip
decoupling capacitance is broken into two regions by the critical line length. The
design space for determining the required on-chip decoupling capacitance (C}.. and
Cﬁec) is depicted in Fig. 12.7. For the example parameters shown in Fig. 12.7, the
critical line length is 125 wm. Note that the required on-chip decoupling capacitance

. depends upon the parasitic impedance of the metal lines connecting the

decoupling capacitor to the current load. Thus, for lines longer than dg;, Cj.,
increases exponentially as the separation between the decoupling capacitor and the
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Fig. 12.7 Design space for determining minimum required on-chip decoupling capacitance:
Inax = 50mA, Vyg = 1V, r = 0.007Q/pm, I = 0.5pH/um, t, = 100ps, and #; = 300 ps;
(a) design space for determining the minimum required on-chip decoupling capacitance is broken
into two regions by d., (b) design space around d.j;. For the example parameters, the critical line
length is 125 um. In region 1, C{jec is greater than Cj,. and does not depend upon the parasitic
impedance. In region 2, however, Cj.. dominates, increasing rapidly with distance between the
decoupling capacitor and the current load

current load increases, as shown in Fig. 12.7a. Also note that for lines shorter than
d.it, the required on-chip decoupling capacitance does not depend upon the parasitic
impedance of the power distribution grid. Alternatively, in the case of the dominant
resistive drop, the required on-chip decoupling capacitance C{iec is constant and
greater than C} (see region 1 in Fig. 12.7b). If L dI /dt noise dominates the IR noise
(the line length is greater than d.), the required on-chip decoupling capacitance
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lec 1nCreases substantially with line length and is greater than C];ec (see region
2 in Fig. 12.7b). Conventional techniques therefore significantly underestimate the
required decoupling capacitance in the case of the dominant inductive noise. Note
that in region 1, the parasitic impedance of the metal lines connecting a decoupling
capacitor to the current load is not important. In region 2, however, the parasitic
impedance of the P/G lines should be considered. A tradeoff therefore exists
between the size of Cj_, and the distance between the decoupling capacitor and the
current load. As Cj_, is placed closer to the current load, the required capacitance

can be significantly reduced.

12.4 Effective Radius as Determined by Charge Time

Once discharged, a decoupling capacitor must be fully charged to support the current
demands during the following switching event. If the charge on the capacitor is not
fully restored during the relaxation time between two consecutive switching events
(the charge time), the decoupling capacitor will be gradually depleted, becoming
ineffective after several clock cycles. A maximum effective radius, therefore, exists
for an on-chip decoupling capacitor as determined during the charging phase for
a target charge time. Similar to the effective radius based on the target impedance
presented in Sect. 12.2, an on-chip decoupling capacitor should be placed in close
proximity to the power supply (the power pins) to be effective.

To determine the current flowing through a decoupling capacitor during the
charging phase, the parasitic impedance of a power distribution system is modeled
as a series RL circuit between the decoupling capacitor and the power supply, as
shown in Fig. 12.8. When the discharge is completed, the switch is closed and the
charge is restored on the decoupling capacitor. The initial voltage Vg across the
decoupling capacitor is determined by the maximum voltage drop during discharge.

For the circuit shown in Fig. 12.8, the KVL equation for the current in the circuit
is [287]

L fe +Rig + ! /.hdt—— Vad (1212)
Ich L] . .
dt Cec
R L

?\ ANV KW—AL
Vaa (:) icn(t) ) VE==Caec

Fig. 12.8 Circuit charging an on-chip decoupling capacitor. The parasitic impedance of the power
distribution system connecting the decoupling capacitor to the power supply is modeled by a series
RL circuit
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Differentiating (12.12),

iy dich 1
L R jich = 0. 12.13
dr? + dt + Clec feh ( )

Equation (12.13) is a second order linear differential equation with the characteristic
equation,

R (12.14)
s s = 0. .
L LCdec
The general solution of (12.13) is
in(t) = Ky &' + K e, (12.15)

where s; and s, are the roots of (12.14),

R R\ 1
=—" % - . 12.16
A7) \/(2L) LCyec (12.16)

Note that (12.15) represents the solution of (12.13) as long as the system is
overdamped. The damping factor is therefore greater than one, i.e.,

(R 2> 4 (12.17)
L) LC’ ‘

For a single line, from (12.17), the critical line length resulting in an overdamped
system is

D > 41 (12.18)
r? Cdec’ ’

where Cge. is the on-chip decoupling capacitance, and / and r are, respectively,
the per length inductance and resistance. Inequality (12.18) determines the critical
length of a line resulting in an overdamped system. Note that for typical values of r
and / in a 90 nm CMOS technology, a power distribution system with a decoupling
capacitor is overdamped for on-chip interconnects longer than several micrometers.
Equation (12.15) is therefore a general solution of (12.13) for a scaled CMOS
technology.

Initial conditions are applied to determine the arbitrary constants K; and K> in
(12.15). The current charging the decoupling capacitor during the charging phase is
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Imax (tr + tf)
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The voltage across the decoupling capacitor during the charging phase can be
determined by integrating (12.19) from zero to the charge time,

ich (t) =

Ich

Vel(t) = C}i / ich(1) dt, (12.20)
0

where f., is the charge time, and V() and i., (¢) are, respectively, the voltage across
the decoupling capacitor and the current flowing through the decoupling capacitor
during the charging phase. Substituting (12.19) into (12.20) and integrating from
zero to t.p, the voltage across the decoupling capacitor during the charging phase is

Tmax (tr + tf)

) R\ 1
e\ o) ~ LC,

R + R’ ! t, 1
ex — — ch | —
Pl "o o) T LCu |
R R\’ 1

— + —
2L 2L LCec
R R\’ 1
1 —exp - = — teh
2L 2L LCyec
+ _(12.21)
R R\? 1
2L 2L LCec

Observe that the criterion for estimating the maximum effective radius of an
on-chip decoupling capacitor as determined by the charge time is transcendental.
A closed-form expression is therefore not available for determining the maximum

VCdec (tCh) =
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Fig. 12.9 Design space for determining the maximum tolerable parasitic resistance and induc-
tance of a power distribution grid: Inx = 100mA, 7, = 100ps, ;1 = 300ps, Cgec = 100pF,
Vaa = 1V, and 1, = 400 ps. For a target charge time, the maximum resistance and inductance
produce a voltage across the decoupling capacitor that is greater or equal to the power supply
voltage (region above the dark line). Note that the maximum voltage across the decoupling
capacitor is the power supply voltage. A design space that produces a voltage greater than the
power supply means that the charge on the decoupling capacitor can be restored within 7,

effective radius of an on-chip decoupling capacitor during the charging phase. Thus
from (12.21), a design space can be graphically described in order to determine the
maximum tolerable resistance and inductance that permit the decoupling capacitor
to be recharged within a given £, as shown in Fig. 12.9. The parasitic resistance and
inductance should be maintained below the maximum tolerable values, permitting
the decoupling capacitor to be charged during the relaxation time.

Note that as the parasitic resistance of the power delivery network decreases,
the voltage across the decoupling capacitor increases exponentially. In contrast,
the voltage across the decoupling capacitor during the charging phase is almost
independent of the parasitic inductance, slightly increasing with inductance. This
phenomenon is due to the behavior that an inductor resists sudden changes in the
current. Alternatively, an inductor maintains the charging current at a particular level
for a longer time. Thus, the decoupling capacitor is charged faster.
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12.5 Design Methodology for Placing On-Chip Decoupling
Capacitors

A design methodology for placing on-chip decoupling capacitors based on the
maximum effective radii is illustrated in Fig. 12.10. The maximum effective radius
based on the target impedance is determined from (12.2) for a particular current
load (circuit block), power supply voltage, and allowable ripple. The minimum
required on-chip decoupling capacitance is estimated to support the required current
demand. If the resistive drop is larger than the inductive drop, (12.5) is used to
determine the required on-chip decoupling capacitance. If L dI/dt noise dominates,
the on-chip decoupling capacitance is determined by (12.9). In the case of a single
line connecting a decoupling capacitor to a current load, the critical wire length is
determined by (12.11).

The maximum effective distance based on the charge time is determined from
(12.21). Note that (12.21) results in a range of tolerable parasitic resistance and
inductance of the metal lines connecting the decoupling capacitor to the power
supply. Also note that the on-chip decoupling capacitor should be placed such that
both the power supply and the current load are located inside the effective radius, as
shown in Fig. 12.11. If this allocation is not possible, the current load (circuit block)
should be partitioned into several blocks and the on-chip decoupling capacitors
should be allocated for each block, satisfying both effective radii requirements. The
effective radius as determined by the target impedance does not depend upon the
decoupling capacitance. In contrast, the effective radius as determined by the charge
time is inversely proportional to C3,.. The on-chip decoupling capacitors should be
distributed across the circuit to provide sufficient charge for each functional unit.

12.6 Model of On-Chip Power Distribution Network

In order to determine the effective radii of an on-chip decoupling capacitor and the
effect on the noise distribution, a model of a power distribution network is required.
On-chip power distribution networks in high performance ICs are commonly
modeled as a mesh. Early in the design process, minimal physical information
characterizing the P/G structure is available. A simplified model of a power distri-
bution system is therefore appropriate. For simplicity, equal segments within a mesh
structure are assumed. The current demands of a particular module are modeled as
current sources with equivalent magnitude and switching activities. The current load
is located at the center of a circuit module which determines the connection point
of the circuit module to the power grid. The parasitic resistance and inductance of
the package are also included in the model as an equivalent series resistance R,
and inductance L,. Note that the parasitic capacitance of the power distribution grid
provides a portion of the decoupling capacitance, providing additional charge to the
current loads. The on-chip decoupling capacitance intentionally added to the IC is
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Fig. 12.10 Design flow for placing on-chip decoupling capacitors based on the maximum effective
radii

typically more than an order of magnitude greater than the parasitic capacitance of
the on-chip power grid. The parasitic capacitance of the power delivery network is,
therefore, neglected.

Typical effective radii of an on-chip decoupling capacitor is in the range of
several hundred micrometers. In order to determine the location of an on-chip
decoupling capacitor, the size of each RL mesh segment should be much smaller
than the effective radii. In modern high performance ICs such as microprocessors
with die sizes approaching 1.5in. by 1.5in., a fine mesh is infeasible to simulate.
In the case of a coarse mesh, the effective radius is smaller than the size of each
segment. The location of each on-chip decoupling capacitor, therefore, cannot be
accurately determined. To resolve this dilemma, the accuracy of the capacitor loca-
tion can be traded off with the complexity of the power distribution network. A hot
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Fig. 12.11 The effective radii of an on-chip decoupling capacitor. The on-chip decoupling
capacitor is placed such that both the current load and the power supply are located inside the
effective radius. The maximum effective radius as determined by the target impedance d7** does
not depend on the decoupling capacitance. The maximum effective radius as determined by the

charge time is inversely proportional to Cﬁec. If the power supply is located outside the effective

radius d}y", the current load should be partitioned, resulting in a smaller decoupling capacitor and,

therefore, an increased effective distance dgy

spot (an area where the power supply voltage drops below the minimum tolerable
level) is first determined based on a coarse mesh, as shown in Fig. 12.12. A finer
mesh is used next within each hot spot to accurately estimate the effective radius
of the on-chip decoupling capacitor. Note that in a mesh structure, the maximum
effective radius is the Manhattan distance between two points. In disagreement with
Fig. 12.11, the overall effective radius is actually shaped more like a diamond, as
illustrated in Fig. 12.13.

In modern high performance ICs, up to 3000 I/O pins can be necessary [286].
Only half of the I/O pads are typically used to distribute power. The other half is
dedicated to signaling. Assuming an equal distribution of power and ground pads,
a quarter of the total number of pads is typically available for power or ground
delivery. For high performance ICs with die sizes of 1.5in. by 1.5in. inside a flip-
chip package, the distance between two adjacent power or ground pads is about
1300 pm. By modeling the flip chip area array by a six by six distributed RL mesh,
the accuracy in determining the effective radii of an on-chip decoupling capacitor
is traded off with the computational complexity required to analyze the power
delivery network. In this chapter, an on-chip power distribution system composed
of the four closest power pins is modeled as an RL mesh of forty by forty equal
segments to accurately determine the maximum effective distance of an on-chip
decoupling capacitor. Note that this approach of modeling a power distribution
system is applicable to ICs with both conventional low cost and advanced high
performance packaging.
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Fig. 12.12 Model of a power distribution network. The on-chip power delivery system is modeled
as a distributed RL mesh with seven by seven equal segments. The current loads are modeled as
current sources with equivalent magnitude and switching activities. Impedances R, and L, denote,
respectively, the parasitic resistance and inductance of the package. The rectangle denotes a “hot”
spot—the area where the power supply voltage drops below the minimum tolerable level

12.7 Case Study

The dependence of the effective radii of an on-chip decoupling capacitor on a
power distribution system is described in this section to quantitatively illustrate these
concepts. The load is modeled as a triangular current source with a 100 ps rise time
and 300 ps fall time. The maximum tolerable ripple at the load is 10 % of the power
supply voltage. The relaxation time between two consecutive switching events
(charge time) is 400 ps. Two scenarios are considered for determining the effective
radii of an on-chip decoupling capacitor. In the first scenario, an on-chip decoupling
capacitor is connected to the current load by a single line (local connectivity).
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Fig. 12.13 Effective radii of an on-chip decoupling capacitor. For a power distribution system
modeled as a distributed RL mesh, the maximum effective radius is the Manhattan distance between
two points. The overall effective radius is therefore shaped like a diamond

In the second scenario, the on-chip decoupling capacitors are connected to the
current loads by an on-chip power distribution grid (global connectivity). A flip-chip
package is assumed. An on-chip power distribution system with a flip-chip pitch
(the area formed by the four closest pins) is modeled as an RL distributed mesh
of forty by forty equal segments to accurately determine the maximum effective
distance of an on-chip decoupling capacitor. The parasitic resistance and inductance
of the package (the four closest pins of a flip-chip package) are also included in
the model. The methodology for placing on-chip decoupling capacitors provides a
highly accurate estimate of the magnitude and location of the on-chip decoupling
capacitors. The maximum error of the resulting power noise is less than 0.1 % as
compared to SPICE.

For a single line, the maximum effective radii as determined by the target impe-
dance and charge time for three sets of on-chip parasitic resistances and inductances
are listed in Table 12.1. These three scenarios listed in Table 12.1 represent typical
values of the parasitic resistance and inductance of the top, intermediate, and bottom
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Table 12.1 Maximum effective radii of an on-chip decoupling capacitor
for a single line connecting a decoupling capacitor to a current load

Metal Resistance Inductance [0 Cgec dmax (LM)
layer Q@pm)  GHum) A B Z 1
Top 0.007 0.5 0.01 20 310.8 1166
0.007 0.5 0.1 200 31.1 116
0.007 0.5 1 2000 3.1 11.6
Intermediate  0.04 0.3 0.01 183 2262 242
0.04 0.3 0.1 1773 226 24
0.04 0.3 1 45454 2.3 0.2
Bottom 0.1 0.1 0.01 50,000 99.8 0
0.1 0.1 0.1 oo 0 0
0.1 0.1 1 0o 0 0

Vaa = 1V, Viippie = 100mV, ¢, = 100 ps, 7 = 300ps, t, = 400 ps

layers of on-chip interconnects in a 90 nm CMOS technology [286]. In the case of
the top metal layer, the maximum effective distance as determined by the target
impedance is smaller than the critical distance as determined by (12.11). Hence,
IR > L dI/dt, and the required on-chip decoupling capacitance is determined by
(12.5). Note that the decoupling capacitance increases linearly with the current load.
For a typical parasitic resistance and inductance of the intermediate and bottom
layers of the on-chip interconnects, the effective radius as determined by the target
impedance is longer than the critical distance d.. In this case, the overall voltage
drop at the current load is determined by the inductive noise. The on-chip decoupling
capacitance can therefore be estimated by (12.9).

In the case of an RL mesh, the maximum effective radii as determined by the
target impedance and charge time for three sets of on-chip parasitic resistances
and inductances are listed in Table 12.2. From (12.11), for the parameters listed
in Table 12.2, the critical voltage drop is 75mV. If the voltage fluctuations at
the current load do not exceed the critical voltage, IR > L dI/dt and the
required on-chip decoupling capacitance is determined by (12.5). Note that for
the aforementioned three interconnect scenarios, assuming a 10 mA current load,
the maximum effective radii of the on-chip decoupling capacitor based on the target
impedance and charge time are larger than forty cells (the longest distance within the
mesh from the center of the mesh to the corner). The maximum effective radii of the
on-chip decoupling capacitor is therefore larger than the pitch size. The decoupling
capacitor can therefore be placed anywhere inside the pitch. For a 100 mA current
load, the voltage fluctuations at the current load exceed the critical voltage drop.
The L dI/dt noise dominates and the required on-chip decoupling capacitance is
determined by (12.9).

The effective radii of an on-chip decoupling capacitor decreases linearly with
current load. The optimal size of an RL distributed mesh should therefore be
determined for a particular current demand. If the magnitude of the current require-
ments is low, the mesh can be coarser, significantly decreasing the simulation time.
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Table 12.2 Maximum effective radii of an on-chip decoupling capac-
itor for an on-chip power distribution grid modeled as a distributed RL

mesh

Metal Resistance Inductance [0  Cgec  dmax (cells)

layer (Q/pm) (pH/um)  (A) (pF) Z Len

Top 0.007 0.5 0.01 20 >40 >40
0.007 0.5 0.1 357 2 >40
0.007 0.5 1 - <l -

Intermediate  0.04 0.3 0.01 20 >40 >40
0.04 0.3 0.1 227 1 <1
0.04 0.3 1 - <l -

Bottom 0.1 0.1 0.01 20 >40 >40
0.1 0.1 0.1 - <l -
0.1 0.1 1 - <l -

Vaa = 1V, Vyppre = 100mV, 1, = 100 ps, tr = 300ps, tc, = 400 ps,
cell size is 32.5 X 32.5 um

For a 10mA current load, the effective radii as determined from both the target
impedance and charge time are longer than the pitch size. Thus, the distributed
mesh is overly fine. For a current load of 1A, the effective radii are shorter than
one cell, meaning that the distributed RL mesh is overly coarse. A finer mesh should
therefore be used to accurately estimate the maximum effective radii of the on-chip
decoupling capacitor. In general, the cells within the mesh should be sized based
on the current demand and the acceptable computational complexity (or simulation
budget). As a rule of thumb, a coarser mesh should be used on the perimeter of each
grid pitch. A finer mesh should be utilized around the current loads.

Note that in both cases, Cj. as determined by (12.9) increases rapidly with the
effective radius based on the target impedance, becoming infinite at d7*. In this
case study, the decoupling capacitor is allocated at almost the maximum effective
distance d**, simulating the worst case scenario. The resulting Cge. is therefore
significantly large. As the decoupling capacitor is placed closer to the current load,
the required on-chip decoupling capacitance as estimated by (12.9) can be reduced.
A tradeoff therefore exists between the maximum effective distance as determined
by the target impedance and the size of the minimum required on-chip decoupling
capacitance (if the overall voltage drop at the current load is primarily caused by the
inductive L dI/dt drop).

The effective radii listed in Table 12.1 are determined for a single line between
the current load or power supply and the decoupling capacitor. In the case of a power
distribution grid modeled as a distributed RL mesh, multiple paths are connected
in parallel, increasing the effective radii. For instance, comparing Table 12.1 to
Table 12.2, note that the maximum effective radii as determined by the target
impedance are increased about three times and two times for the top metal layers
with, respectively, a 10 and 100 mA current load. Note also that for typical values
of the parasitic resistance and inductance of a power distribution grid, the effective
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radius as determined by the target impedance is longer than the radius based on the
charge time for intermediate and bottom metal layers. For top metal layers, however,
the effective radius as determined by the target impedance is typically shorter than
the effective radius based on the charge time.

Also note that the maximum effective radius as determined by the charge time
decreases quadratically with the decoupling capacitance. The maximum effective
distance as determined by the charge time becomes impractically short for large
decoupling capacitances. For the bottom metal layer, the maximum effective radius
based on the charge time approaches zero. Note that the maximum effective radius
during the charging phase has been evaluated for the case where the decoupling
capacitor is charged to the power supply voltage. In practical applications, this
constraint can be relaxed, assuming the voltage across the decoupling capacitor is
several millivolts smaller than the power supply. In this case, the effective radius
of the on-chip decoupling capacitor as determined by the charge time can be
significantly increased.

The maximum effective radius as determined by the charge time becomes
impractically short for large decoupling capacitors, making the capacitors ineffec-
tive. In this case, the decoupling capacitor should be placed closer to the current
load, permitting the decoupling capacitance to be decreased. Alternatively, the
current load can be partitioned into several blocks, lowering the requirements on a
specific local on-chip decoupling capacitance. The parasitic impedance between the
decoupling capacitor and the current load and power supply should also be reduced,
if possible, increasing the maximum effective radii of the on-chip decoupling
capacitors.

12.8 Design Implications

A larger on-chip decoupling capacitance is required to support increasing current
demands. The maximum available on-chip decoupling capacitance, which can be
placed in the vicinity of a particular circuit block, is limited however by the
maximum capacitance density of a given technology, as described in Chap. 13.
Large functional units (current loads) should therefore be partitioned into smaller
blocks with local on-chip decoupling capacitors to enhance the likelihood of fault-
free operation of the entire system. An important concept described in this chapter is
that on-chip decoupling capacitors are a local phenomenon. Thus, the methodology
for placing and sizing on-chip decoupling capacitors results in a greatly reduced
budgeted on-chip decoupling capacitance as compared to a uniform (or blind)
placement of on-chip decoupling capacitors into any available white space [284].
Typically, multiple current loads exist in an IC. An on-chip decoupling capacitor
is placed in the vicinity of the current load such that both the current load and
the power supply are within the maximum effective radius. Assuming a uniform
distribution of the current loads, a schematic example placement of the on-chip
decoupling capacitors is shown in Fig. 12.14. Each decoupling capacitor provides
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Fig. 12.14 A schematic example allocation of on-chip decoupling capacitors across an IC. Similar
current loads are assumed to be uniformly distributed on the die. Each on-chip decoupling capacitor
provides sufficient charge to the current load(s) within the maximum effective radius

sufficient charge to the current load(s) within the maximum effective radius.
Multiple on-chip decoupling capacitors are placed to provide charge to all of the
circuit blocks. In general, the size and location of an on-chip decoupling capacitor
are determined by the required charge (drawn by the local transient current loads)
and certain system parameters (such as the per length resistance and inductance,
power supply voltage, maximum tolerable ripple, and the switching characteristics
of the current load).

12.9 Summary

A design methodology for placing and sizing on-chip decoupling capacitors based
on effective radii is presented in this chapter and can be summarized as follows.

* On-chip decoupling capacitors have traditionally been allocated into the available
white space on a die, i.e., using an unsystematic or ad hoc approach
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* On-chip decoupling capacitors behave locally and should therefore be treated as
a local phenomenon. The efficiency of on-chip decoupling capacitors depends
upon the impedance of the power/ground lines connecting the capacitors to the
current loads and power supplies

* Closed-form expressions for the maximum effective radii of an on-chip decou-
pling capacitor based on a target impedance (during discharge) and charge time
(during charging phase) are described

* Depending upon the parasitic impedance of the power/ground lines, the maxi-
mum voltage drop is caused either by the dominant inductive L dI/dt noise or by
the dominant resistive /R noise

* Design expressions to estimate the minimum on-chip decoupling capacitance
required to support expected current demands based on the dominant voltage
drop are provided

* An expression for the critical length of the interconnect between the decoupling
capacitor and the current load is described

* To be effective, an on-chip decoupling capacitor should be placed such that both
the power supply and the current load are located inside the appropriate effective
radius

* On-chip decoupling capacitors should be allocated within appropriate effective
radii across an IC to satisfy local transient current demands



Chapter 13
Efficient Placement of Distributed On-Chip
Decoupling Capacitors

Decoupling capacitors are widely used to manage power supply noise [281] and are
an effective way to reduce the impedance of power delivery systems operating at
high frequencies [28, 29]. A decoupling capacitor acts as a local reservoir of charge,
which is released when the power supply voltage at a particular current load drops
below some tolerable level. Since the inductance scales slowly [129], the location
of the decoupling capacitors significantly affects the design of the power/ground
networks in high performance integrated circuits such as microprocessors. At higher
frequencies, a distributed system of decoupling capacitors are placed on-chip to
effectively manage the power supply noise [279].

The efficacy of decoupling capacitors depends upon the impedance of the
conductors connecting the capacitors to the current loads and power sources. As
described in [277], a maximum parasitic impedance between the decoupling capac-
itor and the current load (or power source) exists at which the decoupling capacitor
is effective. Alternatively, to be effective, an on-chip decoupling capacitor should be
placed such that both the power supply and the current load are located inside the
appropriate effective radius [277]. The efficient placement of on-chip decoupling
capacitors in nanoscale ICs is the subject of this chapter. Unlike the methodology
for placing a single lumped on-chip decoupling capacitor presented in Chap. 12, a
system of distributed on-chip decoupling capacitors is described in this chapter. A
design methodology to estimate the parameters of the distributed system of on-chip
decoupling capacitors is also presented, permitting the required on-chip decoupling
capacitance to be allocated under existing technology constraints.

This chapter is organized as follows. Technology limitations in nanoscale
integrated circuits are reviewed in Sect. 13.1. The problem of placing on-chip
decoupling capacitors in nanoscale ICs while satisfying technology constraints is
formulated in Sect. 13.2. The design of a distributed on-chip decoupling capac-
itor network is presented in Sect. 13.3. Various design tradeoffs are discussed
in Sect. 13.4. A design methodology for placing distributed on-chip decoupling
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capacitors is presented in Sect. 13.5. Related simulation results for typical values of
on-chip parasitic resistances are discussed in Sect. 13.6. Some specific conclusions
are summarized in Sect. 13.7.

13.1 Technology Constraints

On-chip decoupling capacitors have traditionally been designed as standard gate
oxide CMOS capacitors [288]. As technology scales, leakage current through
the gate oxide of an on-chip decoupling capacitor has greatly increased [289-
291]. Moreover, in modern high performance ICs, a large portion (up to 40 %)
of the circuit area is occupied by the on-chip decoupling capacitance [292, 293].
Conventional gate oxide on-chip decoupling capacitors are therefore prohibitively
expensive from an area and yield perspective, as well as greatly increasing the
overall power dissipated on-chip [294].

To reduce the power consumed by an IC, MIM capacitors are frequently utilized
as decoupling capacitors. The capacitance density of a MIM capacitor in a 90nm
CMOS technology is comparable to the maximum capacitance density of a CMOS
capacitor and is typically 10-30 fF/um? [256, 259, 270]. A maximum magnitude
of an on-chip decoupling capacitor therefore exists for a specific distance between
a current load and a decoupling capacitor (as constrained by the available on-chip
metal resources). Alternatively, a minimum achievable impedance per unit length
exists for a specified capacitance density of an on-chip decoupling capacitor placed
at a specific distance from a circuit module, as illustrated in Fig. 13.1.

Observe from Fig. 13.1 that the available metal area for the second level of
a distributed on-chip capacitance is greater than the fraction of metal resources
dedicated to the first level of a distributed on-chip capacitance. Capacitor C, can
therefore be larger than C;. Note also that a larger capacitor can only be placed
farther from the current load. Similarly, the metal resources required by the first
level of interconnection (connecting C; to the current load) is smaller than the metal
resources dedicated to the second level of interconnections. The impedance Z; is
therefore smaller than Z;.

13.2 Placing On-Chip Decoupling Capacitors
in Nanoscale ICs

Decoupling capacitors have traditionally been allocated into the white space (those
areas not occupied by the circuit elements) available on the die based on an
unsystematic or ad hoc approach [283, 284], as shown in Fig. 13.2. In this way,
decoupling capacitors are often placed at a significant distance from the current
load. Conventional approaches for placing on-chip decoupling capacitors result
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Fig. 13.1 Fundamental limits of on-chip interconnections. Two levels of a distributed on-chip
decoupling capacitance are allocated around a current load. The interconnect impedance is
inversely proportional to the fraction of metal area dedicated to the interconnect level, decreasing as
the decoupling capacitor is farther from the current source (Z; > Z,). The decoupling capacitance
increases as the capacitor is farther from the current load due to the increased area (C; < C5). The
two levels of interconnection and distributed decoupling capacitance are shown, respectively, in
dark pink and light pink

Fig. 13.2 Placement of White spaces
on-chip decoupling capacitors

using a conventional / \
approach. Decoupling

capacitors are allocated into /

M

the white space (those areas
not occupied by the circuits
elements) available on the die
using an unsystematic or ad
hoc approach. As a result, the
power supply voltage drops
below the minimum tolerable
level for remote blocks
(shown in dark gray). Low
noise regions are light gray

.~

in oversized capacitors. The conventional allocation strategy, therefore, results in
increased power noise, compromising the signal integrity of an entire system, as
illustrated in Fig. 13.3. This issue of power delivery cannot be alleviated by simply
increasing the size of the on-chip decoupling capacitors. Furthermore, increasing the
size of more distant on-chip decoupling capacitors results in wasted area, increased
power, reduced reliability, and higher cost. A design methodology is therefore
required to account for technology trends in nanoscale ICs, such as increasing
frequencies, larger die sizes, higher current demands, and reduced noise margins.
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Vad

Fig. 13.3 A conventional on-chip decoupling capacitor. Typically, a large decoupling capacitor is
placed farther from the current load due to physical limitations. Current flowing through the long
power/ground lines results in large voltage fluctuations across the terminals of the current load

To be effective, a decoupling capacitor should be placed physically close to
the current load. This requirement is naturally satisfied in board and package
applications, since large capacitors are much smaller than the dimensions of the
circuit board (or package) [223]. In this case, a lumped model of a decoupling
capacitor provides sufficient accuracy [295].

The size of an on-chip decoupling capacitor, however, is directly proportional
to the area occupied by the capacitor and can require a significant portion of
the on-chip area. The minimum impedance between an on-chip capacitor and the
current load is fundamentally affected by the magnitude (and therefore the area)
of the capacitor. Systematically partitioning the decoupling capacitor into smaller
capacitors solves this issue. A system of distributed on-chip decoupling capacitors
is illustrated in Fig. 13.4.

In a system of distributed on-chip decoupling capacitors, each decoupling capac-
itor is sized based on the impedance of the interconnect segment connecting the
capacitor to the current load. A particular capacitor only provides charge to a current
load during a short period. The rationale behind this scheme can be explained as
follows. The capacitor closest to the current load is engaged immediately after the
switching cycle is initiated. Once the first capacitor is depleted of charge, the next
capacitor is activated, providing a large portion of the total current drawn by the
load. This procedure is repeated until the last capacitor becomes active. Similar
to the hierarchical placement of decoupling capacitors presented in [28, 136],
this technique provides an efficient solution for providing the required on-chip
decoupling capacitance based on specified capacitance density constraints. A system
of distributed on-chip decoupling capacitors should therefore be utilized to provide
a low impedance, cost effective power delivery network in nanoscale ICs.
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Fig. 13.4 A network of distributed on-chip decoupling capacitors. The magnitude of the decou-
pling capacitors is based on the impedance of the interconnect segment connecting a specific
capacitor to a current load. Each decoupling capacitor is designed to only provide charge during a
specific time interval

G

¢
Lioad Z Z;

Fig. 13.5 A physical model of a system of distributed on-chip decoupling capacitors. Two
capacitors are assumed to provide the required charge drawn by the load. Z; and Z, denote the
impedance of the metal lines connecting, respectively, C; to the current load and C; to C,

13.3 Design of a Distributed On-Chip Decoupling
Capacitor Network

As described in Sect. 13.2, a system of distributed on-chip decoupling capacitors
is an efficient solution for providing the required on-chip decoupling capacitance
based on the maximum capacitance density available in a particular technology.
A physical model of the technique is illustrated in Fig. 13.5. For simplicity, two
decoupling capacitors are assumed to provide the required charge drawn by the
current load. Note that as the capacitor is placed farther from the current load, the
magnitude of an on-chip decoupling capacitor increases due to relaxed constraints.
In the general case, the described methodology can be extended to any practical
number of on-chip decoupling capacitors. Note that Z; is typically limited by a
specific technology (determined by the impedance of a single metal wire) and the
magnitude of C; (the area available in the vicinity of a circuit block).

A circuit model of a system of distributed on-chip decoupling capacitors is
shown in Fig. 13.6. The impedance of the metal lines connecting the capacitors to
the current load is modeled as resistors R; and R;. A triangular current source is
assumed to model the current load. The magnitude of the current source increases
linearly, reaching the maximum current Iy« at rise time ¢, i.e., ljpeq(f) = Inax ttr .
The maximum tolerable ripple at the load is 10 % of the power supply voltage.

Note from Fig. 13.6 that since the charge drawn by the current load is provided by
the on-chip decoupling capacitors, the voltage across the capacitors during discharge
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Fig. 13.6 A circuit model of R, R,
an on-chip distributed — W—————W—

decoupling capacitor
network. The impedance of Lipad Ve

V,
the metal lines is modeled, ) 1 ¢ G G

respectively, as R| and R,

drops below the initial power supply voltage. The required charge during the entire
switching event is thus determined by the voltage drop across C; and C,.

The voltage across the decoupling capacitors at the end of the switching cycle
(t = t,) can be determined from Kirchhoff’s laws [287]. Writing KVL and KCL
equations for each of the loops (see Fig. 13.6), the system of differential equations
describing the voltage across C; and C; at ¢, is

dVCl ch - VCl _ Tioad

= ) 13.1

dt R,C, C ( )

dVe, _ Ve, — Ve, (13.2)
dt R,C» ' '

Simultaneously solving (13.1) and (13.2) and applying the initial conditions, the
voltage across C; and C; at the end of the switching activity is

Wﬂmﬁ=ﬂq+cth@U+C%®Q—mmg
—C3t, (2C; (ImaxRy — 1) + Iaxty)
+2C¢5(C§(L—6J%$g?)1muR%
+C2 (3 = InaxRo) 1y — Imaxz%)} (13.3)
vmpwzﬂqjcﬁnkdn+@n@Q—kwg

+2C1 Czl, (CZ (3 + ImaxR2) - maxtr)

_(C1+Co)er
+d@@0<m&—qhwg
+2C; (3 + ImaxRZ) I = Imaxt%):| , (134)

where I, is the maximum magnitude of the current load and ¢, is the rise time.
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Note that the voltage across C; and C, after discharge is determined by the
magnitude of the decoupling capacitors and the parasitic resistance of the metal
line(s) between the capacitors. The voltage across C; after the switching cycle,
however, depends upon the resistance of the P/G paths connecting C; to a current
load and is

Ve, = Vicaa + ImaxR1, (13.5)

where V)44 is the voltage across the terminals of a current load. Assuming Vi,zq >
0.9V4q and V?la" = Vy4q (meaning that C; is infinitely large), the upper bound for
Rl is

Vaa(1 — )

R = , (13.6)

Imax

where o is the ratio of the minimum tolerable voltage across the terminals of a
current load to the power supply voltage (¢ = 0.9 in this chapter). If R; > RT™,
no solution exists for providing sufficient charge drawn by the load. In this case, the
circuit block should be partitioned, reducing the current demands (Inax)-

Note that expressions for determining the voltage across the decoupling capaci-
tors are transcendental functions. No closed-form solution, therefore, exists. From
(13.3) and (13.4), the design space can be graphically obtained for determining the
maximum tolerable resistance R, and the minimum magnitude of the capacitors,
maintaining the voltage across the load equal to or greater than the minimum
allowable level. The voltage across C; after discharge as a function of C; and R,
is depicted in Fig. 13.7.

Observe from Fig. 13.7 that the voltage across capacitor C; increases exponen-
tially with capacitance, saturating for large C;. The voltage across C;, however, is
almost independent of R;, decreasing slightly with R, (see Fig. 13.7a). This behavior
can be explained as follows. As a current load draws charge from the decoupling
capacitors, the voltage across the capacitors drops below the initial level. The charge
released by a capacitor is proportional to the capacitance and the change in voltage.
A larger capacitance therefore results in a smaller voltage drop. From Fig. 13.6, note
that as resistance R, increases, capacitor C, becomes less effective (a larger portion
of the total current is provided by C). As a result, the magnitude of C; is increased
to maintain the voltage across the load above the minimum tolerable level. Similarly,
a larger C, results in a smaller C;. As C; is increased, a larger portion of the total
current is provided by C,, reducing the magnitude of C;. This phenomenon is well
pronounced for small R,, diminishing with larger R», as illustrated in Fig. 13.7b.

In general, to determine the parameters of the system of distributed on-chip
decoupling capacitors, the following assumptions are made. The parasitic resistance
of the metal line(s) connecting capacitor C; to the current load is known. R,
is determined by technology constraints (the sheet resistance) and by design
constraints (the maximum available metal resources). The minimum voltage level
at the load is Vj,00 = 0.9V4q. The maximum magnitude of the current load I« 1S
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Fig. 13.7 Voltage across C; during discharge as a function of C; and R;: Ii,x = 0.01 mA, Vyg =
1V, and ¢, = 100 ps; (a) assuming C; = C, and R; = 10 2, the minimum tolerable voltage across
Cy, resulting in Vj,,q > 0.9Vyq, is 0.91V (shown as a black equipotential line), (b) design space
for determining C; and R, resulting in the voltage across C; equal to 0.91 V

0.01 A, the rise time ¢, is 100 ps, and the power supply voltage Vg4 is 1 V. Note that
the voltage across C, after discharge as determined by (13.4) is also treated as a
design parameter. Since the capacitor C; is directly connected to the power supply
(a shared power rail), the voltage drop across C, appears on the global power line,
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compromising the signal integrity of the overall system. The voltage across C, at
t, is therefore based on the maximum tolerable voltage fluctuations on the P/G line
during discharge (the voltage across C, at the end of the switching cycle is set to
0.95V).

The system of equations to determine the parameters of an on-chip distributed
decoupling capacitor network as depicted in Fig. 13.6 is

Vieaa = Ve, — ImaxR1, (13.7)
Ve, = f(Cr, Co, Ry), (13.8)
Ve, = f(C1, Co, Ry), (13.9)
Imaxtr
=C (Vdd — VC]) + C, (Vaqg — ch) s (13.10)

2

where V¢, and V, are the voltage across C; and C, and determined, respectively,
by (13.3) and (13.4). Equation (13.10) states that the total charge drawn by the
current load is provided by C; and C,. Note that in the general case with the current
load determined a priori, the total charge is the integral of [;,,4(¢) from zero to ..
Solving (13.7) for V¢, and substituting into (13.8), Cy, C», and R, are determined
from (13.8), (13.9), and (13.10) for a specified V¢, (#,), as discussed in the following
section.

13.4 Design Tradeoffs in a Distributed On-Chip Decoupling
Capacitor Network

To design a system of distributed on-chip decoupling capacitors, the parasitic
resistances and capacitances should be determined based on design and technology
constraints. As shown in Sect. 13.3, in a system composed of two decoupling
capacitors (see Fig. 13.6) with known R;; R,, C;, and C; are determined from the
system of Egs. (13.7), (13.8), (13.9) and (13.10). Note that since this system of
equations involves transcendental functions, a closed-form solution cannot be deter-
mined. To determine the system parameters, the system of Egs. (13.7), (13.8), (13.9)
and (13.10) is solved numerically [296].

Various tradeoff scenarios are discussed in this section. The dependence of the
system parameters on R; is presented in Sect. 13.4.1. The design of a distributed on-
chip decoupling capacitor network with the minimum magnitude of C; is discussed
in Sect. 13.4.2. The dependence of C; and C, on the parasitic resistance of the metal
lines connecting the capacitors to the current load is presented in Sect. 13.4.3. The
minimum total budgeted on-chip decoupling capacitance is also determined in this
section.
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;[}'lable 13.1t Depfendence of Ry=5(Q2) Ry=10(Q)
e parameters of a R C C c C

decoupling cepactor nework @ OB 6P 6P G

on R, 1 1.35 7.57 3.64 344
2 2.81 550 4.63 2.60
3 454 3.64 588 1.77
4 6.78 1.87 7.56 0.92
5 10.00 0 10.00 0
Vaa = 1V, Vigea = 09V, 1, =
100 ps, and Ijx = 0.01 A

13.4.1 Dependence of System Parameters on Ry

The parameters of a distributed on-chip decoupling capacitor network for typical
values of R are listed in Table 13.1. Note that the minimum magnitude of R, exists
for which the parameters of the system can be determined. If R; is sufficiently small,
the distributed decoupling capacitor network degenerates to a system with a single
capacitor (where C| and C, are combined). For the parameters listed in Table 13.1,
the minimum magnitude of R; is 4 €2, as determined from numerical simulations.

Note that the parameters of a distributed on-chip decoupling capacitor network
are determined by the parasitic resistance of the P/G line(s) connecting C; to
the current load. As R; increases, the capacitor C; increases substantially (see
Table 13.1). This increase in C; is due to R; becoming comparable to R,, and
C; providing a greater portion of the total current. Alternatively, the system
of distributed on-chip decoupling capacitors degenerates to a single oversized
capacitor. The system of distributed on-chip decoupling capacitors should therefore
be carefully designed. Since the distributed on-chip decoupling capacitor network is
strongly dependent upon the first level of interconnection (R;), C; should be placed
as physically close as possible to the current load, reducing R;. If such an allocation
is not practically possible, the current load should be partitioned, permitting an
efficient allocation of the distributed on-chip decoupling capacitors under specific
technology constraints.

13.4.2 Minimum C,

In practical applications, the size of C; (the capacitor closest to the current load)
is typically limited by technology constraints, such as the maximum capacitance
density and available area. The magnitude of the first capacitor in the distributed
system is therefore typically small. In this section, the dependence of the distributed
on-chip decoupling capacitor network on R, is determined for minimum C;. A target
magnitude of 1 pF is assumed for C;. The parameters of a system of distributed
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Table 13.2 Distributed on-chip decoupling capacitor network as
a function of R; under the constraint of a minimum C;

Ry V¢, # const Ve, =0.95V

() R (Q) GPF) R () G (PF) Ry (R2) G (pF)

1 2 5.59 5 8.69 4.68 8.20

2 2 6.68 5 11.64 3.46 8.40

3 2 8.19 5 1722 2.28 8.60

4 2 10.46 5 31.70  1.13 8.80

5 2 14.21 5 162.10 - -

Viaa = 1V, Vigag = 0.9V, 1, = 100 ps, Inax = 0.01 A, and C; =
1pF

on-chip decoupling capacitors as a function of R under the constraint of a minimum
C; are listed in Table 13.2. Note that V., denotes the voltage across C, after
discharge.

Note that two scenarios are considered in Table 13.2 to evaluate the dependence
of a distributed system of on-chip decoupling capacitors on R; and R,. In the
first scenario, the distributed on-chip decoupling capacitor network is designed to
maintain the minimum tolerable voltage across the terminals of a current load. In
this case, the magnitude of C, increases with R;, becoming impractically large for
large R;. In the second scenario, an additional constraint (the voltage across C») is
applied to reduce the voltage fluctuations on the shared P/G lines. In this case, as R,
increases, C; slightly increases. In order to satisfy the constraint for V,, R, should
be significantly reduced for large values of R|, meaning that the second capacitor
should be placed close to the first capacitor. As R; is further increased, R, becomes
negligible, implying that capacitors C; and C, should be merged to provide the
required charge to the distant current load. Alternatively, the system of distributed
on-chip decoupling capacitors degenerates to a conventional scheme with a single
oversized capacitor [297].

Note that simultaneously satisfying both the voltage across the terminals of
the current load and the voltage across the last decoupling capacitor is not easy. The
system of on-chip distributed decoupling capacitors in this case depends upon the
parameters of the first decoupling stage (R; and C;). If C is too small, no solution
exists to satisfy Voo and V™. Sufficient circuit area should therefore be allocated
for C; early in the design process to provide the required on-chip decoupling
capacitance in order to satisfy specific design and technology constraints.

13.4.3 Minimum Total Budgeted On-Chip Decoupling
Capacitance

As discussed in Sect. 13.4.1 and 13.4.2, the design of a system of distributed on-
chip decoupling capacitors is greatly determined by the parasitic resistance of the
metal lines connecting C; to the current load and by the magnitude of C;. Another
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C4 and C, provide an equal
amount of charge (Ciptg = Min)
C» provides most
of the charge

C4 provides most
of the charge
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Fig. 13.8 The total budgeted on-chip decoupling capacitance as a function of the parasitic
resistance of the metal lines, Ry and Ry: Iax = 10mA, Vgg = 1V, Vjpoy = 0.9V, and ¢, = 100 ps.
In the system of distributed on-chip decoupling capacitors, an optimal ratio ﬁf exists, resulting in
the minimum total budgeted on-chip decoupling capacitance

important design constraint is the total budgeted on-chip decoupling capacitance.
Excessive on-chip decoupling capacitance results in increased circuit area and
greater leakage currents. Large on-chip decoupling capacitors can also compromise
the reliability of the overall system, creating a short circuit between the plates of a
capacitor [294]. It is therefore important to reduce the required on-chip decoupling
capacitance while providing sufficient charge to support expected current demands.

To estimate the total required on-chip decoupling capacitance, C;p;y = C1 + C3
is plotted as a function of R; and R, as depicted in Fig. 13.8. Note that if R, is
large, G, is ineffective and the system of distributed on-chip decoupling capacitors
behaves as a single capacitor. Observe from Fig. 13.8 that C,,,,; increases with R;
for large R». In this case, C; is oversized, providing most of the required charge.
C; should therefore be placed close to the current load to reduce the total required
on-chip decoupling capacitance.

Similarly, if R; is reduced with small R;, C, provides most of the charge drawn by
the current load. The distributed on-chip decoupling capacitor network degenerates
to a conventional system with a single capacitor. As R; increases, however, the
total required on-chip decoupling capacitance decreases, reaching the minimum (see
Fig.13.8 for Ry = 3Q and R, = 4 Q). In this case, C; and C, each provide an
equal amount of the total charge. As R; is further increased (C; is placed farther
from the current load), C; and C, increase substantially to compensate for the



13.4 Design Tradeoffs in a Distributed On-Chip Decoupling Capacitor Network 237

3
Rp, O

Fig. 13.9 The total budgeted on-chip decoupling capacitance as a function of the parasitic
resistance of the metal lines, R and R;: Iox = 10mA, Vgg = 1V, Vjpyy = 0.9V, and ¢, = 100 ps.
C) is fixed and set to 1 pF. The total budgeted on-chip decoupling capacitance increases with Ry and
R;. As the parasitic resistance of the metal lines is further increased beyond 4 2, C,,, increases
substantially, becoming impractically large

increased voltage drop across R;. In the system of distributed on-chip decoupling
capacitors, an optimal ratio gf exists which requires the minimum total budgeted
on-chip decoupling capacitance.

Note that in the previous scenario, the magnitude of the on-chip decoupling
capacitors has not been constrained. In practical applications, however, the mag-
nitude of the first decoupling capacitor (placed close to the current load) is limited.
To determine the dependence of the total required on-chip decoupling capacitance
under the magnitude constraint of Cj, C is fixed and set to 1 pF. Cjpy = C1 + C;
is plotted as a function of R; and R, as shown in Fig. 13.9. In contrast to the results
depicted in Fig. 13.8, the total budgeted on-chip decoupling capacitance required
to support expected current demands increases with R; and R,. Alternatively, C,
provides the major portion of the total charge. Thus, the system behaves as a single
distant on-chip decoupling capacitor. In this case, C; is too small. A larger area
should therefore be allocated for Cj, resulting in a balanced system with a reduced
total on-chip decoupling capacitance. Also note that as R; and R, further increase
(beyond 4 €2, see Fig.13.9), the total budgeted on-chip decoupling capacitance
increases rapidly, becoming impractically large.

Comparing Figs. 13.8 and 13.9, note that if C; is constrained, a larger total
decoupling capacitance is required to provide the charge drawn by the current
load. Alternatively, the system of distributed on-chip decoupling capacitors under
a magnitude constraint of C; behaves as a single distant decoupling capacitor. As



238 13 Efficient Placement of Distributed Decoupling Capacitors

a result, the magnitude of a single decoupling capacitor is significantly increased
to compensate for the IR voltage drop across R and R;. The system of distributed
on-chip decoupling capacitors should therefore be carefully designed to reduce the
total budgeted on-chip decoupling capacitance. If the magnitude of C is limited, C,
should be placed close to the current load to be effective, reducing the total required
on-chip decoupling capacitance. Alternatively, the parasitic impedance of the P/G
lines connecting C; and C, should be reduced (e.g., utilizing wider lines and/or
multiple lines in parallel) [73].

13.5 Design Methodology for a System of Distributed
On-Chip Decoupling Capacitors

An overall methodology for designing a distributed system of on-chip decoupling
capacitors is illustrated in Fig. 13.10. General differential equations for voltages
Ve, (t) and V,(f) across capacitors C; and C, are derived based on Kirchhoff’s
laws. The maximum parasitic resistance RT"* between C; and the current load is
determined from (13.6) for specific parameters of the system, such as the power
supply voltage V44, the minimum voltage across the terminals of the current load
Vioad, the maximum magnitude of the current load I, and the rise time ¢,. If
Ri > RT™, no solution exists for the system of distributed on-chip decoupling
capacitors. Alternatively, the voltage across the terminals of a current load always
drops below the minimum acceptable level. In this case, the current load should be
partitioned to reduce /inay, resulting in Ry < R .

Simultaneously solving (13.1) and (13.2), the voltage across C; and C; is
estimated at the end of a switching cycle (r = ¢,), as determined by (13.3) and (13.4).
The parameters of the distributed on-chip decoupling capacitor network Cj, Cs,
and R, are determined from (13.7), (13.8), (13.9) and (13.10). Note that different
tradeoffs exist in a system of distributed on-chip decoupling capacitors, as discussed
in Sect. 13.4. If the voltage across the terminals of a current load drops below the
minimum tolerable level, the total budgeted on-chip decoupling capacitance should
be increased. The system of Eqs. (13.7), (13.8), (13.9) and (13.10), is solved for an
increased total on-chip decoupling capacitance, resulting in different C;, C,, and R,
until the criterion for the maximum tolerable power noise Vg > Vl‘{‘,‘j;[‘l is satisfied,
as shown in Fig. 13.10.

Note that the system of distributed on-chip decoupling capacitors permits
the design of an effective power distribution system under specified technology
constraints. The techniques presented in this chapter are also applicable to future
technology generations. The methodology also provides a computationally efficient
way to determine the required on-chip decoupling capacitance to support expected
current demands. In the worst case example presented in this chapter, the simulation
time to determine the parameters of the system of on-chip distributed decoupling
capacitors is under one second on a Pentium III PC with one gigabyte of RAM.
A methodology for efficiently placing on-chip decoupling capacitors can also be
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Fig. 13.10 Design flow for determining the parameters of a system of distributed on-chip

decoupling capacitors

integrated into a standard IC design flow. In this way, the circuit area required
to allocate on-chip decoupling capacitors is estimated early in the design process,
significantly reducing the number of iterations and the eventual time to market.

13.6 Case Study

The dependence of the system of distributed on-chip decoupling capacitors on the
current load and the parasitic impedance of the power delivery system is described in
this section to quantitatively illustrate the previously presented concepts. Resistive
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power and ground lines are assumed to connect the decoupling capacitors to the
current load and are modeled as resistors (see Fig. 13.6). The load is modeled as
a ramp current source with a 100ps rise time. The minimum tolerable voltage
across the load terminals is 90 % of the power supply. The magnitude of the on-chip
decoupling capacitors for various parasitic resistances of the metal lines connecting
the capacitors to the current load is listed in Table 13.3. The parameters of the
distributed on-chip decoupling capacitor network listed in Table 13.3 are determined
for two amplitudes of the current load. Note that the values of R; and R, are
typical parasitic resistances of an on-chip power distribution grid for a 90 nm CMOS
technology.

The parameters of the system of distributed on-chip decoupling capacitors are
analytically determined from (13.7), (13.8), (13.9) and (13.10). The resulting power
supply noise is estimated using SPICE and compared to the maximum tolerable
level (the minimum voltage across the load terminals V"), The maximum voltage
drop across C, at the end of the switching activity is also estimated and compared
to Vai“. Note that the analytic solution produces an accurate estimate of the on-chip
decoupling capacitors for typical parasitic resistances of a power distribution grid.
The maximum error in this case study is 0.003 %.

From Table 13.3, note that in the case of a large R;, the distributed decoupling
capacitor network degenerates into a system with a single capacitor. Capacitor C is
therefore excessively large. Conversely, if C; is placed close to C; (R; is small), C;
is excessively large and the system again behaves as a single capacitor. An optimal
ratio gf therefore exists for specific characteristics of the current load that results
in a minimum required on-chip decoupling capacitance. Alternatively, in this case,
both capacitors provide an equal portion of the total charge (see Table 13.3 for R =
0.5 and R, = 10 £2). Also note that as the magnitude of the current load increases,
larger on-chip decoupling capacitors are required to provide the expected current
demands.

The parameters of a distributed on-chip decoupling capacitor network listed in
Table 13.3 have been determined for the case where the magnitude of the decoupling
capacitors is not limited. In most practical systems, however, the magnitude of
the on-chip decoupling capacitor placed closest to the current load is limited by
technology and design constraints. A case study of a system of distributed on-
chip decoupling capacitors with a limited value of C; is listed in Table 13.4. Note
that in contrast to Table 13.3, where both R; and R, are design parameters, in the
system with a limit on C;, R, and C, are determined by R;. Alternatively, both the
magnitude and location of the second capacitor are determined from the magnitude
and location of the first capacitor.

The parameters of the distributed on-chip decoupling capacitor network listed
in Table 13.4 are determined for two amplitudes of the current load with R,
representing a typical parasitic resistance of the metal line connecting C; to the
current load. The resulting power supply noise at the current load and across the last
decoupling stage is estimated using SPICE and compared to the maximum tolerable
levels, respectively, V% and Vg“. Note that the analytic solution accurately
estimates the parameters of the distributed on-chip decoupling capacitor network,
producing a worst case error of 0.0001 %.
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Table 13.3 The magnitude of the on-chip decoupling capacitors as a function of the parasitic
resistance of the power/ground lines connecting the capacitors to the current load

Vlaad (mV)
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0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.025
0.025
0.025
0.025
0.025
0.025
0.025
0.025
0.025
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.025
0.025
0.025
0.025
0.025
0.025
0.025
0.025
0.025

C
(pF)
0
1.59747
2.64645
3.22455
3.59188
3.84641
4.03337
4.17658
4.28984
0
4.25092
7.97609
9.67473
10.65000
11.2838
11.72910
12.05910
12.31110
0
2.16958
3.11418
3.64403
3.98393
4.22079
4.39543
4.52955
4.63582
0
9.08053
11.74820
13.02600
13.77630
14.27000
14.61950
14.88010
15.08180

Vaa = 1Vand¢, = 100ps

G
(pF)
9.99999
6.96215
4.97091
3.87297
3.17521
2.69168
2.33650
2.06440
1.84922
24.99930
17.56070
11.04180
8.06921
6.36246
5.25330
4.47412
3.89653
3.44905
9.99999
6.09294
4.39381
3.44040
2.82871
2.40240
2.08809
1.84668
1.65540
24.99940
11.37910
7.37767
5.46100
4.33559
3.59504
3.07068
2.67987
2.37733

Vivad
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900
900

SPICE

899.999
899.986
899.995
899.997
899.998
899.998
899.999
899.998
899.999
899.998
899.999
899.999
899.999
899.999
899.999
899.999
899.999
899.980
899.999
899.990
899.996
899.997
899.998
899.998
899.998
899.998
899.998
899.998
899.999
899.999
899.999
899.999
899.999
899.999
899.999
899.999

Error
(%)
0.0001
0.002
0.0006
0.0003
0.0002
0.0002
0.0001
0.0002
0.0001
0.0002
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.002
0.0001
0.001
0.0004
0.0003
0.0002
0.0002
0.0002
0.0002
0.0002
0.0002
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001

Ve, (mV)
v SPICE

950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950
950

949.999
949.983
949.993
949.996
949.997
949.997
949.998
949.998
949.998
949.998
949.999
949.999
949.999
949.999
949.999
949.999
949.999
949.973
949.999
949.988
949.994
949.996
949.997
949.997
949.997
949.998
949.998
949.998
949.999
949.999
949.999
949.999
949.999
949.999
949.999
949.999

Error
(%)
0.0001
0.002
0.0004
0.0004
0.0003
0.0003
0.0002
0.0002
0.0002
0.0002
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.003
0.0001
0.001
0.0006
0.0004
0.0003
0.0003
0.0003
0.0002
0.0002
0.0002
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
0.0001
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Table 13.4 The magnitude of the on-chip decoupling capacitors as a function of the
parasitic resistance of the power/ground lines connecting the capacitors to the current
load for a limit on C;

R, Linax R, C, Vieaa (mV) Error Ve, (mV) Error
) A (Q (pF) VEin  SPICE (%) v@n  SPICE (%)
C, =0.5pF

1 0.005 10.6123 4.05 900 899.999 0.0001 950 949.999 0.0001
2 0.005 93666 4.10 900 899.999 0.0001 950 949.999 0.0001
3 0.005 81390 4.15 900  899.999 0.0001 950 949.999 0.0001
4 0005 69290 420 900 899.999 0.0001 950 949.999 0.0001
5 0.005 57354 425 900 899.999 0.0001 950 949.999 0.0001
0.5 0.01 48606 9.05 900  899.999 0.0001 950 949.999 0.0001
1 0.01 43077 9.10 900  900.000 0.0000 950 949.999 0.0001
2 001 32120 9.20 900  899.999 0.0001 950 949.999 0.0001
3 0.01 21290 9.30 900  899.999 0.0001 950  949.999 0.0001
4 001 1.0585 9.40 900  899.999 0.0001 950  949.999 0.0001
C, =1pF

1 0.005 132257 3.1 900 899.999 0.0001 950 949.999 0.0001
2 0.005 11.5092 3.2 900 899.999 0.0001 950 949.999 0.0001
3 0.005 9.8686 3.3 900 899.999 0.0001 950 949.999 0.0001
4 0005 82966 3.4 900 899.999 0.0001 950 949.999 0.0001
5 0.005 67868 3.5 900 899.999 0.0001 950 949.999 0.0001
0.5 0.01 53062 8.1 900  899.999 0.0001 950 949.999 0.0001
1 0.01 46833 82 900 899.999 0.0001 950 949.999 0.0001
2 001 34644 84 900  899.999 0.0001 950 949.999 0.0001
3 0.01 22791 8.6 900  899.999 0.0001 950 949.999 0.0001
4 001 1.1250 8.8 900 899.999 0.0001 950 949.999 0.0001

Vaa = 1V and t, = 100 ps

Comparing results from Table 13.4 for two different magnitudes of C,, note that
a larger Cj results in a smaller C,. A larger C; also relaxes the constraints for
the second decoupling stage, permitting C, to be placed farther from C;. The first
stage of a system of distributed on-chip decoupling capacitors should therefore be
carefully designed to provide a balanced distributed decoupling capacitor network
with a minimum total required capacitance, as discussed in Sect. 13.4.3.

On-chip decoupling capacitors have traditionally been allocated during a post-
layout iteration (after the initial allocation of the standard cells). The on-chip
decoupling capacitors are typically inserted into the available white space. If
significant area is required for an on-chip decoupling capacitor, the circuit blocks are
iteratively rearranged until the timing and signal integrity constraints are satisfied.
Traditional strategies for placing on-chip decoupling capacitors therefore result in
increased time to market, design effort, and cost.

The methodology for placing on-chip decoupling capacitors presented in this
chapter permits simultaneous allocation of the on-chip decoupling capacitors and
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the circuit blocks. In this methodology, a current profile of a specific circuit block
is initially estimated [298]. The magnitude and location of the distributed on-
chip decoupling capacitors are determined based on expected current demands and
technology constraints, such as the maximum capacitance density and parasitic
resistance of the metal lines connecting the decoupling capacitors to the current
load. Note that the magnitude of the decoupling capacitor closest to the current
load should be determined for each circuit block, resulting in a balanced system
and the minimum required total on-chip decoupling capacitance. As the number of
decoupling capacitors increases, the parameters of a distributed on-chip decoupling
capacitor network are relaxed, permitting the decoupling capacitors to be placed
farther from the optimal location (permitting the parasitic resistance of the metal
lines connecting the decoupling capacitors to vary over a larger range). In this
way, the maximum effective radii of a distant on-chip decoupling capacitor is
significantly increased [277]. A tradeoff therefore exists between the magnitude and
location of the on-chip decoupling capacitors comprising the distributed decoupling
capacitor network.

13.7 Summary

A design methodology for placing distributed on-chip decoupling capacitors in
nanoscale ICs can be summarized as follows.

* On-chip decoupling capacitors have traditionally been allocated into the available
white space using an unsystematic approach. In this way, the on-chip decoupling
capacitors are often placed far from the current load

» Existing allocation strategies result in increased power noise, compromising the
signal integrity of an entire system

* Increasing the size of the on-chip decoupling capacitors allocated with conven-
tional techniques does not enhance power delivery

* An on-chip decoupling capacitor should be placed physically close to the current
load to be effective

* Since the area occupied by the on-chip decoupling capacitor is directly propor-
tional to the magnitude of the capacitor, the minimum impedance between the
on-chip decoupling capacitor and the current load is fundamentally affected by
the magnitude of the capacitor

* A system of distributed on-chip decoupling capacitors has been described in
this chapter to resolve this dilemma. A distributed on-chip decoupling capacitor
network is an efficient solution for providing sufficient on-chip decoupling
capacitance while satisfying existing technology constraints

* An optimal ratio of the parasitic resistance of the metal lines connecting the
capacitors exists, permitting the total budgeted on-chip decoupling capacitance
to be significantly reduced
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* Simulation results for typical values of the on-chip parasitic resistances are also
presented, demonstrating high accuracy of the analytic solution. In the worst
case, the maximum error is 0.003 % as compared to SPICE

» A distributed on-chip decoupling capacitor network permits the on-chip decou-
pling capacitors and the circuit blocks to be simultaneously placed within a single
design step



Chapter 14
Simultaneous Co-Design of Distributed On-Chip
Power Supplies and Decoupling Capacitors

Multiple power supplies are widely used in high performance integrated circuits
to provide current close to the load circuitry in high performance integrated
circuits [289]. The number of on-chip power supplies is increasing, requiring
innovative design methodologies to satisfy the stringent noise and power constraints
of these high complexity integrated circuits [299-302]. Placing the power supply
on-chip eliminates losses due to the package parasitic impedances, improving the
quality of the delivered power [289].

To provide multiple on-chip power supplies, linear voltage regulators are typi-
cally used which require small area with fast load regulation to realize point-of-load
voltage delivery [303]. These power supplies alone, however, do not satisfy stringent
power and noise constraints. Decoupling capacitors are therefore widely used as
a local reservoir of charge which are self-activated and supply current when the
power supply level deteriorates [304], as previously discussed in Chap. 14. Inserting
decoupling capacitors into the power distribution network is a natural way to lower
the power grid impedance at high frequencies [136]. A representative power delivery
network with on-chip power supplies, decoupling capacitors, and load circuits is
illustrated in Fig. 14.1. Tens of on-chip power supplies, hundreds-to-thousands of
on-chip decoupling capacitors, and millions-to-billions of active transistors are
anticipated in the design of next generation high performance integrated circuits.

Power supplies and decoupling capacitors exhibit similar characteristics with
some important differences such as the response time, decay rate of the capacitor,
on-chip area, and power efficiency. On-chip power supplies require greater area,
provide limited power efficiency, and exhibit slower response time as compared to
decoupling capacitors. Decoupling capacitors, however, should be placed close to
a power supply to recharge before the next switching event [304]. Additionally,
the placement of the decoupling capacitors should consider the resonance formed
by the decoupling capacitor and the power grid inductance which degrades the
effectiveness of the decoupling capacitor [305]. Existing design methodologies for
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Fig. 14.1 A uniform power distribution network with multiple on-chip power supplies, decoupling
capacitors, and current loads. Current loads are used to model the active circuits

placing decoupling capacitors assume one or two on-chip power supplies [304] or
one decoupling capacitor interacting with multiple power supplies [306]. These
assumptions are inappropriate when voltage is regulated at the point-of-load with
multiple on-chip power supplies and decoupling capacitors. Design methodologies
are therefore required to simultaneously place multiple on-chip power supplies and
decoupling capacitors.

The effective radii of the decoupling capacitors have been developed for a single
current path between a current load and a single decoupling capacitor, as described
in Chap. 12, and for a mesh structure considering a single decoupling capacitor
in [306]. In this chapter, not only the interactions among the power supplies,
decoupling capacitors, and load circuitry but also the interactions among the power
supplies and between the decoupling capacitors are considered. Those interactions
considered in this chapter are schematically illustrated in Fig. 14.2.

These interactions among the circuit components are complicated by the increas-
ing number of components in the power delivery network. In this chapt