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Preface

Asking questions about sensitive and stigmatizing characteristics in surveys of
human populations is not an easy matter. Gathering information on issues like
sexual orientation, drunkenness, HIV positivity, experience in induced abortion,
maltreatment of spouse, habits of wilful tax evasion, bribery, cheating, and fraud by
means of direct questions and conventional survey methodology is likely to produce
large nonsampling errors particularly due to nonresponse. People are not willing to
provide information which might be considered as incriminating and stigmatizing.
In cases they agreed to participate in such a survey, it is very reasonable to assume
that many of them give false answers and provide misleading information.

Warner (1965) was the first to offer a way out as a pioneer with his Randomized
Response Technique. A participant in a survey employing his technique, using a
so-called randomization device, provides information from which it is not possible
to infer whether he/she has the stigmatizing characteristic and thus his/her privacy
is protected. However, based on the information collected from all participants, it is
possible to make inferences about the prevalence of the stigmatizing attribute. This
principle, namely that the information provided by a participant is not adequate to
make inferences about his/her status as related to the sensitive characteristic but the
information collected from all participants together is sufficient to estimate certain
parameters of the population, is the one which governs all indirect questioning
techniques devised so far.

Prospective readers may be familiar with the three treatises, namely (1) Random-
ized Response and Indirect Questioning Techniques in Surveys (Chapman & Hall,
CRC Press, Boca Raton, Florida, USA, 2011) by Arijit Chaudhuri, (2) Randomized
Response: Theory and Techniques (Marcel Dekker, NY. USA, 1988) by Arijit
Chaudhuri and Rahul Mukerjee, and (3) Randomized Response: A method for
Sensitive Surveys (Sage, London, 1986) by J.A.Fox and P.E.Tracy.

Warner and most of his followers did not clarify if their theories are related to a
theoretical or a survey population of labeled individuals. Consequently most of the
published works including (2) and (3) above dealt with analysis confined to simple
random sampling with replacement alone. A few published papers and Chap. 7
in Chaudhuri and Mukerjee (1988) considered labeled finite survey populations
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and general sampling schemes allowing selection without replacement and even
selection with unequal or varying probabilities. The monograph (1) noted above
provides a comprehensive review opening an avenue for further research in theory
and practice in randomized response. It is a research publication out and out.
Its emphasis is on thrashing out the point that for every randomized response
technique employed in respect of the people selected in a sample, no matter how,
data analysis is possible to throw up unbiased estimators for the proportion of people
bearing a sensitive attribute in a community throwing up estimated measures of
accuracy in estimation only provided that every person is given a positive inclusion-
probability in a sample and that every pair of distinct persons also has a positive
inclusion-probability in a sample. Chaudhuri (2011) and Chaudhuri and Mukerjee
(1988) covered estimation of survey population totals of stigmatizing variables.
In addition, taking account of certain emerging criticisms of randomized response
techniques in general, alternative data-gathering procedures in indirect manners are
also briefly studied by Chaudhuri’s (2011) text.

However, recognizing that the monographs above involve a good deal of ana-
lytical sophistication not quite tasteful to social scientists enjoying less pleasure in
their perusal but really more interested in the essentials of these Indirect Techniques
for gathering sensitive data, the present monograph attempts at presenting a
compendium of useful techniques with straightforward analytical tools in rather
condensed forms. Although randomized response techniques account for the lion’s
share of indirect questioning, more recent approaches move away from the idea
of using a randomization device. This monograph attempts to give the most basic
and important aspects of indirect questioning. In addition to randomized response
and other indirect questioning approaches such as the item count technique, the
nominative technique, and the three-card method which have been known for quite
some time, this monograph contains modern approaches such as non-randomized
techniques and surveys with negative questions not to be found in any of the three
monographs mentioned above.

In this book, the issue of the protection of privacy has a prominent place. But here
we just do not view it as a concept on which one builds mathematical formulas and
numerical indicators. We put emphasis on the perceived protection of privacy, i.e.,
the protection of privacy as how participants perceive it. Although the book does
not offer any solutions to the issue of quantification of the perceived protection of
privacy, we firmly believe that it will provide incentives to researchers, in particular
social scientists to join forces with mathematical statisticians on this important issue.

Kolkata, India Arijit Chaudhuri
Nicosia, Cyprus Tasos C. Christofides
July 2013
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Chapter 1
A Plea for Indirect Questioning: Stigmatizing
Issues of Social Relevance

Abstract Collecting data on human populations by means of sample surveys is
not an easy task. Survey practitioners often experience difficulties in collecting
reliable data due to various sources of nonsampling error and in particular due to
nonresponse. In case the issues under investigation are of sensitive nature, such
as issues on sexual orientation, tax evasion, or involvement in criminal activities,
people are reluctant to participate, and even if they agree to participate, false or
misleading answers are given by many of them. Indirect questioning techniques
offer a solution to this problem. These are techniques designed in such a way that the
information provided by a participant is not incriminating and thus his/her privacy
is protected. However, based on the information collected from all participants,
the investigator is able to estimate parameters of interest related to the sensitive
characteristic. In this chapter we make a case in favor of the use of indirect
questioning techniques. We briefly discuss hypothetical as well as real examples
where the methodology presented in this book can be implemented.

1.1 Introduction

With time advancing, human civilization is rapidly progressing. Keeping pace
with it, many social taboos are quickly disappearing. Yet, the society seems not
to be permissive enough. Many practices are still found not to capture social
approbation. For example, social scientists deem it discourteous to ask a stranger
chosen in a sample if he/she is a habitual gambler or a tax evader or an exorbitantly
drunken driver of a motor vehicle or engaged in any one or more similar illegal
and/or unethical practices. Overcoming the delicacy, even if one plucks enough
courage to put up a brave face to enquire about such traits in a chosen respondent,
honest answers are frequently in short supply. People fight shy and either refuse
to answer, or the responses often are suspected to be far from the truth in their
revelations. Warner (1965) first published a technique of indirect questioning. This
inaugurated an era of fruitful coverage of data on sensitive items in meaningful

A. Chaudhuri and T.C. Christofides, Indirect Questioning in Sample Surveys,
DOI 10.1007/978-3-642-36276-7 1, © Springer-Verlag Berlin Heidelberg 2013
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2 1 A Plea for Indirect Questioning: Stigmatizing Issues of Social Relevance

studies. In addition to asking questions of sensitive nature, nowadays the issue of
personal data protection makes it necessary to employ techniques which guarantee
that no would be in a position to make inferences about the status or personal data
of an individual, even if the status in question is not stigmatizing at all.

Our purpose is to develop a handbook of procedures to estimate parameters
relating to items bearing social stigmas for human subjects. It is intended to be
a compendium on how to gather sensitive information in sample surveys from
persons by asking indirect questions or by employing certain techniques that
essentially mask one’s answer. The use of indirect questioning is for the sole
purpose of protecting a respondent’s privacy and thus enhancing the chances that
the respondent would be willing to participate in such a survey and provide honest
answers. It is reasonable to assume that on sensitive issues like tax evasion, sexual
orientation, gambling, student academic dishonesty, illegal drug use, or criminal
activities, people are reluctant to reveal information. Interviewer’s assurances that
the information furnished would be treated as strictly confidential are just not
enough. Even in cases that one agrees to participate in a survey on sensitive issues,
there is no guarantee that the information provided is correct. It is very human that
people would provide untruthful answers just to be on the safe side. It is for this
reason that the need for indirect questioning techniques arises.

Warner (1965) is the first researcher who came up with such a technique termed
the Randomized Response Technique (RRT). Assume that by A we denote the
sensitive or stigmatizing characteristic. Each person picked up at random is offered
a box full of a number of cards identical in shape, size, color, weight, thickness, and
in every other possible respect, but a fraction p (0 < p < 1, p ¤ 0:5) of them
are marked as A and the rest marked as Ac , the complement of A. The person is
requested, outside of view of the interviewer, to randomly draw a card from the box
out, after thoroughly shaking it and to truthfully say “Yes” if the mark on the card
picked coincides with his/her status about the sensitive characteristic, i.e., to say
“Yes” if he/she belongs to the sensitive group and the card picked up is marked A,
or if he/she does not have the sensitive attribute and the card picked up is marked
as Ac . Otherwise the respondent must respond “No.” The respondent is of course
not to divulge the card type to the enquirer and he/she is advised to put the card
back to the box after truthfully declaring “Yes” or “No” to say if his/her real trait
“matches” the card type drawn or “does not match” it. Hopefully the person so
addressed is supposed to cooperate because the enquirer cannot be sure if “Yes” is
the reply from a person bearing A or bearing the complement Ac as a matter of fact.
It is important to emphasize that clear instructions must be given to the participants
before they apply any randomized response procedure, or any indirect questioning
technique for that matter. In addition, one should make sure that the participants are
convinced that the procedure protects their privacy and their status related to the
sensitive characteristic. Here we may add that the randomization device does not
have to be a box of cards such as the one described above but could be any other
device which can be used in such a way so that the respondent responds (with a
“Yes” or “No”) with probability p to the statement
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(I) I have the characteristic A

and with probability 1 � p to the statement

(II) I have the characteristic Ac .

Such a device could be a standard deck of cards or even a fair coin or fair die
appropriately used. Based on the responses obtained from all the participants,
the person in charge of the survey is able to provide estimates for the prevalence
of the stigmatizing characteristic as well as other measures associated with it.

Warner’s technique has been followed by numerous other procedures. In all such
cases, the objective remains the same: To estimate quantities related to sensitive
attributes and at the same time to protect the privacy of the participants.

1.2 Real and Hypothetical Examples to Justify the Need
for Indirect Methods

In the Netherlands, Scheers (1992), Kerkvliet (1994), van der Heijden and van Gils
(1996), van der Heijden, van Gils, Bouts, and Hox (2000), Umesh and Peterson
(1991) among others, like Maddala (1983), have been working long in examining
efficacies of rival competitive survey techniques of specific nature. Those techniques
were aiming at gathering useful data relating to sensitive issues and estimating
proportions of people in the communities with propensities to indulge in practicing
illegal, immoral, and unlawful practices, or practices considered to be having some
cost, for instance not supporting the regime in a dictatorship.

van der Heijden et al. (2000) discuss the following case. From Police files,
information was gathered about the people enjoying unemployment benefits while
being not eligible. The curiosity was about how many of them would admit,
on enquiry, of their complicity in this offensive act. Another couple of stig-
matizing habits they considered were students’ consumption of marijuana and
cheating in examinations. The survey techniques they illustrate as employed are
(1) Face-to-Face interviewing by the investigators, (2) Computer-Assisted Self-
Interviewing, and (3) RRTs introduced by Warner (1965), the Unrelated Question
Randomized Response Model by Abul-Ela, Greenberg, and Horvitz (1967), and
Greenberg, Abul-Ela, Simmons, and Horvitz (1969), Kuk’s (1990) Randomized
Response Technique and the Forced Response Randomized Response Technique
introduced by Boruch (1972). In order to improve upon the efficiency levels and
also to identify factors that induce truthful answers to queries, they also made use of
covariates like age, sex, racial trait, literacy levels, following Maddala (1983) among
others.

In a recent study, Dietz et al. (2013) used an RRT approach to estimate the
prevalence of cognitive enhancing drug use among university students in Germany.
Based on their findings they argue that direct survey techniques used in the past
have underestimated the use of those drugs. In a related study, Franke et al. (2013)
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by means of the same RRT used in Dietz et al. (2013), estimated the prevalence
of pharmacological cognitive enhancement or mood enhancement drugs among
surgeons. It is known that surgeons often make use of such drugs in order to combat
fatigue, distress and concentration deficits. But it is also known that this particular
drug use may lead to addiction and overestimation of the surgeon’s own capabilities,
thus putting patients at risk.

Kuha and Jackson (2013) analyzed data on the illegal behavior of buying stolen
goods. Data were obtained by applying the Item Count Technique with the use
of an “item count question” included in the Euro-Justis Survey. The Item Count
Technique, to be presented in Chap. 6, seems to be gaining a lot of momentum and
it appears to be popular among social survey practitioners.

Karlan and Zinman (2012) have also implemented the Item Count Technique in
order to estimate how clients of microfinance institutions spent their loan proceeds,
thus providing an application of indirect questioning in the area of economics.

Jan, Jerke, and Krumpal (2012) used the Crosswise Model, one of the so called
non randomized response models to measure plagiarism at Swiss and German
universities. On the issue of student plagiarism is the paper of Coutts, Jann,
Krumpal, and Naeher (2011) where three indirect questioning techniques, the RRT,
the Item Count Technique and the Crosswise Model are evaluated for measuring the
prevalence of plagiarism in student papers. The academic disintegrity of students
and in particular medical students is measured by means of the RRT in Hejri,
Zendehdel, Asghari, Fotouhi, and Rashidian (2013).

Ecology and the environment are areas where indirect questioning techniques
have found application. In John, Edwards-Jones, Gibbons, and Jones (2010) two
indirect questioning techniques, the RRT and the Nominative Technique are pre-
sented as methods to estimate the prevalence of rule breaking in conservation.
In Blank and Gavin (2009) the RRT is used to estimate the extend of illegal fishing
in Northern California.

The prevalence of illegal drug use by professional athletes is not easy to measure
by conventional survey research methods. Thus, indirect questioning techniques
have been used instead. Striegel, Simon, Hansel, Niess, and Ulrich (2006), Striegel,
Ulrich and Simon (2010) and Pitsch, Emrich, and Klein (2007) use the RRT to
measure the prevalence of doping among elite athletes. In Chap. 6, we provide
model questionnaires for the Item Count Technique which could be used for the
same purpose.

In some cases, an opinion expressed even in modern democratic societies might
be considered of sensitive or stigmatizing nature. For example a person may have
difficulties expressing his/her opinion about an ethnic group or another group
(different from his/her own) in the same society. Social scientists find it convenient
to employ indirect questioning techniques to gather information on how members
of a certain group view another group. Research on racism, sexism or xenophobia
may find indirect questioning techniques as an invaluable tool. In a recent study
in Germany, described in Krumpal (2012), it is documented that Randomized
Response is an effective technique eliciting socially undesirable opinions and
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provides more accurate prevalence estimates of xenophobia and anti-Semitism than
direct questioning.

Quantitative characteristics like number of induced abortion experienced so far
by women interviewees, amounts gained or lost in gambling, amounts underreported
in income tax returns, amounts surreptitiously earned in excess of legitimate
earnings through kickbacks and bribes, numbers of days of drunken driving,
amounts spent on items shameful enough to be hidden from the spouses, are some
of the quantitative features socially needed to be examined, if actually rampant in a
civil society. Many more of course may also be easily named. Indirect questioning
tactics seem to be necessary and should be adequately explored by the social
scientists indeed.

Not much is known about actual coverage of successfully applied procedures
in statistical estimation of parameters relating to quantitative sensitive procedures.
However, extensive theoretical research is known to have been carried out over
the years to cover such issues. One can mention the work of Greenberg, Kuebler,
Abernathy, and Horvitz (1971), Sen (1974), Chaudhuri (1987), Arnab (1995), Singh,
Mahmood and Tracy (2001), Bar-Lev, Bobovitch and Boukai (2004), Huang, Lan
and Kuo (2006), Saha (2008), Pal (2008), Bouza (2009) and Diana and Perri (2011)
among others. Chaudhuri’s (2011) monograph can be used as a reference for the
case of quantitative sensitive attributes.

Whatever is presented so far in this introductory chapter may appear nebulous.
However, we believe that things will become clear and the importance of the
methods presented in this monograph will be greatly appreciated by social survey
practitioners and mathematical statisticians.
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Chapter 2
Specification of Qualitative and Quantitative
Parameters Demanding Estimation

Abstract In this chapter the basic and rudimentary aspects of sample surveys for
finite populations are presented in a compact way. The concepts of population,
sample, sampling design, survey data, estimating finite population parameters of
interest and consequent errors and their control will be explained and detailed
illustrations will be provided. The theory to address general issues will be explained
first. Then the need for modification to cover the case of sensitive issues and how
to do that will be explained. It will be clearly shown how in a general situation one
may handle indirectly procured observations to estimate parameters of interest and
also derive estimated measures of accuracy. Sophisticated theoretical details will
be presented only in brief. Finally in this chapter we put emphasis on the fact that
any probability sampling design may be employed for the purpose of estimating
parameters related to stigmatizing characteristics.

2.1 Introduction

A labeled finite population of identifiable individuals, each bearing real numbered
values including zero and one is supposed to be surveyed through sampling and
ascertaining sample-wise values to estimate certain parameters. Specifically, we
take up the case of individual human beings, some of whom bear sensitive, rather
stigmatizing features. A way out is needed to successfully gather individual values
for respective people sampled so as to estimate proportions of a community bearing
such sensitive features or the total value for a stigmatizing characteristic borne
collectively by the members of a community.

As the title of this monograph announces it is avowedly one on survey sampling.
So, we are under an obligation to tell our readers certain basic and rudimentary
aspects of sample surveys.

By U D .1; : : : ; i; : : : ; N / we shall mean a survey population. It refers to a
known finite numberN of individuals labeled for identification uniquely by i which
stands for the label 1 through N , each denoting just one of these N units. Each

A. Chaudhuri and T.C. Christofides, Indirect Questioning in Sample Surveys,
DOI 10.1007/978-3-642-36276-7 2, © Springer-Verlag Berlin Heidelberg 2013
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unit i bears a value yi for a real variable y, i D 1; : : : ; N . Thus the vector Y D
.y1; : : : ; yi ; : : : ; yN / is defined on U . Then

Y D
NX

iD1
yi ; NY D Y

N
; S2 D 1

N � 1
NX

iD1

�
yi � NY �2

are some of the parameters of common interest related to Y . The quantities Y and
NY are usually required to be estimated, called, respectively, the total and mean of y

related to U . The quantity S2 is the population variance. For estimation, a sample
s of elements of U is required to be chosen with a pre-assigned probability p.s/
according to a suitable probability design or design in brief for simplicity, say, such
that 0 � p.s/ � 1 for every sample s that may be selected from U . The number of
units in s, say, n is called the size of s, just as N is the size of the population U .
On choosing a sample, the values of y for the units in s, that is, yi for i 2 s are to
be ascertained by dint of an actual sample survey. On gathering the survey data

d D .s; yi ji 2 s/ ;

an estimator for Y may be employed as t D t .d/, usually with the properties

Ep.t/ D
X

s

p.s/t.d/ D Y

and

Mp.t/ D Ep.t � Y /2 D
X

s

p.s/.t.d/ � Y /2;

being suitably small. The quantity Mp.t/ is called the mean square error, and Ep
denotes the expectation operator with respect to the sampling design p. Such a t is
called an estimator for Y with its error .t � Y / such that Mp.t/ is suitably under
control. If K is a pre-assigned positive number, noting that we may write

Mp.t/ D
X

1

p.s/.t.d/ � Y /2 C
X

2

p.s/.t.d/ � Y /2 � K2P Œs W jt .d/ � Y j � K� ;

where
P

1 is the sum over those samples for which jt .d/ � Y j � K and
P

2 that
over the complementary set of possible samples, it follows that

P Œt.d/ �K < Y < t.d/CK� � 1 � Mp.t/

K2
:

The quantity

Bp.t/ D Ep.t � Y /
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is called the bias of t in estimating Y and

�p.t/ D C
q
�2p.t/ D C

q
Vp.t/

is the standard error of t , where

Vp.t/ D Ep
�
t �Ep.t/

�2
;

is the variance of t . Now

Mp.t/ D Vp.t/C B2
p.t/:

Consequently, by taking K D ��p.t/, with � > 0, it follows that

P
�
t .d/ � ��p.t/ < Y < t.d/C ��p.t/

� �
�
1 � 1

�2

�
� 1

�2

� j Bp.t/ j
�p.t/

�2
:

If t is chosen to be unbiased for Y , then

P
�
Y 2 �t .d/ � ��p.t/; t.d/C ��p.t/

�� �
�
1 � 1

�2

�
:

The interval

t .d/˙ ��p.t/

is called a confidence interval (CI) for Y with a confidence coefficient (CC) of at
least

�
1 � 1

�2

�
:

So, it is desirable to employ an unbiased estimator t for Y with Bp.t/ D 0 and a
small variance because in that case one may derive a confidence interval based on
t .d/ with a small width equal to 2��p.t/. For example, a choice of � D 3 will yield

t .d/˙ 3�p.t/

as a confidence interval with a confidence coefficient of at least as high as 8=9.
Neyman (1934) gave us this gift for survey sampling extending Chebyshev’s
inequality in probability theory.

Unfortunately however, as Basu (1971) has shown, unless a census, i.e., a
complete enumeration of a survey population is undertaken, no sampling design
admits an unbiased estimator for a finite population total ensuring a minimum value
for its variance, uniformly for every Y D .y1; : : : ; yi ; : : : ; yN / assigning any real
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number to each coordinate of Y . Following Godambe (1955), let us restrict to the
use of an estimator t D t .d/ of the form

t D tb D
X

i2s
yibsi

such that bsi are numbers free of Y subject to the restriction

X

s3i
p.s/bsi D 1; 8 i 2 U; (2.1)

where
P

s3i means summation over all samples s which contain the unit labeled i .
The condition given by (2.1) is necessary as well as sufficient to render tb unbiased
for Y . Unfortunately again, Godambe (1955) has shown that in the class of all such
estimators for Y of the form tb as above, called the class of Homogeneous Linear
Unbiased Estimators (HLUE), no one exists with a Uniformly Minimum Variance
(UMV), so long as it is based on a “general” class of designs p. Godambe (1955)
did not specify what he meant by his “general” class. But Hege (1965) and Hanurav
(1966) independently showed that a general class of designs called Uniclustered
Class of Designs (UCD) exists for which the above negative result does not hold.
A design p belonging to a UCD is a design such that for any two samples s1 and s2
with p.s1/ > 0 and p.s2/ > 0 either

1. s1 \ s2 is empty, i.e., s2 does not intersect with s1

or

2. s1 � s2 , i.e., every unit of s1 is in s2 and vice versa.

Thus, Godambe’s (1955) above celebrated nonexistence result is valid only for non
uni-cluster-designs (NUCD).

Hege (1965), Hanurav (1966), and quite elegantly Lanke (1975) have shown that
a UCD admits a UMV estimator for Y in the HLUE class. Importantly, this UMV
estimator in the class HLUE for Y is of the form

tHT D
X

i2s

yi

�i
;

where �i D P
s3i p.s/. The estimator tHT is given by Horvitz and Thompson

(1952). The quantity �i is called the “inclusion-probability” of a unit i in U being
included in a sample chosen according to a design p. It may be noted that there is
no problem in taking �i into the denominator in tHT because a well-known fact in
“Survey Sampling Theory” is that a “Necessary and Sufficient Condition” that an
unbiased estimator for Y may exist is that

�i > 0; 8 i 2 U:

See Chaudhuri (2010) for details.
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Most of the estimators for Y used in practice are in the HLUE class. If we add
the terms bs to tb such that bs is free of Y and Ep .bs/ D 0, then we get

tL D bs C
X

i2s
yibsi;

a nonhomogeneous Linear Unbiased Estimator for Y , the LUE class. No estimator
for Y outside this LUE class is ever put into practice except that the unbiasedness
conditions

Ep .bs/ D 0 and
X

s3i
p.s/bsi D 1 8 i 2 U

are often relaxed. The estimators tL, tb for Y are admitted provided the quantities
Bp .tL/ and Bp .tb/ are numerically small enough, at least for large n. The HLUEs
for Y and in particular the Horvitz and Thompson’s (1952) estimator, say, are the
most popular. Added to them, Hajek’s (1971) ratio estimator

tH D X
P

i2s .yi=�i /P
i2s .xi=�i /

;

where xi are known (positive) values of a variable x, highly and positively correlated
with y and where X D PN

iD1 xi , mostly exhaust the popular estimators for Y . This
ratio estimator with its denominator even as a random variable as s is so, is yet in
Godambe’s class of linear homogeneous estimators for Y because this tH is linear
in the yi ’s and there is no term in it free of Y and cannot be nonhomogeneous.

We consider it important to observe:

Vp .tb/ D Ep.tb � Y /2 D
X

y2i Ci C
X

i

X

j;j¤i
yiyjCij;

where

Ci D
X

s3i
p.s/b2si � 1

and

Cij D
X

s3i;j
p.s/bsibsj � 1:

The quantity

vp .tb/ D
X

i2s
y2i Csi C

X

i2s

X

j2s;j¤i
yiyjCsij
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is an unbiased estimator for Vp .tb/ on choosing Csi and Csij’s as free of Y subject
to the conditions

X

s

p.s/Csi D Ci ; 8 i 2 U

and

X

s

p.s/Csij D Cij; 8 i; j 2 U; i ¤ j:

More generally, on choosing

W D .w1; : : : ;wi ; : : : ;wN /; wi ¤ 0 8 i 2 U

as a vector of pre-assigned constants, it follows that

Vp .tb/ D �
X

i

X

j;j>i

dijwiwj

�
yi

wi
� yj

wj

�2
C
X

i

y2i
wi
˛i ;

where

dij D Ep .bsiIsi � 1/ �bsjIsj � 1� ;

Isi D
�
1 if s 3 i
0 otherwise

and

˛i D
X

j

dijwj :

Writing

�ij D
X

s3i;j
p.s/

as the probability of i and j .i ¤ j / both included in a sample chosen according to
a design p and in addition supposing �ij > 0 8 i ¤ j and of course �i > 0 8 i 2 U
to get tb unbiased for Y , one may get an unbiased estimator for Vp .tb/ as

vp .tb/ D �
X

i2s

X

j2s;j>i
dsijwiwj

�
yi

wi
� yj

wj

�2
C
X

i2s

y2i
wi

˛i

�i
;
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on taking the dsij’s as free of Y subject to

X

s

p.s/dsij D dij; 8 i ¤ j;

e.g., as dsij D �
dij=�ij

� 8 i ¤ j in s and in U . In particular,

Vp .tHT/ D
NX

iD1
y2i
1 � �i
�i

C
X

i

X

j;j¤i
yiyj

�ij � �i�j
�i�j

and

vp .tHT/ D
X

i2s
y2i
1 � �i
�i

Isi

�i
C
X

i2s

X

j2s;j¤i
yiyj

�
�ij � �i�j
�i�j

�
Isij

�ij
:

Also, alternatively,

Vp .tHT/ D
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
C
X y2i

wi
ˇi ;

taking wi D �i and writing

ˇi D 1C 1

�i

X

j;j¤i
�ij �

NX

iD1
�i

and an unbiased estimator for Vp .tHT/ is

vp .tHT/ D
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
yi

�i
� yj

�j

�2
C
X y2i

�i
ˇi
Isi

�i
:

It should be noted that if every sample s with p.s/ > 0 has a constant number of
distinct units in it, then ˇi D 0. Consequently Vp .tHT/ and vp .tHT/ take the familiar
forms due to Yates and Grundy (1953) namely,

VYG D
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2

and

vYG D
X

i2s

X

j2s;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
1

�ij
;

respectively.
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Remark 2.1. As in Chaudhuri’s (2011) textbook, the spirit in which this monograph
has been written demands a reader/researcher to feel comfortable with randomized
response data (and data produced by other indirect questioning techniques to be
illustrated in this monograph), being procured from sampled persons in specifically
prescribed ways no matter how selected, so that inferences may be drawn and
suitably assessed on choosing the samples in desirable ways, with equal or unequal
selection probabilities, with or without replacement. In a vast majority of the space
covered in publications on data gathered by indirect questioning techniques, samples
are chosen by Simple Random Sampling with Replacement (SRSWR). In such a
case, the simple arithmetic mean of suitably transformed individual observations
is employed to unbiasedly estimate NY and variances and variance estimators are
derived along the standard SRSWR procedure. In very few cases, when y is just
a binary variable taking on the values 0 and 1 representing an innocuous and
stigmatizing feature respectively borne by a person, samples are not chosen by
simple random sampling with replacement.

Chaudhuri’s (2011) textbook is claimed to offer a quick appreciation of our
approach set forth here.

2.2 Estimating Parameters

We shall consider only two possibilities:

(I) Every yi is either 1, implying a person labeled i bears a stigmatizing character-
istic or attribute, say, A, or 0 implying the i -th person’s attribute being Ac , i.e.,
the complement of A, meaning that the person does not have the stigmatizing
characteristic; our problem is to estimate NY to be denoted by � , the proportion
in a community U bearing A.

(II) Every yi is a real number and our aim is to estimate the population total Y .

From our treatment in Sect. 2.1 an outline of a possible procedure readily follows.
As a measure of accuracy in estimation we recommend evaluating the coefficient of
variation (CV) as

CV D 100
Cpvp.t/

t

for a choice of t as illustrated.
Since tH is not unbiased for Y we need to consider only its Mean Square Error

(MSE)

M .tH / D Ep

	
X
tHT.y/

tHT.x/
� Y


2



2.2 Estimating Parameters 17

approximately taken as, on assuming n quite large,

M .tH / D X2Vp .tHT/ jYDY�RX;

where R D .Y=X/ and recognizing Vp .tHT/ as a formula for Vp
�P

i2s .yi=�i /
�

evaluated with yi replaced by di D yi � Rxi , i 2 U . By t .y/, t .x/ we mean an
estimator for Y using yi , i 2 s and the same one with xi , i 2 s. Then a plausible
estimator for M .tH / is taken as

m.tH / D ŒtHT.x/�
2vp .tHT/ jYDY� ORX;

writing OR D tHT.y/=tHT.x/ and in the formula for vp .tHT/ taking yi � ORxi
throughout for i 2 s in lieu of yi , i 2 s. Chaudhuri (2010) may be consulted for
clarification. Needless to mention the coefficient of variation for tH will be taken as

CV .tH / D 100
Cpm.tH /

tH

as an approximation, assuming n large enough.
All these are applicable only provided yi is available for i in s. But in the

situations of our interest, they are not. An investigator, out of sheer delicacy hesitates
to ask a respondent to disclose his/her value on a sensitive variable. Even if he/she
dares, a respondent is likely to refuse or hide the truth giving an untruthful or
misleading response.

In the subsequent chapters we shall narrate diverse procedures to tackle this
situation. The gist is that we may point out at this stage that by a suitable “random”
mechanism we claim we may gather observations ri , “independently” across i in s,
such that

ER .ri / D yi ; 8 i 2 U;
where ER denotes a generic expectation operator with respect to such a random
mechanism employed.

In situation (I) when yi takes on either the value zero or one only,

VR .ri / D ER.ri �ER .ri //2
D ER

�
r2i
� � y2i

D ER
�
r2i
� � yi

D ER Œri .ri � 1/�
D Vi ;

say, writing VR as the generic variance operator for the variance calculation with
respect to the random mechanism mentioned above. Then vi D ri .ri � 1/ provides
an unbiased estimator for Vi .
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In situation (II) we shall be able to show for our illustrated applications of the
“random” mechanisms that for real yi , an unbiased estimator ri will be derivable
independently across i in s so that ER .ri / D yi , 8 i 2 U ; moreover, generically,
VR .ri / will be shown to be of the form

Vi D VR .ri / D ˛iy
2
i C ˇiyi C �i

with ˛i ; ˇi ; �i as known constants and consequently,

vi D 1

1C ˛i

�
˛ir

2
i C ˇiri C �i

�

is an unbiased estimator for VR .ri /. Then, it will follow that given tb D tb.d/ with
Ep.t/ D Y , so that

P
s3i p.s/bsi D 1,

Vp .tb/ D
X

y2i Ci C
X

i

X

j;j¤i
yiyjCij

and

vp .tb/ D
X

i2s
y2i Csi C

X

i2s

X

j2s;j¤i
yiyjCsij;

one might employ, writing R D .r1; : : : ; ri ; : : : ; rN /

eb D tb jYDRD
X

ribsi;

E .eb/ D EpER .eb/ D EREp .eb/ D Y;

V .eb/ D EpVR .eb/C VpER .eb/ D ERVp .eb/C VREp .eb/ :

Then

v1 .eb/ D vp .eb/ jYDR C
X

i2s
vi bsi

and

v2 .eb/ D vp .eb/ jYDR C
X

i2s
vi
�
b2si � Csi

�

will both satisfy

E .v1 .eb// D V .eb/ D E .v2 .eb// ;
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where

E D EpER D EREp

and

V D EpVR C VpER D ERVp C VREp:

Thus, it is clear how in a general situation one may handle indirectly procured
observations to estimate � and Y and also derive estimated measures of accuracy in
estimation, in terms of coefficients of variation (CV). As a rule of thumb, we could
consider an estimate as excellent if for an estimated CV , it is true that CV � 10%,
as satisfactory if 10% < CV � 20%, as acceptable if 20% < CV � 30% and as
unacceptable if CV > 30%.

2.3 How to Sample?

Any probability sampling scheme depending upon available resources may be
employed. Chaudhuri’s (2010) may be utilized as a companion to take care of
this for simplicity. Chaudhuri’s (2011) monograph may be utilized in gathering
guidelines in their utilization in estimation.

2.4 How to Gather Sensitive Data?

We may recognize that facing a given situation, an investigator may consider an
issue to be sensitive enough so that an indirect questioning technique may seem
to be necessary. For this, requisite procedures are narrated in subsequent chapters.
If the investigator deems it doubtful if he/she should go for a direct or indirect
questioning, then also appropriate procedures may be followed as given in later
chapters. Corresponding estimation procedures are also set forth in the right places
in detail.
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Chapter 3
Various Indirect Questioning Techniques

Abstract It will be first emphasized that no matter how a person is selected to be
in the sample, an indirect procedure may be adopted to endeavor to gather sensitive
data from him/her in deriving sensible estimators for population parameters along
with estimated measures of their accuracies. This chapter offers a preview of the
indirect questioning techniques that will be presented in subsequent chapters in
more detail. The broad and rich class of Randomized Response Techniques and
their rationale are presented first. Then three more techniques are discussed briefly,
the Item Count Technique, the Nominative Technique, and The Three Card Method
along with their rationales. The chapter ends with previews of two of the most recent
indirect questioning techniques, the general class of Non Randomized Models
which includes techniques where no randomization device is needed and the method
of Surveying with Negative Questions where questions are asked in a negative way
so that a respondent can provide one of many possible answers.

3.1 Introduction

A major breakthrough in this monograph following Chaudhuri (2001a,b, 2011)
more comprehensively) is that we intend to emphasize that in order to gather
relevant data on sensitive items of information it is important to adopt indirect
questioning techniques from persons sampled, no matter how they happen to be
selected. Given the data realized and at hand, it is of our concern to estimate mainly
two types of parameters. They are, for a given community whence a sample
is drawn, the proportion of people bearing a sensitive characteristic, generically
denoted as A when it is an attribute and alternatively the total of the values of a
quantitative variable which is stigmatizing like, for example, the amounts of money
earned by gambling. First we illustrate how personal data on sensitive issues may
be gathered from sampled respondents without a direct query but by a specific
indirect way. Then we discuss how such data are to be manipulated to yield plausible
estimators for the parameters noted above along with their measures of accuracy.

A. Chaudhuri and T.C. Christofides, Indirect Questioning in Sample Surveys,
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Warner (1965) was the first to publish an innovative technique to procure
responses from selected people relating to immoral, illegal, or unpopular personal
issues of stigmatizing nature by a certain indirect type. The resulting response
is known as a Randomized Response (RR) rather than a Direct Response (DR).
The reason is that a respondent is requested to implement an elementary random trial
and report “Yes” or “No” depending on either of two possible outcomes observed
to occur for this trial relating to bearing either a sensitive characteristic A or its
complement Ac . This seminal work spawned a huge literature on Randomized
Response Techniques (RRTs). Though an enthusiasm became well spread, criti-
cisms against its efficacy became rampant too. In consequence, other alternative
indirect questioning techniques emerged. One is the “Item Count Technique” (ICT).
Here a sampled person is requested to read a list of statements, count how many
of them are applicable to him/her, and report only the number of items applicable.
In an independently drawn second sample, each participant is requested to read a
list of statements which contains the exact same statements as the list presented to
the first sample plus a statement related to the stigmatizing characteristic. As before,
the person reports only the number of statements which are applicable to him/her.

Another indirect questioning technique is known as the “Nominative Technique”
(NT) in which a sampled person is requested to report about one or more
acquaintances as to whether they bear a sensitive attribute but he/she is not required
to reveal whether he/she personally belongs to the stigmatizing group.

“The Three Card Method” (TCM) is also an alternative indirect questioning
technique to be explained in Sect. 3.5.

Another indirect questioning technique to enquire about sensitive characteristics
we cover in this monograph is given the name “Non Randomized Response (NRR)
Approach.” Tian, Yu, Tang, and Geng (2007), Yu, Tian, and Tang (2008), Tan, Tian,
and Tang (2009), and Christofides (2009) have so far substantially contributed to
Non-Randomized Response Techniques (NRRT) to be elaborated in Sect. 3.6 of
the present chapter. Each of these four publications confines to sample selection
exclusively by Simple Random Sampling With Replacement (SRSWR) alone.
We shall discuss how they may be extended to cover unequal probability sample
selection as well.

The final indirect questioning technique to be described in this monograph is a
relatively new technique introduced by Esponda (2006) and further developed by
Esponda and Guerrero (2009). This technique makes use of negative questions in
surveys of human populations and that is why originally the technique is described
under the term “Negative Surveys.”

3.2 Randomized Response Technique: Its Rationale

It is often very difficult for a researcher to ask questions related to stigmatizing
secrets. Even if he/she dares to ask such questions, cooperation from sample people
is in doubt. In case people agree to participate in such a survey, usually misleading
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and untruthful answers are given. But social research often demands serviceable
assessments about extents of incidence and prevalence rates of immoral, unlawful,
unpopular, or stigmatizing practices perpetrated by people in various communities.
One way out of this difficulty is provided by the celebrated technique of randomized
response graciously introduced by Warner (1965). Warner’s innovative approach has
motivated numerous researchers to further develop RRTs offering many improve-
ments and generalizations. It is a fact that Warner’s paper has created a separate
field of research activity.

To estimate for a community the proportion of people bearing a stigmatizing
characteristic (denoted by the symbol A), like addiction to marijuana consumption
or cheating in Income Tax Returns, a sampled person is requested to execute a
random experiment. Without divulging the outcome of the random experiment,
a sampled person is requested to give out a response from which it is not
possible to ascertain whether the person bears A or its complement Ac , say. But
it is possible statistically to derive a plausible estimate, on analyzing the bunch
of randomized responses thus collectively gathered, for the required proportion
bearingA. It is hoped that the privacy of the person responding is securely protected.
The actual procedure in estimation along with an estimated measure of accuracy
of the estimator derived is of course open for verification to the respondents.
A knowledgeable respondent is fully provided the freedom to judge how far the
randomized response may distort the probability of a person to bear A “before”
the randomized response, compared to what it is “after”-wards. Furthermore,
anticipating that a feature “A” deemed stigmatizing by the researcher may actually
be held as quite “innocuous” by a respondent, methods have been developed so as
to offer a respondent an opportunity to opt either to

1. give out a direct response about bearing A, or
2. apply the RRT preferred without being required to divulge the option actually

exercised.

The literature presents a lion’s share of the methods with SRSWR of the
respondents. But Chaudhuri (2001a,b, 2011) has shown how estimating A does
not need a simple random sample with replacement in estimation; any sampling
scheme with positive inclusion probability for every member in the community is
enough; to measure accuracy in estimation it is enough in addition to assign positive
inclusion probability to every distinct pair of different members in the population.
If the parameter of interest is the total for the values of a sensitive variable like
expenses on alcoholism, treatment of AIDS, gain or loss in gambling, money earned
from clandestine sources, etc., then also procedures are available for procuring
randomized responses relating to quantitative variables of interest so as to produce
serviceable estimates for such totals along with estimated measures of accuracy in
estimation. General sampling schemes are usable in such an estimation. Chaudhuri
(2011) provides a store of a substantial body of source materials.
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3.3 Item Count Technique: Its Rationale

RRTs are adversely criticized mainly on the following counts:

1. They demand too much active cooperation and understanding from the respon-
dents and too much time,

2. face-to-face interview is a must for generation of responses,
3. repeated responses once the survey is over are difficult to come by,
4. it is difficult to dispel respondent’s suspicions about clever manipulative cooking

of the raw material gathered by the researcher,
5. the use of a randomization device is sometimes considered as a gimmick and

often is laughed at, and
6. there is a consequent tendency for declining participation by potential respon-

dents.

Hence alternatives to randomized response were sought. The “ICT” first emerged
through the efforts of Miller, Cisin, and Harrel (1986). To one sample taken first, a
list of G .G > 1/ innocuous items is presented. To a second independently taken
sample, a list is presented which, in addition to the G innocuous items, contains
one more item related to the stigmatizing characteristic. The first sample yields
an estimate for the mean number out of the G items that apply positively for the
people in the community. The second sample yields a second estimate for the mean
number out of the .G C 1/ items that apply to the same community of people.
Now, the second estimate minus the first rationally provides an estimate of the
proportion of the people bearing the .G C 1/-st, i.e., the only sensitive item of
the researcher’s choice. The three authors named above only considered SRSWR
in this method. Chapter 6 will show how and with what modifications this method
extends to unequal probability design. Various versions of the ICT are available so
that the privacy of participants is better protected. In addition, the technique can be
modified so that estimation of quantitative sensitive characteristics is also possible.
The various versions of the ICT are also presented in Chap. 6.

3.4 Nominative Technique: Its Rationale

In “Essentials of Survey Sampling” Chaudhuri (2010) has narrated his version
of “Network Sampling.” In it the aim is to estimate the mean of a qualitative
variable for a population of individuals called “Observation Units” (OU). Neither
the total number nor a “Frame” for these observation units is available to facilitate
sample selection and/or parameter estimation. But it is possible to establish a “link”
with these observation units of a second collection of objects or individuals called
“Selection Units” (SU). The total number and frame for these selection units, then
a “Network” may be conceived of and constructed, linking the selection units and
the observation units. This may then be exploited to estimate parameters for the
observation units.
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In order to estimate the proportion � of people in a community bearing a sensitive
attribute A, on gathering relevant sensitive data by indirect questioning, not by
means of a randomized response device, Miller (1985) introduced a new method
called the “Nominative Method.” In it, from a relevant community constituting
a population, a SRSWR is chosen and every sampled person is requested to
identify the number of his/her acquainted persons known to bear the stigmatizing
attribute A. By exploiting the Network Sampling technique and its analogous link
with Miller’s ideas, Chaudhuri and Christofides (2008) showed how Miller’s ideas
may be exploited to estimate � on taking a sample by a suitably general scheme.
Details are given in Chap. 6.

3.5 The Three Card Method: Its Rationale

Droitcour, Larson, and Scheuren (2001) gave this method using three independent
samples, in each of which, a person is given three separate boxes with three cards
bearing identification about characteristics, namely the sensitive one as A and
the innocuous ones like B , C , and D, say. Each sampled person is to randomly
choose one of the three boxes and announce the box number only. From this
response Droitcour et al. (2001) show that it is possible to unbiasedly estimate the
proportion of people bearing A. But the theory demands restriction to SRSWR only
as per the original method. Chaudhuri and Christofides (2008) extended it to general
sampling schemes. Details follow in Chap. 6.

3.6 Non Randomized Models

One of the main disadvantages of RRTs is the use of a randomization device.
In some cases participants are having difficulties in using correctly the randomiza-
tion device, no matter how simple that device may be. In many cases, participants
are suspicious about the use of the device. They are not really convinced that their
anonymity and privacy is really protected, especially, if the device is provided
by the interviewer. As a result, untruthful responses are to be expected, thus, in
essence eliminating the gains of using an indirect questioning technique instead
of a direct answer survey. To overcome this difficulty, some techniques, termed
non randomized techniques offer an alternative. Although called non randomized,
they could be called device-free techniques because no randomization device is
needed. However, that does not mean that no randomization takes place. In some
cases, an implicit randomization is performed. For example in Christofides (2009)
a randomization is done based on the sensitive characteristic and the participant
provides a “Yes” or “No” answer if he/she has or does not have a nonstigmatizing
characteristic. In other cases, such as the technique of Tian et al. (2007) a respondent
provides a response about his/her status as related to the sensitive characteristic and
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a nonsensitive one, in such a way that the response provided is not enough to infer
whether he/she belongs to the sensitive group. Details of the non randomized models
will be presented in Chap. 6.

3.7 Surveys with Negative Questions

Assuming that in a survey questionnaire where a question has k possible answers, let
only one be applicable to each participant. If the question is of sensitive nature,
obviously, directly, and truthfully responding to it may jeopardize one’s privacy. Fol-
lowing Esponda (2006) let us call such a survey, “a positive question survey.” Such
a survey of course is a direct response survey which exhibits all the pathology that
indirect questioning techniques are trying to remedy. In contrast, assume that we
have a questionnaire in which a question has k possible answers and the participant
is asked to disclose one of the possible choices which does apply to him/her. Observe
that the possible choices in a positive questionnaire are exhaustive and mutually
exclusive in such a way that only one possible answer is applicable. In a negative
questionnaire, one and only one possible answer should be false. As a result, a
participant’s response in a negative survey is expected to provide less information
about one’s status related to a sensitive characteristic. It is clear that with the use of
a negative questionnaire the privacy of participants is protected and at the same time
a respondent feels comfortable that by providing an option which does not apply to
him/her rather than the option applicable, his/her privacy is not in jeopardy. We will
discuss this technique in more detail in Chap. 6. Surveys with negative questions
are expected to increase the perceived protection of privacy, i.e., the protection as
it is subjectively understood by a participant. This important notion of perceived
protection of privacy will be explained in Chap. 7.
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Chapter 4
Randomized Response Techniques to Capture
Qualitative Features

Abstract This chapter is devoted entirely to randomized response techniques
which can be implemented to estimate certain parameters of a qualitative stig-
matizing characteristic. Descriptions of the randomized response procedures of
specific techniques are given. In particular details are provided for Warner’s,
Simmon’s, Kuk’s, Christofides’, and the Forced Response randomized response
techniques. For those techniques, explicit formulae are given for the various
estimators of interest and measures of their accuracy, assuming that the sample
is chosen according to a general sampling design. However, given that most
practitioners are more familiar with simple random sampling without replacement,
the formulae are explicitly stated for this particular sampling scheme as well.
In addition to the numerous randomized response techniques reviewed, this chapter
includes a recently developed randomized response technique which uses the
Poisson distribution to estimate parameters related to a stigmatizing characteristic
which is extremely rare. Furthermore, we discuss an approach using the geometric
distribution to generate randomized responses. Also in this chapter, techniques
dealing with multiple sensitive characteristics are described. Finally, some aspects
of the Bayesian approach in analyzing randomized response data are presented
along with a brief literature review on the topic.

4.1 Introduction

We restrict to a finite survey population U D .1; : : : ; i; : : : ; N / of a known number
N of identifiable persons labeled i D 1; : : : ; N . The member i of the population
bears a value yi of a variable y defined on U . Each yi assumes either one of the two
real values 0 or 1. If yi D 1, the person bears a stigmatizing qualitative feature A; if
yi D 0, the person bears the complementary characteristic Ac . For example, A may
mean alcoholism, implying Ac is innocuous. If A means supportive of a particular
political party, then in certain societies Ac may also be a sensitive feature. Thus A is
sensitive butAc may be either innocuous or sensitive. Suitable randomized response

A. Chaudhuri and T.C. Christofides, Indirect Questioning in Sample Surveys,
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techniques are to be adopted to gather truthful data from sampled persons protecting
individual privacy in reasonable manners. Few such devices will be briefly described

with an intention to estimate � D
�PN

iD1 yi
�
=N which is the proportion bearing

the sensitive feature A in the community of N people. Properties of the proposed
estimators will be discussed.

On hitting upon an appropriate sampling design p, a sample s of a suitable
number of units n; .n < N/ from U has to be first selected and surveyed for
the values yi for all i in s. Then, an appropriate estimator for � will have to be hit
upon involving the units in s and the respective values for them as gathered through
a randomized response device employed and executed.

We shall illustrate specific randomized response devices in the next section but
here in a general way we discuss general estimation procedures.

For every sampled person i in s by a randomized response device we shall
elicit suitably a response, say, ri independently across the various separate persons.
Denoting generically the expectation operators over the design p by Ep and over
the randomization response device by ER, the variance operators correspondingly
by Vp , VR, the covariance operator over the randomized response technique by CR,
and byE and V the overall expectation and variance operator, respectively, we shall
presume the following:

E D EpER D EREp

and

V D EpVR C VpER D ERVp C VREp

i.e., the operators are commutative. The design p will be so selected that

�i D
X

s3i
p.s/ > 0; 8 i 2 U

and

�ij D
X

s3i;j
p.s/ > 0;8 i; j 2 U; i ¤ j:

These are, respectively, the inclusion probabilities of the first two orders for the units
i and the paired units i; j .i ¤ j / in U ; �ii of course is �i itself.

For Y D PN
iD1 yi we shall usually employ the estimator e D P

i2s .ri =�i / and
the estimator e=N for � D Y=N . The randomized response device is so employed
that

ER .ri / D yi ;

VR .ri / D ˛ C ˇyi D Vi ;
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say, with ˛, ˇ known. Consequently, vi D ˛ C ˇri has

ER .vi / D Vi ;

E.e/ D Ep

 
X

i2s

yi

�i

!
D Y D ER

 
NX

iD1
ri

!
;

V .e/ D Ep

 
X

i2s

Vi

�2i

!
C Vp

 
X

i2s

yi

�i

!

D
NX

iD1

Vi

�i
C
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2

because for t D P
i2s .yi=�i /, the above-noted variance formula given by Yates

and Grundy (1953) is applicable, on our assumption that every sample has a fixed
number of units in it that are all distinct.

A design unbiased estimator for Vp.t/ due to Yates and Grundy (1953) is

vp.t/ D
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
yi

�i
� yj

�j

�2
:

Then, an unbiased estimator of V.e/ is

v.e/ D vp.t/ jYDR C
X

i2s

vi
�i
:

Here Y D .y1; : : : ; yi ; : : : ; yN /, R D .r1; : : : ; ri ; : : : ; rN /, and vp.t/ jYDR stands
for vp.t/ evaluated at Y taken at R.

Later, when needed, we shall consider specific sampling designs and schemes,
specific alternative forms of t , Vp.t/, e, V.e/, vp.t/, and v.e/.

Next follows description of specific randomized response devices.

4.2 Warner’s, Simmons’s, Kuk’s, Forced Response,
and Christofides’s RRT

We shall write yi D 1 if i bears A and yi D 0 if i bears Ac . Warner’s (1965)
randomized response device works as follows. A sampled person labeled i is offered
a box of a considerable number of identical cards with a proportion p (0 < p < 1,
p ¤ 0:5) of them marked A and the rest marked Ac . The person is requested,
outside of view of the interviewer, to shuffle the cards in the box, randomly draw
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one of them, check the card’s mark, give the response Ii which is 1 if the card type
“matches” his/her actual feature A or Ac and is 0 otherwise, i.e., a “mis-match” and
then return the card to the box. During this process the respondent must not reveal
the outcome of the experiment to the enquirer. In this Warner randomized response
device it seems implied that admission of bearing A is disliked by a respondent but
not admission of bearing of Ac . The response Ii D 1 is operationally equivalent
to saying “Yes” and Ii D 0 is equivalent to saying “No.” Directly saying “Yes”
about A or “No” about Ac is clearly feared to be “revealing” an undesired “trait”
and hence disliked by a respondent. But since the card type found is kept a secret, an
answer “Yes” or “No” about it is supposed to be unrevealing of the feature A borne
by the sampled person. Using the “Yes” and “No” responses from a “simple random
sample” taken “with replacement” Warner (1965) found it easy to

• estimate � D 1
N

PN
iD1 yi ,

• obtain the variance of the estimate, and
• to unbiasedly estimate this variance.

We shall not report the details here but postpone to the next Sect. 4.3. Horvitz,
Shah, and Simmons (1967) and Greenberg, Abul-Ela, Simmons, and Horvitz (1969)
have narrated an alternative randomized response device invented by Simmons with
the same purpose to suitably estimate � from a sample of respondents, presumably
supposing both A and Ac sensitive enough so that a person is unlikely to directly
say “Yes” or “No” about bearing either A or Ac . In the randomized response device
proposed by Simmons, besides the stigmatizing attribute, an innocuous attributeB is
visualized which is admittedly unrelated to A. For example, a person preferring
music to sports may be supposed to bear the innocuous characteristic B . His/her
attribute will be Bc if the preference is for sports to music. Either feature B or Bc

need not influence a person to bear the characteristic A of being, say, a habitual tax
evader, i.e., the innocuous and sensitive characteristics are independent. First the
proportion �B of people bearing B is supposed to be known. Introducing a variable

x and writing its value xi for a person labeled i , one may take �B D
�PN

iD1 xi
�
=N

because one may define xi D 1 if i bearsB and xi D 0 if i bears the complementary
trait Bc .

The randomized response device of Simmons then presents to a sampled person
labeled i a box with a large number of identical cards with a proportion p .0 <
p < 1/ bearing the mark A and the rest marked B . The response solicited denoted
by Ii takes the value 1 if i bears A and the card drawn is marked A or if i bears
B and the card drawn is marked B . Otherwise Ii takes on the value 0. Observe
that Ii D 1 is equivalent to a “Yes” response while Ii D 0 represents the case of
a “No” response. In case �B is known, Horvitz et al. (1967) and Greenberg et al.
(1969) above give an estimator for � , the variance of this estimator and an estimator
thereof using these randomized responses based on a simple random sample with
replacement taken in n draws. But if �B is not known, which is a more realistic
situation, two independent simple random samples with replacement in n1 draws
and n2 draws in the first and second are taken. Moreover, in the first sample a
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box of cards with a proportion p1 .0 < p1 < 1/ bearing A and in the second the
corresponding proportion p as p2 .0 < p2 < 1/ are taken. Obviously the outcomes
of drawing the cards from the boxes are not to be disclosed by the respondents to
the enquirers. Estimation of � , derivation of the variance, and estimation of the latter
are easily accomplished. Chaudhuri (2001a,b, 2010) slightly revised this Simmons
randomized response device by requiring only a single sample but two independent
randomized responses from each sampled person using two boxes with identical
cards marked A; B in proportions p1 W .1 � p1/ in the first and p2 W .1 � p2/ in the
second box, respectively. Detailed estimation procedure is related in Sect. 4.3.

Kuk (1990) generalized Warner’s (1965) randomized response device essentially
in the following way which is being narrated as Chaudhuri’s (2010, 2011) version of
the latter. A sampled person i is offered two boxes. Each box contains identical cards
of two colors only, red and white, in sufficiently large numbers with proportions
p1 W .1 � p1/ in the first and p2 W .1 � p2/ in the second. A person sampled is
requested to use the first box, if his/her trait is A and the second box if his/her trait
is Ac and to makeK independent draws of cards with replacement each. The person
reports fi , which is the number of times a red card is drawn. In Sect. 4.3, detailed
estimation procedures are described.

The “Forced Response” randomized response technique was introduced by
Boruch (1972) as elaborately discussed further by Fox and Tracy (1986), Chaudhuri
and Mukerjee (1988), and Chaudhuri (2011) among others. To apply this, a sampled
person i is offered a box containing a number of identical cards with a proportion
p1 .0 < p1 < 1/ of them marked A, a proportion p2 .0 < p2 < 1/ marked Ac

and the remaining proportion p3 D 1 � p1 � p2 .0 < p1 C p2 < 1/ of the cards
“unmarked” or marked blank. The sampled person i is to report Ii which is as
follows:

Ii D 1 if the card type A or Ac matches the person’s trait or if a blank card comes
up and the person bears A

or

Ii D 0 if the card type A or Ac mismatches his/her trait or if a blank card is drawn
and the person bears Ac .

The card drawn must be returned to the box after reporting the value of Ii .
In Sect. 4.3 the estimation theory is presented for simple random sampling with
replacement and general samples.

Christofides (2003), restricting to simple random sampling with replacement,
gives the following randomized response technique. A sampled person i is given
a box with identical cards bearing each a separate mark as 1; : : : ; k; : : : ;M with
M � 2 but in known proportions p1; : : : ; pk; : : : ; pM with 0 < pk < 1 for k D
1; : : : ;M and

PM
kD1 pk D 1. The person sampled is requested to draw one of the

cards and respond

• k if a card marked k is drawn and the person bears Ac or
• M � k C 1 if a card marked k is drawn but the person bears A.
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After responding, the card is to be returned to the box. Chaudhuri (2004) extended
this to cover a sample chosen by a general scheme. The theory of estimation is
presented elaborately in Sect. 4.3.

4.3 Related Estimation in SRSWR and Sophisticated
Sampling

The reading of a description of a randomized response technique in a publication
gives often an impression that it is inalienably linked with a specific method about
how a sample has been chosen. But as emphasized in the recent monograph of
Chaudhuri (2011), given any sampled person, no matter how selected, any specific
randomized response device may be freely employed and that too in independent
manners.

A second important issue we intend to thrash out is that a theory of estimation
based on a linear estimator in Godambe’s (1955) sense involving real values yi
for i in a sample s chosen according to a design is first assumed to be developed.
Replacing each yi by a suitable randomized response based unbiased estimator for
it, the theory for direct response data is to be revised to provide one for randomized
response data.

In analogy with a theory of multi-stage sampling, randomized response theory
involves a loss in precision compared to an underlying direct response theory on
which the former is only an adjustment.

Let Y D .y1; : : : ; yi ; : : : ; yN /, Yk be the value of y for a unit chosen on the k-th
draw in a sample taken in a simple random sampling with replacement in n draws.
For a direct response survey an unbiased estimator for

NY D 1

N

NX

iD1
yi D �;

the proportion of people bearing A in U D .1; : : : ; i; : : : ; N / is the sample mean

Ny D 1

n

nX

kD1
Yk D O�;

say. Then,

V . Ny/ D �2

n
; �2 D 1

N

NX

iD1

�
yi � NY �2:
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Writing

s2 D 1

n � 1
nX

kD1
.Yk � Ny/2;

an unbiased estimator for V . Oy/ is

s2

n
D v. Ny/:

Noting that each yi is either 1 or 0, one gets

V . Ny/ D �.1 � �/
n

; v . Ny/ D
O�.1 � O�/
n � 1 :

For Warner’s (1965) randomized response device, let

Ik D
�
1 if the person chosen on the k-th draw finds a “match” in card type and trait
0 if a “no-match” is encountered.

Then,

ER .Ik/ D .1 � p/C .2p � 1/yk
and

rk D Ik � .1 � p/
2p � 1

has

ER .rk/ D yk and VR .Ik/ D p.1 � p/
.2p � 1/2 :

In addition,

Nr D 1

n

nX

kD1
rk

with R D .r1; : : : ; ri ; : : : ; rN / has E . Nr/ D Ep . Ny/ D NY (since ER . Nr/ D Ny),

V . Nr/ D V . Ny/C p.1 � p/
n.2p � 1/2 D 1

n

	
�.1 � �/C p.1 � p/

.2p � 1/2
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and

v . Nr/ D 1

n � 1
	

O�.1 � O�/C p.1 � p/
.2p � 1/2




is an unbiased estimator of V . Ny/ while Nr is an unbiased estimator for � .
Clearly, the value chosen for p is important in the quantifications of Nr and both

V . Nr/ and v . Nr/. A value of p chosen close to 0:5 will induce in a respondent a
greater faith in the procedure in protecting his/her privacy. But the closer the value
of p to 0:5, the higher the magnitudes of v . Nr/ and of the coefficient of variation of Nr
namely, CV D 100

p
v . Nr/= Nr . So, an intelligent balancing is needed in the choice

of p, that is, the proportion of cards marked A in the box.
Assume that a sample s is chosen according to a general design p with

probabilities of inclusion

�i D
X

s3i
p.s/ > 0 for i 2 U ;

and

�ij D
X

s3i;j
p.s/ > 0 for i; j 2 U.i ¤ j /:

Then, for a direct response survey

t D 1

N

X

i2s

yi

�i
;

equal to Ny D �P
i2s yi

�
=n for simple random sampling without replacement

(SRSWOR), may be used to unbiasedly estimate � . Its variance is

Vp.t/ D
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2

which in case of SRSWOR is equal to

N � n
nN

S2 where S2 D 1

N � 1
NX

iD1

�
yi � NY �2;

assuming each sample contains a fixed number of units, each distinct. An unbiased
estimator for it is

vp.t/ D
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
yi

�i
� yj

�j

�2
;



4.3 Related Estimation in SRSWR and Sophisticated Sampling 37

which, for SRSWOR is equal to

N � n
nN

s2 where s2 D 1

n � 1
X

i2s
.yi � Ny/2:

In case randomized response data are only available, then we shall write

Ii D
�
1 if card type “matches” the trait of the person labeled i; A or Ac

0 if a “non-match” results.

Then, for Warner’s randomized response device

ri D Ii � .1 � p/
2p � 1 ; p ¤ 1

2

will unbiasedly estimate yi , i 2 U . Also,

e D 1

N

X

i2s

ri

�i
equal to Nr D 1

n

X

i2s
ri

for SRSWOR, will have

Ep.e/ D 1

N

NX

iD1
ri D R

N
D NR

ER.e/ D 1

N

X

i2s

yi

�i
D t

and hence

E.e/ D ER
�
Ep.e/

� D Ep ŒER.e/� D �:

Also

VR .ri / D p.1 � p/
.2p � 1/2 D Vi ;8 i 2 U;

VR.e/ D 1

N 2

X

i2s

Vi

�2i
D p.1 � p/
.2p � 1/2

1

N 2

X

i2s

1

�2i

Vp.e/ D 1

N 2

X

i

X

j;j>i

�
�i�j � �ij

� � ri
�i

� rj

�j

�2
;
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which is equal to

N � n
nN.N � 1/

NX

iD1

�
ri � NR�2

for SRSWOR,

vp.e/ D 1

N 2

X

i

X

j;j>i

�
�i�j � �ij

�ij

��
ri

�i
� rj

�j

�2
;

equal to

N � n
nN.n � 1/

X

i2s
.ri � Nr/2

for SRSWOR. So,

V.e/ D EpVR.e/C VpER.e/

D 1

N 2

2

4 p.1 � p/
.2p � 1/2

NX

iD1

1

�i
C
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
3

5

D ERVp.e/C VREp.e/

D 1

N 2

2

4
X

i

X

j;j>i

�
�i�j � �ij

�
ER

�
ri

�i
� rj

�j

�2
C Np.1 � p/

.2p � 1/2

3

5 ;

equal to

N � n
nN.N � 1/

NX

iD1

�
yi � NY �2 C p.1 � p/

N.2p � 1/2 ;

for SRSWOR. Thus, an unbiased estimator for V.e/ is

v.e/ D 1

N 2

2

4
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
ri

�i
� rj

�j

�2
C p.1 � p/
.2p � 1/2

X

i2s

1

�i

3

5 ;

equal to

N � n
nN.n � 1/

X

i2s
.ri � Nr/2 C p.1 � p/

n.2p � 1/2

for SRSWOR.
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In order to emphasize how one should be guided in hitting upon an appropriate
“strategy,” namely “A combination of a sampling design and an estimator for �
to be based on a sample drawn according to such a design” let us proceed as
follows.

One particularly useful and simple such strategy is given by Rao, Hartley, and
Cochran (1962). In this, choosing a sample size n .n < N/, the population U is
divided into n random groups. The i -th group is composed of Ni units taken by
Simple Random Sampling Without Replacement (SRSWOR) method starting with
i D 1 and then successively from U of N units, N �N1,N �N1 �N2, units and so
on withNn units fromN �N1�� � ��Nn�1 units of U ; TheNi ’s are suitably chosen
with

P
n Ni D N where

P
n denotes the sum over the n random groups. The units

of U are supposed to have known positive-valued size-measures X1;X2; : : : ; XN
such that X D P

i Xi . Let Pi D Xi=X , i 2 U . These Pi -values are called the
normed size-measures. For the Ni units i1; : : : ; ij ; : : : iN i falling in the i -th random
group, let these Pi -values be Pi1; : : : ; PiNi and let

Qi D Pi1 C � � � C PiNi; i D 1; : : : ; n:

Then,
Pn

iD1 Qi D 1. Now from the i -th group just one unit, say, ij is to be selected
with probability Pij=Qi and this step is to be independently repeated for each of the
n random groups already formed. Then,

tRHC D
X

n

yij

�
Qi

Pij

�

is an unbiased estimator for Y , called the Rao–Hartley–Cochran estimator. Its
variance is

Vp .tRHC/ D C
X

i

X

i 0;i 0>i

PiPi 0

�
yi

Pi
� yi 0

Pi 0

�2
;

writing for simplicity yi , Pi as the y-value and P -value for the unit chosen form the
i -th group and C D �P

n N
2
i �N � = .N.N � 1//. An unbiased estimator for this

variance is

vp .tRHC/ D D
X

n

X

n0

QiQi 0

�
yi

Pi
� yi 0

Pi 0

�2

where D D �P
n N

2
i �N � = �N2 �P

n N
2
i

�
;
P

n

P
n0 denotes sum over the

distinct pairs of groups with no repetition.
When instead of direct response data, only randomized response data are

gathered as ri for i in s independently across these i ’s, then the Rao, Hartley, and
Cochran strategy will be revised employing the unbiased estimator for Y which is
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eRHC D
X

n

ri
Qi

Pi
;

(and of course eRHC=N for � ). Then its variance will be

V .eRHC/ D C
X

i

X

i 0;i 0>i

PiPi 0

�
yi

Pi
� yi 0

Pi 0

�2
C
X

i

Vi

�
1

Pi
� 1

�
;

of course with Vi D VR .ri /, i 2 U . An unbiased estimator for V .eRHC/ is

v .eRHC/ D D
X

n

X

n0

QiQi 0

�
ri

Pi
� ri 0

Pj 0

�2
C
X

n

Vi
Qi

Pi
I

this is because Vi D p.1 � p/=.2p � 1/2 is known for the Warner (1965) random-
ized response device. For other randomized response devices we shall presently note
that in unbiased variance estimator formulae, Vi will be replaced by an estimator for
it, namely vi such that ER .vi / D Vi .

In the context of direct response surveys, a rich literature exists to guide us
in choosing among competing strategies in terms of the magnitudes of Vp.t/ for
various combinations .p; t/. Assessment from a sample is carried out in terms of
the estimated coefficient of variation as CV D 100

p
vp.t/=t . But in judging among

.p; e/ we have to evaluate V.e/ which involves Vi and the bsi’s involved in the
choice

t D
X

i2s
D yibsi and e D

X

i2s
ri bsi

with bsi free of Y D .y1; : : : ; yi ; : : : ; yN / and R D .r1; : : : ; ri ; : : : ; rN / subject to

X

s3i
p.s/bsi D 1 for all i 2 U:

Assessment after the sample is drawn and surveyed will be again in terms of the
coefficient of variation CV D 100

p
v.e/=e, which will involve Vi or its estimator vi ,

if Vi is not known.
For the Unrelated Question Model of Simmons let us consider the above

estimation aspects. Let the first box with cards marked be in proportions p1 W
.1 � p1/ and the second box in proportions p2 W .1 � p2/, p1 ¤ p2. Let

Ii D
�
1 if card type drawn “matches” the sensitive trait A or the innocuous trait B
0 if there is “non-match” with the first box.

and let



4.3 Related Estimation in SRSWR and Sophisticated Sampling 41

Ji D
�
1 if there is “match” for the second box
0 if there is “non-match” for the second box.

Let us recall

yi D
�
1 if i bears A
0 if i bears Ac

and

xi D
�
1 if i bears B
0 if i bears Bc:

Then,

ER .Ii / D p1yi C .1 � p1/ xi ;
ER .Ji / D p2yi C .1 � p2/ xi

and

ri D .1 � p2/ Ii � .1 � p1/ Ji
p1 � p2 ; i 2 U;

ER .ri / D yi ;

VR .Ii / D ER .Ii / Œ1 �ER .Ii /� ;
VR .Ji / D ER .Ji / Œ1 �ER .Ji /� ;

VR .ri / D .1 � p2/2VR .Ii /C .1 � p1/2VR .Ji /
.p1 � p2/2

D Vi :

Since

VR .ri / D ER
�
r2i
� � .ER .ri //2

D ER
�
r2i
� � y2i

D ER
�
r2i
� � yi

D ER
�
r2i � ri

�

D ER Œri .ri � 1/� ;
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then vi D ri .ri � 1/ provides an unbiased estimator for

Vi D .1 � p1/ .1 � p2/ .p1 C p2 � 2p1p2/
.p1 � p2/2

.yi � xi /2: (4.1)

The next steps under this unrelated question model will be quite analogous
to those noted for the Warner (1965) model. If a sample is taken by simple
random sampling with replacement, then in this case also we shall write rk to
denote the ri -value for the person chosen on the k-th draw, k D 1; : : : ; n. For

� D
�PN

iD1 yi
�
=N an unbiased estimator will be taken as

Nr D 1

n

nX

kD1
rk D O�;

say. Then

V . Nr/ D 1

n

"
�.1 � �/C 1

N

NX

iD1
Vi

#

with Vi as in (4.1). An unbiased estimator for this V . Nr/ is

v . Nr/ D 1

n � 1

"
O�.1 � O�/C 1

n

nX

kD1
rk .rk � 1/

#
:

For an arbitrary design with positive-valued �i and �ij, the version of the Horvitz
and Thompson’s (1952) estimator for � is

e D 1

N

X

i2s

ri

�i
;

equal to Nr D �P
i2s ri

�
=n for SRSWOR. Its variance is

V.e/ D 1

N 2

2

4
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
C
X

i2s

Vi

�i

3

5 ;

which is equal to

N � n
nN

S2 C 1

nN

X

i2s
Vi

for SRSWOR and the Yates and Grundy’s (1953) unbiased estimator for this V.e/ is
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v.e/ D 1

N 2

2

4
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
ri

�i
� rj

�j

�2
C
X

i2s

ri .ri � 1/
�i

3

5 ;

equal to

N � n
nN.n � 1/

X

i2s
.ri � Nr/2 C 1

nN

X

i2s
ri .ri � 1/

for SRSWOR.
For the Rao–Hartley–Cochran scheme, the appropriate unbiased estimator for

� is

eRHC D 1

N

X

n

ri
Qi

Pi
:

Its variance is

V .eRHC/ D 1

N 2

2

4C
X

i

X

i 0;i 0>i

PiPi 0

�
yi

Pi
� yi 0

Pi 0

�2
C
X

i

Vi

�
1

Pi
� 1

�3

5

and an unbiased estimator for its variance is

v .eRHC/ D 1

N 2

"
D
X

n

X

n0

QiQi 0

�
ri

Pi
� ri 0

Pi 0

�2
C
X

n

ri .ri � 1/ Qi

Pi

#
:

For Kuk’s (1990) randomized response device a person sampled is offered two
boxes; if the person bears A he/she is to report the number of times a red card
comes up in K draws at random with replacement from the first box, with �1 as
the proportion of the red cards in it; if the person bears Ac , this report will be
similarly made using the second box with �2 .�2 ¤ �1/ as the proportion of red
cards in it. First, let the sample be taken in n draws by simple random sampling
with replacement. Let f .k/ be the response from a person chosen on the k-th draw,
k D 1; : : : ; n. Then,

ER .f .k// D K Œ��1 C .1 � �/�2� ; 8 k D 1; : : : ; n;

and

VR .f .k// D K Œ��1 .1 � �1/C .1 � �/�2 .1 � �2/�
D K Œ�2 .1 � �2/C � .�1 � �2/ .1 � �1 � �2/� :
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Let

r.k/ D 1

�1 � �2
	
f .k/

K
� �2




so that ER .r.k// D � for every k D 1; : : : ; n. Consequently,

Nr D 1

n

nX

kD1
r.k/

has E . Nr/ D � , i.e., Nr is Kuk’s unbiased estimator for � . Then

V . Nr/ D Vp . Ny/CEp

	
VR .f .k//

nK.�1 � �2/2



D �.1 � �/
n

C ˛ C ˇ�

n
;

where

˛ D �2 .1 � �2/
K.�1 � �2/2

; ˇ D 1 � �1 � �2
K .�1 � �2/ :

Then,

v . Nr/ D Nr .1 � Nr/
n � 1 C 1

n
.˛ C ˇ Nr/

is an unbiased estimator of V . Nr/.
For a general sampling design with positive-valued inclusion probabilities �i for

a person i and �ij that for a pair of distinct persons i and j , .i ¤ j / in U D
.1; : : : ; i; : : : ; N / with randomized response data gathered through Kuk’s device,
we should proceed as follows.
For a person labeled i the randomized response is fi , the number of red cards drawn.
Then,

ER .fi / D K Œ�1yi C �2 .1 � yi /�

giving

ri D
�
fi

K
� �2

�
= .�1 � �2/

with ER .ri / D yi , i 2 U . In addition,

VR .fi / D K Œ�1 .1 � �1/ yi C �2 .1 � �2/ .1 � yi /�
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giving

VR .ri / D Œ�2 .1 � �2/C yi .�1 � �2/ .1 � �1 � �2/�
K.�1 � �2/2

D ˛ C ˇyi D Vi

say, where

˛ D �2 .1 � �2/
K.�1 � �2/2

; ˇ D 1 � �1 � �2
K .�1 � �2/ :

So, vi D ˛ C ˇri satisfies ER .vi / D Vi , i 2 U . Then, an unbiased estimator for �
may be taken as

e D 1

N

X

i2s

ri

�i

equal to Nr D �P
i2s ri

�
=n for SRSWOR. Then, E.e/ D � with

V.e/ D 1

N 2

2

4
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
C

NX

iD1

Vi

�i

3

5 ;

equal to

N � n
nN.N � 1/

NX

iD1

�
yi � NY �2 C 1

nN

NX

iD1
Vi

for SRSWOR.
An unbiased estimator for it following Yates and Grundy (1953) is

v.e/ D 1

N 2

2

4
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
ri

�i
� rj

�j

�2
C
X

i2s

vi
�i

3

5 ;

equal to

N � n
nN.n � 1/

X

i2s
.ri � Nr/2 C 1

nN

X

i2s
vi

for SRSWOR.
If the Rao et al. (1962) scheme is adopted in sampling, then, with ri , Vi and vi

given as earlier, � may be unbiasedly estimated by

eRHC D 1

N

X

n

ri
Qi

Pi
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having of course E .eRHC/ D � . In addition,

V .eRHC/ D 1

N 2

2

4C
X

i

X

j;j>i

PiPj

�
yi

Pi
� yj

Pj

�2
C
X

i

Vi

�
1

Pi
� 1

�3

5 :

Then

v .eRHC/ D 1

N 2

"
D
X

n

X

n0

QiQi 0

�
ri

Pi
� ri 0

Pi 0

�2
C
X

n

vi
Qi

Pi

#

is an unbiased estimator for V .eRHC/.
Next we consider the “Forced Response” randomized response device introduced

by Boruch (1972) and later studied by Fox and Tracy (1986) and also dealt with by
Chaudhuri and Mukerjee (1988) and Chaudhuri (2011) among others.

A sampled person labeled i is offered a box with cards marked “Yes,” a few
marked “No” and the rest marked genuine in respective proportions

p1; p2; 1 � p1 � p2; .0 < p1; p2 < 1; p1 ¤ p2; p1 C p2 < 1/ :

In case a simple random sample with replacement is taken in n draws, for the
k-th person, k D 1; : : : ; n, let Ik be the response provided and let

Ik D
�
1 if the person has to say “Yes” as per instruction or genuinely
0 if the person says “No” per instruction or because of “no match.”

Then,

ER .Ik/ D p1 C .1 � p1 � p2/ � D �;

say, because � is the common probability for any person chosen in any draw by
simple random sampling with replacement if his/her trait is A. Letting

rk D Ik � p1
1 � p1 � p2

one gets ER .rk/ D � . So,

Nr D 1

n

nX

kD1
rk

may be taken as an unbiased estimator for � . Now,

VR .Ik/ D ER .Ik/ .1 �ER .Ik// D �.1 � �/:
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Then,

V . Nr/ D �.1 � �/
n

:

Writing

O� D p1 C .1 � p1 � p2/ Nr

it follows that E
� O�
�

D � and hence

v . Nr/ D
O�.1 � O�/
n � 1 :

is an unbiased estimator for V . Nr/ observing the properties of a binomial distribution
as was duly observed earlier by Warner (1965).

If the sample is chosen according to a general sampling design admitting positive
inclusion-probabilities �i for i and �ij for i; j .i ¤ j / in U , then writing Ii for
the response “Yes,” “No” from the i -th person sampled according to this Forced
Response Scheme, it follows that

ER .Ii / D p1 C .1 � p1 � p2/ yi
VR .Ii / D ER .Ii / .1 �ER .Ii //

D p1 .1 � p1/ � .p1 � p2/ .1 � p1 � p2/ yi
on noting y2i D yi since yi takes on the values 1 and 0. Writing

ri D Ii � p1
1 � p1 � p2 ;

it follows that ER .ri / D yi and

VR .ri / D p1 .1 � p1/ � .p1 � p2/ .1 � p1 � p2/ yi
.1 � p1 � p2/2

D p1 .1 � p1/
.1 � p1 � p2/2

� .p1 � p2/ yi
1 � p1 � p2

D ˛ C ˇyi ;

where

˛ D p1 .1 � p1/
.1 � p1 � p2/2

; ˇ D p2 � p1
1 � p1 � p2 :
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So,

e D 1

N

X

i2s

ri

�i

equal to

Nr D 1

n

X

i2s
ri

for SRSWOR, may be taken to unbiasedly estimate � . Then,

V.e/ D 1

N 2

2

4
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
C

NX

iD1

Vi

�i

3

5 ;

equal to

N � n
nN

S2 C 1

nN

NX

iD1
Vi

for SRSWOR, where Vi D ˛Cˇyi . Now taking vi D ˛Cˇri so thatER .vi / D Vi ,
it follows that an unbiased estimator for V.e/ is

v.e/ D 1

N 2

2

4
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
ri

�i
� rj

�j

�2
C
X vi

�i

3

5 ;

equal

N � n
nN.n � 1/

X

i2s
.ri � Nr/2 C 1

nN

X

i2s
vi

for SRSWOR, supposing every sample contains a fixed number of units, each
distinct.

If a sample s is chosen by Rao et al. (1962) scheme, then using the above
notations for ri , Vi , and vi we may employ for � the unbiased estimator due to
Rao et al. (1962) as

eRHC D 1

N

X

n

ri
Qi

Pi

with usual notations for
P

n, Pi , and Qi , i 2 U . Then,
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V .eRHC/ D 1

N 2

2

4C
X

i

X

j;j>i

PiPj

�
yi

Pi
� yj

Pj

�2
C
X

i

Vi

�
1

Pi
� 1

�3

5

and an unbiased estimator for it is

v .eRHC/ D 1

N 2

"
D
X

n

X

n0

QiQi 0

�
ri

Pi
� ri 0

Pi 0

�2
C
X

n

vi
Qi

Pi

#
:

Next let us consider the randomized response device given by Christofides
(2003). Here a sampled person is offered a box with cards marked 1; : : : ; j; : : : ;M
with their numbers in proportions p1; : : : ; pj ; : : : ; pM so that

0 < pj < 1; j D 1; : : : ;M;

MX

jD1
pj D 1:

The sampled person, on a request, is to choose one of the cards marked K, say,
K D 1; : : : ; j; : : : ;M and report the number K if he/she bears Ac or to report the
number M �K C 1 if the trait is A.

If a simple random sample with replacement is chosen in n draws, then the
randomized response from a person chosen on the k-th draw, .k D 1; : : : ; n/ is
zk , say, and

ER .zk/ D �

 
M C 1 �

MX

KD1
KpK

!
C .1 � �/

MX

KD1
KpK

D �.M C 1 � 2�/C �

where � D PM
KD1 KpK . So,

rk D zk � �
M C 1 � 2�

has ER .rk/ D � for every k D 1; : : : ; n and

Nr D 1

n

nX

kD1
rk

is an unbiased estimator for � .
Given that

ER .zk/ D �.M C 1 � 2�/C �; 8 k D 1; : : : ; n
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and

ER
�
z2k
� D �

"
MX

KD1
.M C 1 �K/2pK

#
C .1 � �/

MX

KD1
K2pK

D �
h
.M C 1/2 � 2.M C 1/�

i
C

MX

KD1
K2pK;

then

VR .zk/ D ER
�
z2k
� �E2

R .zk/

D �
h
.M C 1/2 � 2.M C 1/�

i
C

MX

KD1
K2pK

��2
h
.M C 1/2 C 4�2 � 4.M C 1/�

i
� �2 � 2�.M C 1 � 2�/�

D �.1 � �/.M C 1 � 2�/2 C
MX

KD1
K2pK � �2

D �.1 � �/.M C 1 � 2�/2 C �2; 8 k D 1; : : : ; n;

where �2 D P
K2pK � �2. So,

VR .rk/ D �.1 � �/C �2

n.M C 1 � 2�/2 :

Thus, on taking

Nr D 1

n

nX

kD1
rk

as an unbiased estimator for � , we have

V . Nr/ D �.1 � �/
n

C �2

n.M C 1 � 2�/2 :

An unbiased estimator for this V . Nr/ is

v . Nr/ D Nr .1 � Nr/
n � 1 C �2

n.M C 1 � 2�/2 :

In case M D 2, then writing p1 D p, p2 D 1 � p, one gets � D 2 � p, �2 D
p.1 � p/,
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V . Nr/ D �.1 � �/
n

C p.1 � p/
n.2p � 1/2

and

v . Nr/ D Nr .1 � Nr/
n � 1 C p.1 � p/

n.2p � 1/2 :

Thus, Christofides’ (2003) randomized response device reduces to Warner’s (1965)
randomized response device itself. If a general sampling design with positive �i ,
�ij-values is adopted, then for the Christofides’ (2003) randomized response device
the data from a sample s may be gathered as

zi D
�
M �K C 1 if i bears A

K if i bears Ac:

Then,

ER .zi / D yi .M C 1 � �/C .1 � yi / �; i 2 s
D .M C 1 � 2�/yi C �:

Let

ri D zi � �
M C 1 � 2�:

Then, ER .ri / D yi , i 2 s. Also,

ER
�
z2i
� Dyi

h
.M C 1/2 C

X
K2pK � 2.M C 1/

X
KpK

i
C .1 � yi /

X
K2pK:

Noting that y2i D yi ,

VR .zi / D ER
�
z2i
� �E2

R .zi /

D yi

h
.M C 1/2 � 2.M C 1/�

i
C
X

K2pK

�yi Œ.M C 1/ � 2��2 � �2 � 2yi Œ.M C 1/ � 2���
D
X

K2pK � �2

D �2; 8 i 2 U:

So,

VR .ri / D �2

.M C 1 � 2�/2 D Vi ;
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say. Now,

e D 1

N

X

i2s

ri

�i

may be taken as an unbiased estimator for � . Its variance is

V.e/ D 1

N 2

2

4
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
C

NX

iD1

Vi

�i

3

5

and

v.e/ D 1

N 2

2

4
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
ri

�i
� rj

�j

�2
C
X Vi

�i

3

5

is an unbiased estimator for V.e/. Since Vi is known, it need not be estimated. If a
sample s is chosen by the Rao–Hartley–Cochran (1962) scheme and the randomized
responses be gathered according to the Christofides’ (2003) randomized response
device then, as before ri , Vi are gathered. Naturally

eRHC D 1

N

X

n

ri
Qi

Pi

provides an unbiased estimator for � and

V .eRHC/ D 1

N 2

2

4C
X

i

X

j;j>i

PiPj

�
yi

�i
� yj

�j

�2
C
X

n

Vi
Qi

Pi

3

5

of which an unbiased estimator is

v .eRHC/ D 1

N 2

"
D
X

n

X

n0

QiQi 0

�
ri

�i
� ri 0

�i 0

�2
C
X

n

Vi
Qi

Pi

#
:

Remark 4.1. If a sample is already chosen following a specific design, the error
may be controlled in different manners by drawing the randomized response data
by various devices. This is because the randomized response-based variance of
the transformed randomized response observations Vi -terms directly occur in
the variance formula for the estimator chosen for � . The estimated coefficient of
variation also affects the measure of accuracy differently as the Vi or vi term occurs
in the estimator for the variance of the estimator of � .
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4.4 Certain Alternative RR Procedures with Rationales

Randomized response devices subsequent to Warner’s (1965) pioneering one were
invented principally to offer more accurate estimation procedures and partially as
alternative policy measures allowing Ac , as aligned to A, also to be stigmatizing.
Also, avoiding dichotomy, polychotomous attributes are also cared for. We believe
enough has been covered relating to the latter by Chaudhuri and Mukerjee (1988).
We need not spare additional space for them here because subsequent research does
not seem to be rich enough on them.

Most of the novelty in research on single attributes that started with Chaudhuri’s
(2001a, 2001b) extension to unequal probability sampling was necessitated to cater
to the needs of agencies busy to survey in traditional ways employing Probability
Proportional to Size and Simple Random Sampling Without Replacement if they
intend to cover sensitive issues as well, along with the innocuous ones in the same
survey project.

Let us narrate them briefly chronologically as far as practicable.

4.4.1 Dalenius and Vitale (1974) Approach

Dalenius and Vitale (1974) considered estimating the mean of a quantitative
variable which is not intrinsically stigmatizing but people are usually uncomfortable
to give out truthful responses when faced with relevant queries concerned. For
example, an investigator may like to properly estimate the areas of total farmlands
possessed by the people in a given district of interest. Presuming the people may be
reluctant to truthfully respond on such queries, Dalenius and Vitale (1974) elegantly
formulated this as a problem for addressing a Qualitative Data related randomized
response problem in the following manner. Supposing the true response values
could be summarized into a frequency distribution with well-defined continuous
class-intervals with a common width for each, they formulated the following. Each
sampled respondent is offered a small instrument like a watch with a rotatable
metallic hand at its center and along the perimeter of the circular disk sections are
marked successively 0; 1; 2; : : : ;M at equal distances apart. On rotation, the metal
hand is supposed after a few whirls to stop at some space between sections .j � 1/

and j .j D 1; : : : ;M/.
The person is just to say “Yes” if the class out of these M classes signified by

the respective sections in the disk to which the respondent belongs is greater than
the section where the rotating “hand” stops. The response should be “No” in the
contrary case. For such a randomized response from any person i , say sampled,
may be taken as

Ii D
�
1 if i says “Yes”
0 if i says “No”.



54 4 Randomized Response Techniques to Capture Qualitative Features

Let in U D .1; : : : ; i; : : : ; N / the population of persons to be studied and fj
be the unknown number of persons in the j -th class .j D 1; : : : ;M/ noted above.
Also, let

�j D fjPM
jD1 fj

be the relative frequency of the j -th class. Then Dalenius and Vitale (1974)
considered estimating the mean

� D
PM

jD1 jfjPM
jD1 fj

D
MX

jD1
j�j :

Now,

ER .Ii / D 1

M

2

4
MX

jD1
j�j

3

5 D �

M
; 8 i 2 U;

so MIi unbiasedly estimates � for every i in the sample.
Let us denote by � the probability of obtaining a “Yes” response. Then,

� D ER .Ii / D �

M
; 8 i 2 U:

So, if � can be unbiasedly estimated from a sample of “Yes–No” responses as O�,
say, then � may be unbiasedly estimated by M O�. Again,

VR .Ii / D ER .Ii / .1 �ER .Ii //
D �

M

�
1 � �

M

�

D �.1 � �/; 8 i 2 U
D V;

say. If a simple random sample with replacement in n draws is taken, then, writing
the “Yes”-response, Ik from one chosen on the k-th draw

NI D 1

n

nX

kD1
Ik D O�;

say, is an unbiased estimator for � D �=M . Its variance is

V
� NI � D �.1 � �/

n
:
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So,

v
� NI � D

O�.1 � O�/
n � 1

unbiasedly estimates V
� NI �. To proceed for a general sampling scheme with

positive inclusion probabilities �i , �ij, the Horvitz–Thompson (1952) type unbiased
estimator for � D �=M is

eHT D 1

N

X

i2s

Ii

�i
:

Also,

V .eHT/ D VREp .eHT/CERVp .eHT/ :

It follows easily that

V .eHT/ D 1

N 2

2

4�2
X

i

X

j;j>i

�
�i�j � �ij

� � 1
�i

� 1

�j

�2
C V

NX

iD1

1

�i

3

5 :

Since �2 and V are unknown, unbiased estimation of V .eHT/ is not easy. We need
to adopt Chaudhuri’s (2002) approach in this context. From each sampled person
i let us obtain two independently elicited randomized responses as Ii , Ji with an
identical distribution, Ji being gathered exactly in the same manner as Ii itself. Let

Ti D 1

2
.Ii C Ji / :

Then,

ER .Ii / D � D ER .Ji / D �

M
; 8 i 2 U;

VR .Ii / D �.1 � �/ D VR .Ji / ; 8 i 2 U;

ER .Ti / D �; VR .Ti / D V

2
; 8 i 2 U:

So, instead of eHT above, now we recommend taking for � D �=M the unbiased
estimator

NeHT D 1

N

X

i2s

Ti

�i
:
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Its variance is then

V . NeHT/ D 1

N 2

2

4�
2

4

X

i

X

j;j>i

�
�i�j � �ij

� � 1
�i

� 1

�j

�2
C V

2

NX

iD1

1

�i

3

5 :

Now,

ER.Ii � Ji /2 D ERŒ.Ii � �/ � .Ji � �/�2 D 2V:

So,

1

N

X

i2s

.Ii � Ji /2
4�i

is an unbiased estimator for V=2. Also, ER .IiJi / D �2. So,

1

N

X

i2s

IiJi

4�i

is an unbiased estimator for �2=4. Thus,

v . NeHT/ D 1

N 2

2

4
X

i2s

IiJi

4�i

X

i

X

j;j>i

�
�i�j � �ij

� � 1
�i

� 1

�j

�2

C 1

N

X

i2s

.Ii � Ji /2
4�i

X

i2s

1

�i

3

5 ;

which is equal to

1

4

2

4N � n
n2N

 
X

i2s
IiJi

!
X

i

X

j;j>i

.Ii � Ji /2 C 1

nN

X

i2s
.Ii � Ji /2

3

5

in case of SRSWOR, unbiasedly estimates V . NeHT/.
Finally, let us restore this solution on a “Qualitative-trait”-related randomized

response to the original “Quantitative” one. Dalenius and Vitale (1974) started with
a quantitative variable with its values arranged in a frequency distribution with the
unknowable class-frequencies for the j -th .j D 1; : : : ;M/ classes with xj as the
respective class-marks i.e., mid-values of the class intervals. Choosing a suitable
point C and a common width h for the class-intervals, let
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ıj D
�
xj � C
h

�
; j D 1; : : : ;M:

Then the mean �x of x to be estimated is

�x D C C h

PM
jD1 ıj fjPM
jD1 fj

D C C h�:

Since � D �=M is already estimated by O�, our unbiased estimator for �x is

O�x D C C Mh O�:

Clearly, an unbiased estimator for the variance of O�x follows immediately, as

.Mh/2v
� NI � D

.Mh/2 O�
�
1 � O�

�

n � 1
in case of SRSWR, .Mh/2v . NeHT/ for general sampling scheme, and .Mh/2 times the
version of v . NeHT/ for SRSWOR.

4.4.2 Liu, Chow, and Mosley’s (1975) RR Device

Here the problem addressed is to estimate the proportions �j .j D 1; : : : ;M/

of people in a community bearing several distinguishable traits labeled .j D
1; : : : ;M/, with at least a few of them ponderable as stigmatizing. Liu et al. (1975)
build a linear relation

�j D
MX

KD1
pKj �K

on defining the
�
pKj

�
matrix in the following manner and then directly estimate

�j and hence the �K’s as well. Their randomized response device uses a flask with
a long transparent neck marked 1; 2; : : : ; K; : : : ;M narrow enough to accommo-
date just one bead one on another. The m beads of M different colors numbering
m1 ¤ m2 ¤ : : : ¤ mM are put into the flask closing the top edge by a stopper. The
bottom edge is flat, dense, and without any hole. A person sampled is briefed to
identify the color representing his/her trait, to shake the flask and turn it upside
down and “report” the number on the neck pointing to the bottom-most bead of
his/her color. Let
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p11 D P.a person of trait 1 reports 1/ D m1

m
;

p23 D P.a person of trait 2 reports 3/ D
�m �m2

m

��m �m2 � 1
m � 1

�
m2

m � 2 ;
:

:

:

pjK D P.a person of trait j reports K/:

So, once we are able to estimate �j , through the above-noted randomized
response device, we may gather from Chaudhuri and Mukerjee (1988) how to
estimate the �K’s exploiting the above relationships of �j vs �K through these pjk’s.
If a simple random sample with replacement in n draws is taken, then using the
observed sample proportions O�j of the “reported j ”-values, �j is clearly estimated
unbiasedly along with unbiased variance estimators thereof. This is not reproduced
here from Chaudhuri and Mukerjee (1988). If a sample s is drawn by a general
sampling scheme admitting positive inclusion probabilities �i , �ij, then one may
check from Chaudhuri (2002) how to proceed for estimating the �j ’s. For a sampled
person labeled i let

Iij D
�
1 if i reports j using Liu et al. device
0 if the report is not j:

Let independently another identically produced report from him/her be

I 0
ij D

�
1 if i reports j using Liu et al. device
0 if the report is not j:

Then,

NIij D 1

2

�
Iij C I 0

ij
�

has for every i

ER
� NIij
� D �j ; Vj D VR

� NIij
� D VR

�
Iij
�

2
;

�
Iij � I 0

ij
�2
=4 unbiasedly estimates Vj , for all i , and IijI

0
ij unbiasedly estimates �2j ,

for all i 2 U . So,

1

4N

X

i2s

�
Iij � I 0

ij
�2

�ij
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will be taken as an unbiased estimator for Vj and

1

N

X

i2s

IijI
0
ij

�i

will be taken to unbiasedly estimate �2j , j D 1; : : : ;M . Finally,

NeHT.j / D 1

N

X

i2s

NIij

�i

will be used to unbiasedly estimate �j , for j D 1; : : : ;M . Then,

V . NeHT.j // D 1

N 2

2

4�
2
j

4

X

i

X

i 0;i 0>i

.�i�i 0 � �ii0/

 NIij

�i
�

NIi 0i
�i 0

!2
C Vj

2

NX

iD1

NIij

�i
;

3

5 ;

equal to

1

N

2

4�
2
j

4

N � n
nN.N � 1/

X

i

X

i 0;i 0>i

�
Iij � Ii 0j

�2 C Vj

2n

NX

iD1
Iij

3

5

for SRSWOR and

v . NeHT.j // D 1

N 2

2

41
4

X

i2s

�
IijI

0
ij

�

�i

X

i2s

X

i 02s;i 0>i

�
�i�i 0 � �ii0

�ii0

� NIij

�i
�

NI 0
i 0i

�i 0

!2

C1

8

X

i2s

�
Iij � I 0

i 0j

�2

�i

X

i2s

I 0
i 0j

�i

3

75 ;

equal to

N � n
4n3.n � 1/
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for SRSWOR, is an unbiased estimator for V . NeHT.j //, j D 1; : : : ;M .

4.4.3 Mangat and Singh’s (1990) RR Device

In order to appropriately estimate the unknown proportion � of people with a
sensitive attribute in a community, Mangat and Singh (1990) slightly alter as follows
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the randomized response device of Warner (1965). A sampled person is offered two
boxes of cards. In the first box a known proportion T .0 < T < 1/ of cards is
marked “True” and the remaining ones marked “RR.” One card is to be drawn,
noticed, and returned to the box. If the card drawn is marked “True,” then the
respondent should respond “Yes” if he/she belongs to the sensitive category and
“No” if not. If the card drawn is marked “RR,” then the respondent must use the
second box and draw a card out of it. This second box contains a proportion p
.0 < p < 1; p ¤ 0:5/ of cards marked A and the remaining ones marked Ac .
If the card drawn out of the second box matches his/her status as related to the
stigmatizing characteristic, he/she must respond “Yes,” otherwise a “No” response
must be provided. Of course, the entire procedure takes place outside the view of
the interviewer.

The randomized response from a person labeled i is supposed to be the following:

zi D
�
yi if a “True” marked card from the first box is drawn
Ii if an “RR” marked card is drawn.

where

Ii D
�
1 if the “card type” A or Ac “matches” the genuine trait A or Ac

0 if a “mismatch” is observed.

Then,

ER .zi / D Tyi .1 � T / Œpyi C .1 � p/ .1 � yi /�
D .1 � T /.1 � p/C yi ŒT C .1 � T /.2p � 1/� :

Clearly,

ri D zi � .1 � T /.1 � p/
T C .1 � T /.2p � 1/

satisfies ER .ri / D yi , assuming T C .1 � T /.2p � 1/ ¤ 0. Since the variables yi ,
Ii , zi take on only the values 0 and 1, one gets

VR .zi / D ER .zi / .1 �ER .zi //

and hence

VR .ri / D .1 � T /.1 � p/ŒT C p.1 � T /�; 8 i:

The subsequent study mimics that of Warner’s.
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4.4.4 Mangat’s (1992) RR Device as Modified
by Chaudhuri (2011)

Mangat’s (1992) approach is a follow-up of Mangat and Singh’s (1990) amendment
applied on Warner’s (1965) device. Mangat (1992) used the first box with cards
marked “True” and “RR” in proportions T W .1 � T /, .0 < T < 1/. A person
drawing a “True” marked card is to give out the truth about bearing A or Ac . One
drawing an “RR” marked card is to apply now Simmons’s device by drawing a
card from a second box with cards marked A and B in proportions p W .1 � p/,
.0 < p < 1/. If an A marked card is now drawn the truthful response will be
about bearing the sensitive attribute A and otherwise about B . The true proportion
� .0 < � < 1/ of people bearing A is to be estimated but the proportion  of people
bearing the innocuous trait B unrelated to A is supposed to be known. Treating the
more realistic case of  being unknown, Chaudhuri (2011) amends this randomized
response device of Mangat (1992) by demanding a person drawing an “RR” marked
card from the first box to use independently two separate boxes—the second one
containing A and B- marked cards in proportions p1 W .1 � p1/, .0 < p1 < 1/

and the third box containing A and B-marked cards in proportions p2 W .1 � p2/,
.0 < p2 < 1/, p1 ¤ p2. Responses will independently emerge about bearing A or
B using similarly the second and the third box if guided to do so depending on the
outcome of the draw from the first box. We then need the following:

yi D
�
1 if i bears A
0 if i bears Ac:

and

xi D
�
1 if i bears B
0 if i bears Bc:

Finally,

Ii D
�
1 if the type of card drawn from the second box matches trait A or B
0 if the type of card drawn from the second box does not match trait A or B:

and

Ji D
�
1 if the type of card drawn from the third box matches trait A or B
0 if the type of card drawn from the third box does not match trait A or B:

Then,

ER .Ii / D Tyi C .1 � T / Œp1yi C .1 � p1/ xi � ;
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ER .Ji / D Tyi C .1 � T / Œp2yi C .1 � p2/ xi � ;

and,

ER Œ.1 � p2/ Ii � .1 � p1/ Ji � D .p1 � p2/ yi :

So,

ri D .1 � p2/ Ii � .1 � p1/ Ji
p1 � p2

has

ER .ri / D yi ; VR .ri / D ER Œri .ri � 1/� ;

since y2i D yi . Therefore, ri .ri � 1/ unbiasedly estimates VR .ri / D Vi . Thus, on
taking a sample by

• simple random sampling with replacement,
• general scheme with positive inclusion probabilities �i , �ij,
• the Rao et al. (1962) scheme or
• SRSWOR,

estimation of � along with estimated standard error and a coefficient of variation is
a simple matter indeed.

4.4.5 Mangat, Singh, and Singh’s (1992) Device

The Mangat, Singh, and Singh (1992) technique came yet again as a modification
of Mangat’s (1992) extension of Simmon’s Unrelated Question Model. As Mangat
(1992) himself, these three colleagues noted above restricted to simple random
sampling with replacement alone. But in keeping with our stand to emphasize that
a randomized response device works independently of how a sample is taken, let
us demonstrate the essence of this device with its genesis in Mangat et al. (1992)
works. For details see Chaudhuri (2011).

Let

yi D
�
1 if i bears A
0 if i bears Ac;

and

xi D
�
1 if i bears B
0 if i bears Bc:
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A is stigmatizing and our mission is to estimate � , the proportion bearing A in a
community, B is an innocuous attribute unrelated to A with an unknown proportion
 of people bearing it. Three boxes containing cards are presented to a sample
person labeled i .
He/she is requested to draw a card from the first box. Without showing it to the
investigator he/she is to give out the true value yi if A is his/her true trait; if not,
he/she is to draw a card from the second box; this box contains cards marked A,
B in proportions p1 W .1 � p1/, .0 < p1 < 1/; he/she is to report the value xi if a
B-type card is chosen and he/she bears B; else he/she is to report “No.” He/she is
to repeat the exercise with the third box with A and B-marked cards in proportions
p2 W .1 � p2/, .0 < p2 < 1; p2 ¤ p1/, if so guided by the outcome of the exercise
with the first box. Let

Ii D
�
1 if a “Yes” results through the second box trial
0 if a “No” results through the second box trial.

and

Ji D
�
1 if a “Yes” results through the third box trial
0 if a “No” results through the third box trial.

Then,

ER .Ii / D yi C .1 � yi / .1 � p1/ xi ;
ER .Ji / D yi C .1 � yi / .1 � p2/ xi :

Hence,

ri D .1 � p2/ Ii � .1 � p1/ Ji
p1 � p2

gives ER .ri / D yi and VR .ri / D Vi D ER .ri .ri � 1// giving vi D ri .ri � 1/ as
an unbiased estimator for Vi . The rest follows as usual.

4.4.6 Mangat’s (1994) Device

Mangat (1994) gave the following simple but efficient randomized response device.
A person bearing A is to truthfully say so. If he/she does not belong to the
stigmatizing group, he/she is to apply Warner’s randomized response device. Using
the device, he/she responds with a “Yes” or “No” to the statement “I belong to A”
or to the statement “I belong to Ac”. Mangat (1994) of course confined only to
simple random sampling with replacement. But we may as follows extend it to a
general sampling design with positive inclusion probabilities �i , �ij for all i 2 U
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and i; j.i ¤ j / in U . For this scheme of Mangat (1994), the randomized response
from a person labeled i , say, is

Ii D
�
1 if a “Yes” results through the procedure
0 if a “No” results through the procedure.

Then

ER .Ii / D yi C .1 � yi / .1 � p/ D .1 � p/C pyi :

Obviously,

ri D Ii � .1 � p/
p

has ER .ri / D yi . Then, since y2i D yi

VR .ri / D VR .Ii /

p2

D ER .Ii / .1 �ER .Ii //
p2

D
�
1 � p
p

�
.1 � yi /

D Vi

say. Then,

vi D
�
1 � p
p

�
.1 � ri /

is an unbiased estimator for Vi , i 2 U .
A subsequent development follows as a routine. We choose to omit the details to

save space. Mangat (1994) himself only covered the theory based on simple random
sampling with replacement alone. We need not reproduce his work here. We dis-
cussed earlier how to compare relative efficacies of contesting randomized response
procedures based on competing sampling designs combined with linear estimators
involving direct responses and their derived versions with randomized responses,
instead of direct responses for sensitive issues. Comparisons are generally hard to
be convincing.

4.4.7 Singh and Joarder’s (1997a) RR Device

The basics of the Singh and Joarder’s (1997a) device are the same as in Warner’s
(1965) randomized response device. But the difference is as follows.
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If a person labeled i bears Ac is to say so if so guided by a card drawn from a
box of A and Ac marked cards in proportions p W .1�p/, .0 < p < 1/. However, if
he/she bearsA and is directed by the card to admit that, he/she is advised to postpone
the reporting based on the first draw of the card from the box but to report on the
basis of a second draw. So, writing

Ii D
�
1 if person i responds “Yes” following Singh and Joarder’s instructions
0 if person i responds “No” following Singh and Joarder’s instructions.

Then,

ER .Ii / D .1 � p/ .1 � yi /C yi Œ.1 � p/p C p�

D .1 � p/C yi Œ.2p � 1/C p.1 � p/�;

and

ri D Ii � .1 � p/
.2p � 1/C p.1 � p/

satisfies ER .ri / D yi . Since yi D y2i it follows that

Vi D VR .ri / D ER Œri .ri � 1/�

and hence vi D ri .ri � 1/ is an unbiased estimator for Vi , i 2 U . An alternative
formula for Vi and hence of vi is given by Chaudhuri (2011, p 56).

4.4.8 Randomized Response Using the Poisson Distribution

Frequently, the sensitive attribute is very rare and only a small number of people
belong to the stigmatizing category. For example, the number of terminated
pregnancies due to rape, or the number of children who are victims of sex violence in
the family. In cases such as the ones previously mentioned, a huge sample size would
be required to estimate the number (and population proportion) of people having the
sensitive characteristic. Modern technology enables the collection of information
from a large sample of people, via the Internet, email, or the telephone. In case of a
very rare sensitive attribute, Land, Singh, and Sedory (2012) propose the use of the
Poisson distribution. We briefly describe their approach in what follows.

Let �1 be the proportion of people having the sensitive attribute A1. Assume
that a large simple random sample of size n is selected from the population with
replacement, such that as n ! 1, �1 ! 0, but n�1 D �1, with �1 finite. Consider
now a rare nonstigmatizing attribute A2 which is unrelated to A1. Let �2 be the
population proportion of people having the characteristic A2 and assume n ! 1,
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�2 ! 0, but n�2 D �2, with �2 finite and known. Each sampled person is requested
to truthfully respond with a “Yes” or “No” to one of the following two questions:

(I) Do you possess the rare sensitive attribute A1?
(II) Do you possess the rare nonsensitive attribute A2?

Respondents provide an answer to (I) with probability p and to (II) with probability
1 � p with the use of a randomization device. Of course, in the case of collecting
the information via telephone or the Internet (which is the most plausible scenario
given the large sample size) the use of a randomization device is out of question.
Instead a randomization takes place without a device. For example, a participant
could be requested to respond to (I) if say, he/she was born in the months of
April through July and to (II) otherwise. The probability of a “Yes” response is
obviously

�0 D p�1 C .1 � p/�2:

Given that both attributes A1 and A2 are very rare, then one can assume that as
n ! 1 and �0 ! 0, then n�0 D �0 with

�0 D p�1 C .1 � p/�2
being finite.

Assume now that we have a random sample x1; x2; : : : ; xn from the Poisson
distribution with parameter �0. Then, the likelihood function is

L .�1 j x1; : : : ; xn/ D
nY

iD1

Œp�1 C .1 � p/�2�xi
xi Š

exp .�p�1 � .1 � p/�2/

and it can be shown (by standard methods) that the maximum likelihood estimator
of �1 is

O�1 D 1

p
Œ Nx � .1 � p/�2� :

The following result can be easily established. For details, see, Land et al. (2012).

Theorem 4.1. The estimator O�1 is unbiased for �1 with variance given by

V
� O�1

�
D �1

np
C .1 � p/�2

np2
:

An unbiased estimator for the variance is provided by the following theorem, the
proof of which is straightforward.
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Theorem 4.2. An unbiased estimator of the variance of �1 is given by

OV
� O�1

�
D Nx

np2
:

The scenario described above assumes that the prevalence of the very rare
unrelated characteristic A2 is known. However, it is quite reasonable to assume
that such a case is not often realistic. Thus, a modification of the above method
is necessary, which we immediately describe.

Each respondent in the simple random sample of size n chosen with replacement
from the population is first presented with the same two questions as above

(I) Do you possess the rare sensitive attribute A1?
(II) Do you possess the rare non sensitive attribute A2?

and again, each participant provides a “Yes” or “No” answer to (I) with probability
p and to (II) with probability 1 � p. Let us call this stage as the first stage of the
experiment.

Next the respondent is presented with the same two questions, i.e.,

(I) Do you possess the rare sensitive attribute A1?
(II) Do you possess the rare non sensitive attribute A2?

but he/she provides a “Yes” or “No” answer to question (I) with probability q and to
question (II) with probability 1� q, with q ¤ p. Let us call this stage as the second
stage of the experiment. Clearly, the probability of a “Yes” response in the first and
second stage is

ˇ1 D p�1 C .1 � p/�2
and

ˇ2 D q�1 C .1 � q/�2;

respectively.
Assume now that as n ! 1, ˇ1 ! 0, and ˇ2 ! 0, but nˇ1 D ��

1 and nˇ2 D ��
2

both finite. Assume that x.1/1 ; x
.1/
2 ; : : : ; x

.1/
n is the random sample from the Poisson

distribution with parameter ��
1 corresponding to the first stage of the experiment

and x.2/1 ; x
.2/
2 ; : : : ; x

.2/
n is the random sample from the Poisson distribution with

parameter ��
2 corresponding to the second stage of the experiment. Then we have

the following results, the proofs of which are given in Land et al. (2012) .

Theorem 4.3. An unbiased estimator of the parameter �1 for the rare sensitive
attribute A1 is given by

O�1 D 1

p � q
�
.1 � q/ Nx.1/ � .1 � p/ Nx.2/� ;
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where Nx.1/ and Nx.2/ denote the sample mean of the first and second sample,
respectively.

Theorem 4.4. The variance of O�1 is given by

V
� O�1

�
D �1

n.p � q/2
h
p.1 � q/2 C q.1 � p/2 � 2pq.1 � p/.1 � q/

i

C �2

n.p � q/2
h
.1 � p/.1 � q/.2 � p � q/ � 2.1 � p/2.1 � q/2

i
:

Theorem 4.5. An unbiased estimator of the parameter �2 corresponding to the rare
unrelated attribute A2 is given by

O�2 D 1

p � q
�
q Nx.1/ � p Nx.2/�

with variance

V
� O�2

�
D �1

n.p � q/2
�
pq.p C q/ � 2p2q2�

C �2

n.p � q/2
�
.1 � p/q2 C .1 � q/p2 � 2pq.1 � p/.1 � q/� :

Finally, the following result provides unbiased estimators of the variances of O�1
and O�2 .

Theorem 4.6. Unbiased estimators of the variances of O�1 and O�2 are provided by

OV
� O�1

�
D

O�1
n.p � q/2

h
p.1 � q/2 C q.1 � p/2 � 2pq.1 � p/.1 � q/

i

C
O�2

n.p � q/2
h
.1 � p/.1 � q/.2 � p � q/ � 2.1 � p/2.1 � q/2

i
;

and

OV
� O�2

�
D

O�1
n.p � q/2

�
pq.p C q/ � 2p2q2�

C
O�2

n.p � q/2
�
.1 � p/q2 C .1 � q/p2 � 2pq.1 � p/.1 � q/� ;

respectively.
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The above method can be extended to cases of different sampling schemes.
For example, Lee, Uhm, and Kim (2012) proposed estimators for the case of
stratified sampling and stratified double sampling.

Remark 4.2. The use of the Poisson distribution has been utilized by other authors
as well. For example Cruyff, Bockenholt, van der Hout, and van der Heijden (2008)
consider the case of surveys with multiple sensitive questions where the number of
questions applicable to a respondent is modeled according to a (truncated) Poisson
distribution.

4.5 Alternative Randomized Response Generation

In a recent paper, Singh and Grewal (2013) considered a modified version of
Kuk’s (1990) randomized response model and demonstrated its superiority over
the original model. Their approach is to utilize the geometric distribution in the
following way:

Assume that we have a simple random sample of size n selected from the
population with replacement. Our purpose is to estimate the population proportion
� of people having the sensitive characteristic A. Each respondent is provided with
two decks of cards, just as in the usual Kuk (1990) technique. Each deck consists
of only two kinds of cards. A card is either marked as an A card or an Ac card.
The proportion of A cards in the first and second deck is p1 and p2 respectively.
A respondent is instructed to use the first deck if he/she belongs to the sensitive
category A, otherwise he/she is to use the second deck. The respondent is further
instructed to draw cards from the deck, one-by-one with replacement until he/she
gets the first card whose kind coincides with his/her status regarding the sensitive
characteristic. For example, a person belonging to the stigmatizing category, draws
cards from the first deck until he/she draws an A marked card. The respondent then
reports just the number of times he drew a card from the deck.

Assume that X represents the number reported by a participant drawing cards
from the first deck and similarly Y that represents the number reported by a person
drawing from the second deck. Then X and Y follow the geometric distribution
with parameter p1 and p2 respectively. Let Zi represent the response provided by
the i -th participant. Then Singh and Grewal (2013) showed that the quantity

O� D p1p2 NZ � p1
p2 � p1

is unbiased for � , where NZ represents the sample average of Z1; : : : ; Zn and
provided p1 ¤ p2. The variance of the estimator is given by

V
� O�
�

D �.1 � �/
n

C �p22 .1 � p1/C .1 � �/p21 .1 � p2/
n.p2 � p1/2

:
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Motivated by the work of Singh and Grewal (2013) we investigate whether the
same conclusions are valid in cases of other randomized response techniques as
well. In what follows we describe briefly this general approach.

As usual, assume that we need to unbiasedly estimate the proportion of people
in a certain community who possess a sensitive characteristic A, like the ones
described in previous chapters of this book.

Let U D .1; : : : ; i; : : : ; N / denote a finite population of N labeled individuals
with a stigmatizing real variable y defined on it with values yi , i 2 U . Let

yi D
�
1 if person i bears A
0 if person i bears Ac

Also, let similarly x be another variable defined on the population U with values

xi D
�
1 if person i bears B
0 if person i bears Bc

for i 2 U . Here B stands for an innocuous characteristic unrelated to the
stigmatizing characteristic A.

Assume that s is a sample drawn from U with suitable selection probability p.s/,
on employing a sampling design p.

Let us recall that Warner’s (1965) randomized response device essentially uses a
box of identical cards differing only in bearing the marks A and Ac in proportions
p W .1 � p/ where p is pre-assigned by the investigator with 0 < p < 1, p ¤ 0:5.
A sampled person i draws a card from the box and announces only the number Ii
where

Ii D
�
1 if his/her trait matches the card type drawn
0 otherwise.

Of course the card drawn is placed back in the box.
We adopt the Singh and Grewal (2013) approach in the following way: A

sampled person i gives as a response the number gi which is the draw number
on which for the first time a match occurs for his/her trait with the card drawn in
simple random sampling of one card with replacement from the box. Of course,
the finally drawn card is to be returned to the box. Let us call this procedure as
“Warner-Revised”.

LetER and VR denote the operators for the expectation and variance respectively
with respect generically to the randomized response technique. Following Walpole
and Myers (1993), we could write

ER .gi / D yi

p
C 1 � yi
1 � p ;
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and

VR .gi / D yi .1 � p/
p2

C .1 � yi / p
.1 � p/2 :

So the quantity

ri D gi � .1 � p/�1
p�1 � .1 � p/�1 D p Œ.1 � p/gi � 1�

1 � 2p

has ER .ri / D yi , i.e., ri is an unbiased estimator for yi with variance

VR .ri / D p2.1 � p/2
.1 � 2p/2

"
p

.1 � p/2 C yi .1 � 2p/ �1 � p C p2
�

p2.1 � p/2
#

D p3

.1 � 2p/2 C 1 � p C p2

1 � 2p yi

D Vi ;

say. So an unbiased estimator for Vi is

vi D p3

.1 � 2p/2 C 1 � p C p2

1 � 2p ri ; i 2 s:

Trivially,

Vi D p3

.1 � 2p/2 if yi D 0

and

Vi D .1 � p/3
.1 � 2p/2 if yi D 1:

Kuk’s (1990) randomized response device provides two boxes. One is to be used
by a person bearing the stigmatizing characteristic A and the other by a person
having the complementary characteristic Ac . The first box contains two kinds of
cards, say red and blue, in proportions p1 W .1 � p1/with 0 < p1 < 1 and the second
box the same kind of cards but in proportions p2 W .1 � p2/, with 0 < p2 < 1 and
p2 ¤ p1. A sampled person i makes K (K � 2) draws randomly with replacement
one card at each draw from the appropriate box to be used. The person announces
fi which is the number of red cards drawn. Again, the last drawn card is put back in
the box.
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As in the case of Warner-Revised technique, in this “Kuk-Revised” approach, the
i -th sampled person’s response is the draw numberKi on which a red card is drawn
for the first time in successive random draws with replacement from the appropriate
box, to which the finally chosen red card is returned.

For the “Kuk-Revised” randomized response technique, we may write

ER .Ki/ D yi

p1
C 1 � yi

p2

D 1

p2
C yi

�
1

p1
� 1

p2

�

D 1

p2
C
�
p2 � p1
p1p2

�
yi :

Therefore,

ri D .Ki � .1=p2// p1p2
p2 � p1

has ER .r1/ D yi , i.e., ri unbiasedly estimates yi . In addition,

VR .Ki / D yi .1 � p1/
p21

C .1 � yi / .1 � p2/
p22

D 1 � p2
p22

C
	
1 � p1
p21

� 1 � p2
p22



yi ;

with

VR .Ki/ D 1 � p2
p22

if y1 D 0

and

VR .Ki / D 1 � p1
p21

if yi D 1:

Since

Vi D VR .ri / D p21p
2
2

.p2 � p1/2
VR .Ki / ;

an unbiased estimator for Vi is

vi D p21p
2
2

.p2 � p1/2
	
1 � p2
p22

C .p2 � p1/ .p1 C p2 � p1p2/
p21p

2
2

ri



; 8 i 2 s:
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In Simmons’s randomized response technique as described by Horvitz et al.
(1967) and Greenberg et al. (1969) and revised by Chaudhuri (2001a,b, 2011), a
sampled person i chooses randomly a card from a box which contains cards marked
A and B in proportions p1 W .1 � p1/, 0 < p1 < 1. The person’s response is Ii
where

Ii D
�
1 if his/her trait A or B matches the card type drawn
0 otherwise.

The same person draws a card from a second box which contains A and B type
cards but in proportions p2 W .1 � p2/ with 0 < p2 < 1, p2 ¤ p1 and reports the
number Ji where

Ji D
�
1 if his/her trait A or B matches the card type drawn
0 otherwise.

For the “Simmons-Revised” randomized response model (adopting the terminol-
ogy used above), person i provides two responses: The first is gi which is the draw
number when for the first time his/her trait matches the card type when cards are
drawn randomly with replacement from the first box and the second is hi which
is generated following the same procedure, but for the second box. Of course,
the finally drawn card from each box is to be returned to the corresponding box.
Then

ER .gi / D yi

p1
C xi

1 � p1 ; (4.2)

ER .hi / D yi

p2
C xi

1 � p2 : (4.3)

Then, from the above two equations (4.2) and (4.3) we have that

ER

�
gi

1 � p2 � hi

1 � p1
�

D yi .p2 � p1/
p1p2 .1 � p1/ .1 � p2/ :

Now let

ri D p1p2

p2 � p1 Œ.1 � p1/ gi � .1 � p2/ hi � : (4.4)

Then ER .ri / D yi . In addition,

VR .gi / D yi .1 � p1/
p21

C xip1

.1 � p1/2
(4.5)
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and

VR .hi / D yi .1 � p2/
p22

C xip2

.1 � p2/2
: (4.6)

Combining (4.4) with (4.5) and (4.6) one can calculate the variance of ri by means
of the following equation

Vi D VR .ri / D p21p
2
2

.p2 � p1/2
h
.1 � p1/2VR .gi /C .1 � p2/2VR .hi /

i
:

Since yi takes only the values zero and one, we may write

Vi D ER
�
r2i
� � .ER .ri //2

D ER
�
r2i
� � y2i

D ER
�
r2i
� � yi

D ER
�
r2i
� �ER .ri /

D ER Œri .ri � 1/�

from which it follows that vi D ri .ri � 1/ is an unbiased estimator for Vi for
all i in s.

In the remaining of this section, we present our results for estimating Y DPN
iD1 yi and hence for � D NY D Y=N as N is supposedly known, based or

randomized responses for the three newly proposed randomized response devices.
We assume that the sample is chosen by

1. simple random sampling without replacement (SRSWOR),
or

2. a general sampling design p admitting positive inclusion probabilities �i DP
s3i p.s/ for i 2 U and �ij D P

s3i;j p.s/ for pairs i; j 2 U , i ¤ j ,
or

3. Rao et al. (1962) scheme.

By Ep , Vp we shall denote the expectation and variance operator with respect to the
sampling design p and by

E D EpER D EREp

and

V D EpVR C VpER D ERVp C VREp

the overall expectation and variance operators.
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If true values yi were available, then the sample mean Ny D �P
i2s yi

�
=n

based on a simple random sample of size n drawn without replacement unbiasedly
estimates NY having variance

Vp . Ny/ D N � n
nN.N � 1/

NX

iD1

�
yi � NY �2

which admits an unbiased estimator

vp . Ny/ D N � n
nN.n � 1/

X

i2s
.yi � Ny/2:

When direct responses yi are unavailable, rather only unbiased estimators ri for yi
are available from randomized responses by any of the three randomized response
techniques described above. Then, instead of Ny, the estimator

Nr D 1

n

X

i2s
ri

will unbiasedly estimate � D NY . Also, it will follow that

V . Nr/ D N � n
nN.N � 1/

NX

iD1

�
yi � NY �2 C 1

nN

NX

iD1
Vi

which is unbiasedly estimated by

v . Nr/ D N � n
nN.n � 1/

X

i2s
.ri � Nr/2 C 1

nN

X

i2s
vi :

In case of a general sampling scheme admitting positive inclusion probabilities �i ’s
and �ij’s

e D 1

N

X

i2s

ri

�i

will unbiasedly estimate � having the overall variance

V.e/ D 1

N 2

2

4
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
C

NX

iD1

Vi

�i

3

5 :

The variance is unbiasedly estimated by
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v.e/ D 1

N 2

2

4
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
ri

�i
� rj

�j

�2
C
X

i2s

vi
�i

3

5 :

If a sample of n distinct units is chosen by the Rao, Hartley and Cochran Method
from the population with known normed size measures Pi , with 0 < Pi < 1 andPN

iD1 Pi D 1 andQi denotes summed Pi ’s over the i -th random group of Ni units,
then

eRHC D 1

N

X

n

ri
Qi

Pi

unbiasedly estimates � . Here
P

n is the sum over the n random groups formed in
implementing the Rao, Hartley and Cocharn scheme. Its variance is (see Chaudhuri,
Adhikary, and Dihidar 2000)

V .eRHC/ D 1

N 2

2

4C
X

i

X

j;j>i

PiPj

�
yi

Pi
� yj

Pj

�2
C
X

i

Vi

�
1

Pi
� 1

�3

5

where C D �P
n N

2
i �N � =.N.N � 1//. The variance is unbiasedly estimated by

v .eRHC/ D 1

N 2

"
D
X

n

X

n0

QiQi 0

�
ri

Pi
� ri 0

Pi 0

�2
C
X

n

vi
Qi

Pi

#

where D D �P
n N

2
i �N � = �N2 �P

n N
2
i

�
.

In case a simple random sample with replacement is taken in n draws, we shall
denote the value of y by Yk for the person chosen on the K-th draw, K D 1; : : : ; n

and rK will be such thatER .rK/ D YK and vK such thatER .vK/ D VK D VR .rK/.
Then

Nr D 1

n

nX

KD1
rK

will unbiasedly estimate NY and

V . Nr/ D 1

n

"
�.1 � �/C

nX

KD1
VK

#

where

VK D 1

N

NX

iD1

�
yi � NY �2; 8 K D 1; : : : ; n:



4.6 Estimation for more than one Sensitive Characteristics 77

Writing

s2 D 1

n � 1
nX

KD1
.YK � Ny/2;

where Ny D �Pn
KD1 YK

�
=n, the variance V . Nr/ has an unbiased estimator as

v . Nr/ D 1

n � 1

"
Nr .1 � Nr/C

nX

KD1
.rK � Nr/2

#
:

Remark 4.3. Just as in the case of the approach of Singh and Grewal (2013), we can
verify by numerical simulations that the revised procedures as described above are
better than their classical counterparts.

Remark 4.4. Obviously the randomized responses for the original and the revised
procedures are byproducts of the binomial and the geometric distribution respec-
tively. A further development would be to use the negative binomial distribution as
a randomization device. Under this scenario, respondents would be asked to report
the number of cards drawn until a card matching their trait is drawn say l times. It is
expected that utilizing the negative binomial distribution will give procedures which
fair better that their classical counterparts. But, one may have in mind that in such a
case, cooperation of the participants might be in jeopardy.

4.6 Estimation for more than one Sensitive Characteristics

In some cases we may be interested in gathering information on multiple sensitive
characteristics of the same population at the same time. This information could
be useful for various reasons. It may be used for weighting on post-stratification
purposes. For example we might be interested in the proportion of tax evaders
with income above a certain level. Or for example we might be interested in the
proportion of college athletes using illegal substances and engaging in plagiarism
activities. In societies where political affiliation might be considered as sensitive,
we may want to weight the percentage of people who would like to vote for a
certain candidate based on party affiliation. Tamhane (1981), Christofides (2005b),
Moshagen and Musch (2011), Barabesi, Franceschi, and Marcheselli (2012), and
Lee, Sedory, and Singh (2013) discuss the case of estimation of multiple sensitive
characteristics. In this section we will briefly describe three of the most recent
methods for dealing with two or more sensitive characteristics at the same time.
We will avoid presenting theoretical results. The interested reader can consult the
relevant references for more details.
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4.6.1 Estimating Two Characteristics

Assume that we have two sensitive characteristics A and B . These two characteris-
tics could be dependent or independent. We will assume that the two characteristics
are dependent, for otherwise, one can estimate all quantities of interest by estimating
the prevalence of the two characteristics separately.

Let �A and �B be the population proportion of people belonging to the stig-
matizing groups A and B . Suppose that we have a random sample of size n
drawn with replacement from the population. Each sampled person is provided
with two randomization devices such the one described in Christofides (2003).
The first randomization device produces each one of the integers 1; 2; : : : ;MA with
probabilities p1; p2; : : : ; pMA such that

pj > 0 for j D 1; : : : ;MA;

MAX

jD1
pj D 1 and pj ¤ 1

MA

for at least one j:

Using the device in the absence of the interviewer, the i -th sampled person produces
an integer say, k and reports the numberMA�kC1 if he/she belongs to the sensitive
group A, or the integer k otherwise.

The second randomization device works exactly as the first one and produces
each one of the integers 1; 2; : : : ;MB with probabilities q1; q2; : : : ; qMB such that

qj > 0 for j D 1; : : : ;MB;

MBX

jD1
qj D 1 and qj ¤ 1

MB

for at least one j:

Using the device in the absence of the interviewer, the i -th sampled person produces
an integer say, l and reports the numberMB � lC1 if he/she belongs to the sensitive
group B , or the integer l otherwise. Let zi , wi be the numbers reported by the i -th
sampled person using the first and second device respectively. Furthermore, for i D
1; : : : ; n let

ri D zi � �A
MA C 1 � 2�A

and

ti D wi � �B
MB C 1 � 2�B ;

where

�A D
MAX

kD1
kpk and �B D

MBX

kD1
kqk:
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Then from Sect. 4.3 it follows that

Nr D 1

n

nX

iD1
ri and Nt D 1

n

nX

iD1
ti

are unbiased estimators of �A and �B respectively with variances

V . Nr/ D �A .1 � �A/
n

C �2A

n.MA C 1 � 2�A/2

and

V .Nt / D �B .1 � �B/
n

C �2B

n.MB C 1 � 2�B/2

where

�2A D
MAX

kD1
k2pk � �2A and �2B D

MBX

kD1
k2qk � �2B:

The above two estimators alone do not give any information on quantities
related to both characteristics. For example we might be interested in the following
quantities:

1. The proportion �AB of people possessing both characteristics A and B .
2. The proportion �AjB of people possessing the characteristic A among those

possessing the characteristic B .
3. The proportion �AjBc of people possessing the characteristic A among those who

do not possess the characteristic B .
4. The quantities in (2) and (3) but with A and B interchanged.

Observe that all other relevant quantities, can be estimated as soon as we have
estimators for the above parameters. For example, the proportion of people not
belonging to the sensitive group A among those belonging to the sensitive group B
can be estimated by 1 � O�AjB where O�AjB is an estimator of �AjB . Let

CA D MA C 1 � 2�A; CB D MB C 1 � 2�B;

Nz D 1

n

nX

iD1
zi ; Nw D 1

n

nX

iD1
wi ; Nx D 1

n

nX

iD1
xi

where xi D ziwi , i D 1; : : : ; n.
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The following results can be found in Christofides (2005b).

Theorem 4.7. Let O�AB D C�1
A C�1

B . Nx � Nz�B � Nw�A C �A�B/. Then O�AB is unbi-
ased for �AB with variance

V
� O�AB

�
D 1

n

�
�AB .1 � �AB/C �A�

2
BC

�2
B C �B�

2
AC

�2
A C �2A�

2
BC

�2
A C�2

B

�
:

An unbiased estimator of the variance is given by

OV
� O�AB

�
D 1

n � 1
h O�AB

�
1 � O�AB

�
C O�A�2BC�2

B C O�B�2AC�2
A C �2A�

2
BC

�2
A C�2

B

i
:

Observe that an alternative form of the estimator O�AB is the following

O�AB D C�1
A C�1

B

1

n

nX

iD1
.zi � �A/ .wi � �B/ : (4.7)

From the previous theorem it follows that a natural estimator for �AjB is the
estimator

O�AjB D
O�AB

O�B
D C�1

A . Nx � Nz�B � Nw�A C �A�B/

Nw � �B :

In view of (4.7) the estimator can also be written as

O�AjB D C�1
A

Pn
iD1 .zi � �A/ .wi � �B/Pn

iD1 .wi � �B/ :

Observe that O�AB is a ratio estimator and as such, it is not unbiased in general.
However, the dominating term of its bias is given by the following result.

Theorem 4.8. The bias of the estimator O�AjB is approximately

E
� O�AjB � �AjB

�
� 1

n
�2BC

�2
B ��3

B .�AB � �A�B/ :

As for the variance of the estimator, for large sample size n, we can have an
approximate expression.

Theorem 4.9. For large sample size n, the variance of the estimator O�AjB is
approximately

V
� O�AjB

�
� 1

n�2B

h
�AB

�
1 � �AjB

�C
�
�A C �2AjB � 2�AjB�A

�
�2BC

�2
B

C�B�2AC�2
A C �2A�

2
BC

�2
A C�2

B

�
:
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For the estimation of the parameter �AjBc , we have that a natural estimator is the
quantity

O�AjBc D
O�A � O�AB

1 � O�B
D
Pn

iD1 C�1
A .zi � �A/

�
1 � C�1

B .wi � �B/
�

Pn
iD1

�
1 � C�1

B .wi � �B/
� :

The above estimator is also a ratio estimator and therefore it is biased in general.
The dominating term of its bias is given by the following result.

Theorem 4.10. The bias of the estimator O�AjBc is approximately

E
� O�AjBc � �AjBc

�
� 1

n
�2BC

�2
B ��3

Bc .�ABc � �A�Bc / :

As in the case of the estimation of �AjB , for large sample size n, an approximate
expression for the variance is

V
� O�AjBc

�
� 1

n�2Bc

h
�ABc

�
1 � �AjBc

�C
�
�A C �2AjBc � 2�AjBc �A

�
�2BC

�2
B

C�Bc�2AC�2
A C �2A�

2
BC

�2
A C�2

B

�
:

In the previously described method, we assume that each sampled person is
provided with two different randomization devices. However, the two devices could
be identical, i.e., each participant is provided with just one randomization device to
be used twice.

4.6.2 The Crossed Model

A somewhat different approach for the case of two stigmatizing characteristics is
presented by Lee et al. (2013) . Two models are presented, namely the Simple Model
and the Crossed Model. We will say nothing about the Simple Model, given that it
is a special case of the model of Christofides (2005b) described above.

For the Crossed Model, assume that we have a simple random sample of size n
drawn with replacement from the population. Each sampled person is provided with
two randomization devices which are to be used as follows:

Using the first randomization device the sampled person responds with “Yes” or
“No” with probability P .P ¤ 0:5/ to the following question

(I) Are you a member of group A?
and with probability 1 � P to the question

(II) Are you a member of group Bc?
Using the second randomization device he/she responds with a “Yes” or “No”
with probability T .T ¤ 0:5/ to the question
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(III) Are you a member of group B?
and with the complementary probability 1 � T to the question

(IV) Are you a member of group Ac?

Clearly, a sampled person can provide any one of the following four possible
responses: (Yes, Yes), (Yes, No), (No, Yes) and (No, No). Let �11; �10; �01; �00 be
respectively the probabilities of those responses. Then it is easy to calculate that

�11 D �AB ŒPT C .1 � P /.1 � T /� � �A.1 � P /.1 � T / � �B.1 � P /.1 � T /
C.1 � P /.1 � T /

�10 D ��AB ŒPT C .1 � P /.1 � T /� � �A Œ.1 � P /T � 1� � �B.1 � P /T C .1 � P /T
�01 D ��AB ŒPT C .1 � P /.1 � T /� � �AP.1 � T / � �B ŒP.1 � T / � 1�C P.1 � T /
�00 D �AB ŒPT C .1 � P /.1 � T /� � �APT � �BPT C PT:

Now let O�11; O�10; O�01; O�00 be the sample proportions of people providing the four
possible responses. Define the distance between the population proportions and the
observed proportions as

D D 1

2

1X

kD0

1X

lD0

�
�kl � O�kl

�2
:

By minimizing this distance (by taking the partial derivatives) and by using the
method of moments, unbiased estimators of �A, �B , �AB are obtained as follows:

O�A D 1

2
C
.T � P C 1/

� O�11 � O�00
�

C .T C P � 1/
� O�10 � O�01

�

2.P C T � 1/ ;

O�B D 1

2
C
.P � T C 1/

� O�11 � O�00
�

C .T C P � 1/
� O�01 � O�10

�

2.P C T � 1/ ;

O�AB D PT O�11 � .1 � P /.1 � T / O�00
.P C T � 1/ ŒPT C .1 � P /.1 � T /� ;

assuming that P C T ¤ 1.
The variances of the estimators are provided by the expressions

V
� O�A

�
D �A .1 � �A/

n
C T .1 � P / ŒPT C .1 � P /.1 � T /� .1 � �A � �B C 2�AB/

n.P C T � 1/2 ;

V
� O�B

�
D �B .1 � �B/

n
C P.1 � T / ŒPT C .1 � P /.1 � T /� .1 � �A � �B C 2�AB/

n.P C T � 1/2 ;
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V
� O�AB

�
D �AB .1 � �AB/

n
� �AB

n

C
�AB

h
P 2T 2 C .1 � P /2.1 � T /2

i
C PT .1 � P /.1 � T / .1 � �A � �B/

n ŒPT C .1 � P /.1 � T /� .P C T � 1/2 :

Using the estimators O�AB and O�B , a natural estimator for �AjB is given by

O�AjB D
O�AB

O�B
:

Clearly, this estimator is biased and its bias to the first order approximation is
given by

E
� O�AjB � �AjB

�
� �AjB

2

4
V
� O�B

�

�2B
�

Cov
� O�AB; O�B

�

�AB�B

3

5

where

Cov
� O�AB; O�B

�
D �AB .1 � �B/

n
C �ABP.1 � T /.T � P C 1/

n.P C T � 1/2

CPT .1 � P /.1 � T /.P � T C 1/ .1 � �A � �B/
n ŒPT C .1 � P /.1 � T /� .P C T � 1/2 :

Finally, the mean squared error to the first order approximation is given by

MSE
� O�AjB

�
� �2AB

2

4
V
� O�AB

�

�2AB

C
V
� O�B

�

�2B
� 2

Cov
� O�AB; O�B

�

�AB�B

3

5 :

It is clear that one can estimate more quantities of interest by using the previously
constructed estimators. For example, estimation of the population proportion of
people having at least one of the two characteristics can be done via the estimator

O�A[B D O�A C O�B � O�AB:

Further details for the Crossed Model can be found in Lee et al. (2013) .

4.6.3 Multiple Characteristics

The previously described two methods deal with the problem of estimating two
sensitive characteristics at the same time. But in some cases, although rare, there
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is a need to deal with more than two stigmatizing characteristics. Very few authors
have studied this particular problem. See for example Bourke (1981). In this section
we will briefly present the more recent approach of Barabesi et al. (2012) . Their
approach is to extend Franklin’s (1989) model to the multiple sensitive items
context.

Assume that we are interested in q sensitive items labeled by the first q natural
numbers. Let �j denote the population proportion of people having the stigmatizing
characteristic j , for j D 1; : : : ; q. For m D 1; : : : ; q let G D fj1; : : : ; jmg be
a choice of indexes representing m of those stigmatizing items. Clearly, one can
have 2q � 1 different choices of the set G. Let �G be the population proportion of
people belonging to the sensitive items of the set G. Let � denote the collection
of the sets G arranged in a given order and let � D .�G/G2� . The purpose is
to estimate the vector � using a simple random sample of size n drawn with
replacement from the population. Each sampled person i , using a randomization
device produces a random variable yji if he/she has the sensitive characteristic j ,
otherwise, he/she produces a random variable zji. We assume that the random
variables yji and zji are independent for each i D 1; : : : ; n and j D 1; : : : ; q

and that for each j , yj1; : : : ; yjn and zj1; : : : ; zjn are respectively independent
and identically distributed. Let rji be the value reported by the i -th sample person
regarding the stigmatizing characteristic j . Then rji can be expressed as

rji D yjibji C zji
�
1 � bji

�
(4.8)

where bji is a Bernoulli random variable with parameter �j , assumed to be
independent of yji and zji. Motivated by (4.8) we define the random variables

tji D rji �E �zj1
�

E
�
yj1
� �E �zj1

�

assuming of course that the denominator is not equal to zero. The following
estimator is a method of moments estimator for �G :

O�G D 1

n

nX

iD1
TGi ; G 2 � (4.9)

where TGi D Q
j2G tji. The estimator is unbiased with variance given by the

expression

V
� O�G

�
D 	G � �2G

n
(4.10)

where
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	G D E

2

4
Y

j2G

 
bj1 C bj1V

�
yj1
�C �

1 � bj1
�
V
�
zj1
�

�
E
�
yj1
� �E �zj1

��2

!3

5 :

An unbiased estimator of the variance is provided by

OV
� O�G

�
D 1

n.n � 1/
nX

iD1

�
TGi � O�G

�2
:

Let H be another collection of indexes such that H 2 � and let O�H be the
estimator of �H obtained also by the previous procedure. Then for the purpose
of estimating � D .�G/G2� we need the covariance between O�G and O�H . This
covariance can be shown to be

Cov
� O�G; O�H

�
D 	G;H � �G�H

n
(4.11)

where

	G;H D E

2

4
Y

j2G\H

 
bj1 C bj1V

�
yj1
�C �

1 � bj1
�
V
�
zj1
�

�
E
�
yj1
� �E �zj1

��2

!
Y

k2.G�H/[.H�G/
bk1

3

5 :

Clearly the covariance is unknown. An unbiased estimator is

OCov
� O�G; O�H

�
D

O	G;H � O�G O�H
n � 1

where

O	G;H D 1

n

nX

iD1
T 2.G\H/iT..G�H/[.H�G//i :

Thus, summarizing, an unbiased estimator of � D .�G/G2� is O� D
� O�G

�

G2� with

variance covariance matrix having the diagonal elements given by (4.10) and the
off-diagonal elements given by (4.11).

It is possible that the estimators given by (4.9) may assume values outside the
parameter space .0; 1/ as is often the case with randomized response techniques.
The following modified estimator also proposed by Barabesi et al. (2012) offers a
solution to the problem. Define the estimator

Q�G D min
n
max

n
0; O�G

o
; 1
o
:
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Although this estimator loses some of its nice properties, for example it is no longer
unbiased, it is asymptotically equivalent to O�G .

4.7 Some Aspects of Bayesian Approach in Analyzing
RR Data

It is well known that Warner (1965) confined his randomized response technique
to simple random sampling with replacement alone. Consequently, for estimating

� D
�PN

iD1 yi
�
=N he could write the probability � of getting a “Yes” response

from any person sampled on any one of n draws as

� D p� C .1 � p/.1 � �/

where p is the randomization parameter with 0 < p < 1, p ¤ 0:5. Let nA denote the
number of “Yes” responses in the sample. Then nA follows the binomial distribution
with parameters n and �. So O� D nA=n is a maximum likelihood estimator for �.
His conclusion therefore that

O� D 1

2p � 1
hnA
n

� .1 � p/
i

is also the maximum likelihood estimator for � is now well known to be faulty. This
is because the parametric space for � is the closed interval Œ0; 1�. But depending
on the value of p chosen by the investigator, O� may turn out to be negative or may
exceed unity. So a correct maximum likelihood estimator for � is

O�n D

8
<̂

:̂

0 if O� < 0
1 if O� > 1
O� if 0 < O� < 1:

Although O� is unbiased for � , the same is not true for O�n. This observation is
probably at the root of Winkler and Franklin’s (1979) desire to go, instead of a
maximum likelihood estimator or an unbiased estimator rather for a Bayes estimator
for � . Writing the likelihood for � obviously as

L.�/ D
 
n

nA

!
�nA.1 � �/n�nA

with � D p� C .1 � p/.1 � �/, Winkler and Franklin (1979) postulated a beta
distribution as a prior for � which is
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fB.� j˛; ˇ/ D 1

B.˛; ˇ/
�˛.1 � �/ˇ�1; ˛ > 0; ˇ > 0:

The likelihood combined with this prior leads to the posterior for � as

g .� jnA; n/ / �˛�1.1 � �/ˇ�1Œ.1 � p/C .2p � 1/��nAŒp � .2p � 1/��n�nA:

This posterior, on expansion of the two terms within the square brackets and
simplification, can be written as a linear combination of several beta densities, as
expressed by Winkler and Franklin (1979) as follows:

g .� jnA; n/ D
nX

tD0
wt fB.� j˛ C t; ˇ C n � 1/; 0 � � � 1;

where wt D wt =
�Pn

sD0 w�
s

�
with

w�

t D
 
n

t

!
B.˛ C t; ˇ C n � t /

B.˛; ˇ/

minfnA; tgX

jD0

 
t

j

! 
n � t
nA � j

!
pn�t�nAC2j .1 � p/tCnA�2j :

Opting for a Square Error Loss Function to estimate � , the choice of an estimator

O� is the one which minimizes the posterior expectationE
� O� � �

�2
. This minimizing

candidate is the Bayes estimator of � which is

Q�˛;ˇ D
nX

tD0

	
wt .˛ C t /

˛ C ˇ C n



:

Winkler and Franklin (1979) have given approximate numerical calculations to
evaluate Q�˛;ˇ .

Pitz (1980) modified this work treating Simmon’s randomized response model
instead of Warner’s, producing similar results.

O’Hagan (1987) derived linear Bayes estimators for � also based on randomized
response data drawn by simple random sampling with replacement confining
to Warner’s (1965) randomized response model. We omit the details, especially
because of the limitations due to simple random sampling with replacement.
Of course, he also covered Simmon’s model. Pitz (1980) considered an infinite
population setup and studied the uniform prior.

Migon and Tachibana (1997) treated Winkler and Franklin’s (1979) approach
almost verbatim but used the MAPLE code for his approximate computations.
He also made use of Tierney and Kadane (1986) to approximately evaluate the
posterior mean and posterior variance of � based on Warner’s randomized response
data drawn from the population by simple random sampling with replacement.
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Unnikrishnan and Kunte (1999) considered a slightly more general randomized
response model covering Warner’s and Simmon’s model with randomized response
data based on simple random sampling with replacement and considered Bayes
estimation for � postulating beta priors. This beta-binomial approach leads to
computational complications. They demonstrated efficacy of their approach through
the Gibbs sampling and MCMC approaches of Metropolis, Rosenbluth, Rosenbluth,
Teller, and Teller (1953), Hastings (1970), and Gelfand and Smith (1990) .

Bar-Lev, Bobovitch, and Boukai (2003) employed a truncated beta for � as a
conjugate prior in common for several randomized response models applicable to
data drawn by simple random sampling with replacement, in common for those
due to Warner (1965), Horvitz, Shah, and Simmons (1967) and Greenberg, Abul-
Ela, Simmons, and Horvitz (1969), Devore (1977), Fligner, Policello, and Singh
(1977), and Mangat and Singh (1990). Their exercise is an extension of Winkler
and Franklin’s (1979) work.

Kim, Tebbs, and An (2006) used a beta prior for � to derive for it a Bayes
estimator based on data drawn by simple random sampling with replacement derived
from an application of Mangat’s (1994) model. They used a non-informative prior
as well and made a comparative numerical exercise to demonstrate superiority of
Bayes’ estimators over maximum likelihood estimators.

Barabesi and Marcheselli (2006) made use of data obtained by simple random
sampling with replacement from Franklin’s (1989) model postulating a beta prior
for � to derive the latter’s Bayes estimator. Their theory is along the lines of Winkler
and Franklin (1979). But they needed to use the Mathematica package to simplify
approximate calculations. Barabesi and Marcheselli (2006) further extended their
computational routine with a simulated exercise.

Hussain and Shabbir (2009) considered randomized response data drawn by
simple random sampling with replacement to estimate � employing a usual beta
prior but on a randomized response model which is a random modification of
Warner’s (1965). They use two boxes of cards with compositions of A-marked and
Ac-marked cards in different proportions and also prescribing selection of one of
them with a given probability and the other with the complimentary probability.
They illustrate numerical comparisons among maximum likelihood estimators and
Bayes estimators through simulations.

Barabesi and Marcheselli (2010) employ a beta prior for � but consider Bayes
estimation not only of � but also for the sensitivity level of the stigmatizing
attribute by adopting a two-stage randomized response procedure. Their randomized
response data are based on simple random sampling with replacement but follow
Huang’s (2004) model.

For
PN

iD1 yi where yi is any real number and not necessarily either 0 or 1, to our
knowledge no work so far is reported in the literature with a Bayesian approach
when randomized response data are gathered. This is no wonder given that the
Bayesian literature on estimation based on direct response data is quite scarce except
for Basu’s (1969) and Ericson’s (1969) works.

But in estimating � from randomized response data, a view propagated in
Chaudhuri’s (2011) monograph as well as in the present one is that no randomized
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response data need to be tied to any specific manner of selecting the sample of
individuals from a population U D .1; : : : ; i; : : : ; N /. So let us put in a few ideas
here about how a Bayes approach may be initiated in the context of randomized
response data gathered from a sample by a general selection method when handling
qualitative data, specifically as zeros and ones only.

As discussed in the context of providing protection of privacy to respondents (see
Chap. 7) let us use the following notation.

Let Li be the prior probability that yi is equal to 1. On applying Warner’s (1965)
randomized response procedure for any person labeled i in a sample s drawn with
probability p.s/, we have that

Ii D
�
1 if the i -th person’s trait matched the card type
0 otherwise.

Then for 0 < p < 1 with p ¤ 0:5, we may write

ER .Ii / D P .Ii D 1/ D pyi C .1 � p/ .1 � yi / D .1 � p/C .2p � 1/yi ;
VR .Ii / D ER .Ii / .1 �ER .Ii // D p.1 � p/;

ri D Ii � .1 � p/
2p � 1

with

ER .ri / D yi and VR .ri / D p.1 � p/
.2p � 1/2 :

Let now Li.1/ be the posterior probability that yi equals 1 given that Ii is equal
to 1. Then,

Li.1/ D pLi
pLi C .1 � p/ .1 � Li/ D pLi

.1 � p/C .2p � 1/Li ;

and it follows that,

1

Li .1/
D 1 � p

pLi
C 2p � 1

p

giving

Li D 1 � p
p

�
1

Li .1/
� 2p � 1

p

��1
:

With a somewhat simplified Bayes approach, we may take ri as an estimator for
Li.1/ and hence,
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OLi D 1 � p
p

�
1

ri
� 2p � 1

p

��1
D ˛

�
1

ri
� ˇ

��1
;

say, as an estimator for Li . Then we may employ for the parameter � D�PN
iD1 Li

�
=N the empirical Bayes estimator as

O� D 1

N

X

i2s

OLi
�i
;

where �i D P
s3i p.s/ assumed to be uniformly positive. Again, writing �ij DP

s3i;j p.s/ and assumed uniformly positive, for the variance

V
� O�
�

D VpEp

� O�
�

CEpVp
� O�
�

Š
X

i

X

j;j>i

�
�i�j � �ij

� �Li
�i

� Lj

�j

�2
C
X

i2s
VR

� OLi
�

an estimator may be taken as

v
� O�
�

Š
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

� OLi
�i

�
OLj
�j

!2
C
X

i2s
VR

� OLi
�

�i
:

Remark 4.5. Observe that

ER

� OLi
�

Š 1 � p
p

�
1

Li .1/
� 2p � 1

p

��1
D Li

and

VR

� OLi
�

D ˛2VR

�
1

ri

�
Š
	

˛

Li.1/


2
VR .ri / :

4.8 Further Developments on Randomized Response

There exist, of course, more randomized response devices and techniques in the
literature. Some of them are refinements and improvements of others, while a few
of them serve a specific purpose. We very briefly mention a few of them.

Alhassan, Ohuchi, and Taguri (1991), Lakshmi and Raghavarao (1992), Chang,
Wang, and Huang (2004) take into consideration the probability of dishonest
answering in randomized response techniques, given that no one can be sure that
participants provide truthful answers.
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Hong, Yum, and Lee (1994), Kim and Warde (2004), Christofides (2005a), Kim
and Elam (2007) and Lee et al. (2012) consider the case of randomized response
when stratification is possible.

Randomized response techniques which allow participants to provide a direct
response rather than a randomized response are called optional randomized response
techniques. Under this scenario, a participant may consider the issue not sensitive
enough, so he/she may choose not to use the randomization device and opt for a
direct response. One may consult the works of Mangat (1991), Mangat and Singh
(1994), Singh and Joarder (1997b), Arnab (2004), Chaudhuri and Saha (2005),
Gupta and Shabbir (2007), Huang (2008), Gupta, Shabbir, and Sehra (2010) and
Saha (2011). Optional randomized response is presented in Sect. 5.3.

A recent development combines randomized response with the so called group
testing method. The idea behind group testing is that the population can be divided
into homogeneous groups and members of the same group behave in the same
manner. Thus, a response from one member of the group represents all other
members and therefore the sample needed to make inferences can be drastically
reduced. In a recent publication, Kim and Heo (2013) combine the two most
celebrated randomized response techniques, i.e., Warner’s (1965) and the unrelated
question model of Greenberg et al. (1969) with group testing. Although there are
some benefits in such an approach, the basic assumption of the common behavior
of people belonging to the same group should be further studied and validated.

One can mention numerous other extensions and generalizations, but we believe
we may not do any harm if we stop at this stage to serve the overall purpose of this
book.
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Chapter 5
Quantitative Issues Bearing Stigma: Parameter
Estimation

Abstract A brief outline of the general theory of estimating finite population totals
and means based on a sample selected with a suitable sampling design is given.
Initially it is assumed that direct responses are available and then the theory is
developed in the case when the sensitivity of the data on the quantitative char-
acteristic makes it necessary to implement suitable devices to collect randomized
response data. Two different randomized response devices are considered. The
theory of estimation is illustrated in case the sample is selected employing the
Rao-Hartley-Cochran sampling scheme as well as in the case of a general sampling
scheme and when the data are collected using either of the two devices. Techniques
which allow for direct responses by participants are presented. Such approaches
are based on the idea that some people may consider the item in question not
sensitive enough and therefore both options for providing a direct response or a
randomized one are available. The main advantage of these optional randomized
response techniques is the variance reduction of the produced estimators.

5.1 Introduction

Chaudhuri (2011, pp 91–112) and earlier Chaudhuri and Mukerjee (1988) in
their monographs have already given detailed accounts of procedures along with
consequences for estimating totals and means of stigmatizing real variables, on
gathering, from suitably designed samples randomized responses by dint of various
elegant methods. In this compendium we present briefly a few specific results
worthy of comprehension and application in practice.

Starting with a population U D .1; : : : ; i; : : : ; N / of a known number of labeled
and identifiable units or individual human beings we assume that real variables x, y,
z, w, etc. are defined on U . Let Y D .y1; : : : ; yi ; : : : ; yN /, with yi as the value
of y for the i -th unit of U with a total Y D PN

iD1 yi and similarly X , Z, W
with totals X , Z, W , respectively. A well-developed theory of estimating Y from
samples s ofU selected with a suitable sampling design p is well known from books

A. Chaudhuri and T.C. Christofides, Indirect Questioning in Sample Surveys,
DOI 10.1007/978-3-642-36276-7 5, © Springer-Verlag Berlin Heidelberg 2013
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and research papers duly cited here and elsewhere. Of course initially we suppose
that the values of yi for i 2 s are available as direct responses by dint of surveys.
But when the yi ’s are not ascertainable because of sensitive issues being involved,
randomized responses may have to be procured and analyzed suitably to solve a
problem of estimating Y through the randomized responses gathered at hand.

5.2 Theory of Estimating Totals/Means of Stigmatizing
Characteristics

For Y D PN
iD1 yi we need a homogeneous linear unbiased estimator (HLUE) based

on a sample s chosen from U with a probability p.s/ according to a design p.
Let .s; yi j i 2 s/ be directly available on surveying the sample s. Let

t D
X

i2s
yibsi D

NX

iD1
yibsiIsi D t .s/

be such an estimator for Y . Here Isi D 1 if i 2 s and Isi D 0 otherwise. The bsi’s
are constants free of Y . Also Isij D IsiIsj for i ¤ j . Further we need

Y D Ep.t/ D
X

s

p.s/t.s/

so that
P

s3i p.s/bsi D 1 for all i with p.s/ > 0. HereEp is the expectation operator
with respect to the design p. The variance of t is

Vp.t/ D Ep.t � Y /2 D
X

Ciy
2
i C

X

i

X

j;j¤i
Cijyiyj ;

where

Ci D
X

p.s/b2siIsi � 1; and Cij D
X

p.s/bsibsjIsij � 1:

An unbiased quadratic estimator for Vp.t/ is then

vp.t/ D
X

i2s
Csiy

2
i C

X

i2s

X

j2s;j¤i
Csjyiyj

such that

X

s3i
p.s/Csi D Ci ; 8 i 2 U
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and

X

s3i;j
p.s/Csij D Cij; 8 i; j 2 U; i ¤ j:

But our prime concern here is with the situation when direct responses cannot
be gathered and the yi values are too sensitive in nature. Two devices found to be
useful in gathering randomized responses relating to quantitative variables that are
stigmatizing are reported below.

5.2.1 Device I

A person labeled i is offered two boxes marked A and B , respectively. Cards
identical in shape, size, color, dimension, weight, and thickness but bearing numbers
a1; a2; : : : ; aT in sufficient numbers are placed in the first box and cards likewise
but numbered b1; b2; : : : ; bM are put in the second box. The sampled person i is on
request to draw one card independently from each of the boxes, say, bearing aj and
bk , say, and report the value

zi D aj yi C bk

to the investigator without disclosing any of the numbers on the right-hand side.
Then,

ER .zi / D �yi C 
; (5.1)

where

� D 1

T

TX

jD1
aj and 
 D 1

M

MX

kD1
bk:

We need to take � ¤ 0. Also,

VR .zi / D �2y2i C  2;

where

�2 D 1

T

TX

jD1

�
aj � ��2;  2 D 1

M

MX

kD1
.bk � 
/2:

From (5.1) it follows that

ri D zi � 

�
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is such that ER .ri / D yi for all i and

VR .ri / D
�
�2

�2

�
y2i C  2

�2
D ˛y2i C ˇ; (5.2)

where ˛ D �2=�2 and ˇ D  2=�2. Employing this randomized response device, it
is reasonable to use the revised estimator e for Y with

e D e.s/ D
X

i2s
ri bsi D

NX

iD1
bsiIsi:

Then,

E.e/ D EpER.e/ D Ep.t/ D Y;

and

V.e/ D EpVR.e/C VpER.e/

D Ep
X

Vib
2
si C Vp.t/

D
X

Vi .1C Ci/C
X

y2i Ci C
X

i

X

j;j¤i
yiyjCij

and also,

V.e/ D ERVp.e/C VREp.e/

D ER

0

@
X

r2i Ci C
X

i

X

j;j¤i
ri rj Cij

1

AC VR

 
NX

iD1
ri

!

D
X

y2i Ci C
XX

yiyjCij C
X

ViCi C
X

Vi ;

where Vi D ˛y2i C ˇ. We shall write R D P
ri and R D .r1; : : : ; ri ; : : : ; rN /. As a

consequence,

v1.e/ D vp.t/jYDR C
X

i2s
wi bsi

and

v2.e/ D vp.t/jYDR C
X

i2s
wi
�
b2si � Csi

�
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will both unbiasedly estimate V.e/. Here

wi D ˛r2i C ˇ

1C ˛
; ER .wi / D Vi ; i 2 U: (5.3)

5.2.2 Device II

Suppose a sampled person labeled i is offered a box with a large number of cards of
identical shape, dimension, color, thickness, weight, length, and breadth such that a
proportion C .0 < C < 1/ of them is marked “True” and the remaining of them
bearing real values x1; x2; : : : ; xj ; : : : ; xM in proportions q1; q2; : : : ; qj ; : : : ; qM
such that

PM
jD1 qj D 1 � C . The sampled person i is advised to draw one of

the cards and if a card marked “True” is drawn, he/she is to report his/her true value
of y, namely yi . If instead one of the cards marked xj is drawn, he/she is to report
the value xj and return the card to the box. Denoting the reported value as zi it
follows that

ER .zi / D Cyi C
MX

jD1
qj xj :

Then,

ri D 1

C

0

@zi �
MX

jD1
qj xj

1

A

has ER .ri / D yi and since

ER
�
z2i
� D Cy2i C

MX

jD1
qj x

2
j ;

then

Vi D VR .ri / D 1

C 2
VR .zi /

D 1

C 2

�
ER

�
z2i
� � .ER .zi //2

�

D 1

C 2

0

@Cy2i C
MX

jD1
qj x

2
j � y2i

1

A

D ˛y2i C ˇyi C  
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with ˛, ˇ, and  as known numbers in terms of C and xj , j D 1; : : : ;M and qj ,
j D 1; : : : ;M . It follows that

vi D ˛r2i C ˇri C  

1C ˛

satisfies

ER .vi / D Vi ; i 2 U: (5.4)

So, generically, the randomized response data gathered by Device II provide
estimators for Y along with variance formulae and unbiased variance estimators
formulae similar to the ones yielded by the randomized response data following
through Device I.

Chaudhuri (1992) provided the simple formulae (5.1)–(5.4) facilitating unbiased
variance estimation in the context of analyzing randomized response data.

For the sake of illustration suppose that from a finite survey population of N
persons, a sample of n .2 < n < N/ persons is selected employing the
Rao–Hartley–Cochran’s (1962) sampling scheme utilizing known positive normed
size-measures Pi such that

0 < Pi < 1; i D 1; : : : ; N;

NX

iD1
Pi D 1:

Starting with Rao, Hartley, and Cochran unbiased estimator

tRHC D
X

n

yi
Qi

Pi

with the usual notations, presuming direct responses are available as yi ’s to estimate
Y D PN

iD1 yi , we have

VP .tRHC/ D A
X

i

X

j;j>i

PiPj

�
yi

Pi
� yj

Pj

�2
;

and

vp .tRHC/ D B
X

n

X

n0

QiQi 0

�
yi

Pi
� yi 0

Pi 0

�2

where

A D
P

n N
2
i

N.N � 1/ and B D
P

n N
2
i �N

N2 �P
n N

2
i

:
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Now if the yi ’s are stigmatizing and hence unavailable, on employing either of
Device I or Device II, unbiased estimators ri ’s may be generated for yi ’s from
randomized response data. Then, we may employ

eRHC D
X

n

ri
Qi

Pi

to unbiasedly estimate Y because

E .eRHC/ D EpER .eRHC/ D Ep .tRHC/ D Y:

Also,

V .eRHC/ D Ep ŒVR .eRHC/�C Vp ŒER .eRHC/�

D Ep

"
X

n

Vi

�
Qi

Pi

�2#
C Vp .tRHC/

and again,

V .eRHC/ D ER
�
Vp .eRHC/

�C VR
�
Ep .eRHC/

�

D ER
�
Vp .tRHC/ jYDR

�C VR

 
NX

iD1
ri

!

D EREp
�
vp .tRHC/ jYDR

�C
NX

iD1
Vi :

So,

v .eRHC/ D vp .tRHC/ jYDR C
X

n

vi
Qi

Pi

is an unbiased estimator for V .eRHC/.
If, instead, a sample is chosen by a general sampling scheme admitting positive

inclusion probabilities �i , �ij for i 2 U and i ¤ j 2 U , then we may start with the
Horvitz and Thompson’s unbiased estimator

tHT D
X

i2s

yi

�i

presuming the yi ’s are gathered as direct responses. Then,
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Vp .tHT/ D
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2

and

vp .tHT/ D
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
yi

�i
� yj

�j

�2

such that Ep
�
vp .tHT/

� D Vp .tHT/. But recognizing that the yi ’s are stigmatizing
and hence not directly available, then employing either Device I or Device II if
randomized responses are available and ri ’s are derived then, one may employ the
derived unbiased estimator

eHT D
X

i2s

ri

�i
:

Then,

V .eHT/ D ER
�
Vp .eHT/

�C VR
�
Ep .eHT/

�

D ER
�
Epvp .eHT/ jYDR

�C VR

 
NX

iD1
ri

!

D EREp
�
vp .eHT/ jYDR

�C
NX

iD1
Vi :

Also,

V .eHT/ D Ep ŒVR .eHT/�C Vp ŒER .eHT/�

D Ep

"
X

i2s

Vi

�2i

#
C Vp .tHT/ :

So,

v D vp .eHT/ jYDR C
X

i2s

vi
�i

provides an unbiased estimator for V .eHT/.
Those who are interested to gather how the theory generally applicable to

direct response-based sampling design regarding estimation can be extended to the
randomized response situation will do well to peruse Chaudhuri (2011).
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5.3 Optional Randomized Response

In many cases, a characteristic considered sensitive by some people may be
considered nonsensitive by others. For example, homosexuality and sexual ori-
entation in general may be considered sensitive or nonsensitive depending on
the personal approach and beliefs of the people asked. A sampled person may
choose to provide a direct response instead of a randomized one. Thus the concept
of optional randomized response has emerged where a (random) subsample of
the respondents provide direct responses and the remaining respondents provide
randomized responses via the use of a randomization device. Optional randomized
response first introduced by Chaudhuri and Mukerjee (1985, 1988) has recently
attracted a lot of attention.

Before we present the optional randomized response methodology and approach,
we present the Eichhorn and Hayre (1983) scrambling procedure, on which some of
the most recent optional randomized response techniques are based.

Eichhorn and Hayre (1983) use the approach of multiplicative scrambling to
produce a randomized response technique. In their approach, let y be the random
variable denoting the true (stigmatizing) response. Let also s denote a scrambling
variable which is independent of y, with known mean �s .�s ¤ 0/ and variance �2s .
Each respondent masks his/her true y with the use of the scrambling variable s by
reporting the value z D ys=�s . For practical purposes, the scrambling variable can
be chosen by the researcher so that �s D 1 and therefore we avoid the unnecessary
step of asking the sampled people to multiply by s and then divide by �s .

It is clear thatE.z/ D E.y/. Thus, a natural and immediate estimator O�y of �y is

O�y � Nz D 1

n

nX

iD1
zi

assuming that z1; : : : ; zn are the responses of a random sample of size n drawn with
replacement from the population. The variance of the estimator is given by

V
� O�y

� D �2z

n
D 1

n

	
�2y C �2s

�2s

�
�2y C �2y

�

: (5.5)

Obviously, an unbiased estimator for the variance in (5.5) is given by using the
sample variance s2z as an estimator of �2z and therefore we obtain the estimator

OV � O�y
� D s2z

n
D 1

n.n � 1/
nX

iD1
.zi � Nz/2:

Gupta, Gupta, and Singh (2002) modified the approach of Eichhorn and Hayre
(1983) to cover the case where some of the participants give direct responses and
the rest provide randomized responses. The proportion of people who consider
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the question sensitive enough so that they choose to give a randomized response
is called the sensitivity level of the question. Each sampled person gives either a
direct response or a scrambled response, without disclosing whether the response is
a direct response or not. Let w denote the sensitivity level of the question. Then a
participant’s response z is:

z D
�
y with probability 1 � w
ys with probability w;

where y is the true value of the sensitive characteristic and s is the scrambling
variable. As in the Eichhorn and Hayre (1983) approach, the scrambling variable s is
assumed to be independent of the sensitive variable y with known mean�s .�s ¤ 0/

and variance �2s . It is trivial to see that E.z/ D E.y/ and thus it is natural again to
use as an estimator O�y of �y the sample average Nz D �Pn

iD1 zi
�
=n of the values

z1; : : : ; zn of a random sample of size n drawn with replacement from the population.
The variance of the estimator is provided by the expression

V
� O�y

� D �2z

n
D 1

n

	
�2y C w

�2s
�2s

�
�2y C �2y

�

: (5.6)

An obvious unbiased estimator of the variance is

OV � O�y
� D s2z

n
D 1

n.n � 1/
nX

iD1
.zi � Nz/2:

By examining (5.5) and (5.6) we conclude that the optional randomized response
approach leads to a smaller variance of the estimator.

An important issue in optional randomized response is the estimation of the
unknown sensitivity level of the question. Observe that the response z provided can
alternatively be written as

z D xysx; (5.7)

where x is a Bernoulli random variable with parameter w. From (5.7) one easily
obtains that

w D E .lnz/ �E .lny/

E .lns/
:

In the above equation, the quantity E .lns/ is clearly known and E .lnz/ can be
estimated by the quantity

�Pn
iD1 lnzi

�
=n. Thus, as soon as an estimator of E .lny/

is available, we can estimate the sensitivity level of the question. Using a first order
Taylor approximation for lny, we finally get the following estimator
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Ow D
1
n

Pn
iD1 lnzi � lnNz
E .lns/

: (5.8)

The above estimator in (5.8) is clearly biased. In addition, its variance is not easy to
calculate. To overcome these difficulties, modified procedures have been suggested
by Huang (2010) and Gupta, Shabbir, and Sehra (2010). Both approaches require
two samples but they differ in the sense that one uses multiplicative and additive
scrambling and the other additive scrambling only.

5.3.1 The Approach of Huang (2010)

Suppose that we have two independent simple random samples of sizes n1 and n2
drawn with replacement from the population. Each sampled person from the k-th
sample, k D 1; 2, is provided with two randomization devices. With the use of
the devices in the absence of the interviewer, the participant generates two positive
random observations sk and tk from known distributions. Then the participant
reports a value which is either one of the following two values:

(i) The true value of y
(ii) The masked value sky C tk .

Assume that �s1 , �s2 , �t1 , �t2 are the known means with �s1 D �s2 D 1,
�t1 ¤ �t2 and �2s1 , �

2
s2

, �2t1 , �
2
t2

the known variances of the random observations
s1; s2; t1; t2. Clearly the response provided by a person from the k-th sample,
k D 1; 2, is

zk D .1 � x/y C x .sky C tk/ ; (5.9)

where x is a Bernoulli random variable with parameter w and w is the sensitivity
level of the question. The random variable x is assumed to be independent from all
other variables involved. By applying the expectation operation to (5.9) we have that
for k D 1; 2,

E .zk/ D .1 �E.x//E.y/CE.x/ .E .sk/E.y/CE .tk//

D .1 � w/�y C w
�
�y C �tk

�

D �y C w�tk : (5.10)

From the two equations given in (5.10) it follows that

�y D �t1E .z2/ � �t2E .z1/
�t1 � �t2
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and

w D E .z1/ �E .z2/
�t1 � �t2

:

Assuming that zk1; zk2; : : : ; zknk are the responses provided by the participants of
the k-th sample, the previous two equations suggest that unbiased estimators of �y
and w are given by

O�y D �t1 Nz2 � �t2 Nz1
�t1 � �t2

and

Ow D Nz1 � Nz2
�t1 � �t2

;

where Nzk D �Pnk
iD1 zki

�
=nk is the k-th sample average of the responses for k D 1; 2.

The variance expressions for the two estimators are

V
� O�y

� D 1

.�t1 � �t2/2
 
�2t2
�2z1
n1

C �2t1
�2z2
n2

!
;

where

�2zk D �2y C w�2sk

�
�2y C �2y

�
C w�2tk C w.1 � w/�2tk ; k D 1; 2; (5.11)

and

V . Ow/ D 1

.�t1 � �t2/2
 
�2z1
n1

C �2z2
n2

!
:

The above variances are unknown. Obviously, unbiased estimators of the variances
are given by

OV � O�y
� D 1

.�t1 � �t2/2
 
�2t2
s2z1
n1

C �2t1
s2z2
n2

!

and

OV . Ow/ D 1

.�t1 � �t2/2
 
s2z1
n1

C s2z2
n2

!
;
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respectively, where

s2zk D 1

nk � 1
nkX

iD1
.zki � Nzk/2; k D 1; 2:

A relevant issue is the estimation of the variance �2y of the sensitive characteristic y.
From the two equations given by (5.11), and assuming that �2s1 ¤ �2s2 , we have that

�2y D �2s2�
2
z1 � �2s1�2z2 � w

�
�2s2�

2
t1

� �2s1�2t2
� � w.1 � w/

�
�2s2�

2
t1

� �2s1�2t2
�

�2s2 � �2s1
;

which suggests the following estimator

O�2y D
�2s2�

2
z1 � �2s1�2z2 � Ow ��2s2�2t1 � �2s1�2t2

� �
h

Ow .1 � Ow/C OV . Ow/
i �
�2s2�

2
t1

� �2s1�2t2
�

�2s2 � �2s1
:

The above estimator can be shown to be unbiased, based on the observation that the
quantity Ow .1 � Ow/C OV . Ow/ is an unbiased estimator of w.1 � w/.

5.3.2 The Approach of Gupta, Shabbir and Sehra (2010)

In this method, again we assume that we have two independent simple random
samples of sizes n1 and n2 drawn with replacement from the population. Each
sampled person from the k-th sample, k D 1; 2 is asked to do one of the following
two things, the first with probability p and the second with the complementary
probability 1 � p:

(a) To provide the true value of the stigmatizing variable y
(b) To either provide the true value of y or the masked value y C sk ,

where s1, s2 are independent scrambling variables which are also independent
from y. Assuming as before that w is the sensitivity level of the stigmatizing item,
then the response zk provided by a respondent from the k-th sample is:

zk D
�

y with probability p C .1 � p/.1 � w/
y C sk with probability .1 � p/w:

Alternatively, zk can be expressed as

zk D xy C .1 � x/ Œy.1 � r/C .y C sk/ r�

D y C .1 � x/rsk; (5.12)
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where x and r are independent Bernoulli random variables (and independent from
all other variables involved) with parameters p and w, respectively.

Assume that �s1 , �s2 with �s1 ¤ �s2 denote the means and �2s1 , �
2
s2

the variances
of the scrambling variables s1 and s2. Then from (5.12) we have that

E .zk/ D �y C �skw.1 � p/; k D 1; 2: (5.13)

Solving the system of the two equations in (5.13) for �y and w we obtain that

�y D �s1E .z2/ � �s2E .z1/
�s1 � �s2

and

w D E .z1/ �E .z2/
.1 � p/ .�s1 � �s2/

:

Assuming that zk1; zk2; : : : ; zknk are the responses provided by the participants of
the k-th sample, the previous two expressions suggest as unbiased estimators of �y
and the sensitivity level w the quantities

O�y D �s1 Nz2 � �s2 Nz1
�s1 � �s2

and

Ow D Nz1 � Nz2
.1 � p/ .�s1 � �s2/

;

where Nzk D �Pnk
iD1 zki

�
=nk is the k-th sample average of the responses for k D 1; 2.

The variances of the estimators are given by

V
� O�y

� D 1

.�s1 � �s2/2
 
�2s2

�2z1
n1

C �2s1
�2z2
n2

!

and

V . Ow/ D 1

.1 � p/2.�t1 � �t2/2
 
�2z1
n1

C �2z2
n2

!
:

As in the case of the approach of Huang (2010), unbiased estimators of the
variances are given by

OV � O�y
� D 1

.�s1 � �s2/2
 
�2s2

s2z1
n1

C �2s1
s2z2
n2

!
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and

OV . Ow/ D 1

.1 � p/2.�t1 � �t2/2
 
s2z1
n1

C s2z2
n2

!
:

A relevant issue is the estimation of the variance �2y of the stigmatizing variable y.
From (5.12) we have that

�2zk D �2y C Var ..1 � x/rsk/

D �2y CE
�
.1 � x/2r2s2k

�
� .E ..1 � x/rsk//2

D �2y C .1 � p/w ��2sk C �2sk

� � .1 � p/2w2�2sk ; k D 1; 2:

Combining these two equations, one can show that

�2y D �2s1�
2
z2 � �2s2�2z1 � w.1 � p/ ��2s1�2s2 � �2s2�2s1

�

�2s1 � �2s2
:

Obviously, the above equation points out that an unbiased estimator of �2y is the
estimator

O�2y D �2s1s
2
z2 � �2s2s2z1 � Ow.1 � p/ ��2s1�2s2 � �2s2�2s1

�

�2s1 � �2s2
;

where, as before, s2zk denotes the usual unbiased estimator of �2zk , for k D 1; 2.

5.3.3 Optional Randomized Response for Complex
Sampling Designs

The approaches so far presented are for the case of drawing a simple random sample
from the population with replacement. However, in many cases more complex
sampling strategies are implemented. Arnab (2004) presented a strategy which deals
with optional randomized response for complex survey designs. His approach cov-
ers both qualitative and quantitative stigmatizing characteristics. In this subsection
we briefly present Arnab’s (2004) approach.

Assume that from a finite populationU D .1; : : : ; i; : : : ; N / of sizeN a sample s
of size n is drawn using a sampling design p. Assume further that �i and �ij,
i.e., the first and second order inclusion probabilities are positive. The purpose is
to estimate �y , the population mean of the stigmatizing characteristic y. For the
i -th respondent, let yi denote the true value of the stigmatizing characteristic. Each
one of the people selected in the sample has the option to provide the true value
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yi if he/she feels that the characteristics is not stigmatizing enough, or provide a
randomized response ri . Let us denote by G the subset of people in the sample
opting to provide a randomized response, while by Gc is denoted the subset of
the sample who choose to provide the true value of the characteristic applicable
to them. Let ER, VR, and CR denote the expectation, variance, and covariance
operator, respectively, with respect to the randomized response device. Assume that
the randomized response procedure is such that

ER .ri / D yi ; VR .ri / D �2i ; CR
�
ri ; rj

� D 0; i ¤ j:

Define the following indicator function

Ii D
�
1 if i 2 Gc

0 if i 2 G:

Furthermore define the estimator

t D
X

i2s
bsi Qri ; (5.14)

where Qri D Iiyi C .1 � Ii / ri and bsi are constants such that

X

s3i
bsip.s/ D 1

N
:

Then the following theorem of Arnab (2004) shows unbiasedness for t and gives its
variance.

Theorem 5.1. The quantity t is an unbiased estimator of �y with variance

V.t/ D
NX

iD1
.˛i � 1/ y2i C

NX

iD1

NX

jD1;j¤i

�
˛ij � 1�yiyj C

X

i2G
˛i�

2
i ; (5.15)

where

˛i D
X

s3i
b2sip.s/ and ˛ij D

X

s3i;j
bsibsjp.s/: (5.16)

Obviously the variance of t is unknown. Arnab (2004) provides for the variance the
following unbiased estimator

OV .t/ D
X

i2s
dsi Qr2i C

X

i2s

X

j2s;j¤i
dsij Qri Qrj C

X

i2Gs
d�

si O�2i ; (5.17)
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where dsi, dsij, and d�
si are quantities independent of the Qri ’s satisfying the conditions

X

s3i
dsip.s/ D ˛i � 1;

X

s3i
dsijp.s/ D ˛ij � 1;

X

s3i
d�

sip.s/ D 1;

O�2i is an unbiased estimator of �2i and Gs is the subset of respondents providing a
randomized response.

As pointed out by Arnab (2004) the quantities dsi, dsij, and d�
si can be chosen in

various ways with one possible choice to be

dsi D 1 � ˛i
�i

; dsij D 1 � ˛ij

�ij
; and d�

si D 1

�i
:

In equation (5.14), by choosing bsi D 1= .N�i / we obtain the Horvitz–Thompson
estimator

tHT D 1

N

X

i2s

Qri
�i
:

For this choice of the bsi’s by (5.16), we have that

˛i D 1

N 2�i
and ˛ij D 1

N 2�ij
:

From (5.15) the variance of the estimator is

V .tHT/ D 1

N 2

2

4
NX

iD1

NX

jD1;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
C
X

i2G

�2i
�i

3

5 ;

and from (5.17) the estimated variance is given as

OV .tHT/ D 1

N 2

2

4
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

�� Qri
�i

� Qrj
�j

�2
C
X

i2Gs

O�2i
�i

3

5 :

For the SRSWOR design, obviously

�i D n

N
and �ij D n.n � 1/

N.N � 1/
leading to

t D 1

n

X

i2s
Qri
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as our estimator with variance

V.t/ D N � n
nN

S2y C 1

nN

X

i2G
�2i

and estimated variance

OV .t/ D N � n
nN

s2r C 1

nN

X

i2Gs
O�2i ;

where

S2y D 1

N � 1
NX

iD1

�
yi � �y

�2
and s2r D 1

n � 1
X

i2s

� Qri � NQr�2

with NQr denoting the sample average of Qr1; : : : ; Qrn.

Remark 5.1. The form the estimator takes in (5.14) and its associated variance and
estimated variance for various other sampling designs can be found in Arnab (2004).

Chaudhuri and Saha (2005), Pal (2008) and Chaudhuri and Dihidar (2009)
have given further details concerning this topic on optional randomized response
covering both qualitative and quantitative variables. These are briefly narrated also
by Chaudhuri (2011, chapters 5 and 9).
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Chapter 6
Indirect Techniques as Alternatives
to Randomized Response

Abstract Numerous randomized response techniques have been developed to
handle the case of stigmatizing characteristics. Warner’s (1965) pioneering tech-
nique was just the beginning. One of the main disadvantages of randomized
response techniques is the fact that participants often are very skeptical about the
whole process because, either they do not understand it or because they feel that
their privacy is not really protected. In addition, in cases where a randomization
device is being used, people think of randomized response as a trick, or as a
process which is not really a serious scientific method. Because of these and
other drawbacks, for example the fact that randomized response very rarely can
be incorporated into survey questionnaires, other alternative methods have been
devised. In this chapter, five of those techniques and their variations are presented
along with the relevant theory. The most popular one, the Item Count Technique is
discussed first, and various versions of it are given. Another technique included in
this chapter is the Nominative Technique, which, as explained, can be thought of as
an application of network sampling. The Three-Card Method, a simple and easily
understood technique is also discussed in brief with theoretical details omitted.
A special treatment is given to the recently developed class of Non-Randomized
Models. Those are techniques which do not use any device. However, this does not
mean that no randomizations are taking place. The last section of the chapter is
devoted to the so-called Negative Surveys. Those are surveys where questions are
phrased in a negative way so that all but one of the possible answers are true for
each and everyone one of the participants.

6.1 Introduction

Many researchers, mainly from the social sciences seem to dislike randomized
response for various reasons. One of them is related to the fact that questionnaires, a
crucial instrument for obtaining multiple information on various aspects in social
research, very rarely can be used in combination with a randomization device.

A. Chaudhuri and T.C. Christofides, Indirect Questioning in Sample Surveys,
DOI 10.1007/978-3-642-36276-7 6, © Springer-Verlag Berlin Heidelberg 2013
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Thus, instead they prefer alternative methods, one of which, the most popular one,
is the so-called Item Count Technique. A group of people is presented with a list
of non-stigmatizing statements. Each one of the members of the group, without
revealing which ones, is asked to say only how many of those statements apply to
him/her. A second group of people, independent from the first one is presented with
a list which, in addition to the non-stigmatizing statements, a statement related to
a sensitive item is included. Again, each one of the members of the group is asked
to only indicate the number of statements applicable to him/her. By comparing the
responses of the two groups, one can estimate the prevalence of the stigmatizing
characteristic.

Another alternative to randomized response is the “Nominative Technique.”
In this method, each of the sampled persons is asked to indicate, i.e., nominate
as many of his/her acquaintances have the stigmatizing characteristic. For example,
he/she may be asked to say how many people he/she is aware of making illegal
drug use.

The third alternative is the so-called the “Three-Card Method” introduced by
Droitcour, Larson, and Scheuren (2001). This technique requires three independent
samples. Various answer categories are grouped in three boxes. The answer
categories are arranged in such a way that the stigmatizing item is in one of the
boxes but along with other innocuous items. Each respondent is asked to indicate
the box number applicable to him/her.

A newly developed methodology, avoids the use of any randomization device
to produce a response from a participant from which it is not possible to infer
whether the specific person has the stigmatizing characteristic or not. Although
such techniques could be called device free randomized response models, they are
known as Non Randomized Models. The term used is somewhat misleading and
gives the impression that no randomization takes place. However, the randomization
is implicit in those procedures.

A final method to be presented in this chapter deals with questionnaires
with “negative questions,” i.e., questions with multiple answers, all of which are
applicable to a participant except one. The participant is requested to choose one of
those answers and report it to the interviewer. The term “negative question” will be
fully justified in Sect. 6.6.

Various findings indicate that so far, none of the above methods is trouble free.
Various authors and practitioners are offering improvements and modifications to
overcome faults and difficulties mainly having to do with the protection of privacy
and the cooperation of the participants. In addition, unlike the case of randomized
response techniques where the issue of estimating quantitative characteristics has
been substantially covered, in the methods that are presented in this chapter,
the issue of quantitative characteristics has not really been addressed. As it can
be easily understood, it is really not feasible to use the nominative technique
or the three-card method for such an estimation. However, there might be a
modification of the methodology governing the item count technique which will
allow its implementation for estimating quantitative sensitive characteristics. Such
a modification is presented in Sect. 6.2.3.
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6.2 The Item Count Technique

The Item Count Technique (or List Experiments or Block Total Response or
Unmatched Count Technique) originally introduced by Raghavarao and Federer
(1979), Miller (1984) and Miller, Cisin, and Harrel (1986), is popular among social
researchers. It can be easily understood by participants and it can be incorporated in
large-scale surveys in which the instrument of collecting information is a structured
questionnaire. In the original version of this technique, two independent samples
from the population are required. Each one of the participants of the first group
is given a list containing say, G innocuous items and he/she is asked to report to
the investigator the number of those items applicable to him/her, without revealing
which ones apply. Each one of the people in the second sample is presented with
a list containing G C 1 items, i.e., the same G innocuous items presented to the
first sample and, one item, which is the sensitive one. The difference between
the sample mean number of items reported by the two groups is an estimate
of the proportion of people in the population bearing the stigmatizing characteristic.
The parameter G should be chosen wisely. Very small values are likely to create
problems of confidentiality and very large ones inflate the variance of the estimator
and in addition are likely to create problems of cooperation and difficulties with
time and resource constraints.

6.2.1 Revised Version of the Item Count Technique

The method as described above, has a serious disadvantage which is related to the
protection of privacy. In case allGC1 items are applicable (or none) to a respondent
of the second sample, then his/her response reveals his/her status concerning the
stigmatizing characteristic and thus the issue of privacy protection arises. To remedy
this problem Chaudhuri and Christofides (2007) proposed a modification of the
technique, which we now present.

Let � be the unknown proportion of people having the sensitive characteristic
A in a population of N persons. Let F be an innocuous characteristic whose
prevalence in the population is known, say �F and assume that it is independent of
A. A simple random sample of size n1 drawn with replacement from the population
is given a questionnaire consisting of G innocuous items-statements and of the
.G C 1/-st item which is the following:

I have characteristic A or characteristic F .

Each respondent reports just the number of statements which are applicable to
him/her, i.e., one of the numbers 0; 1; : : : ; G;GC 1. In no way, a participant should
disclose which statements are applicable to him/her. Observe that the statement
related to the sensitive characteristic is applicable to a person if that person has the
stigmatizing characteristic A or the innocuous characteristic F or both. This should
be clearly explained to the participants as soon as the questionnaire is given to them.
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A second simple random sample of size n2 drawn with replacement from the
population, independent of the first, is given a questionnaire consisting of the same
G innocuous statements as the first questionnaire, and in addition a .G C 1/-st
statement which is the following:

I do not have characteristic A or I do not have characteristic F .

Again, each participant is to report the number of items applicable to him/her.
Observe that the item related to characteristic A is applicable to a person if that
person does not have the sensitive characteristic A or does not have the innocuous
characteristic F , or at the same time does have neither of them.

It is clear that in any case the number reported by a person participating in such
a survey is one of the numbers 0; 1; : : : ; G;G C 1. It should be emphasized that,
for the method to be valid, it is crucial that the participants fully understand the
meaning of the item on the list related to the stigmatizing characteristic and when
this item is applicable to their case. For a person in the first sample, the item is
applicable if he/she belongs to the sensitive category and or has the non-stigmatizing
characteristic F . Similarly, for a person in the second sample the last item applies
if he/she is not a member of the stigmatizing group or he/she does not possess the
innocuous item F or if he/she does not possess the stigmatizing attribute and at the
same time does not have the non-stigmatizing item F .

Let n.1/k denote the number of respondents in the first sample reporting agreement
with exactly k statements on the first questionnaire, with k D 0; 1; : : : ; GC1 and let
n
.2/

k be the corresponding number for the second sample responding to the second
questionnaire. Furthermore, let pk be the probability that exactly k of the G non-
stigmatizing items are applicable to a person. Finally, let q.1/k be the probability that

an individual from the first sample reports agreement with k statements, and q.2/k be
the corresponding probability for an individual from the second sample. Then it is
easy to verify that:

q
.1/
0 D p0 .1 � �/ .1 � �F / ;
q
.1/

k D pk .1 � �/ .1 � �F /C pk�1 .� C �F � ��F / ; k D 1; : : : ; G;

q
.1/
GC1 D pG .� C �F � ��F / :

Similarly,

q
.2/
0 D p0��F ;

q
.2/

k D pk��F C pk�1 .1 � ��F / ; k D 1; : : : ; G;

q
.2/
GC1 D pG .1 � ��F / :

Then
�
n
.i/
0 ; n

.i/
1 ; : : : ; n

.i/
GC1

�
follows the multinomial distribution with parameters

ni ; q
.i/
0 ; : : : ; q

.i/
GC1, for i D 1; 2.
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Theorem 6.1. Let

O� D 1

n1

GC1X

kD0
kn.1/k � 1

n2

GC1X

kD0
kn.2/k C 1 � �F : (6.1)

Then O� is unbiased for � and its variance is given by

V
� O�
�

D 1

n1
Var .Z1/C 1

n2
Var .Z2/ ;

where Zi is a random variable with probability mass function given by

P .Zi D k/ D q
.i/

k ; k D 0; 1; : : : ; G C 1; i D 1; 2:

Proof. Follows easily using properties of the multinomial distribution and simple
algebra.

Remark 6.1. The first summation in the right-hand side of (6.1) gives the sum of the
numbers reported by the respondents in the first sample while the second summation
gives the corresponding number of the second sample.

Remark 6.2. Clearly, the variance of the above estimator is unknown. However, an
unbiased estimator of the variance is the quantity,

OV
� O�
�

D S21
n1

C S22
n2
;

where S21 and S22 are the sample variances of the numbers reported by the first and
second sample respectively.

The above framework is for the most convenient way to select the sample, i.e.,
for simple random sampling with replacement.

Assume now that using a common design p we select two independent samples
s1 and s2 of the same average sample size, say, � D P

s �.s/p.s/, where �.s/
is the number of distinct units in a sample s. For a member i of the population
chosen in the sample s1, let yi denote the number reported and let xj denote the
number reported by member j of the population chosen in the sample s2. Let �i
(with �i > 0) denote the inclusion probability of the person i of the population
in a sample chosen according to the design p. Assume further that �F denotes the
population proportion of people having the innocuous characteristic F which is
assumed to be known. For example, �F may denote the population proportion of
people who were born on a weekend and therefore �F may be taken to be 2=7
(assuming of course that a birth takes place uniformly over all days of the week).

By applying the Horvitz–Thompson (1952) method for unbiasedly estimating a
total, we may write
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Nt1 D t .s1/ D
X

i2s1

yi

�i

and

Nt2 D t .s2/ D
X

j2s2

xj

�j
:

We have the following result.

Theorem 6.2. Let

O� D t1 � t2 C 1 � �F :

Then � is an unbiased estimator of the population proportion � of people having the
sensitive characteristic A.

Proof. Let Ep denote the expectation operator with respect to the design p. Then

Ep

� O�
�

D Ep .t1/ �Ep .t2/C 1 � �F
D fpopulation proportion of people bearing .A [ F /

in combination with 0; 1; : : : ; G of the G innocuous itemsg
�fpopulation proportion of people bearing .Ac [ F c/
in combination with 0; 1; : : : ; G of the G innocuous itemsg
C1 � �F

D fpop. proportion bearing A with or without any of the G itemsg
Cfpop. proportion bearing F with or without any of the G itemsg
�fpop. proportion bearing A and F with or without any of the G itemsg
�1C fpop. proportion bearing A and F with or without any of the G itemsg
C1 � �F

D � C �F � 1C 1 � �F
D �;

and the proof is complete.

Let Vp denote the variance operator with respect to the design p. From Chaudhuri
and Pal (2002) we know that for the total Y D P

k yk the variance of the
Horvitz–Thompson’s estimator t .s/ D P

k2s .yk=�k/ constructed on a sample s
chosen with a design p from a population of size N is



6.2 The Item Count Technique 121

Vp.t/ D
NX

kD1

NX

lDkC1
.�k�l � �kl/

�
yk

�k
� yl

�l

�2
C

NX

kD1

y2k
�k
ˇk;

where

�kl D
X

s

Isklp.s/; ˇk D 1C 1

�k

X

lD1;l¤k
�kl � �;

and Isij D 1 if both i and j belong to s and zero otherwise. An unbiased estimator
of Vp.t/ is

vp.t/ D
X

k2s

X

l2s;l>k

�
�k�l � �kl

�kl

��
yk

�k
� yl

�l

�2
C
X

k2s

y2k
�2k
ˇk;

assuming of course that �ki > 0 for all k ¤ l .
We immediately have the following result:

Theorem 6.3. The variance of the estimator O� is

Vp

� O�
�

D 1

N 2

(
NX

kD1

NX

lDkC1
.�k�l � �kl/

"�
yk

�k
� yl

�l

�2
C
�
xk

�k
� xl

�l

�2#

C
NX

kD1

�
y2k C x2k

�

�k
ˇk

)

and an unbiased estimator of Vp
� O�
�

is

vp
� O�
�

D 1

N 2

8
<

:
X

k2s1

X

l2s1;l>k

�
�k�l � �kl

�kl

��
yk

�k
� yl

�l

�2

C
X

k2s2

X

l2s2;l>k

�
�k�l � �kl

�kl

��
xk

�k
� xl

�l

�2

C
X

k2s1

y2k
�2k
ˇk C

X

k2s2

x2k
�2k
ˇk

9
=

; :

From the previous two theorems it is clear that the value ofG in no way interferes
with either the estimate or its variance. Therefore, the designer of the survey sets this
value and chooses the statements about the innocuous characteristics as well as the
statements which are related to the stigmatizing one. It is of course expected that
the value of G is chosen wisely. The investigator should choose the value in such a
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way that the cooperation of the participants is secured. With this in mind, the value
should not be very small or very large. In addition, the statements should be selected
so that all of the values 0; 1; : : : ; G;GC1would be possible answers. The statement
involving the stigmatizing attribute should not appear either as the first one or as
the last one but it is preferable, for obvious reasons to appear somewhere in the
middle. Furthermore, if the technique is incorporated into a larger questionnaire, the
statements involving theG innocuous characteristics should not appear anywhere in
the questionnaire and more importantly should not appear as isolated statements for
which the respondent states his/her precise answer.

To increase the level of cooperation, it is suggested that the statements related to
the innocuous attributes should not be totally unrelated to the stigmatizing charac-
teristic. The respondent should have the feeling that the list serves the purpose of
gathering important information on all items and that the total number reported is a
meaningful number from which one can make inferences on all the items of the list.

Furthermore, it would be good to include another statement consisting of two
substatements related to innocuous items, in addition to the one concerning the
stigmatizing attribute.

In addition to the above, every effort should be made so that nonsampling errors
are kept to a minimum. To that end, it is important that clear instructions should be
given to participants so that mistakes due to misunderstanding are minimized.

Below we give such an example of sample questionnaires. These questionnaires
can be utilized to estimate the prevalence of illegal doping among professional
athletes in a certain community or engaging in a specific sport.

The instructions given to participants could be as follows:

“For each one of the following statements give a score of 1 in the right column if
the statement applies to you and a score of 0 if not. If a statement consists of two
substatements, such as Statement 2 or Statement 3, a score of 1 should be given if at least
one of the substatements applies and a score of 0 if none of them does. Count the number of
1’s put in the right column. This is the total score. Report the total score and nothing else.
Do not return the questionnaire. It is given to you for your convenience.”

Questionnaire 1
Number Statement Score
1 I am on a high protein diet.
2 Substatement 2a: My mother was/is allergic to fish.

Substatement 2b: My father was/is a smoker.
3 Substatement 3a: I make use of illegal doping.

Substatement 3b: I have taken antibiotics during last year.
4 I have never been hospitalized.
5 Before I became a professional athlete I used to take

vitamins on a daily basis.
6 After retirement, I will become a trainer for

professional athletes.
Total Score:
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Questionnaire 2
Number Statement Score
1 I am on a high protein diet.
2 Substatement 2a: My mother was/is allergic to fish.

Substatement 2b: My father was/is a smoker.
3 Substatement 3a: I do not make use of illegal doping.

Substatement 3b: I have not taken antibiotics during last year.
4 I have never been hospitalized.
5 Before I became a professional athlete I used to take

vitamins on a daily basis.
6 After retirement, I will become a trainer for

professional athletes.
Total Score:

The previously described version of the item count technique can be applied
in cases where people responding to the second questionnaire are expected to be
in agreement with at least one item. Otherwise, their privacy is not protected all.
A person presented with the second questionnaire who declares agreement with
zero items essentially admits that he belongs to the stigmatizing category. Thus
special care should be exercised when the list of statements is prepared. For the list
presented above, it is expected that most people, if not all will be in agreement with
at least one item. However, if there are doubts about that, then the following version
should be utilized. Of course, the cost for implementing the version to be described
is the need to have three independent samples.

6.2.2 Three Sample Item Count Technique

With the notation of the previous subsection, again let F denote an innocuous
characteristic whose prevalence in the population is known, say �F . A simple
random sample of size n1 drawn with replacement from the population is given
a questionnaire consisting of G innocuous items-statements and of the .G C 1/-st
item which is the following:

I have characteristic A or characteristic F .

Each respondent reports just the number of statements which are applicable to
him/her, i.e., one of the numbers 0; 1; : : : ; G;G C 1 without revealing which state-
ments are applicable to him/her. Of course, it should be explained to participants
that the last statement is applicable to a person if that person has the stigmatizing
characteristic A or the innocuous characteristic F or both.

A second simple random sample of size n2 drawn with replacement from the
population, independent of the first, is given a questionnaire consisting of the
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sameG innocuous statements as the first questionnaire, and in addition a .GC1/-st
statement which is the following:

I have characteristic A or characteristic F c .

Again, each participant is requested to report the number of items applicable to
him/her and also informed that the last item is applicable to a person if that person
does have the sensitive characteristic A or characteristic F c , or both.

Finally, a third simple random sample of size n3 drawn with replacement
from the population, independent of the first and second samples, is given a
questionnaire consisting of the same G innocuous statements as the first and
second questionnaires. Each participant gives the number of statements applicable
to him/her.

Let n.1/k and n
.2/

k denote the number of respondents in the first and second
sample, respectively, reporting agreement with exactly k statements with k D
0; 1; : : : ; G C 1 and let n.3/k be the number of people presented with the third
questionnaire reporting agreement with exactly k statements with k D 0; 1; : : : ; G.

Again using the same notation as above, let pk be the probability that exactly k
of the G non-stigmatizing items are applicable to a person. Finally, let q.1/k and

q
.2/

k be the probability that an individual from the first sample and second sample,
respectively, reports agreement with k statements. Then the following are easily
established:

q
.1/
0 D p0 .1 � �/ .1 � �F / ;
q
.1/

k D pk .1 � �/ .1 � �F /C pk�1 .� C �F � ��F / ; k D 1; : : : ; G;

q
.1/
GC1 D pG .� C �F � ��F / :

Similarly,

q
.2/
0 D p0�F .1 � �/ ;
q
.2/

k D pk�F .1 � �/C pk�1 .��F C 1 � �F / ; k D 1; : : : ; G;

q
.2/
GC1 D pG .��F C 1 � �F / :

Then
�
n
.i/
0 ; n

.i/
1 ; : : : ; n

.i/
GC1

�
follows the multinomial distribution with parameters

ni ; q
.i/
0 ; : : : ; q

.i/
GC1, for i D 1; 2 and

�
n
.3/
0 ; n

.3/
1 ; : : : ; n

.3/
G

�
the multinomial distri-

bution with parameters n3; p0; : : : ; pG . Then using properties of the multinomial
distribution one can easily prove the following result:
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Theorem 6.4. Let

O� D 1

n1

GC1X

kD1
kn.1/k C 1

n2

GC1X

kD1
kn.2/k � 2

n3

GX

kD1
kn.3/k � 1:

Then O� is an unbiased estimator of � with variance

V
� O�
�

D 1

n1
Var .Z1/C 1

n2
Var .Z2/C 4

n3
Var .Z3/ ;

where Zi for i D 1; 2 is a random variable with probability mass function given by

P .Zi D k/ D q
.i/

k ; k D 0; 1; : : : ; G C 1;

and Z3 is a random variable with probability mass function given by

P .Z3 D k/ D pk; k D 0; 1; : : : ; G:

Remark 6.3. Of course, the variance of the above estimator is unknown and an
unbiased estimator of the variance is the quantity,

OV
� O�
�

D S21
n1

C S22
n2

C 4S23
n3
;

where S21 , S22 , and S23 are the sample variances of the numbers reported by the first,
second and third sample respectively.

Adopting the format of the previous subsection, the sample questionnaires can
be the following:

Questionnaire 1
Number Statement Score
1 I am on a high protein diet.
2 Substatement 2a: My mother was/is allergic to fish.

Substatement 2b: My father was/is a smoker.
3 Substatement 3a: I make use of illegal doping.

Substatement 3b: I have taken antibiotics during last year.
4 I have never been hospitalized.
5 Before I became a professional athlete I used to take

vitamins on a daily basis.
6 After retirement, I will become a trainer for

professional athletes.
Total Score:
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Questionnaire 2
Number Statement Score
1 I am on a high protein diet.
2 Substatement 2a: My mother was/is allergic to fish.

Substatement 2b: My father was/is a smoker.
3 Substatement 3a: I make use of illegal doping.

Substatement 3b: I have not taken antibiotics during last year.
4 I have never been hospitalized.
5 Before I became a professional athlete I used to take

vitamins on a daily basis.
6 After retirement, I will become a trainer for

professional athletes.
Total Score:

Questionnaire 3
Number Statement Score
1 I am on a high protein diet.
2 Substatement 2a: My mother was/is allergic to fish.

Substatement 2b: My father was/is a smoker.
3 I have never been hospitalized.
4 Before I became a professional athlete I used to take

vitamins on a daily basis.
5 After retirement, I will become a trainer for

professional athletes.
Total Score:

Remark 6.4. For the above three questionnaires clear instructions should be given
to participants. See details in previous subsection.

In recent years substantial research activity has been focused on the item count
technique. Pal (2007) offers a combination of randomized response with the item
count technique. Hussain and Shabbir (2011) presented an item count technique
approach for which only one sample is needed. Imai (2011) proposes nonlinear
least squares and maximum likelihood estimators for a multivariate analysis with
the item count technique.

In addition to the theoretical work on the mathematical developments of the
method, various researchers and practitioners have focused on applications and
various side effects. In particular Biemer and Brown (2005) observe that the
method failed to produce estimates that they are higher than self-reports and they
proposed a model-based estimator to correct the problem. Krebs et al. (2011) have
used the technique to estimate sexual assault prevalence and to compare it with
the findings of other indirect and direct estimating techniques. Tsuchiya and Hirai
(2010) examine the phenomenon of underreporting which occurs according to their
findings when the item count technique is applied. Finally, Coutts and Jann (2011)
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present experimental results for sensitive questions in online surveys to compare
randomized response with the item count technique.

A further research development on the item count technique would be its imple-
mentation on estimating quantitative sensitive characteristics. Such a development
would require to construct questionnaires where the nonsensitive items included
represent quantitative characteristics measured on the same scale as the sensitive
one. It is expected that in dealing with quantitative variables, the privacy of
participants is better protected than in the case of qualitative sensitive items. In what
follows, we very briefly present a version of the item count technique for quantitative
stigmatizing characteristics.

6.2.3 Item Count Technique for Quantitative Sensitive
Characteristics

Let �y be the population mean of the quantitative stigmatizing characteristic
of interest. For example the stigmatizing characteristic could be the number of
abortions induced, the number of times a person underreports on his/her income
tax, the number of times engaged in an illegal activity, the amount of money earned
and not reported etc. Our purpose is to estimate �y .

Assume that two independent random samples of sizes n1 and n2 are drawn with
replacement from the population. Each one of the participants from the first sample
is presented with a questionnaire (list) of G C 1 items, with G of those related to
non-stigmatizing items and one related to the stigmatizing sensitive characteristic.
All the items are quantitative in nature. The participant studies each one of the items
and writes down (for his/her own convenience) the value applicable to him/her (for
each one of the items). Then without reporting the individual values, he/she reports
the total of all the values together. A participant from the second sample is presented
with the list of the G non-stigmatizing items, exactly the same as the ones included
in the questionnaire for the first sample. Again the participant is to report the total of
the values applicable to him/her, without reporting the individual values. We assume
that all the G C 1 items are independent of one another. Let x1; : : : ; xG denote the
variables representing the G nonsensitive items with �x1; : : : ; �xG and �2x1 ; : : : ; �

2
xG

denoting the population means and variances respectively. Let also �2y denote the
population variance of the stigmatizing characteristic.

Let T .1/1 ; : : : ; T
.1/
n1 and T .2/1 ; : : : ; T

.2/
n2 be the values reported by the respondents

of the first sample and second samples respectively. Let NT .1/ and NT .2/ denote the
averages of the two samples. Then we have the following:

Theorem 6.5. Let O�y D NT .1/ � NT .2/. Then O�y is unbiased for �y with variance

V
� O�y

� D �2y

n1
C
 

GX

iD1
�2xi

!�
1

n1
C 1

n2

�
: (6.2)
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Proof. It is trivial to verify that NT .1/ unbiasedly estimates the quantity �y CPG
iD1 �xi and similarly that NT .2/ is an unbiased estimator of the quantity

PG
iD1 �xi .

The variance expression follows easily given the independence of all the G C 1

items.

The variance of the estimator is unknown. An unbiased estimator of the variance is
the quantity

OV � O�y
� D S21

n1
C S22
n2

where

S2k D 1

nk � 1
nkX

iD1

�
T
.k/
i � NT .k/

�2
; k D 1; 2:

It is important that the nonsensitive items are chosen in such a way that the possible
values for those items are of the same magnitude as the possible values of the sen-
sitive characteristic. Otherwise, the protection of privacy would be in real jeopardy.

Following are sample questionnaires for a hypothetical case where the issue is to
estimate the average number of induced abortions (assuming that having an abortion
is considered to be stigmatizing).

The instructions given to participants could be as follows:

“For each one of the following statements write in the right column the value applicable to
you. Add all the numbers in the right column. This is your total score. Report the total score
and nothing else. Do not report the individual values in the right column. Do not return the
questionnaire. It is given to you for your convenience.”

Questionnaire 1
Number Statement Value
1 Number of uncles from my mother’s side
2 Last digit of Social Security Number
3 Number of overseas trips taken last year
4 Number of induced abortions
5 Number of grandparents still alive

Total Score:

Questionnaire 2
Number Statement Value
1 Number of uncles from my mother’s side
2 Last digit of Social Security Number
3 Number of overseas trips taken last year
4 Number of grandparents still alive

Total Score:
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The method just presented is essentially based on masking. The participant faced
with the list of the G C 1 statements which includes the stigmatizing one, reports
the value applicable to his/her case of the variable

y C x1 C � � � C xG:

But unlike other masking techniques, such as the ones by Eichhorn and Hayre
(1983), Gupta, Gupta, and Singh (2002), and Huang (2010), the population means
of the masking variables x1; : : : ; xG need not be known.

The number of non-stigmatizing items should be chosen wisely. Too few or too
many items will create problems. It is reasonable to assume that the more the non-
stigmatizing items, the more the privacy is protected. However, as it can be seen
from (6.2), inclusion of many items inflates the variance of the estimator. This is
something which is not surprising, given that in indirect questioning techniques
efficiency and protection of privacy move to opposite directions.

6.3 The Nominative Technique

The “Nominative Technique” introduced by Miller (1985) does not require from
a respondent to disclose any sensitive information about him/her but rather to
report the number of other people that the participant is close to, who possess the
sensitive attribute. With the appropriate adjustment for duplicating, the investigator
would be in a position to estimate the number of people in a community who
belong to the stigmatizing group. The nominative methodology can be thought
of as an application of network sampling introduced by Thompson (1992) and
further developed by Thompson and Seber (1996) and Chaudhuri (2000). A basic
prerequisite for the validity of this technique is the accurate reporting of the
participants and their willingness to provide information on other members of the
community that are close to them.

To develop the mathematical foundation of the method, in a population of sizeN ,
let rij for i ¤ j take the value 1 if the j -th participant reports that the i -th member
of the population has the stigmatizing attribute and 0 otherwise. Clearly

PN
iD1 rij

represents the number of people reported by the j -th participant as belonging to
the stigmatizing group and similarly

PN
jD1 rij represents the number of times that

the i -th member of the population is reported as having the sensitive characteristic.
Finally,

PN
iD1

PN
jD1;j¤i rij gives the number of reports that persons belong to the

stigmatizing group. Then the total number of people in the community having the
stigmatizing attribute is given by

T D
NX

iD1

NX

jD1;j¤i

 
rij=

NX

kD1
rik

!
;
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where the quantity rij=
PN

kD1 rik is taken to be zero if
PN

kD1 rik is equal to zero.
Let Aj denote the number of people belonging to the stigmatizing group reported
by the j -th participant and let Bj denote the number of close friends of nominees
reported by j who know that this individual belongs to the stigmatizing group. Let
xj D Aj =

�
1C Bj

�
. Then

O� D 1

n

nX

jD1
xj and t D N O�

are unbiased estimators of the population proportion and population total, respec-
tively, of the people having the sensitive attribute.

As mentioned above the nominative technique can be thought of as being an
application of network sampling. We do this as follows, along the lines presented in
Chaudhuri and Christofides (2008).

Assume that in a finite population of size N , we denote by NA the number of
people possessing the stigmatizing attribute. A sample of people is selected from
the population and each selected person j reports about a person i in the population
that he/she knows as having the sensitive characteristic. In addition, j reports the
number of close friends of person i who know about the status of i as related
to the stigmatizing attribute. Person i is called a “nominee” of person j . Let the
participant j be referred to as a “selection unit” and “nominee” i as an “observation
unit.”

Let us further denote byMj the “set” of possible nominees associated to the j -th
person as close friends and let mi be the total number of possible friends of i who
are aware that this person belongs to the stigmatizing group and who might report
this fact to the investigator in case they are included in the sample.

Now let the indicator Ii .A/ take on the value 1 if the i -th person has the sensitive
attribute A and the value 0 if not. Define also,

yj D
X

i2Mj

Ii .A/

mi

Then it can be easily inferred that

NA D
NX

jD1
yi :

Assume that a sample s from the population is chosen with probability p.s/

according to a design p. Let

�j D
X

s

Isjp.s/ > 0;
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where Isj D 1 if j 2 s and zero otherwise. Let also

�kl D
X

s

Isklp.s/ > 0;

where Iskl D 1 if k; l 2 s with k ¤ l and Iskl D 0 otherwise. Then

t D
X

j2s

yj

�j

is an unbiased estimator of NA and

vp.t/ D
X

k2s

X

l2s;l>k

�
�k�l � �kl

�kl

��
yk

�k
� yl

�l

�2
C
X

k2s

y2k
�2k
ˇk

is an unbiased estimator of the variance of t , where

ˇk D 1C 1

�k

NX

lD1;l¤k
�kl � �:

As it is expected, a person selected in the sample may “nominate” zero nominees
and even all the people in the sample together may not nominate enough nominees
so that the indicator function Ii .A/ takes on the value 1 only for a very limited
number i 2 Mj , for j 2 s. This problem can be remedied by the adaptive sampling
technique introduced by Thompson (1992) and further developed by Thompson
and Seber (1996), Chaudhuri (2000), and Chaudhuri, Bose, and Ghosh (2004).
The method is described briefly in what follows.

Suppose that for a selection unit j , a neighborhood is defined uniquely as the
persons living in households adjacent to his/hers. If a selection unit j reports at
least one nominee as having the stigmatizing characteristic, then all neighboring
(to j ) selection units are asked to nominate persons having the sensitive attribute.
The process continues for all selection units nominating at least one person. If a
selection unit gives zero nominees, then no neighboring units are asked to report
any nominees. The set of selection units reached through this process initiating
from the j -th one can be considered as a cluster for the j -th unit which includes
itself. The selection units in the cluster that provide at least one nominee constitute
a “Network” for the initial selection unit j , including j itself. All selection units left
out of all such networks comprise a “singleton” network. It is clear that the entire
population is the union of all the networks (including the singleton network), which
of course, by construction are mutually exclusive. Let n.j / denote the network of
the j -th selection unit and let aj be the cardinality of n.j /. Let

cj D 1

aj

X

k2n.j /
yk:
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Then clearly,

NX

jD1
cj D

NX

kD1
yk D NA

and therefore
P

j2s
�
cj =�j

�
is an unbiased estimator for NA.

The procedure described above requires that the investigator collects the informa-
tion from all the selection units contained in all the networks of the selection units
comprising the initial sample s. This extended sample is called the adaptive sample
and the associated sampling scheme is called adaptive sampling. As one can infer,
the final adaptive sample may be excessively large and the cost of implementing
such a technique may be prohibitive. In order to contain the sample size so as to be
cost effective, Chaudhuri, Bose, and Dihidar (2005) have developed the following
procedure:

Assume that the investigator can sample up to B units of the population. Then
from each n.j / we take a simple random sample without replacement of size bj
such that

P
j2s bj � B . We denote this sub-sample of n.j / bym.j /. It is clear that

this procedure requires nominations from sampling units belonging to an m.j / for
j 2 s. Let

dj D aj

bj

X

k2m.j /
yk:

Then dj is unbiased for the quantity cj for j 2 s and
P

j2s
�
dj =�j

�
is unbiased for

NA. The procedure just described is termed “Restrictive Adaptive Sampling.”

Remark 6.5. One may wish to estimate the number of people having the sensitive
attribute and belonging to a specific subpopulation, for example we may wish to
estimate the number of female persons having the sensitive characteristic. This can
be easily done by utilizing appropriate indicator variables.

Although the Nominative Technique has not been used extensively, it has found
its way to be applied in certain cases. Kutnik, Belser, and Danailova-Trainor (2007),
although they did not use it, consider it as a good method in estimating the number
of human trafficking victims. John, Edwards-Jones, Gibbons, and Jones (2010) have
used it for assessing rule braking in conservation of natural resources.

6.4 The Three-Card Method

The so-called three-card method requires three independent samples. This tech-
nique, presented in Droitcour et al. (2001), is a simple technique and its name points
to a technique using some devices such as boxes and cards. However, the technique,
as it can be seen, can be implemented without the use of cards.
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Assume that we have three boxes, Box 1, Box 2, and Box 3. Each box contains
various answer categories and the answer categories in the boxes are arranged in
such a way that the sensitive item is in one of the boxes but in the company of
other non-stigmatizing categories. Following Droitcour et al. (2001), let A denote
the stigmatizing group, and B;C;D denote three other non-stigmatizing groups,
such that the four groups are mutually exclusive. The first sample is presented with
three boxes each one including statements as follows:

Box 1: I belong to B .
Box 2: I belong to C or D or A.
Box 3: I belong to some other group not in Box 1 or Box 2.

The second sample is presented with the three boxes as follows:

Box 1: I belong to C .
Box 2: I belong to B or D or A.
Box 3: I belong to some other group not in Box 1 or Box 2.

The third sample is presented with the following:

Box 1: I belong to D.
Box 2: I belong to B or C or A.
Box 3: I belong to some other group not in Box 1 or Box 2.

Each participant is instructed to report only the number of the box which is
applicable to him/her. Assume that �B , �C , and �D , are the population proportions
of people belonging to groups B;C;D, respectively. Then it is clear that estimates
O�B , O�C , and O�D of those proportions are available from the three samples. From
the first sample, and using the number of people who have chosen Box 2, we can
estimate the proportion of people having the stigmatizing characteristic. To that end,
let O�1CD denote the proportion of the participants in the sample selecting Box 2.
Then given that the groups are mutually exclusive, we immediately have that

O�1A D O�1ACD � O�C � O�D
is an estimator of the population proportion of people having the sensitive charac-
teristic.

In the same manner, we can have two other estimators of the population
proportion �A by using the other two samples. Thus one may wish to combine the
three estimators in a suitable manner. In such a case, the question arises as to how
to combine the three estimators so as to have the variance of the overall estimator as
small as possible. In addition, the question of optimal allocation to the three samples
should be considered. It is clear that given the above considerations there is enough
flexibility for the researcher to choose the appropriate sample sizes and to combine
the estimators obtained from the three different samples in a wise manner.

For the three-card method to be valid, the four groups A;B;C;D must be
mutually exclusive. This assumption creates an additional difficulty because the
investigator must find three mutually exclusive non-stigmatizing traits, B;C;D
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Fig. 6.1 Response structure for the triangular and cross-wise model

which in addition, are mutually exclusive with the stigmatizing trait A. This task
might be proven to be difficult. In Droitcour et al. (2001) the three groups were
easy to find given that the purpose was to estimate the percentage of people residing
illegally in the United States (group A). Those groups were, the group of people
with a valid green card issued by the U.S. government (group B), the group of
people who are U.S. citizens (group C ) and the group of people with a valid student
or work visa (group D). However, it is really a difficult task to define the three non-
stigmatizing groups in case, for example, the stigmatizing category is the group of
people using illegal drugs.

6.5 Non Randomized Models

In order to guard against the pitfalls accompanying randomized response techniques,
Tian, Yu, Tang, and Geng (2007), Yu, Tian, and Tang (2008) and Tan, Tian, and
Tang (2009) recommended essentially the version of “Non Randomized Models”
to facilitate extraction of responses on a sensitive feature say, A in the following
indirect way so as to estimate the proportion bearing it in a given community
of people purported to protect individual privacy to the extent possible. For an
individual labeled i in the population of N people, let yi take on the value 1 if i
bears A or 0 if i bears the complement Ac ; furthermore, let xi take on the value 1
if i bears an innocuous characteristic B , say, born in one of the months August to
December or the value 0 in the complimentary case Bc when i is born in one of the
seven months January to July in a year.

In Fig. 6.1, the left hand side diagram gives the Triangular Structure for a possible
indirect response which is either about the innocuous characteristic .y D 0; x D
0/ or about the unrevealing one of the three alternatives .y D 0; x D 1/, .y D
1; x D 0/, .y D 1; x D 1/ taken together. The two of the latter possibilities involve
stigmatizing feature but not the first one. So a response “Yes”/“No” to the queries in
this format need not be divulging the secret about bearing A as far as a respondent
is concerned. The right hand side diagram of Fig. 6.1, on the other hand, called the
“Cross-wise Model,” asks a respondent either to say “Yes” about .y D 0; x D 0/ [
.y D 1; x D 1/ or about .y D 0; x D 1/ [ .y D 1; x D 0/. “Yes” response about



6.5 Non Randomized Models 135

either of them hides the truth about bearing A. But revelation from such responses
collectively on a number of sampled persons is quite enough to provide us with
the requisite estimate we need. Observe that the sample selection is only by simple
random sampling with replacement for the resulting theory as propounded by Tian
et al. (2007), Yu et al. (2008) and Tan et al. (2009). However, an extension to general
sampling scheme is easily established as follows.

Supposing the population size N large enough, we may claim

1

N

NX

iD1
xi D P.x D 1/ D p

say, and P.x D 0/ D 1 � p, writing x for the underlying stochastic variable
taking on the values xi , i D 1; : : : ; N . Similarly, writing y for the sensitive variable
bearing the values yi , i D 1; : : : ; N , then

P.y D 1/ D 1

N

NX

iD1
yi D �

is the parameter we need to estimate. We shall assume, legitimately we may
presume, that x and y are independent variables. Naturally then

P.y D 1; x D 1/ D P.y D 1/P.x D 1/ D �p;

P.y D 1; x D 0/ D �.1 � p/;
P.y D 0; x D 1/ D .1 � �/p;
P.y D 0; x D 0/ D .1 � �/.1 � p/:

For a person labeled i , let us introduce the following notation:

C00i D .yi D 0; xi D 0/ ;

C01i D .yi D 0; xi D 1/ ;

C10i D .yi D 1; xi D 0/ ;

C11i D .yi D 1; xi D 1/ :

Let also

di D C01i [ C10i [ C11i :

Equivalently, we read 1 or 0 as their values if for i they hold or not. Then,

1

N

 
NX

iD1
C10i C

NX

iD1
C11i

!
D 1

N

NX

iD1
yi D �;
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and

1

N

NX

iD1
C00i D .1 � p/P.y D 0/:

Now,

� D
NX

iD1
di � 1

N

NX

iD1
C01i :

Also,

1

N

NX

iD1
C01i D p

N

NX

iD1
.yi D 0/

D pP.y D 0/

D p

1 � p
1

N

NX

iD1
C00i :

From a sample s taken from the population with a probability p.s/ according to
a general design, we have at hand the values of di for i 2 s and C00i for i 2 s. If the
inclusion probabilities �i D P

s3i p.s/ are all positive, then we may unbiasedly
estimate � by

O� D 1

N

X

i2s

di

�i
� 1

N

p

1 � p
X

i2s

C00i

�i
D 1

N

X

i2s

ei

�i
;

where

ei D di �
�

p

1 � p
�
C00i :

Supposing the general sampling design ensures each sample to have a fixed
number of units, each distinct, in addition, with �ij D P

s3i;j p.s/ > 0 for every

i ¤ j , then this Horvitz–Thompson estimator O� has the unbiased variance estimator
given by Yates and Grundy (1953) as

u D 1

N 2

X

i

X

j;j>i

�
�i�j � �ij

�ij

��
ei

�i
� ej

�j

�2
:

This is for the Triangular non randomized response model. The Cross-wise model
develops similarly as follows:
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For this model a response from a person i sampled in s as above will be

bi D .yi D 0; xi D 0/ [ .yi D 1; xi D 1/

or

gi D .yi D 0; xi D 1/ [ .yi D 1; xi D 0/ :

Then,

1

N

NX

iD1
bi D .1 � p/P.y D 0/C pP.y D 1/;

and

1

N

NX

iD1
gi D pP.y D 0/C .1 � p/P.y D 1/:

It follows that,

p

 
1

N

NX

iD1
bi

!
� .1 � p/ 1

N

NX

iD1
gi D .2p � 1/P.y D 1/:

So, � D P.y D 1/ may be unbiasedly estimated by

1

.2p � 1/N

"
p
X

i2s

bi

�i
� .1 � p/

X

i2s

gi

�i

#
;

i.e., by

�� D 1

N

X

i2s

fi

�i

where

fi D pbi � .1 � p/gi
2p � 1

noting that 2p � 1 ¤ 0 since p D 5=12. An unbiased variance estimator for this ��
is then

u� D 1

N 2

X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
fi

�i
� fj

�j

�2
:
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Christofides (2009) essentially provides the following indirect question and
answer device avoiding any randomization experiment to be implemented by a
respondent. Assume that a sample of size n is drawn with replacement from the
population. Each person drawn in the sample is asked the following question:

(I) Are you a member of (the stigmatizing) group A?

If the answer is “Yes,” without disclosing the answer, the person responds with a
“Yes” or “No” to the following question:

(II) Are you a member of (the non-stigmatizing) group B?

Otherwise, i.e. if he/she does not have the sensitive item, he/she responds with a
“Yes” or “No” to the following question:

(III) Are you a member of (the non-stigmatizing) group C ?

The nonsensitive groups are defined by the investigator. For example B could be
the group of people whose social security number ends in 5, 6, or 7 and C could
be the group of people born in the months of January, February, March or April.
One could also choose C to be the complement of B , as long as the population
proportion of B is different from 0:5.

Assume that 	1 and 	2 are the known population proportions of the innocuous
groups B and C , such that 	1 ¤ 	2. It is easy to see that the probability � of a “Yes”
response from a sampled person is

� D �	1 C .1 � �/	2
from which it follows that

� D � � 	2
	1 � 	2 :

If O� is the sample proportion of people providing a “Yes” response, the it is easy to
show that

O� D
O� � 	2
	1 � 	2 (6.3)

is unbiased for � with variance given by the expression

V
� O�
�

D 1

n

	
� .1 � 2	2/
	1 � 	2 � �2 C 	2 .1 � 	2/

.	1 � 	2/2


:

An unbiased estimator of the variance is provided by

OV
� O�
�

D 1

n � 1

" O� .1 � 2	2/
	1 � 	2 � O�2 C 	2 .1 � 	2/

.	1 � 	2/2
#
:
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Remark 6.6. The standard maximum likelihood estimation approach can verify
that the estimator given by (6.3) is also the maximum likelihood estimator of � .
But in such a case, one ignores the possibility that the estimator produced might
take on values outside the standard parameter space of the interval Œ0; 1�, and thus
might exhibit the pathological symptoms of many randomized response estimators.
However, by truncation we can correct the estimator so that it belongs to the correct
parameter space. The truncated estimator, denoted by O�tr in this case is:

O�tr D

8
<̂

:̂

0 if O� � 	2 < 	1 or 	1 < 	2 � O�
O��	2
	1�	2 if 	2 < O� < 	1 or 	1 < O� < 	2
1 if 	2 < 	1 � O� or O� � 	1 < 	2:

The above truncated estimator is of course biased. However, it has smaller mean
squared error than the standard one.

For a general sampling design, and to keep things simple, assume that C is the
complement of B and that the prevalence of B is p, with p ¤ 0:5. Let

yi D
�
1 if i bears A
0 if i bears Ac:

A sampled person is to give the response Ii which is either 1 or 0 again according
to the following rule.

If i bears A, he/she is to report 1 or 0 according as he/she belongs to B; if i bears
Ac he/she is to report 1 or 0 according as he/she belongs toBc . The respondent is not
to answer randomly. Yet Ii turns out to be a random variable. It has the distribution

P .Ii D 1/ D
�

p if i bears A
1 � p if i bears Ac:

So, Ii has expectation, say,

EI .Ii / D yip C .1 � yi / .1 � p/ D .1 � p/C .2p � 1/yi
and variance, say

VI .Ii / D EI .Ii / .1 �EI .Ii // D p.1 � p/ (6.4)

where (6.4) follows easily since y2i D yi . Let

ri D Ii � .1 � p/
2p � 1 :

Then, EI .ri / D yi . So, � D 1
N

PN
iD1 yi has the unbiased estimator due to Horvitz

and Thompson (1952) as
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Q� D 1

N

X

i2s

ri

�i
:

Obviously,

Vi .ri / D p.1 � p/
.2p � 1/2 D Vi ;

say. Let us write

E D EpEI D EIEp

the overall expectation operator and

V D EpVI C VpEI D EIVp C VIEp

as the overall variance operator and taking the expectation and variance operators
with respect to the sampling design as Ep and Vp , respectively. Then,

E
� Q�
�

D 1

N

NX

iD1
yi D �

giving Q� as our required unbiased estimator for the proportion bearing A in
the community of N people. Emphasizing that people report the values for Ii
independently of each other implying the ri ’s are independent variables, we find

V
� Q�
�

D Ep

 
1

N 2

X

i2s

Vi

�2i

!
C Vp

 
1

N

X

i2s

yi

�i

!

D 1

N 2

2

4
X

i2s

Vi

�i
C
X

i

X

j;j>i

�
�i�j � �ij

� �yi
�i

� yj

�j

�2
3

5

D EI

2

4 1

N 2

X

i

X

j;j>i

�
�i�j � �ij

� � ri
�i

� rj

�j

�2
C 1

N 2

NX

iD1
Vi

3

5 :

So, an unbiased estimator for V
� Q�
�

is

v D 1

N 2

2

4
X

i2s

X

j2s;j>i

�
�i�j � �ij

�ij

��
ri

�i
� rj

�j

�2
C p.1 � p/
.2p � 1/2

X

i2s

1

�i

3

5 :
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Christofides’ (2009) non randomized response model theoretically is quite anal-
ogous to Warner’s (1965) randomized response model. The difference is on the way
the randomization is performed. In Warner’s (1965) technique the randomization
takes place with the use of a randomization device. In Christofides’ (2009) model
the sensitive question is used to perform a randomization without the need of a
device.

Christofides’ (2009) non randomized response model is very different from the
three other non randomized response models. But all four non-randomized response
models discussed require the knowledge of p. However, the following modification
in the previously described technique handles the case where one needs to use in the
sample survey the innocuous characteristic B whose prevalence p is unknown. To
keep things simple we will present the modification for the case of simple random
sampling with replacement.

Again, assume that � is the population proportion of people belonging to
the sensitive group, p is the (unknown) population prevalence of the innocuous
characteristic B and 	 be the known prevalence of the innocuous characteristic C ,
assuming that 	 ¤ 0:5. We need to draw two independent random samples of sizes
n1 and n2. Each person from the first sample is faced with the following question:

(I) Are you a member of (the stigmatizing) group A?

If the answer is “Yes,” without disclosing his/her answer to the interviewer, the
sampled person responds with a “Yes” or “No” to the following question:

(II) Are you a member of (the non-stigmatizing) group B?

Otherwise, i.e. if he/she does not belong to group A, he/she is to provide a “Yes” or
“No” answer to the question:

(III) Are you a member of (the non-stigmatizing) group C ?

For people drawn in the second sample the procedure is the same except that
question (III) is replaced by the following question:

(IV) Are you a member of (the non-stigmatizing) group Cc?

Let �1 and �2 be the probability of a “Yes” response from a person sampled in
the first and second sample respectively. Then

�1 D �p C .1 � �/	 and �2 D �p C .1 � �/.1 � 	/: (6.5)

From these two equations we immediately have that

� D 1 � �1 � �2
2	 � 1 :

Based on that and assuming that O�1 and O�2 are the sample proportions of people
providing a “Yes” response, we can show that
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O� D 1 �
O�1 � O�2
2	 � 1

is an unbiased estimator of � with variance

V
� O�
�

D 1

.2	 � 1/2
	
�1 .1 � �1/

n1
C �2 .1 � �2/

n2



:

An unbiased estimator of the variance is provided by

OV
� O�
�

D 1

.2	 � 1/2

2

4
O�1
�
1 � O�1

�

n1 � 1 C
O�2
�
1 � O�2

�

n2 � 1

3

5 :

Observe that based on this method, one can also estimate the prevalence p of the
nonsensitive characteristic B by means of any one of Eq. (6.5).

The previously modified version of the device free randomized response model
could be applied for estimating the percentage of students engaging in a specific
form of academic dishonesty. What follows is a “hypothetical” example where we
focus on estimating the percentage of senior undergraduate students (of a specific
university) who have applied, at least once during the course of their studies for
outside (paid) help in order to prepare an essay or a project needed as part of their
homework assignment. Obviously, the issue is sensitive enough and therefore, direct
responses are difficult to obtain, and even in case one is able to collect answers, they
are likely to be untruthful. Assume that two random samples of sizes 154 and 138 of
senior undergraduate students were selected. The students are instructed to submit
their answer on a specifically designed web page, which is accessible only to them.
In the instructions, it is explained what the purpose of the survey is and that the
method does not allow for anyone to infer whether each one of them personally has
engaged in the specific activity of plagiarism. The specific instructions (related to
the method) for each student selected in the first sample are the following:

“If during the course of your studies you have paid at least once an outsider to prepare
for you a homework assignment, answer the following question A with a “Yes” or “No.”
Otherwise, answer question B.

Question A: If you were to begin your studies again, would you choose this University
for your undergraduate studies?
Question B: Is the last digit of the last outgoing call from your mobile phone, 6, or 7 or
8 or 9?

The instructions for each student selected in the second sample were the following:

“If during the course of your studies you have paid at least once an outsider to prepare
for you a homework assignment, answer the following question A with a “Yes” or “No.”
Otherwise, answer question B.
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Question A: If you were to begin your studies again, would you choose this University
for your undergraduate studies?
Question B: Is the last digit of the last outgoing call from your mobile phone, 0, or 1, or
2, or 3, or 4, or 5?

Suppose that at the end of this survey, 39 of the students in the first sample gave a
“Yes” response (and 115 a “No” response) while for the second sample 43 “Yes”
and 95 “No” responses are recorded. In this scenario, group C is the group of people
whose last outgoing call ends in 6, 7, 8, or 9. Assuming that outgoing calls from
someone’s mobile phone are equally likely to end in any of the ten digits, then
	 D 0:4. From the previous data, we find that

O�1 D 39

154
� 0:25 and O�2 D 43

138
� 0:31:

Then the point estimate of � is

O� D 1 �
O�1 � O�2
2	 � 1 D 1 � 0:25 � 0:31

0:8 � 1 D 0:7

with estimated variance

OV
� O�
�

D 1

.2	 � 1/2

2

4
O�1
�
1 � O�1

�

n1 � 1 C
O�2
�
1 � O�2

�

n2 � 1

3

5

D 1

.0:2/2

	
0:25.1 � 0:25/

153
C 0:31.1 � 0:31/

137




� 0:07;

i.e., the point estimate for the percentage of senior students engaging in this sensitive
activity is estimated to be around 70 %, with estimated variance 7 %. From the data
it is also possible to estimate the percentage of senior students who would choose
another institution for their studies, if they were to start from the very beginning.
This percentage is found to be around 80 %. These figures, although are based
on hypothetical data and even in case of real data the estimates are subject to
various forms of nonsampling error, it is possible that are not far from reality. There
are many studies, some of them utilizing indirect questioning techniques which
prove that plagiarism and academic dishonesty in universities is widespread. See
for example, Coutts, Jann, Krumpal, and Naeher (2011), Jann, Jerke, and Krumpal
(2012) and Hejri, Zendehdel, Asghari, Fotouhi, and Rashidian (2013).

Further details on the non randomized models presented in this section can be
found in Chaudhuri (2012).
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6.6 Surveys with Negative Questions

Surveys with negative questions or simply “negative surveys” have been introduced
initially by Esponda (2006) and later developed by Esponda and Guerrero (2009).
The technique is relatively new and further research on this area is expected
to follow in the years to come. The technique combines elements of direct
survey research and randomized response. Following Esponda and Guerrero (2009)
consider the following scenario.

Assume that we have a survey questionnaire which consists of a single question.
To this question a participant provides one answer from a list of k possible answers.
These answers must be mutually exclusive and exhaustive, i.e., the participant must
provide only one answer and precisely one applies to him/her. This scenario is
the typical scenario of direct questionnaires, although it is not realistic to assume
that the entire questionnaire consists of a single question. In case the question is
of sensitive nature, the survey exhibits the usual pathology of direct questioning.
Let us call a survey utilizing such a questionnaire a “positive question survey.”
For example, following Esponda and Guerrero (2009), assume that the questionnaire
consists of the following item:

I earn:

(a) Less than 30000 euros a year
(b) Between 30000 and 70000 euros a year
(c) More than 70000 euros a year.

The purpose of such a questionnaire is to estimate, based on a simple random sample
of size n chosen with replacement from the population the proportion of people
belonging to each one of the three income categories.

Now consider a questionnaire, the negative of the above, which again consists of
a single question with k possible answers, all of which, except one (and only one)
are true for each participant. The participant is requested to report to the interviewer
one of the true ones. The question is phrased in a negative manner and by reporting a
specific answer, the participant provides a category to which he/she does not belong.
For the above questionnaire, its negative is the following:

I do not earn:

(a) Less than 30000 euros a year
(b) Between 30000 and 70000 euros a year
(c) More than 70000 euros a year.

It is clear that for a participant, two out of the three options are valid. For example,
a person whose income is more than 70,000 euros should report either (a) or (b).

For the above approach, Esponda and Guerrero (2009) argue that by utilizing
Shannon’s uncertainty measure, one can show what the intuition points out to,
namely that the amount of information disclosed by answering a questionnaire
containing the “negative question” is no more than the amount of information
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disclosed when responding to the direct version of the questionnaire. To that end,
let X be the random variable representing the true category of a member of the
population. Let also �i D P .X D i/ be the probability that category i is true in a
direct response survey and let P .X D i jX ¤ s/ be the probability that category i is
true after s has been removed, i.e., after finding out that it is not applicable. Then the
information disclosed by answering the negative questionnaire can be expressed as

I .1; : : : ; kjX ¤ s/ D �
kX

iD1

�i log�i C
X

i¤s

P .X D i jX ¤ s/ logP .X D i jX ¤ s/ :

The first term of the right-hand side is the amount of information disclosed from
the positive version of the questionnaire and the second term is the amount of
information from the same questionnaire, after category s is no longer an option.
From the above equation it is clear that

I .1; : : : ; kjX ¤ s/ � �
kX

iD1
�i log�i ;

showing that the amount of information disclosed from the negative questionnaire,
is at most the amount of information disclosed by responding to the positive one.

As above, let X be the random variable representing the true category of a
member of the population. In addition let Y be the random variable representing
the reported category. Assume further that

P.Y D i/ D �i ; i D 1; : : : ; k

and that the quantities �1; : : : ; �k are the same for all participants. Let also ni
denote the number of times the event fY D ig occurs. Then the random vector
.n1; : : : ; nk/

T follows the multinomial distribution with parameters n and � D
.�1; : : : ; �k/

T . Let

pii D 0;

pij D P.Y D i jX D j /; for i ¤ j:

Then we can express the probability �i as

�i D
kX

jD1
P.Y D i jX D j /�j D

kX

jD1
pij�j ; i D 1; : : : ; k: (6.6)

Equation (6.6) can be written in matrix notation as

� D P�;
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where P is a k-dimensional square matrix with elements the quantities pij and � D
.�1; : : : ; �k/

T .
It is known that the maximum likelihood estimator of the probability �i is

the sample proportion O�1 D ni=n and by utilizing properties of the multinomial
distribution we immediately have that

E
� O�i

�
D �i ;

Var
� O�i

�
D �i .1 � �i /

n
; i D 1; : : : ; k

and

Cov
� O�i ; O�j

�
D ��i�j

n
; i D 1; : : : ; k; j D 1; : : : ; k; i ¤ j:

The following theorem of Esponda and Guerrero (2009) whose proof is similar to
the one with P not necessarily a square matrix, presented in Chaudhuri and Mukerjee
(1988), p. 37, gives an unbiased estimator for the vector � D .�1; : : : ; �k/

T .

Theorem 6.6. If the matrix P is nonsingular, an unbiased estimator of � is the
quantity O� D P�1 O� with variance

Var . O�/ D 1

n
P�1 hDiag .�/ � ��T

i �
PT
��1

where O� D
� O�1; : : : ; O�k

�T
and Diag .�/ is a diagonal matrix with �1; : : : ; �k as its

diagonal elements.

It is reasonable to expect that in a questionnaire with negative questions, a
respondent is biased against options which might be considered as stigmatizing.
For the above scenario with the income example, a person earning between 30,000
and 70,000 euros is more likely to choose option (c) than option (a). Therefore the
issue of how participants choose an option is of major significance. One possibility
is that participants are instructed to choose any option with the same probability, for
example with the use of a fair die having k � 1 faces. Another possibility would be
to give instructions to the participants to select an option with different probabilities
with the use of a die manufactured for that purpose. Xie, Kulik, and Tanin (2011)
propose the use of the so-called Gaussian Negative Surveys, where the selection of
the response is based on the normal distribution. In any case, this is an issue that
needs to be further studied and developed.

For the case where each one of the other k � 1 options is selected with the same
probability, i.e., when

pii D 0;

pij D P.Y D i jX D j / D 1

k � 1 for i ¤ j;
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following Esponda and Guerrero (2009) we say that we have the equal chance
design. For that design we have the following result, due to Esponda and Guerrero
(2009).

Theorem 6.7. Assume that we have the equal chance design. Then an unbiased
estimator for the population proportion �i is given by

O�i D 1 � .k � 1/ O�i

where O�i D ni=n for i D 1; : : : ; k with variance

Var . O�i / D �i .1 � �i /
n

�
1C k � 2

�i

�
:

Observe that in the above formula for the variance of the estimator, the first factor
is the variance that one would have if a direct survey is conducted, and the second
part is the price we pay for using the randomization. From the above expression for
the variance it is clear that the number of options should be kept to a minimum, i.e.,
it should be as small as possible. Of course, it is obvious that in case k D 2 the
second part does not exist, but after all, in such a case, we do not have a survey with
negative questions but we essentially have a direct survey with only two options for
the original question.

Variations of surveys with negative questions can be described and studied.
Some of them follow directly from the material in Esponda (2006) and Esponda
and Guerrero (2009). Some others can be further developed, for example the
case where a participant has the option to use the questionnaire with the direct
question or the questionnaire with the negative version. In such a case, based on
the experience from the similar approach in randomized response, one expects to
obtain estimates with lower mean square error. Obviously, it will be difficult if
not impossible to use surveys with negative questions in order to estimate purely
qualitative characteristics.
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Chapter 7
Protection of Privacy

Abstract The main motivation behind indirect questioning is to increase participa-
tion, reduce nonresponse and reduce untruthful responses in surveys dealing with
stigmatizing characteristics. Indirect questioning techniques are often advertised as
methods protecting the privacy of the participants in surveys dealing with stigmatiz-
ing or sensitive issues. This is easy for anyone to see. However, different techniques
do not necessarily offer the same level of protection. Quantitative measures of the
protection of privacy and measures of jeopardy have been devised, which can be
used, among other things, to compare one indirect questioning technique to another.
Those measures are discussed and special emphasis is put on their limitations.
In this chapter a case is made for the need to develop quantitative measures of
the protection of privacy as perceived by the participants. A person is willing to
participate in indirect questioning sample surveys if he/she feels that his/her privacy
is protected and that the answer provided is not sufficient for someone to determine
whether he/she bears the stigmatizing characteristic. Real life examples are cited
which prove that the issue of privacy protection from the participant’s point of view
is indeed very important.

7.1 Introduction

Responding to questions of sensitive nature may jeopardize one’s privacy. In fact the
need to develop the randomized response methodology was founded on the purpose
to protect the privacy and anonymity of the participants so that the percentage of
people refusing to respond or providing untruthful responses is appreciably limited
to a minimum. Various mathematical measures of protection of privacy have been
developed. Those measures can be assessed in relation to the efficiency for each one
of the randomized response techniques. In general, the privacy protection measures
and the efficiency of a technique move to opposite directions.

In addition, the measures of the protection of privacy are mathematical objects
which cannot be easily (if not at all) understood by the participants. Respondents’

A. Chaudhuri and T.C. Christofides, Indirect Questioning in Sample Surveys,
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criterion for participation in an indirect questioning survey is what one may call
the perceived protection of privacy, i.e., their own subjective measure of how their
anonymity is maintained and their own feeling of how their privacy is protected.

In Sect. 7.2 we present the measures of jeopardy for indirect questioning and in
particular for randomized response techniques. The issue of efficiency and protec-
tion of privacy is examined. In Sect. 7.3 we discuss the issue of privacy protection
in randomized response techniques for quantitative stigmatizing characteristics.
In Sect. 7.4 we examine the issue of the perception of privacy protection and provide
evidence that the perceived protection of privacy and privacy protection do not
always coincide. Finally, we make a case for further development and study of the
issue of the perceived protection of privacy.

7.2 Measures of Jeopardy

Measures of the protection of privacy associated with randomized response tech-
niques have been devised and presented by various authors. For a brief summary
of those measures one may consult Ljungqvist (1993), although new measures
and approaches have been presented more recently. See, for example, Guerriero
and Sandri (2007), Quatember (2009), Nayak and Adeshiyan (2009), Chaudhuri,
Christofides, and Saha (2009) and Hong, Yan, and Wei (2010). It has to be noted,
however, that no measure of privacy protection is universally accepted. For each
one of the measures of privacy protection one can point out its limitations and
disadvantages.

Assume that � denotes the probability that a person belongs to a sensitive or
stigmatizing group A. Let R denote a specific response by a person participating
in a randomized response survey. The quantity P.AjR/ denotes the probability
that a person has the stigmatizing characteristic given that his/her response is R
and similarly P .Ac jR/ denotes the probability that he/she does not belong to the
stigmatizing group given that the response provided is R. Then

P.AjR/ D �P.RjA/
�P.RjA/C .1 � �/P .R j Ac/ (7.1)

and

P .Ac jR/ D .1 � �/P .R j Ac/
�P.RjA/C .1 � �/P .R j Ac/ (7.2)

are considered as revealing probabilities as to whether a person belongs to A or
to Ac when he/she provides the specific response R. One may say that the privacy
is protected if the conditional probability of a person belonging to the stigmatizing
group given that the response provided isR is no greater than the prior probability � .
Based on this approach we may consider the responseR as jeopardizing with respect
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to A if P.AjR/ > � . Similarly, R is jeopardizing with respect to Ac if P .Ac jR/ >
1 � � . If we combine (7.1) and (7.2), then

J.R/ D P.AjR/=�
P .Ac j R/ =.1 � �/ D P.RjA/

P .R j Ac/
can be thought of as a measure of jeopardy and high values of this measure indicate
that the protection of privacy of a respondent is in jeopardy. The above measure is
due to Leysieffer and Warner (1976).

The conditional probabilities in (7.1) and (7.2) can be used to compare two
different randomized response techniques, say Technique 1 and Technique 2.
Following Lanke (1976) we can define the quantity

g.A/ D max fP.AjR D 1/; P.AjR D 0/g :

Then we say that Technique 1 is more protective than Technique 2 if g.A/ for
Technique 1 is smaller than g.A/ for Technique 2. For such a comparison of course,
one should also account for the efficiency between the two techniques.

Nayak (1994) studied extensively the measures of privacy protection. His
approach is to use the probabilities P.AjR D 1/ and P.AjR D 0/ in order to
compare two different randomized response techniques. To that end, he states that
design d1 is better than design d2 if

Pd1.AjR D 1/ � Pd2.AjR D 1/;

Pd1.AjR D 0/ � Pd2.AjR D 0/;

and

Vd1

� O�
�

� Vd2

� O�
�
;

for all � 2 Œ0; 1� and at least one strict inequality holds for some � , where the
subscripts d1 and d2 specify the design. However Nayak’s presentation as well
as of his predecessors is focused on the case where the respondents are selected
using simple random sampling with replacement. Chaudhuri and Saha (2004) and
Chaudhuri et al. (2009) covered the situation where respondents are selected with
a general sampling scheme. We will describe this latter approach later on in this
chapter. First, we will present an interesting method to compare the efficiency of
methods offering the same protection of privacy. This method is due to Quatember
(2009).

Quatember’s approach is first to describe a number of randomized response
techniques in a unified manner, termed by him as standardization. Assume again
that A denotes the stigmatizing group, whereas B denotes an innocuous group,
such as the one used in Greenberg et al.’s (1969) Unrelated Question Model.
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Each respondent is instructed to do one of the following five things, with respective
probabilities p1, p2, p3, p4, p5, such that

P5
iD1 pi D 1.

(a) To answer with “Yes” or “No” the question: Are you a member of group A?
(b) To answer with “Yes” or “No” the question: Are you a member of group Ac?
(c) To answer with “Yes” or “No” the question: Are you a member of group B?
(d) To say “Yes.”
(e) To say “No.”

By assigning to some of the parameters p1, p2, p3, p4, p5, the values zero and one
we can have specific techniques known in the literature. For example if p1 D 1 then
what we have is just a direct questioning survey. By choosing p3 D p4 D p5 D 0we
have the standard Warner’s (1965) technique, while by choosing p2 D p4 D p5 D 0

we have Greenberg et al.’s (1969) Unrelated Question Model. This standardization
contains 16 different models. Let as before � denote the population proportion of
people belonging to the sensitive group A and �B denote the population proportion
of people having the nonsensitive characteristic B . Let the variable yi take on the
value 1 if the i -th unit of the population U has the sensitive characteristic and
the value 0 otherwise. Let also the variable zi be equal to 1 if the i -th unit of the
sample answers “Yes” and the value 0 otherwise. Then the probability of a “Yes”
answer with respect to the randomized response questioning design R is:

PR .zi D 1/ D p1yi C p2 .1 � yi /C p3�B C p4 D ayi C b

where a D p1 � p2 and b D p2 C p3�B C p4. Then it is trivial to verify that
Oyi D a�1 .zi � b/ unbiasedly estimates yi provided a ¤ 0, and consequently, for a
sampling design with inclusion probabilities �i , the quantity

O� D 1

N

X

s

Oyi
�i

(7.3)

unbiasedly estimates � where N is the size of the population. For a probability
sampling design p, the variance of the estimator is given by

Vp

� O�
�

D 1

N 2

"
Vp

 
X

i2s

yi

�i

!
C b.1 � b/

a2

X

i2U

1

�i
C 1 � 2b � a

a

X

i2U

yi

�i

#
:

(7.4)

This variance is of course unknown and unbiased estimators can be obtained by
replacing Vp

�P
s .yi=�i /

�
by an unbiased estimator OVp

�P
s .yi=�i /

�
and the termP

U .yi=�i / by
P

U

� Oyi=�2i
�
. In the special case where the sampling design is

simple random sampling without replacement, (7.3) and (7.4) are respectively

O� D O�yes � b
a
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and

V
� O�
�

D N � n
N � 1

�.1 � �/
n

C 1

n

�
b.1 � b/
a2

C .1 � 2b � a/�
a

�
;

where O�yes is the proportion of people responding “Yes” in the sample of size n.
This variance of course can be unbiasedly estimated by

OV
� O�
�

D
O�
�
1 � O�

�
.N � n/

.n � 1/N C 1

n

 
b.1 � b/
a2

C .1 � 2b � a/ O�
a

!
:

The above expression of the variance can be used to compare the efficiency of the
various randomized response techniques which can be described by the general
standardized model, provided they offer the same level of privacy protection. Again
following Quatember (2009), consider the following measures of privacy.

�j D max fP .zi D j j i 2 A/ ; P .zi D j j i 2 Ac/g
min fP .zi D j j i 2 A/ ; P .zi D j j i 2 Ac/g ; j D 0; 1:

Expressing the parameters �0 and �1 in terms of the quantities a and b we have the
alternative expressions

�0 D max f1 � a � b; 1 � bg
min f1 � a � b; 1 � bg (7.5)

and

�1 D max faC b; bg
min faC b; bg : (7.6)

The quantities �0 and �1 can take on any value from 1 to infinity. The privacy
is completely protected in the extreme case where the two parameters are equal
to 1. But in such a case, the answer of the participants is not informative and
thus useless. Higher values of these two measures imply more information on the
sensitive characteristic, but as is always the case, this results in loss of efficiency.

From (7.5) and (7.6) one can express the quantities a and b in terms of the
measures �0 and �1. By doing so, one has

a D
�
1 � ��1

1

� �
1 � ��1

0

�

1 � ��1
0 �

�1
1

and b D ��1
1

�
1 � ��1

0

�

1 � ��1
0 �

�1
1

:

Then, it follows that the variance of the estimator for a sampling design p depends
on the loss of privacy which is measured by the quantities �0 and �1. Thus, designs
with the same values for �0 and �1 are equally efficient. Given that, one could choose
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the design parameters in an optimal way so as to achieve the prescribed levels of �0
and �1. For example, for Warner’s (1965) technique, choosing p1 D �1=.1 C �1/

and p2 D 1 � p1 ensures the optimum value for the variance.
Quatember’s (2009) approach presents in a uniform way a number of techniques.

In Quatember (2012) this standardization is extended to the case of multi-stage
setup, so that techniques which require more than two stages are included. Among
those techniques are the ones of Mangat and Singh (1990), Mangat (1992), Mangat,
Singh, and Singh (1993) and Singh, Singh, Mangat, and Tracy (1995).

The approach just described, covers many models, but does not offer any way to
handle techniques which allow for more than just the two “Yes” and “No” answers.
The approach developed by Chaudhuri et al. (2009) covers techniques which allow
for multiple answers. This is as follows.
Denote by Li the probability that the unit i of the population belongs to the
stigmatizing group. To avoid trivialities we assume that Li can be neither zero
nor one.

Let Li.R/ denote the (conditional) probability that unit i of the population
belongs to the stigmatizing group, given that his/her response is R. Then

Ji .R/ D Li.R/=Li

Œ1 � Li.R/� = .1 � Li/ (7.7)

is regarded as the response-specific measure of jeopardy of participant for the
particular randomized response technique.

The above measure of jeopardy depends on the specific response R. It is fair
that this measure should be communicated to the participants before they agree to
participate, because, such a measure quantifies the risk of revealing one’s status
about the stigmatizing characteristic. However, given that the measure is response-
specific, its value for the various possible responses, especially for randomized
response techniques with more than two possible responses, will not be easily
accessed by the participants. But even in the case of randomization devices with
just two possible answers, the numerical value of the above measure is not really
of any value to a participating person. Assume, for instance, that in the Warner’s
(1965) model a participant responds to the question whether he/she belongs to the
stigmatizing group with probability 0:44. Then the values for J.1/ and J.0/ are
0:785 and 1:272, respectively (assuming here that the value R D 1 means that
the participant responded “Yes” and similarly the value R D 0 corresponds to a
“No” response). These values can hardly quantify the risk of revealing one’s status
about the sensitive attribute. In addition, they could be misunderstood. For example,
under the impression that a smaller value protects their privacy better, participants
presented with the above two values of 0:785 and 1:272might be tempted to provide
a “Yes” response, the same way that they may be tempted to provide a “No” response
if they are presented with the values of 1:439 and 0:694 corresponding to J.1/ and
J.0/, respectively, for the case where the parameter of the randomization device is
0:59. It is therefore reasonable to construct a measure which is not response specific
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but rather takes into consideration all possible responses. Such a new measure can
be regarded as a technical specification of the randomization device and should
be made known to the participants before they agree to participate in the survey.
Chaudhuri et al. (2009) proposed the following measure:

NJi D 1

M

X

R

Ji .R/; (7.8)

where M is the number of possible responses of the particular randomized
response technique and the summation is taken over all possible responses. This
measure takes on a single value. Values close to unity are those that are taken
to guarantee the protection of privacy of the i -th participant. We will display the
above measure for the following techniques: Warner’s (1965) model, Kuk’s (1990)
procedure, Mangat and Singh’s (1990) technique, Christofides’ (2003) technique
and the Three Sample Item Count Technique. Warner’s (1965) and Mangat and
Singh’s (1990) allow only for two possible responses whereas the remaining
techniques allow for more than two.

For Warner’s (1965) technique with randomization parameter p the above
measure is calculated as follows:
For the i unit of the population, let Ii denote his/her randomized response, i.e., Ii
takes one the value 1 if i responds “Yes” and the value 0 if i responds “No.” Then,

Li.1/ D LiP .Ii D 1 j yi D 1/

LiP .Ii D 1 j yi D 1/C .1 � Li/ P .Ii D 1 j yi D 0/

D pLi

.1 � p/C .2p � 1/Li (7.9)

and

Li.0/ D LiP .Ii D 0 j yi D 1/

LiP .Ii D 0 j yi D 1/C .1 � Li/ P .Ii D 0 j yi D 0/

D .1 � p/Li
p C .1 � 2p/Li (7.10)

Using (7.9) and (7.10) in (7.7) we find that

Ji .1/ D p

1 � p and Ji .0/ D 1 � p
p

:

From (7.8) it follows that

NJi D Ji .1/C Ji .0/

2
D 1

2

�
p

1 � p C 1 � p
p

�
:
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Observe that with p ! 0:5, NJi ! 1, but of course in such a case the variance of the
estimator goes to infinity.

For Kuk’s (1990) model, NJi can be calculated in a similar manner. Recall first that
under this technique, participant i is presented with two boxes containing identical
cards of red and white color. Assume that in each box we have sufficiently large
numbers of cards and the proportion of red cards in the two boxes are p1 and p2,
respectively. A person sampled is requested to use the first box, if he/she has the
stigmatizing characteristic and the second box if not. The use of the box consists of
k independent draws of cards with replacement and the participant is to report to the
interviewer the number of times a red card is drawn, denoted by fi . Then we can
calculate the following quantities:

Li .fi / D
Li

h
p
fi
1 .1 � p1/k�fi

i

p
fi
2 .1 � p2/k�fi C Li

h
p
fi
1 .1 � p1/k�fi � pfi2 .1 � p2/k�fi

i

and

Ji .fi / D p
fi
1 .1 � p1/k�fi

p
fi
2 .1 � p2/k�fi :

Then,

NJi D 1

k C 1

kX

fiD0
Ji .fi / :

Observe that, in a similar way to the behavior of the above quantity in Warner’s
model, NJi ! 1, as p1 ! p2, but at the same time the variance of the estimator goes
to infinity.

For Mangat and Singh’s (1990) device we can calculate the relevant measures of
jeopardy. First recall that in this technique a sampled person i is provided with two
randomization devices, which must be used in the absence of the interviewer. Using
the first randomization device, the sampled person, is instructed with probability
T .0 < T < 1/ to respond truthfully (with a “Yes” or “No”) whether he/she
has the stigmatizing characteristic and with probability 1 � T to use the second
randomization device which is exactly the same as in Warner’s technique with
parameter p. Then

Li.1/ D Li ŒT C .1 � T /p�
.1 � T /.1 � p/C Li ŒT C .1 � T /.2p � 1/� D Li.˛ C ˇ/

ˇ C Li˛
;

Li .0/ D Li.1 � T /.1 � p/
T C p.1 � T /C Li ŒT C .1 � T /.2p � 1/� D Liˇ

˛ C ˇ � Li˛ ;
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where ˛ D T C .1 � T /.2p � 1/ and ˇ D .1 � T /.1 � p/. In addition,

Ji .1/ D ˛ C ˇ

ˇ
and Ji .0/ D ˇ

˛ C ˇ
:

Then

NJi D 1

2
ŒJi .0/C Ji .1/� D 1

2

�
ˇ

˛ C ˇ
C ˛ C ˇ

ˇ

�
:

Observe that NJi ! 1, as ˛ ! 0. However, from Sect. 4.4.3,

Vi D .1 � T /.1 � p/ ŒT C p.1 � T /� D ˇ.1 � ˇ/
˛2

which means that Vi ! 1, as ˛ ! 0.
For the Christofides (2003) device, recall that a sample person is required to

generate one of the numbers 1; : : : ;M using a random mechanism which produces
these numbers with respective probabilities p1; : : : ; pM , with 0 < pj < 1, j D
1; : : : ;M and

PM
jD1 pj D 1. Then he/she is to report the number generated, say k,

if he/she does not belong to the sensitive group, or the numberM C1�k otherwise.
We can easily calculate the quantities,

Li.k/ D LipMC1�k
pk C Li .pMC1�k � pk/ ; k D 1; : : : ;M;

and

Ji .k/ D pMC1�k
pk

; k D 1; : : : ;M:

Therefore,

NJi D 1

M

MX

kD1

�
pMC1�k
pk

�
:

It can be easily verified that as pk ! .1=M/ for k D 1; : : : ;M , then NJi ! 1, while
Vi ! 1, verifying once more that the protection of privacy and efficiency move to
opposite directions.

For the Three Sample Item Count Technique as described in Sect. 6.2.2, let Xi
be the number reported by the i -th individual of the first sample. Then Li.k/ D
P .yi D 1jXi D k/ is defined for k D 0; 1; : : : ; G C 1. Clearly, Li.0/ D 0 and
consequently, Ji .0/ D 0. Observe that for k D 1; : : : ; G,

P .Xi D k j yi D 1/ D pk�1;
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and

P .Xi D k j yi D 0/ D pk .1 � �F /C pk�1�F :

Furthermore, P .Xi D G C 1 j yi D 1/ D pG and P .Xi D G C 1 j yi D 0/ D
�F pG . Then for k D 1; : : : ; G

Li .k/ D LiP .Xi D k j yi D 1/

LiP .Xi D k j yi D 1/C .1 � Li/ P .Xi D k j yi D 0/

D Lipk�1
Lipk�1 C .1 � Li/ Œpk .1 � �F /C pk�1�F �

:

Therefore,

Ji .k/ D Li.k/ .1 � Li/
Œ1 � Li.k/� Li D pk�1

pk .1 � �F /C pk�1�F
; k D 1; : : : ; G:

Finally,

Li.G C 1/ D LipG

LipG C .1 � Li/ �F pG D Li

Li C .1 � Li/ �F
and

Ji .G C 1/ D Li.G C 1/ .1 � Li/
Œ1 � Li.G C 1/� Li

D 1

�F
:

The measure of jeopardy therefore takes the form

NJi D 1

G C 1

"
GX

kD1

pk�1
pk .1 � �F /C pk�1�F

C 1

�F

#
:

Based on the above, it is clear that with �F ! 1 or with .pk�1=pk/ ! 1, Ji .k/ ! 1

for k D 1; : : : ; G, while as �F ! 0, Ji .G C 1/ ! 1 as expected.
Considering the same quantities but for a respondent from the second sample we

have the following:

Li.0/ D 0 and Ji .0/ D 0

and for k D 1; : : : ; G,

P .Xi D k j yi D 1/ D pk�1;
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and

P .Xi D k j yi D 0/ D pk�F C pk�1 .1 � �F / :

In addition,

P .Xi D G C 1 j yi D 1/ D pG

and

P .Xi D G C 1 j yi D 0/ D pG .1 � �F / :

Then, for k D 1; : : : ; G

Li .k/ D LiP .Xi D k j yi D 1/

LiP .Xi D k j yi D 1/C .1 � Li/ P .Xi D k j yi D 0/

D Lipk�1
Lipk�1 C .1 � Li/ Œpk�F C pk�1 .1 � �F /� :

Consequently,

Ji .k/ D Li.k/ .1 � Li/
Œ1 � Li.k/� Li D pk�1

pk�F C pk�1 .1 � �F / ; k D 1; : : : ; G:

Furthermore,

Li.G C 1/ D LipG

LipG C .1 � Li/ .1 � �F / pG D Li

Li C .1 � Li/ .1 � �F /
which gives

Ji .G C 1/ D Li.G C 1/ .1 � Li/
Œ1 � Li.G C 1/� Li

D 1

1 � �F :

Thus,

NJi D 1

G C 1

"
GX

kD1

pk�1
pk�F C pk�1 .1 � �F / C 1

1 � �F

#
:

Obviously, we find that as �F ! 0 or as pk�1

pk
! 1, Ji .k/ ! 1 for k D 1; : : : ; G,

while as �F ! 1, Ji .G C 1/ ! 1 as expected.
Given that this measure is a technical characteristic of the randomization device,

i.e., it solely depends on the probabilities with which one provides each one of the
possible answers, one may wonder why not choose these probabilities so that this
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measure is as small as possible. The answer lies on the fact that the variance of the
unbiased estimator generated moves to the opposite direction. This means that the
smaller the value of NJi , the greater the variance of the estimator and vice versa. So, a
common sense mandates that the parameters of the randomization device should be
so chosen that both the measure of jeopardy and the variance of the estimator are
maintained at acceptable levels.

The necessity to adopt a measure such as the one given by (7.8) arises also from
the fact that most measures of privacy protection have been devised to accommodate
randomized response techniques in which participants provide just a “Yes” or a
“No” answer. However, as already mentioned, some techniques allow for multiple
responses, for example Kuk (1990) and Christofides (2003).

Nayak and Adeshiyan (2009) adopt the following approach for techniques
allowing for multiple responses.
Let Y be the indicator of the stigmatizing characteristic, i.e., Y D 1 if the respondent
belongs to the sensitive group and Y D 0, if not. Denote by Z the response
variable and the k different responses by c1; : : : ; ck . Finally denote the quantities
P .Z D ci jY D 1/ and P .Z D ci jY D 0/ by ˛i and ˇi , respectively, for i D
1; : : : ; k. The quantity

R
�
˛; ˇ

�
D max

�
˛1

ˇ1
; : : : ;

˛k

ˇk



is taken as a measure of the degree of privacy.
Although there exist measures which deal with techniques with multiple

responses, for example, the one by Nayak and Adeshiyan (2009) just presented,
by construction, those measures do not really do justice to techniques with multiple
responses. See, for example, the arguments in Christofides (2010).

One may wonder however, whether the participants are in a position to appreciate
the value of the above measure of jeopardy (or any measure for that matter). What is
important from the participants’ point of view is not really the measure of jeopardy
but their perception as to whether their privacy is protected by the randomized
response technique, or by the indirect questioning technique in general. This is an
issue discussed in Sect. 7.4.

7.3 Protection of Privacy in Case of Quantitative Sensitive
Characteristics

Very little has been done on the issue of privacy protection in case of quantitative
sensitive characteristics. Only very recently, Bose (2013) has given a randomized
response device exclusively for a discrete real-valued random variable tied to a
simple random sample drawn with replacement from the population. We present
very briefly the main ideas of Bose (2013).
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Let X denote the stigmatizing variable of interest and assume that X can take
only the (known) values x1; : : : ; xm, with m a finite integer. Further assume that

P .X D xk/ D �k;

where �k � 0 for all k D 1; : : : ; m and
Pm

kD1 �k D 1. Obviously, the mean � and
variance �2 of the random variable X are given by

� D
mX

kD1
�kxk; �

2 D
mX

kD1
�k.xk � �/2:

For the purpose of estimating �, a simple random sample of size n is drawn with
replacement from the population. Each participant is provided with a box containing
cards of m C 1 types. He/she is to draw one card a follow the instruction of the
card. The instruction on the kth type card says “Report xk as your response,” for
k D 1; : : : ; m while the .m C 1/-st type says “Report your true value.” The box
contains a large number cards with the following composition: Mp of the cards are
of the .mC 1/-st type and M.1 � p/=m are cards of each of the types k, with M a
positive integer and 0 < p < 1, assuming of course that Mp and M.1 � p/=m are
positive integers.

Assuming that R denotes the response provided by a participant, it is easy to
verify that

P
�
R D xk j X D xj

� D 1 � p
m

; for k D 1; : : : ; m; j D 1; : : : ; m; k ¤ j

and

P
�
R D xj j X D xj

� D p C 1 � p
m

; for j D 1; : : : ; m:

Let wk be the sample proportion of people reporting xk as their response and let Nx
the sample average of x1; : : : ; xm. Then Bose (2013) shows that

b�k D 1

p

�
wk � 1 � p

m

�

is an unbiased estimator of �k for k D 1; : : : ; m and that

O� D 1

p

mX

kD1
wkxk � 1 � p

p
Nx

is an unbiased estimator of � with variance given by
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V . O�/ D 1

np2

"
p�2 C 1 � p

m

mX

kD1
.xk � Nx/2 C p.p � 1/.� � Nx/2

#
:

As a measure of privacy protection, Bose (2013) proposes the following

˛ D max1�k;j�m j P �X D xk j R D xj
� � P .X D xk/ j :

The idea behind this measure is that a randomization device with a value of ˛ D c

guarantees that the discrepancies between the true and revealing probabilities will
be at most c. Bose (2013) shows that if the designer of the survey wants to have ˛
to be at most � where 0 < � < 1, then a necessary and sufficient condition is that

p �
 
1C m

�

�
1 � �
2

�2!�1
:

The above condition is based on the assumption that all values x1; : : : ; xm are
stigmatizing. Bose (2013) provides a similar result in case where some of the values
of the xk’s are not stigmatizing.

The setup in Bose (2013) assumes selection of a simple random sample drawn
with replacement from the population about which we have our usual reservation
because we are propagating the view that no randomized response technique needs
to be tied to any specific sampling scheme, so long as it ensures positive inclusion
probabilities for every unit as well as for every pair of distinct units.

In what follows in this section, for two randomized response devices which are
common in the literature for estimation of quantitative sensitive characteristics, we
discuss the issue of protection of privacy.

Let as usual yi denote the fixed but unknown value of the stigmatizing real
variable y on a person labeled i in a finite survey population U D .1; : : : ; N /. The
objective is to estimate the total Y D PN

iD1 yi on obtaining a probability sample
s with probability p.s/ and eliciting randomized responses as zi ’s from respective
sampled persons i in s.

7.3.1 Randomized Device I

The investigator approaches a sampled person i in U with a box containing T cards
marked a1; : : : ; aj ; : : : ; aT with

1

T

TX

iD1
ai D �a ¤ 0 and

1

T

TX

iD1
.ai � �a/2 D �2a

and a second box containing M cards marked b1; : : : ; bk; : : : ; bM with
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1

M

MX

kD1
bk D �b and

1

M

MX

kD1
.bk � �b/2 D �2b :

The respondent, on request draws one card from the first box marked as aj ,
say, and independently draws one card from the second box marked as bk , say.
Without disclosing these two values to the investigator, he/she gives out as his/her
randomized response as

zi D aj yi C bk; j D 1; : : : ; T; k D 1; : : : ;M:

Recall from Sect. 5.2.1, that

ER .zi / D yi�a C �b

and

VR .zi / D y2i �
2
a C �2b :

Hence, ri D ��1
a .zi � �b/ unbiased estimates yi with variance given by

Vi D VR .ri / D VR .zi /

�2a
D y2i

�2a
�2a

C �2b
�2b
:

More importantly, each of the above possible values for zi , for any unknown yi is
assumed with probability 1=.TM/ for j D 1; : : : ; T and k D 1; : : : ;M .

In order to assess how this randomized response device may protect the privacy
of a respondent i giving out the randomized response as zi let us postulate the
prior probability L .yi / D Li for the value of yi . We may note that the posterior
probability L .yi j zi / of yi given the randomized response zi by means of Bayes
theorem turns out to be

L .yi j zi / D LiP .zi j yi /
P .zi /

D Li .1=.TM//

.1=.TM//

D Li

for every i in U , where P .zi j yi / stands for the conditional probability that
respondent i gives zi as his/her randomized response given that the value of the
true characteristic is yi and P .zi / denotes the probability that respondent i gives zi
as his/her randomized response.

So the respondent’s privacy is protected well for every T and every M . But this
is counter-intuitive because if T D 1 andM D 1, then given zi , the value of yi with
probability one is revealed as
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yi D zi � b1
ai

; 8 i 2 U:

But if T > 1 and M > 1, even if say T D 2 and M D 2, one may at most
guess the true value of yi with probability 0:25. So, we may safely conclude that the
randomized response device I protects well the privacy of a respondent.

7.3.2 Randomized Response Device II

The investigator requests a sampled person i to draw randomly one card from a box
containing a number of cards, a proportion C (0 < C < 1/ of them marked “true”
and others marked x1; : : : ; xj ; : : : ; xM with relative frequencies q1; : : : ; qj ; : : : ; qM
such that

PM
jD1 qj D 1 � C . Then a secretly elicited randomized response is

zi D
�
yi if a “true” marked card is drawn
xj if an xj marked card is drawn:

Then

ER .zi / D Cyi C
MX

jD1
qj xj ;

and from Sect. 5.2.2 we conclude that the quantity

ri D 1

C

0

@zi �
MX

jD1
qj xj

1

A

unbiasedly estimates yi , for i 2 U . Also,

VR .zi / D Cy2i C
MX

jD1
qj x

2
j �

0

@Cyi C
MX

jD1
qj xj

1

A
2

and hence

Vi D VR .ri / D 1

C 2
VR .zi / D ˛y2i C ˇyi C �

with ˛, ˇ, � known. Correspondingly,

vi D ˛r2i C ˇri C �

1C ˛

has ER .vi / D Vi for i 2 U .
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A respondent is given to know all the values C , xj and qj for j D 1; : : : ;M

and so may assess the price of his/her revelation of the values of zi for each i in U .
To judge such a price, let us consider the Bayes posterior probability which is the
conditional probability L .yi j zi / of giving out the value when a value zi is given
corresponding to a postulated prior probability L .yi / D Li that one may hit upon.
Bayes theorem gives

L .yi j zi / D L .yi / C

L .yi / C C .1 � L .yi //PM
jD1 qj

D CLi
CLi C .1 � C/ .1 � Li/

D CLi
Li .2C � 1/C .1 � C/

D Li

Li
�
2 � 1

C

�C �
1
C

� 1� :

The respondent may feel protected ifL .yi j zi / is close toLi . So a value of C taken
as 0:5 will give him/her the most coveted protection a is intuitively clear, because
in this case L .yi j zi / equals Li , i.e., given out the response as zi , the posterior and
the prior coincide. As a consequence, when C D 0:5 the value of

PM
jD1 qj is equal

to 0:5 as well. From this however, no rational conclusion seems possible about the
magnitude of VR .zi / or VR .ri /.

7.4 Perceived Protection of Privacy

The main purpose of randomized response and other indirect questioning techniques
is to increase participation, reduce nonresponse, and reduce untruthful responses
in surveys dealing with stigmatizing characteristics. However, problems have been
reported in applying the indirect response methodology which may jeopardize the
validity of the results. In some cases, the problems are attributed to the design of
questionnaires such as in the case reported by Tsuchiya and Hirai (2010). In most
cases however, those problems are related to the perceived risk of disclosure.
We refer to the following examples:

Boeije and Lensvelt-Mulders (2002) on page 34 report that “Giving forced
answers to a question, in particular when they should be negative, was felt to be
dishonest and unpleasant. Individuals who had nothing to hide and who reported all
their activities to the Department of Social Services felt afraid that an affirmative
answer would have implications. In their eyes even a forced “yes” on one of the
questions could harm them; The only way to be completely safe, in their view, is to
say “no” in spite of the instructions.”
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van der Heijden, van Gils, Bouts, and Hox (2000) on page 526 state that “The
results are not comforting. Although the RR approach performs much better than
more traditional approaches, the percentage of respondents admitting to fraud is far
less than 100 percent.” The reader should have in mind that the study the authors
refer to is a study in which all participants had committed fraud and therefore it
is clear that participants either did not follow the rules or did not provide truthful
responses.

Coutts and Jann (2011) on page 184 state that “The often negative prevalence
estimates obtained with the various versions of RRT indicate that noncompli-
ance with RRT instructions was frequent in our study. Similar results have been
reported in other studies, especially those in which a forced-choice method directs
respondents to provide an automatic yes answer.”

Krebs et al. (2011) on page 231 write that “It should be encouraging, however,
to researchers in the field of sexual assault that when victims are given both a
direct and an indirect opportunity to report experiencing sexual assault, they are
not significantly more likely to do so under the indirect method. There are several
reasonable interpretations of our findings. First it may be that the logic underlying
the indirect questioning technique is flawed and that respondents are not any more
comfortable or likely to report experiencing sexual assault victimization under this
approach.”

Hubbard, Casper, and Lessler (1989) study the reaction of participants to indirect
questioning. They say characteristically on page 547 that “Respondents’ reactions
to the indirect questioning techniques were mixed. Generally randomized response
was not well received. All respondents saw the technique as highly obtrusive and
potentially disruptive. While respondents generally understood how to answer item
count questions, several respondents commented in oral debriefings that they failed
to see the technique as a privacy protection, despite explicit instructions aimed at
emphasizing that fact.”

In the previous section we discussed the measures of jeopardy from the math-
ematical point of view. Comparisons between various randomized response tech-
niques are based on those measures and on efficiency matters. Usually, authors
compare the protection of privacy offered by two different techniques which have
the same efficiency, or compare the efficiency of two techniques which offer
the same protection of privacy. Those measures are mathematical objects which
(unfortunately) are not easily understood by participants. We state here the opinion
expressed by Nathan and Sirken (1988) on page 174 of their manuscript. “Although
these measures relate to the protection of the individual, they do so, primarily, from
the point of view of the data collecting agency, rather than that of the respondent.
Thus, as pointed out by Leysieffer and Warner (1976), they could be considered as
relating to the case where data have already been collected by direct questioning
and randomization is carried out a-posteriori to protect privacy.”

From a practical point of view, one may pose the following question: When
is a randomized response (or an indirect questioning) technique considered to be
successful? Is it when the risk of disclosure is very low, but perhaps the perceived
risk of disclosure is very high and people refuse to participate or is it when
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people are willing to participate because they believe that their privacy is protected
regardless of what the risk of disclosure is?

Common sense mandates that the perceived protection of privacy is crucial
in deciding to participate in a survey dealing with sensitive issues. In fact it is
gaining ground the opinion that the perception of privacy protection should also be
considered when the protection of privacy offered by various indirect questioning
techniques is examined. Quatember (2012), for example, implicitly recognizes
that certain designs, by construction, may increase the respondents’ perceived
privacy protection. Furthermore, there is empirical (and scientific) evidence that the
perception of risk is very important. Here are some examples:

Lensvelt-Mulders, Hox, and van der Heijden (2005) on page 263 state that “An
extra advantage of using a forced response method is that the perceived protection
of the respondents can be manipulated. It is a well-known fact that people have
incorrect intuitions about the calculation of probabilities. This flaw can be used to
the advantage of researchers, by making the subjective privacy protection larger than
the true statistical privacy protection.”

Couper, Singer, Conrad, and Groves (2008) inform us on pages 256, 271,
and 273 that “In an experiment embedded in a monthly telephone survey, Singer
(2003) showed that subjective perceptions of disclosure risk, and perceptions of
harm from the disclosure of identified information, are highly correlated with
expressed willingness to participate in surveys. Nor did the confidentiality assurance
significantly affect willingness to participate; in fact, the direction of the coefficient
was consistently negative, suggesting that in the circumstances of the present
experiment, an assurance of confidentiality may actually have reduced willingness
to participate. In the present experiment, as in earlier research, it is respondents’
perceptions—their concerns about confidentiality or privacy, their estimations of
how likely it is that others will gain access to information about them, and
their perceptions of how harmful that would be—that are significantly correlated
with willingness to participate in the research. We speculate that what reduces
willingness to participate in a survey is not the actual risk of disclosure, but the
perceived risk (probability) of anticipated harm from disclosure.”

Bockenholt, Barlas, and van der Heijden (2009) stress the necessity to design
experiments to see the reaction of participants to randomized response techniques
offering different levels of privacy protection. They say on page 390 of their
manuscript that “It therefore seems promising to conduct experimental studies that
investigate the degree to which respondents distinguish and react positively to the
different levels of privacy protection offered by these RR methods.”

If the perceived risk of disclosure is important, then how do we measure it?
Which techniques do increase the so-called perceived level of the protection of
privacy? It is reasonable to assume that for psychological reasons, techniques
allowing for multiple responses, for example, Kuk’s model, provide a feeling of
protection to participants more than say, Warner’s technique which mandates for
only two possible responses? In addition, we can always use survey methodology
(or in some cases qualitative studies) to measure the attitude of participants to
two different indirect questioning techniques, but is it possible to do it in order
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to compare multiple techniques? Can we develop the mathematical methodology
so that for each technique we have a single index which measures the perceived
protection of privacy? Given that the concept of perception is highly subjective,
perhaps we will also need the involvement of scientists from other disciplines.
The social sciences in general and cognitive sciences in particular may be crucial in
accomplishing such a task.
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