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When you can measure what you are
speaking about, and express it in numbers,
you know something about it.

When you cannot measure it, when you
cannot express it in numbers, your knowledge
is of a meager and unsatisfactory kind. It may
be the beginning of knowledge, but you have
scarcely in your thoughts advanced to the
stage of science.

Lord Kelvin



Preface

The beauty of statistics lies in the fact that almost all planning, management,
business and engineering problems, and phenomena require statistics as an ana-
lytical tool to help in subsequent decision making. The users of these and other
sciences need statistics equally. To most of the users, the applied parts and not the
fine mathematics of the subject are of great importance. They have little opportunity
and time in going to the sophisticated theories of statistics. At the same time, they
must be in a position to interpret the technical details of the subject in order to
correctly use the tool. This is important to guard against misuse of statistics. It is
recognized that the users of statistics come largely from various disciplines, some
having no strong mathematical background. Emphasis of such users is on the
application of statistics in the real and practical problems.

My engineering background, training in planning and management, and teaching
of statistics in the Asian Institute of Technology, Bangkok, have helped me in
identifying the need of the subject in a wide variety of applications in the real-world
perspective and the problems the students face in handling the statistical techniques.
To overcome these, a lot of techniques and ideas were used and found successful in
the classroom. The purpose of writing this text book is to transfer these practical
aspects into a reference book from which a wider range of readers can benefit.
While I started teaching statistics to the students coming from various disciplines,
the students were found fearful of the subject. My constant efforts were, therefore,
to make the subject interesting to them rather than a fearful one. This book will
reflect to some extent these efforts.

The coverage of the book is evident from the Table of Contents. The chapter
“Index Numbers” with their construction techniques, applications, and interpreta-
tions is not normally available in ordinary statistics books. Yet the planning and
management students need it frequently and to them it is of a great help. This has
been added for their benefit.

Bangkok Abdul Quader Miah
April 2015
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Chapter 1
Basics

Abstract Statistics deals with data. The basics of collection, summarization,
presentation, description, and analysis of data are explained. Knowledge of the rules
and the levels of measurement are important because each statistical technique is
appropriate for data measured only at certain levels. So levels of measurement are
introduced. Analysis of data that may vary will depend on the variables. So types of
variables according to suitability are introduced.

Keywords Statistics � Data � Measurements � Variable

1.1 History

The subject “statistics” as we find it today has emerged from three different sci-
ences. The first science was “Staatenkunde” which involved a collection of infor-
mation on history, resources, and military expertise of nations. This science
developed from the felt need of gathering information on resources and other
aspects of the states. For example, Aristotle gathered and compiled information on
158 city states.

The second science was the “political arithmetic” dealing with population esti-
mates and mortality. The present-day demography derived its roots from this sci-
ence. This science developed gradually but its refined methodology has developed
only recently.

The third science was “a calculus of probability” dealing with mathematical
theorems and techniques for problems involving uncertainty. The theory of prob-
ability is the foundation of modern statistics.

© Springer Science+Business Media Singapore 2016
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1.2 Statistics

Statistics may be defined in several ways. Some authors say that statistics are
classified facts, especially numerical facts, about a particular class of objects. Others
say that statistics is the area of science that deals with the collection of data on a
relatively small number of cases so as to form conclusions about the general case.

Another definition says that statistics is the science of collecting, simplifying,
and describing data as well as drawing conclusions. Wikipedia says that statistics is
a mathematical science pertaining to the collection, analysis, interpretation, and
presentation of data. Statistics is used by a wide variety of academic disciplines.

Statistics has two distinct branches—descriptive statistics and inferential statis-
tics. Descriptive statistics deals with collection, summarization, presentation, and
description of data and is sometimes called the primary analysis. Inferential
statistics deals with further analysis of data in order to draw conclusions and is
sometimes called secondary analysis.

1.3 Contents of Statistics

In the above section the definition of statistics has been outlined. In this section the
contents of statistics is summarized. Statistics deals with data relating to

– collection,
– summarization,
– presentation,
– description, and
– analysis.

It is evident that any exercise in statistics concerns data. Thus data are the central
requirement of any statistical work. Hence comes the question of data and their
collection.

Data may be collected from secondary sources such as census reports, other
documents, previous studies, etc. Data that are not readily available need to be
collected from the field. There are recognized ways/techniques of data collection
from the field. The important ones include

– structured/semi-structured interviews,
– standardized questionnaires,
– observation schedules,
– direct measurements, and
– experiments.
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In the structured/semi-structured interview, the points of interest on which
information is sought, are noted on a piece of paper. Then questions are asked to the
respondents or a guided discussion is held with the respondent. The points of
discussion are noted while discussing. Afterwards the information is summarized.
Sometimes, group discussions are arranged and the outcomes of the discussions are
recorded.

A more formalized way of collecting data from the field is the use of stan-
dardized questionnaires. A wide variety of information can be collected through this
technique. Questions on selected topics are previously formulated. With the
questionnaire in hand, the survey personnel go to the field and the preset questions
are asked to the respondent exactly in the same manner they were set. The answers
are recorded in the manner also previously prescribed in the questionnaire.

Some of the information can be obtained by simple observations, for example,
housing conditions. In such cases an observation schedule may be used. The pre-
scribed schedules (different for different purposes) are used in order to have uni-
formity in the recordings. This facilitates subsequent data processing and analysis.

Sometimes direct measurements of data are possible. If possible, this gives the
most accurate information. Measurements of plot size, house size, road width, etc.,
are examples where direct measurements are possible. Direct measurements are
usually done for data generated in laboratory experiments as well as in some field
experiments. Devices such as scales, tapes, surveying equipments, etc., are used in
measurements. Although relatively little judgment is involved in this technique, the
accuracy of measurements depends on the skills and efficiency of the person
recording the measurements.

Considerable data is also generated from experiments conducted by researchers
in the fields, laboratories, and manufacturing processes (see Chap. 17).

1.4 Data

Based on the source, data may be classified as secondary and primary data.
Secondary data are those that are obtained from the available reports, records, and
documents. Primary data are those that are not readily available and as such are
collected from the field or experiments. In any statistical problem when secondary
data are used, care should be taken to see their relevancy and accuracy.

On the basis of the use of units of measurement or type of measurement, data
may be classified as

– categorical,
– ranked, and
– metric.
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Categorical data are those in which individuals are simply placed in the proper
category or group, and the number in each category is counted. Each item must fit
into exactly one category.

Example 1

Sex Number

Male 706

Female 678

In the above example, male and female are categories. Only their frequencies are
counted. No other measurement units are used to identify these.

Ranked data is also categorical data. But this type of data has order among the
categories. In addition to categories, ranking or ordering is inherent in the data.

Example 2
People are categorized on the basis of income levels such as low, lower middle,
middle, upper middle, and high income. The low income people represent the
lowest category. The high income people represent the highest category. The
intermediate ones follow accordingly. These are ranked data. Although low, lower
middle, middle, upper middle, and high income are categories, some ranking is
inherent in the categories.

Metric data are those that need certain units of measurements. These data have
values that are continuous over a certain range, and are expressed with the help of
standard units of measurements.

Example 3
Expenditures of AIT students on food Bahts 2021, 1850; agricultural productivity
2000 kg/rai, velocity 10.52 m/s, etc.

Often, metric data are converted to rank data. Suppose the individual incomes of
the people of a city are known to us. We can categorize them in the following way
(Table 1.1).

Table 1.1 Income category Income range (US $/month) Category

Up to 200 Poor income

More than 200
but up to 500

Middle income

More than 500 High income
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1.5 Level of Measurement

Measurement constitutes the process of assigning a value to the data and the rules
defining the assignment of an appropriate value determine the level of measure-
ment. The levels of measurement are distinguished on the basis of ordering or
distance properties inherent in the measurement rules. Knowledge of the rules and
the levels of measurement is important because each statistical technique is
appropriate for data measured only at certain levels.

On the basis of traditional classification, four levels of measurements are iden-
tified. These are

– nominal,
– ordinal,
– interval, and
– ratio.

Nominal level is the lowest in the levels of measurements. Each value is a
distinct category. The value itself serves merely as a label or name (hence,
“nominal” level) for the category. No assumption regarding ordering or distances
between categories is made. The real number properties (addition, subtraction,
multiplication, division) are not applicable to the nominal level of measurement.
Categorical data fall under this level of measurement.

Example 4
Names of cities—Bangkok, Manila, Dhaka.

Ordinal level of measurement is derived from nominal level with the addition
that in the ordinal level of measurement, it is possible to rank-order all the cate-
gories according to certain criterion. Although ordering property is present in the
ordinal level of measurement, the distance property is absent. Consequently, the
properties of real number system cannot be used to summarize relationships of an
ordinal level variable. Ranked data fall under this level of measurement.

Example 5
Education levels are measured as primary, secondary, higher secondary, and
tertiary.

In this example primary, secondary, higher secondary, and tertiary are cate-
gories. But there is a meaningful ordering also. So the values would have ordering
property. But we cannot say what is the distance between primary and secondary,
and between secondary and higher secondary, and so forth. This means that there is
no distance property.

Interval level is the third in the level of measurement. In addition to ordering, the
interval level measurement has the property that the distances between the cate-
gories are defined in terms of fixed and equal units. It is important to note that in the
interval level measurement we study the difference between things and not their
proportionate magnitude. The interval level measurement has ordering and distance
properties but the inherently determined zero point is not available.
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It would be noted that in social science, a true interval level measurement is
difficult to be found. If the distances between categories can be measured, a zero
point can also be established. Another point is to be kept in mind. Statistics
developed for one level of measurement can always be used with higher level
variables, but not with variables measured at a lower level. An appropriate example
in this case is the median. The median assumes an ordinal level of measurement.
But it can be used with interval level or ratio level scales also. However, it cannot
be used with variables measured at nominal level. Metric data fall under this level
of measurement.

Example 6
Readings in a thermometer. The difference between 400 and 41 °F is the same as
the difference between 80 and 81 °F. But 80 °F does not mean the double of 40 °F.

The ratio level measurement has all the properties of an interval level mea-
surement. It has an additional property, i.e., well-defined zero point. The zero point
is inherently defined by the measurement scheme. Consequently, the distance
comparisons as well as ratio comparisons can be made. Any mathematical
manipulation appropriate for real numbers can be applied in ratio-level measure-
ments. Also, all statistics requiring variables measured at interval level are appro-
priate for use with variables at ratio level. Metric data fall under this level of
measurement.

Example 7
Height of student—155, 160 cm; income Baht 4000, 20,000 per month. In all cases
measurements start from zero.

In this example, the distance between 155 and 160 cm, and between Baht 4000
and Baht 20,000 is well defined. In each case zero point is specified. It can precisely
be said that the income of Baht 20,000 is exactly five times the income of Baht
4000. This type of comparison cannot be made for temperature measured in
Fahrenheit.

There are other typologies for measurements which we come across quite fre-
quently. The following are important.

– Quantitative—a fixed unit of measurement is defined (interval and ratio levels).
– Qualitative—a fixed unit of measurement is not defined (nominal and ordinal

levels).

1.6 Variable

The term “variable” is used to mean something that varies. But this definition is an
oversimplification. The variable itself does not vary. Rather its values vary. In other
words, a variable may have some values and at a certain point of time or at a
certain situation it may assume a specific value. For example, “age” is a variable. It
can assume any value. But the age of a particular person at a certain point of time is
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a fixed value. After some time this value is changed. Another example of a variable
is the strength of bricks. A particular brick may have, for example, strength of
200 psi, another brick may have strength of 250 psi, and so on.

Three types of variables can be distinguished in statistical problems. These are

– numerical variable,
– categorical variable,
– rank variable.

A numerical variable is a variable whose possible values are numbers. Again, in
numerical variables two types can be distinguished—a discrete variable and a
continuous variable. Discrete variables can assume only integer values. There is a
definite jump from one value to another. An example of a discrete variable is the
number of occupants in houses. The number of occupants can be 2, 3, 5, 7, and so
forth, but it cannot be a fractional number such as 3.52. The mean for several
houses may however, be expressed as a fractional number. A continuous variable is
one that can take any possible value within a certain range. The values are on a
continuous scale of measurement. An example of a continuous variable is the speed
of motor cars. The speed can be 90, 95 km/h or even 95.35 km/h.

Careful distinction should be made between a discrete variable and a continuous
variable. The scale of measurement of a discrete variable is discontinuous. But the
scale of measurement of a continuous variable is continuous. The scale of mea-
surement of the number of occupants is discontinuous between 2 and 3, between 3
and 4, and so on. The scale of measurement of the speed of motor cars is contin-
uous. There are all possible values between 95 and 96 km/h. It may be argued that
when the speeds are expressed as 95.32 and 95.33 km/h., there is discontinuity
between 95.32 and 95.33 because the intermediate values could be 95.321, 95.322,
95.323 … 95.329, 95.33. The point is that while recording we record usually up to
two figures after the decimal point. This does not mean that the intermediate values
are absent. A measured variable is discrete, because we cannot be infinitely precise
in measuring the values of a variable.

A categorical variable is a variable whose values are expressed as a few cate-
gories, usually stated in words rather than in numbers. A categorical variable with
only two values is called a dichotomous variable. A categorical variable with more
than two values is called a polytomous variable. A categorical variable may come
from two sources. A variable can be naturally categorical or a numerical variable
can be converted to a categorical variable. Examples of natural categorical variables
are satisfaction (with values highly satisfied, satisfied, neutral, dissatisfied, highly
dissatisfied), response (yes, no, no answer). Examples of variables converted to
categorical variables are exam scores (0–100) converted to grades A, B, C, D; years
of education converted to primary, secondary, higher secondary, bachelor, doctoral
degrees.

Rank variables are those whose values are ranks. Rank variables can also come
from two sources—naturally rank variable and numerical variable converted to rank
variable. Examples of natural rank variables are class ranking (first, second, third,
fourth), priority (first priority, second priority, third priority). Example of a
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numerical variable converted to rank variable is achievement test scores of 15
subjects reduced to ranks from 1 to 15.

1.7 Notation

Several notations are used in statistics. Some Greek letters are universally used in
statistics. These are not explained here but will be shown in places of their
occurrences later. A complete list of symbols together with their meanings is shown
in the appendix. But one notation is considered here. This is summation notation. Its
uses are more frequent and the symbol is ∑ (summation). As an example, if we
want sum of n observations, i.e., x1 + x2 + x3 + x4 + … + xn, we express it as

P
xi.

This means

X
xi ¼ x1 þ x2 þ x3 þ � � � þ xn

This can be generalized. If f(xi) is a function of x, then

f ðxiÞ ¼ f ðx1Þþ f ðx2Þþ f ðx3Þþ � � � þ f ðxnÞ

Suppose the set of observations for two variables x and y are given as shown
below:

X Y

3
4
1
2
5

2
1
0
1
−3

(a)

X
xi ¼ 3þ 4þ 1þ 2þ 5

¼ 15

(b)

X
yi ¼ 2þ 1þ 0þ 1� 3

¼ 1

(c)

X
x2i ¼ ð3Þ2 þð4Þ2 þð1Þ2 þð2Þ2 þð5Þ2

¼ 9þ 16þ 1þ 4þ 25

¼ 55
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(d)

X
ðyi � 2Þ2 ¼ ð2� 2Þ2 þð1� 2Þ2 þð0� 2Þ2 þð1� 2Þ2 þð�3� 2Þ2

¼ 0þ 1þ 4þ 1þ 25

¼ 31

(e)

X
ðxiyiÞ ¼ 3 � 2þ 4 � 1þ 1 � 0þ 2 � 1þ 5 � ð�3Þ

¼ 6þ 4þ 0þ 2� 15

¼ �3

Problems

1:1 Name the type of variables in the following cases:
Income of people; area of plots; fish production; quantity of water; attitude
toward a statement (agree or disagree); attitude toward a statement (strongly
agree, agree, neutral, disagree, strongly disagree); attitude (agreed, neutral, not
agreed); sex; outcome of a task (pass/fail); result of exam (pass/fail); years of
schooling; proportion; ranking in participation; attitude measured on a
ten-point scale.

1:2 Let x1 ¼ 5; x2 ¼ 6; x3 ¼ 2; x4 ¼ �2; x5 ¼ �1;
Find

(a)
P

xi; (b) Rx2i ; (c)
P

xif g2;
(d)

P
xi � 1ð Þ2; (e)

P
xi � 2ð Þ2

n o2
;

1:3 Two variables are y1 and y2. When can the following be true?

X
yi
2 ¼

X
yi

n o2

1:4 Three variables are x1, x2, and x3. Find out a simple relationship between the
three variables, given

X
xi
2 ¼

X
xi

n o2

If x1 = −10, x3 = 30; find x2.
1:5 Five sets of observations for two variables x and y are given

Observation x y

1 10 15

2 12 18

3 5 7

4 20 25

5 30 40
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Compute

(a)
P

xiyi; (b) Rxi Ryi (c)
P

x2i y
2
i (d)

P
xiyið Þ2

n o

1:6 Four sets of observations for three variables x, y, and z are shown:

Observation x y z

1 5 3 0

2 6 2 5

3 4 0 8

4 10 8 8

Compute

(a)
P

xiyizi;
(b)

P
xi
P

yi
P

zi
(c)

P ðxi � 1ÞP ðyi � 3ÞP ðzi � 2Þ
1:7 Data of two variables x and y are given:

x y

10 15

20 30

25 5

30 0

Express the following in notation form:

(a) 15þ 30þ 5þ 0
(b) 10 � 15þ 20 � 30þ 25 � 5þ 30 � 0
(c) 102 � 152 þ 202 � 302 þ 252 � 52 þ 302 � 02
(d) 102 þ 202 þ 252 þ 302ð Þð15þ 30þ 5þ 0Þ

Answers

1:2 (a) 10; (b) 70; (c) 100; (d) 55; (e) 2500
1:3 if, either y1 = 0 or y2 = 0
1:4 x1x2 + x2x3 + x3x1 = 0; 15
1:5 (a) 2101; (b) 8085; (c) 1,760,381; (d) 4,414,201
1:6 (a) 700; (b) 59; (c) 286
1:7 (a)

P
yi; (b)

P
xiyi; (c)

P
x2i y

2
i ; (d)

P
x2i

� � P
yið Þ
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Chapter 2
Presentation of Statistical Data

Abstract Data are collected often in raw form. These are then not useable unless
summarized. The techniques of presentation in tabular and graphical forms are
introduced. Some illustrations provided are real-world examples. Graphical pre-
sentations cover bar chart, pie chart, histogram, frequency polygon, pareto chart,
frequency curve and line diagram.

Keywords Presentation � Table presentation � Graph presentation � Types of
presentation

Data are often collected in raw form. These are then not useable unless summarized.
There are certain guidelines for data summarization such as

summarization

– should be as useful as possible,
– should represent data fairly, and
– should be easy to interpret.

After collection of data (primary or secondary), it is necessary to summarize
them suitably and present in such forms as can facilitate subsequent analysis and
interpretation. There are two major tools/techniques for presentation of data as
follows:

– Presentation in tabular form
– Presentation in graphical form.

2.1 Tabular Presentation

Data may be presented in the form of statistical tables. In one table only simple
frequencies can be shown. Also, in the same table cumulative frequencies, relative
frequencies, and cumulative relative frequencies can be shown. Relative frequen-
cies and cumulative frequencies are defined as follows:

Relative frequency: It means the ratio of the frequency in the category of concern
to the total frequency in the reference set.

© Springer Science+Business Media Singapore 2016
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Relative frequency of Xi ¼ actual frequency of Xi

sum of all frequencies

¼ proportion

Relative frequency of Xi (%) = proportion * 100
Cumulative frequency of Xi = sum of all frequencies of all values up to and

including Xi.
In the same table the simple frequencies combined with one or more but not all,

of the cumulative frequencies, relative frequencies, and cumulative relative fre-
quencies may be shown. Table 2.1 serves as an example of tabular presentation of
simple frequency distribution. In the same table all have been shown together for
illustrative purposes.

In Table 2.1 only one dimension has been shown. But intelligently more than
one dimension may also be shown in the same table. This is demonstrated in
Table 2.2.

There are advantages in such table presentation. One advantage is that more than
one parameter (here education and occupation) can be shown in the same table.
This serves as a concise presentation. Another advantage is easy comparison and
interpretation. In Table 2.2 both fathers’ and mothers’ situations against each of the
variables of the parameters can be readily compared and interpreted.

In the examples provided in Tables 2.1 and 2.2, frequencies have been shown
against each categories. The categories served as groups, which were predetermined
on the basis of certain criteria. More specifically, these are presentations of cate-
gorical data. But in practice it often becomes necessary to group the metric data to
form some groups or categories or classes. Here the point of interest is to see how
well the data can be grouped or classed. There are certain guidelines that help in
grouping the data. The guidelines are

Table 2.1 Types of organizations in which AIT alumni (1960–1987) are working

Type of organization Freq. Cumul.
freq.

Relative
freq.

Cumul relative
freq.

Govt. office at central level 16 16 13.01 13.01

Govt. office at regional
level

5 21 4.07 17.08

Public state enterprise 12 33 9.76 26.84

Private enterprise 32 65 26.02 52.86

Educational institution 31 96 25.20 78.06

Nongovt. organization 8 104 6.50 84.56

International organization 9 113 7.31 91.87

Others 10 123 8.13 100.00

Total 123 100.00
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– every score must fit into exactly one class,
– intervals should be nice, and
– classes should preferably be of the same width.

A frequency distribution is a more compact summary of data than the original
observations. To construct a frequency distribution, we need to divide the range of
the data into intervals known as classes. As already mentioned, the class intervals,
whenever possible, should be of equal width, to enhance the visual information in
the frequency distribution. We need to apply our judgment in selecting the number
of classes in order to give a reasonable display. The number of classes used depends
on the number of observations and the amount of dispersion in the data. Too few or
too many classes are not very informative. It has been found that the number of
classes between 5 and 20 is satisfactory in most of the cases. Also, the number of
classes should increase with the number of observations. The number of classes
may be chosen to be approximately equal to the square root of the number of
observations. Thus, no. of classes = √n (approx.).

It is convenient to use a single nonoverlapping type of class for all types of data
(discrete or continuous). Look at the following example (data in Table 2.3).

Table 2.2 Educational and
occupational status of AIT
alumni (1960–1987) parents

Status and levels Father Mother

f % f %

Education

Formal education 56 10.6 115 21.8

Primary education 105 19.9 182 34.5

Secondary education 119 22.5 112 21.2

Post secondary schooling 67 12.7 43 8.1

College education 70 13.2 38 7.2

University education 108 20.5 29 5.2

NA 3 0.6 9 1.7

Total 528 100.0 528 100.0

Occupational

Farming 71 13.4 63 11.8

Commerce 119 22.5 97 18.4

Industry 16 3.0 9 1.7

Public service 207 39.2 45 8.5

Private service 75 14.2 36 6.8

Teaching 4 0.8 4 0.8

Multiple job 13 2.5 1 0.2

Housework 0 0 204 38.6

Other 15 2.8 9 1.7

NA 8 1.5 60 11.4

Total 528 100.0 528 100.0

Source AIT, AIT Alumni 1961–1987
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No. of observations 100
Approx. no. of classes √100 = 10
The highest value 296
The smallest value 126
Range 296 – 126 = 170

If the lowest and the highest values in the frequency distribution are chosen to be
120 and 300, respectively, the range becomes 180 (i.e., 300 – 120). So, nine classes
are chosen and consequently the class width is 180/9 = 20. The results of this
classification are shown in Table 2.4.

Another tabular presentation often used is cross tabulation. Cross tabulation is a
joint frequency distribution of different values of two (or more) variables. Table 2.5
is an example of cross tabulation of two variables, namely “Academic Divisions”
and “Levels of Satisfaction with Selected Aspects.” The figures in the table are
indexes of satisfaction.

Very frequently, statistical test results are also presented in the form of tabular
presentation. Table 2.6 is an example.

Table 2.3 Crushing strength (psi) of bricks

215 147 296 230 215 150 171 215 211 228

155 236 267 192 204 185 126 212 198 200

213 224 192 210 231 196 198 221 210 215

257 193 208 271 244 278 213 195 224 220

170 181 226 178 173 246 181 251 287 248

218 217 250 200 210 226 284 230 200 207

210 231 158 249 258 214 250 224 228 160

184 215 137 208 185 219 215 203 204 230

249 164 214 217 233 185 222 237 224 219

165 268 221 243 227 240 233 208 225 201

Table 2.4 Crushing strength
(psi) of bricks (classes)

Class interval Frequency

120 ≤ x < 140 2

140 ≤ x < 160 4

160 ≤ x < 180 7

180 ≤ x < 200 13

200 ≤ x < 220 32

220 ≤ x < 240 24

240 ≤ x < 260 11

260 ≤ x < 280 4

280 ≤ x < 300 3

Total 100

14 2 Presentation of Statistical Data



The main purpose of tabular presentation, in fact of all aspects of presentation, is
that summary or presentation should be informative and meaningful. It should
facilitate interpretation and subsequent analysis. To highlight this aspect, data in
Table 2.7 are used.

During the several years from 1790 to 1984, both the urban and rural population
of the United States maintained a steady increase. From the figures in column 4, it is
also clear that the percentage of urban population continued to increase steadily.
This indicates, together with the figures in columns 2 and 3 that the urban popu-
lation grew at a faster rate compared to the rural population.

The underlying purpose in making the analysis of the data presented in Table 2.7
is to demonstrate that every table prepared should convey some interpretation
message. Mere presentation of data in some tables is meaningless unless such
purpose is served.

Table 2.5 AIT alumni’s satisfaction with selected aspects of thesis research conducted at AIT

Academic
division/period

Level of satisfaction with selected aspects

Flexibility in topic
selection

Practical
applicability

Support
service

Division

AFE 0.78 0.71 0.75

CA/CS 0.58 0.64 0.63

CRD/SE 0.57 0.52 0.50

EE 0.75 0.70 0.73

ET 0.76 0.76 0.74

GTE 0.76 0.70 0.67

HSD 0.76 0.71 0.66

IEM 0.75 0.63 0.65

SEC 0.66 0.64 0.69

WRE 0.67 0.67 0.70

Period

Before 1965 0.58 0.73 0.55

1966–1970 0.58 0.56 0.60

1971–1975 0.70 0.63 0.65

1976–1980 0.72 0.67 0.67

1981–1985 0.74 0.69 0.72

1986–1997 0.72 0.71 0.70

Average 0.71 0.68 0.68

Source AIT, AIT Alumni 1961–1987
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Table 2.6 Attitudes toward necessity of education for men—results of multiple regression
analysis

X Β α(β) T-value C.l. (%)

A 3.9745 0.0963 41.270 100.00

HH −0.0171 0.0081 − 2.104 94.00

Occupation

Agr −0.0404 0.0491 − 0.822 59.00

Trd −0.1678 0.0819 − 2.046 96.00

Srv −0.0146 0.0518 − 0.282 22.00

Age years 0.0017 0.0014 1.202 77.00

Sch years 0.0089 0.0054 1.645 90.00

Test statistics

R2 = 184 df: Regression = 6

F-value = 2.48 Residual = 66

Confidence level = 97.00 %

Notes
X = independent variables
a = constant term
β = coefficient
α(β) = standard error of β
C.l = confidence level
HH = household member
Agr = agriculture
Trd = trade
Srv = service
Rs = respondent
sch = schooling

Table 2.7 Urban population growth in the United States

Year Urban population
(million)

Rural population
(million)

Urban as a percentage of total
population

1790 0.2 3.7 5

1810 0.5 6.7 7

1830 1.1 11.7 9

1850 3.5 19.6 15

1870 9.9 28.7 25

1890 22.1 40.8 35

1910 42.0 50.0 46

1930 69.0 53.8 56

1950 96.5 54.2 64

1970 149.8 53.9 73

1975 155.9 57.3 73

1980 170.5 56.1 74

1984 179.9 56.2 76

Source U.S. Bureau of the census. The census bureau as cities and other incorporated places,
which have 2500 or more inhabitants define “Urban areas”
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2.2 Graphical Presentation

Data presented in the form of tables give good information in concise form. Tables
provide all relevant information of the data. Apart from tabular presentation,
graphical presentation of data has also become quite popular. It gives visual
information in addition to magnitudes. Furthermore, comparisons and changes in
the data can be well visualized when presented in graphical form. A very useful part
of graphical presentation is the interpretation of the graphs. In every graph we
should try to interpret the data.

With the help of computer software packages such as Harvard Graphics, Lotus
123, Energraphics, etc., graphical presentation of data can be made in a variety of
ways. But these may broadly be categorized into the following:

– Bar chart
– Pie chart
– Histogram
– Frequency polygon
– Pareto chart
– Frequency curve
– Line diagram.

2.2.1 Bar Charts

Bar charts are used for categorical data or metric data that are transformed into
categorical data. Categories are shown on the horizontal axis. Frequency, per-
centage, or proportion is shown on the vertical axis. Bars are separated from each
other to emphasize the distinctness of the categories. The bars must be of the same
width. The length of each bar is proportional to the frequency, percentage, or
proportion in the category. Levels ought to be provided on both axes.

In one figure only one variable can be depicted. This is illustrated in Figs. 2.1
and 2.2. Two or more variables can also be depicted in the same figure for ease of
comparison. Figures 2.3 and 2.4 show presentation of two bars and Fig. 2.5 shows
triple bar presentation.

2.2.2 Pie Charts

Like bar charts, pie charts are also used for categorical data. A circle is divided into
segments, the areas of which are proportional to the values in the question. But the
areas are proportional to the angles the corresponding segments make at the center
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of the circle. Thus, segments of the circle are cut in such a way that their values are
proportional to the angles.

In one pie chart only values of one variable can be shown. However, two or
more pie charts may be constructed side by side for comparison or to study the
change over time. In Fig. 2.6 Thailand population (2009) is shown. Figure 2.7 is
another example of pie chart presentation (Table 2.8).
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2.2.3 Histogram

Histograms are used for metric data but converted to categories. These are some-
what similar to bar charts. However, there are some important features in his-
tograms. The blocks in histograms are placed together one after another. These are
not separated. Classes are ordered on the horizontal axis, with scores increasing
from left to right. Areas of the blocks are proportional to the frequencies. If the class
intervals are of equal width, the heights of the blocks/rectangles are proportional to
the frequencies. If the class intervals are of unequal width, the blocks/rectangles are
drawn in such a way that the areas of the blocks/rectangles are proportional to the
frequencies. However, it is easier to interpret the histograms, if the class intervals
are of equal width.

Data of Table 2.4 are used here to construct a histogram shown in Fig. 2.8.

2.2.4 Frequency Polygon

It is also a graphical presentation of frequency distribution. It is more convenient
than the histogram. The midpoints of the upper extremes of the blocks of the
histogram are joined by straight lines. The first and the last parts of the polygon are
to be brought to the horizontal axis at a distance equal to half of the class width.

Data of Table 2.4 are used here for construction of the frequency polygon shown
in Fig. 2.9.

2.2.5 Pareto Chart

A pareto chart is a bar chart for count (discrete) data. It displays the frequency of
each count on the vertical axis and the count type on the horizontal axis. The count
types are always arranged in descending order of frequency of occurrence. The most
frequent occurring type is on the left, followed by the next–most frequently
occurring type, and so on. Bars are placed side by side with no gap between the

Table 2.8 Newly constructed dwellings in Bangkok and adjoining provinces

Type 1987 1991

Units % Angle Units % Angle

Individual homes 34,679 65.0 234 35,604 27.6 99

Town house 16,326 30.6 110 52,116 40.4 146

Flat and condominium 1,707 3.2 12 39,861 30.9 111

Twin house 641 1.2 4 1,419 1.1 4

Total 53,353 100 360 129,000 100 360
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adjacent ones. A segmented line is also drawn to depict the relative cumulative
frequency distribution.

Pareto charts are useful, among other uses, in the analysis of defect data in
manufacturing system, construction management, and others, and is an important
part of quality improvement program since it allows the management and engineers
to focus attention on the most critical defects in a production or process.

Data in Table 2.9 are used to construct the pareto chart shown in Fig. 2.10.
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Table 2.9 Defects in building construction

Code defects Frequency Relative frequency (%) R.C.F. (%)

Plaster 60 37.5 37.5

Curing 42 26.2 63.7

Flooring 12 7.5 71.2

Door 12 7.5 78.7

Distemper 10 6.3 85.0

Power line 10 6.3 91.3

Plumbing 8 5.0 96.3

Others 6 3.7 100.0

Total 160 100.0
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2.2.6 Line Diagram

Line diagrams are drawn by plotting the values of two continuous variables. These
show trends or changes in one variable resulting from changes in the other. One
important application of the line diagram is to study the changes of various eco-
nomic indicators over time. Line diagrams may be presented in the form of con-
tinuous lines or segmented lines depending on the phenomenon under study.
Figures 2.11, 2.12 and 2.13 will serve as examples.

2.2.7 Frequency Curve

Frequency curve is a smoothed frequency polygon. It is produced by plotting the
absolute frequency of an infinitesimally small range of a continuous variable. It is a
theoretical distribution.

An example of frequency polygon is given in Fig. 2.14.
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Problems

2:1 The Canadian International Development Agency (CIDA) has been providing
financial support to AIT. The overall financial status as of 31 March 1991 is
shown below.

Project activity Planned expend Actual expend Actual/planned expend

Scholarship 4400 2270 51.6

Student research 387 108 27.9

Exploratory research 250 106 42.4

Demonstration project 250 58 23.2

Dissemination project 450 134 29.8

Seminar/workshop 400 75 18.8

Project support 150 59 39.3

Total 6287 2810 44.7

Note: The expenditure figures are in 1000 Canadian dollars

Construct bar charts for the expenditures as well as the proportions. Interpret the
charts in comparing the planned and actual expenditures.

2:2 The number of enrolled students (as of May 1987) in the College of Medical
Technology and Nursing, University of Tsukuba, Japan is as follows:

Level Total no. of students Female students

Undergraduate 7969 2194

Master degree program 1140 260

Doctoral degree program 1228 204

Laboratory school 4536 0

Medical technology 361 352

Total 15,234 3010

Construct pie charts to depict the distributions. Interpret the charts

2:3 The actual expenditures under CIDA activities in AIT during the four con-
secutive periods are shown:

Project
component

Actual expenditures in 1000 CDN$

2nd quarter
1990

3rd quarter
1990

4th quarter
1990

1st quarter
1991

AGP 82 74 94 162

EPM/NRP 133 88 24 99

HSD 148 169 45 100

Project support 6 6 7 5

Total 369 337 170 366
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Draw segmented line diagrams for all the four project components in one chart.
Interpret the results.

2:4 A quality control manager obtained samples to check the number of defective
products. The number of defective products noted was as follows:

4 7 5 8 7 8

3 11 2 7 5 9

7 16 16 12 14 5

6 12 14 11 4 9

4 10 6 13 9 6

13 12 16 15 12 17

3 5 10 20 4 19

10 8 12 9 7 12

2 12 7 3 12 11

7 7 7 6 14 8

3 15 5 4 5 10

8 6 5 6 7 9

Group the data. Construct a histogram. Draw the frequency polygon. Comment
on the distribution.

2:5 Electrical power demand in Dhaka was noted in two sample occasions—one
in winter and the other in summer. The recorded demands were as follows:

Time (h) Winter demand (MW) Summer demand (MW)

16:00 972 1141

17:00 1203 1161

18:00 1519 1147

18:30 1551 1251

19:00 1549 1334

19:30 1475 1343

20:00 1475 1318

21:00 1317 1344

22:00 1170 1281

23:00 908 1227

24:00 841 1184

(a) Draw smooth line charts to depict the trend of power demand over time.
(b) Compare the two demands.
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Chapter 3
Descriptive Statistics

Abstract Descriptive statistics and inferential statistics are distinguished. Concepts
of descriptive statistics are presented. The techniques of using descriptive statistics
dealing with mean (arithmetic, geometric), median, and mode are explained. The
technique for calculation of the “growth rates” and future projection is shown.
Measures of dispersion of data are explained. Descriptive statistics entails central
tendency of data.

Keywords Descriptive statistics � Inferential statistics � Central tendency �
Dispersion � Growth rate

Statistical applications can be viewed as having two broad main branches. These are
descriptive statistics which deals with the description of the data elements and
inferential statistics which deals with the inferences. In this chapter, we shall dis-
cuss the descriptive statistics. This again will be divided into two broad areas as
follows.
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3.1 Central Tendency

Previously, we have seen how to summarize data and present them in the form of
tables and graphs. Now we are in a position to analyze the data. In this attempt we
should study first the measures of central tendency. There are several measures to
indicate the central tendency. But the most common ones are

– mean (arithmetic; geometric)
– median and
– mode.

3.1.1 Mean

There are two types of means, namely arithmetic and geometric means. Although
the term “mean” should be used for any of the two “arithmetic mean” or “geometric
mean,” in practice it is used only for arithmetic mean (average). Thus, whenever the
term “mean” is used, it would indicate arithmetic mean (average). If it is a case of
geometric mean, it would be expressed in that way.

(A) Arithmetic mean

The mean (arithmetic) of a set of scores is the sum of the scores divided by the
number of scores. It is the most common measure of central location.
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For assorted data, if the observations are x1, x2, x3,…, xn, then the mean is given as

X ¼
P

Xi

N

where
�X mean,
Xi score of ith case,
N total number of cases.

Example 1
At the end of the third term final examination, the GPA of 10 randomly selected
students in AIT was found to be 3.83, 3.49, 4.00, 3.50, 3.33, 3.54, 3.13, 3.88, 3.50,
and 3.71. Calculate the mean GPA.

The mean GPA is given as

�X ¼ ð3:83þ 3:49þ 4:00þ 3:50þ 3:33þ 3:54þ 3:13þ 3:88þ 3:50þ 3:71Þ=10
¼ 3:59

For weighted data, simple averages or mean do not reflect the true situation. It
becomes necessary to attach different weightages to different sets of observations.
The method involves weighted mean. The following example will illustrate the
concept.

Example 2
One student took three tests. First test—time taken is half an hour; earned grade is
50. Second test—time taken is one hour; earned grade is 80. Third test—time taken
is one hour and a half; earned grade is 70.

Weightedmean ¼
P

XiwiP
wi

where,
Xi score of ith case
wi weightage of ith case.

In the above example

X1 ¼ 50; X2 ¼ 80; X3 ¼ 70

w1 ¼ 1; w2 ¼ 2; w3 ¼ 3
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Weightedmean ¼ Xiwi þX2w2 þX3w3

w1 þw2 þw3

¼ 50 � 1þ 80 � 2þ 70 � 3
1þ 2þ 3

¼ 50þ 160þ 210
6

¼ 420
6

¼ 70

Sometimes, especially when a large number of observations are involved, each
individual observation is not readily available. Instead, frequency distribution is
given. In such a case the formula for calculating the mean is to be modified as
follows:

�X ¼ Xifi
N

where
Xi individual score of ith case
fi frequency of ith case
N total number of cases

=Σ fil.

Example 3
The high-rise buildings and built spaces (average per building) of Bangkok for
4 years from 1987 to 1990 are shown in columns 2 and 3 in Table 3.1. Calculate the
mean space per building over the 4-year period.

�X ¼ 17; 242; 940
720

¼ 23; 949 m2 per building over the four - year period:

Often the continuous data are transformed into groups by forming certain classes
and frequencies of respective classes are provided. We need to calculate the mean
of the whole dataset. In such a case, the procedure is similar to that applied to the

Table 3.1 High-rise
buildings and built space in
Bangkok (1987–1990)

Year Average space
(m2) xi

No. of
buildings fi

xifi

1987 18,868 16 301,888

1988 23,192 86 1,994,512

1989 20,346 291 5,920,686

1990 27,602 327 9,025,854

Total 720 17,242,940
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previous example. The difference is only that we need to find the midpoint of the
classes and assume that all the observations in the class are centered on the mid-
point or are perfectly symmetrical about the midpoint. Since this assumption will
not be 100 % valid in almost all practical cases, the mean calculated using this
method will be approximate.

The formula for mean when frequency distribution is given for grouped data is
as follows:

�X ¼
P

mifi
n

where
mi midpoint of ith class
fi frequency of ith class
n total number of cases.

Example 4
In a sample survey of 640 households in a city the household income distribution
was found as shown (first and second columns) in Table 3.2.

�X ¼ 13; 075 � 1000
640

¼ $20; 429:69 per household:

Sometimes it becomes quite inconvenient to deal with large figures as in the
previous example. A short method of calculation of the mean can be applied in such
situations. The technique is demonstrated as follows:

For ungrouped data

�X ¼ aþ
P

di
n

Table 3.2 Household income distribution

HH income class (000 $) No of HHs fi Midpoint mi mifi
5 ≤ x < 10 100 7.5 750

10 ≤ x < 15 110 12.5 1375

15 ≤ x < 20 120 17.5 2100

20 ≤ x < 25 130 22.5 2925

25 ≤ x < 30 90 27.5 2475

30 ≤ x < 40 60 35.0 2100

40 ≤ x < 50 30 45.0 1350

Total 640 13,075
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where
a a constant (assumed mean)
di deviation

= Xi − a
n total no. of cases.

For grouped data

�X ¼ aþ
P

fidiP
fi

� c

where,
a a constant (assumed midpoint of the middle class or assumed mean)
di deviation=(mi − a)/c; c is class width
mi midpoint of ith class
fi frequency of ith class.

To illustrate the use of the formula, an example hereafter is given for grouped
data.

Example 5
Scores of 50 students in a subject are transformed into several classes and the
distribution is given in Table 3.3. Calculate the mean score using the short method
of calculation.

a (assumed mean) = 65; c (class width) = 10

�X ¼ aþ
P

fidiP
fi

� c

¼ 65þ 3
50

� 10
¼ 65þ 0:6

¼ 65:6

Table 3.3 Scores distribution Class mi mi − a fi di fidi
30 ≤ x < 40 35 −30 4 −3 −12

40 ≤ x < 50 45 −20 6 −2 −12

50 ≤ x < 60 55 −10 8 −1 −8

60 ≤ x < 70 65 0 12 0 0

70 ≤ x < 80 75 +10 9 +1 9

80 ≤ x < 90 85 +20 7 +2 14

90 ≤ x < 100 95 +30 4 +3 12

Total 50 3
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(B) Geometric Mean

In certain circumstances geometric mean is preferred to arithmetic mean. It is
suitable for rate of change, time series data, and ratios, and also for data in geo-
metric progression. The geometric mean is defined as

Geometricmean ðGM) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX1 � X2 � X3 � � � � XnÞn

p

The calculations can be simplified by taking the logarithm of both sides. Thus,

logGM ¼ log
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX1 � X2 � X3 � � � �XnÞn

pn o

¼ log ðX1 � X2 � X3 � � � �XnÞf g1=n
¼ 1=n logX1 þ logX2 þ logX3 þ � � � logXnf g

Example 6
The yearly sales of a company for 5 years from 1986 to 1991 are given in Table 3.4.
Calculate the mean percentage change over the 5-year period.

GM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
111 � 150 � 133 � 120 � 104ð Þ5

p

¼ ð2:7636336 � 1010Þ1=5
¼ 122:55%

Therefore, mean percentage change = 122.55 − 100 = 22.55 per year. The
calculations can be simplified by using logarithm. Thus, taking logarithm of both
sides we can get

logGM ¼ 1=5ðlog111þ log150þ log133þ log120þ log104Þ
¼ 1=5ð2:0453þ 2:1761þ 2:1239þ 2:0792þ 2:0171Þ
¼ 1=5ð10:4415Þ
¼ 2:0883

Therefore;GM ¼ anti - log(2:0883Þ
¼ 122:55

Table 3.4 Yearly sales ($) Year Sales ($) Percentage compared with a year earlier

1986 4500 –

1987 5000 111

1988 7500 150

1989 10,000 133

1990 12,000 120

1991 12,500 104
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For frequency distribution the formula should be modified in the following way:

GM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xf 1
1 � Xf 2

2 � Xf 3
3 � � � �Xfn

n

� �
n

r

) logGM ¼ 1=n f1 � logX1 þ f2 � logX2 þ f3 � logX3 þ � � � fn � logXnf g

An important application of the concept of the geometric mean is growth rate
calculation. There are certain phenomena showing continuous increase/decrease
and the increase/decrease is measured as a percentage or fraction of the previous
year’s figure. Such increase/decrease is known as growth rate. Growth rate is
always measured on a per year basis.

Suppose, population of a country during the present year = P0. Growth rate (rate
of increase of population per year) = 5 % = 0.05. Therefore, at the end of year 1
population will be

P1 ¼ base year populationþ increase in one year

¼ P0 þ 0:05P0

¼ P0ð1þ 0:05Þ

Population at the end of year 2 will be

P2 ¼ population of year 1þ increase in one year

¼ P1 þ 0:05P1

¼ P0ð1þ 0:05Þþ 0:05P0ð1þ 0:05Þ
¼ P0ð1þ 0:05Þð1þ 0:05Þ
¼ P0ð1þ 0:05Þ2

Population at the end of year 3 will be

P3 ¼ population of year 2þ increase in one year

¼ P2 þ 0:05P2

¼ P0ð1þ 0:05Þ2 þ 0:05 � P0ð1þ 0:05Þ2

¼ P0ð1þ 0:05Þ2 � ð1þ 0:05Þ
¼ P0ð1þ 0:05Þ3

If the growth rate is r, then the population at the end of n years will be

Pn ¼ P0ð1þ rÞn

Example 7
Exports of Thailand during 1984 and 1989 were 175,237 and 515,745 million Baht.
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(a) Calculate the growth rate during the period from 1984 to 1989.
(b) Assuming the same growth rate for another 5 years, estimate the export during

1994.

Solution
Here, P0 = 175,237; Pn = 515,745; n = 5 years.

Pn ¼ P0ð1þ rÞn

) 515; 745 ¼ 175; 237ð1þ rÞ5

Therefore; 2:9431 ¼ ð1þ rÞ5

Therefore; ð1þ rÞ ¼ 2:9431ð Þ1=5
¼ 1:2410

Therefore; r ¼ 1:2410� 1

¼ 0:2410

¼ 24:10%

P1994 ¼ P1989ð1þ rÞ5

¼ 515; 745ð1þ 0:2410Þ5

¼ 515; 745ð1:2410Þ5
¼ 1; 518; 077 millionBaht

Example 8
Import of Thailand in million Bahts during 3 years is shown hereafter:

Year Import

1983 236,609

1986 241,358

1989 656,428

Calculate the average growth rate during 1983–1989.

Solution
For 1983–1986

241; 358 ¼ 236; 609ð1þ r1Þ3

) 1:02007 ¼ ð1þ r1Þ3

) ð1þ r1Þ ¼ ð1:02007Þ1=3
¼ 1:0066

) r1 ¼ 0:0066

¼ 0:66%
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For 1986–1989

656; 428 ¼ 241; 358ð1þ r2Þ3

) 2:7197 ¼ ð1þ r2Þ3

) ð1þ r2Þ ¼ ð2:7197Þ1=3
¼ 1:39586

For 1983–1989

656; 428 ¼ 236; 609ð1þ r3Þ6

) 2:7743 ¼ ð1þ r3Þ6

) ð1þ r3Þ ¼ ð2:7743Þ1=6
¼ 1:1854

) r3 ¼ 0:1854

¼ 18:54%

Average growth rate ¼ r1 þ r2 þ r3
3

¼ 0:0066þ 0:3959þ 0:1854
3

¼ 0:1960

¼ 19:60%

3.1.2 Median

It is another measure of central tendency. When it is desirable to divide data into
two groups, each group containing exactly the same number of values, the median
is the appropriate measure. It is defined to be the middle value in a set of numbers
arranged according to magnitude. The median has the property that half the scores
are less than (or equal to) the median and half the scores are greater than (or equal
to) the median. If n is odd, the middle value is one. So position of Md is at (n + 1)/2.
If n is even, there are two mid-values. Md lies halfway in between these two values.

Examples 9
The following two sets of observations (ungrouped) show how to calculate the
median.

(1) (2)

415 415

480 480
(continued)
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(continued)

(1) (2)

525 525

608 608

719 719

1090 1090

2059 2059

4000 4000

6000

No. of cases = 9
Md = 719

No. of cases = 8
Md = (608 + 719)/2 = 663.5

When the observations/measurements are given in classes, we need to use the
following formula to calculate the median.

Md ¼ Lm þCm � ðnþ 1Þ=2� T
fm

where
Lm lower limit of median class
Cm class width of the median class
fm frequency of the median class
n total number of observations
T cumulative frequency corresponding to the class preceding the median class.

Example 10
Table 3.5 shows some hypothetical data. Find the median.

Table 3.5 Hypothetical data Data Frequency Cumulative frequency

x < 10.0 1 1

10.0 ≤ x < 10.5 7 8

10.5 ≤ x < 11.0 13 21

11.0 ≤ x < 11.5 23 44

11.5 ≤ x < 12.0 47 91

12.0 ≤ x < 12.5 39 130

12.5 ≤ x < 13.0 17 147

13.0 ≤ x < 13.5 4 151

13.5 ≤ x < 14.0 3 154

14.0 ≤ x < 14.5 1 155

14.5 ≤ x < 15.0 1 156

15.0 and above 1 157

Total 157
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The median class is the class in which the middle value lies. In this example, the
middle observation is (n + 1)/2 = (157 + 1)/2 = 79th observation. This lies in the
class in which the cumulative frequency is 91. The class is 11.5–12.0. Therefore,

Md ¼ 11:5þ 0:5 � 79� 44
47

¼ 11:5þ 0:37

¼ 11:87

3.1.3 Mode

The mode is defined to be that value which occurs most frequently. This is another
measure of central tendency.

Example 11 (ungrouped data)

X : 1; 1; 1; 2; 2; 2; 2; 2; 3; 3; 3; 3; 3; 3; 4; 4; 5; 6; 8

Mo ¼ 3; ðunimodalÞ
Y : 1; 1; 1; 2; 2; 2; 2; 2; 3; 3; 4; 4; 4; 4; 4; 5; 6; 6

Mo ¼ 2; 4; ðbimodalÞ
In the first example, 3 occurs six times, the highest frequency. So the mode is 3.

Since only one value has the highest frequency, the set of observations is unimodal.
In the second example, both 2 and 4 occur five times—equal frequencies. So there
are two modes 2 and 4. The set of observations is bimodal.

If the datasets are available in classes, we need to modify our technique of
calculating the mode. In this case the following formula may be used.

Mo ¼ Lm þCm � a
aþ b

where
Lm lower limit of modal class
Cm class width of the modal class
a absolute value of the difference in frequency between the modal class and the

preceding class
b absolute value of the difference in frequency between the modal class and the

following class.

The modal class is the class with the highest frequency. The following example
illustrates the use of the formula.
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Example 12
Calculate the modes of the owner and renter categories from the data given in
Table 3.6

The modal class for owners is 30–45 and that for renters is 6–12.
For owners:

Mo ¼ Lm þCm � a
aþ b

¼ 30þ 15 � 51� 18
ð51� 18Þþ ð51� 45Þ

¼ 30þ 15 � 33
33þ 6

¼ 30þ 12:69

¼ $42:69

For renters:

Mo ¼ Lm þCm � a
aþ b

¼ 6þ 6 � 220� 186
ð220� 186Þþ ð220� 65Þ

¼ 6þ 6 � 34
34þ 155

¼ 6þ 1:08

¼ $7:08

If there are two adjacent classes having the same highest frequency, the two
classes may be combined together to form one single class and the calculation for
mode can be done in the usual process.

Table 3.6 Housing expenditure of slum dwellers

Housing expenditure class ($/month) No of owners No of renters

0 ≤ x < 6 3 186

6 ≤ x < 12 12 220

12 ≤ x < 18 20 65

18 ≤ x < 24 23 31

24 ≤ x < 30 18 8

30 ≤ x < 45 51 1

45 ≤ x < 60 45 2

60 ≤ x < 90 32 0

90 ≤ x 16 0

Total 220 513

Data source: Miah (1990)
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Example 13
To illustrate the technique, we can use the previous example with slight modifi-
cation of owners’ frequency distribution as shown in Table 3.7.

Here, two classes 30–45 and 45–60 in case of owners having the same and the
highest frequency of 50 each. So these two classes can be combined together to
form one single class 30–60 with a total frequency of 50 + 50, i.e., 100 and the
calculations can be carried out in the following manner:

Mo ¼ Lm þCm � a
aþ b

¼ 30þ 30 � 100� 18
ð100� 18Þþ ð100� 28Þ

¼ 30þ 30 � 82
82þ 72

¼ 30þ 15:97

¼ $45:97

If there are two classes having the same and the highest frequency, but not
adjacent to each other, then the dataset would be bimodal. Mode for each class can
be computed independently.

3.1.4 Comparison of Mean, Median, and Mode

When the distribution is symmetrical, the mean, median, and mode coincide. It is
illustrated in Fig. 3.1.

When the distribution is skewed to the right, Mean > Median > Mode. This is
illustrated in Fig. 3.2.

Table 3.7 Housing expenditure of slum dwellers

Housing expenditure class ($/month) No. of owners No. of renters

0 ≤ x < 6 3 186

6 ≤ x < 12 12 220

12 ≤ x < 18 20 65

18 ≤ x < 24 23 31

24 ≤ x < 30 18 8

30 ≤ x < 45 50 1

45 ≤ x < 60 50 2

60 ≤ x < 90 28 0

90 ≤ x 16 0

Total 220 513
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When the distribution is skewed to the left, Mean < Median < Mode. This is
illustrated in Fig. 3.3.

3.2 Measures of Dispersion

In the previous chapter, we have studied measures of central tendency. Although
measures of central tendency are quite useful, a measure of central tendency, by
itself, is not sufficient to provide an adequate summary of the characteristics of a
dataset. For example, consider the following three sets of observations in income:

Fig. 3.1 Symmetrical
distribution

Fig. 3.2 Right-skewed
distribution

Fig. 3.3 Left-skewed
distribution
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xð$Þ 14; 000 17; 000 20; 000 23; 000 26; 000
yð$Þ 4000 12; 000 20; 000 28; 000 36; 000
zð$Þ 2000 10; 000 30; 000 38; 000

The mean of the income in all the three distributions is $20,000. But the dis-
tributions are not the same. Apparently, they differ. In order to study such situa-
tions, we need to study another measure called a measure of dispersion. There are
several measures to study the dispersion in the datasets. Broadly these may be
enumerated as follows:

– Range
– Interquartile range (IQR)
– Mean deviation
– Variance
– Standard deviation
– Coefficient of variation
– Stem-and-leaf diagram
– Other measures of dispersion.

3.2.1 Range

It is the simplest measure of dispersion. It is the absolute difference between the
maximum value and the minimum value of the dataset. In the income example cited
above, the range of x income set is $26,000 − 14,000 = $12,000 and range of the
z income set is $38,000 − 2000 = $36,000.

3.2.2 Interquartile Range (IQR)

IQR is the difference between the third quartile and the first quartile. A general rule
is necessary to set out for locating the first, second, and third quartiles in a set of
data. If there are n observations arranged in ascending order, then the location of the
first quartile is (n + 1)/4, the location of the second quartile, i.e., the median is
(n + 1)/2 and the location of the third quartile is 3(n + 1)/4. If (n + 1) is not an
integer multiple of 4, then the quartiles are to be found out by interpolation. Look at
the following two examples.

Examples 1
(1) (2)

515 450

510 449
(continued)
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(continued)

(1) (2)

500 ⇒ Q3 445

490 440

447 438

445 ⇒ Q2 432

441 428

438 420

435 ⇒ Q1

430

420

For set 1:
Range = 515 − 420 = 95
Location of Q1 = (n + 1)/4 = (11 + 1)/4 = 3;
So Q1 = third observation = 435;
Location of Q2 = (n + 1)/2 = (11 + 1)/2 = 6;
So Q2 = sixth observation = 445
Location of Q3 = 3(n + 1)/4 = 3(11 + 1)/4 = 9;
So Q3 = ninth observation = 500
IQR = Q3 − Q1 = 500 − 435 = 65
For set 2:

Range ¼ 450� 420 ¼ 30

Location of Q1 ¼ ðnþ 1Þ=4 ¼ ð8þ 1Þ=4 ¼ 2:25

SoQ1 ¼ 2ndþ 0:25 from 428 to 432

¼ 428þ 0:25 � ð432� 428Þ
¼ 428þ 1:0

¼ 429

Location of Q2 ¼ ðnþ 1Þ=2 ¼ ð8þ 1Þ=2 ¼ 4:5;

SoQ2 ¼ 4thþ 0:50 from 4th to 5th

¼ 438þ 0:50 � ð440� 438Þ
¼ 438þ 1

¼ 439

Location of Q3 ¼ 3ðnþ 1Þ=4 ¼ 3ð8þ 1Þ=4 ¼ 6:75;

SoQ3 ¼ 6thþ 0:75 from 6th to 7th

¼ 445þ 0:75 � ð449� 445Þ
¼ 445þ 3

¼ 448

Interquartile Range ¼ Q3 � Q1 ¼ 448� 429 ¼ 19

3.2 Measures of Dispersion 45



For grouped data the same rule as given for the median may be used to calculate
Q1 and Q3. The position of Q1 is given by (n + 1)/4 and that for Q3 by 3(n + 1)/4.

Example 2
Use the dataset shown in Table 3.8 and calculate the IQR.

Location of Q1 ¼ 157þ 1
4

¼ 39:5; the class is 8:4� 8:6

So Q1 ¼ 8:4þ 0:2 � 39:5� 21
23

¼ 8:4þ 0:16

¼ 8:56

Location of Q3 ¼ 3ð157þ 1Þ
4

¼ 118:5; the class is 8:8� 9:0

So Q3 ¼ 8:8þ 0:2 � 118:5� 91
39

¼ 8:8þ 0:14

¼ 8:94

The interquartile range ¼ Q3 � Q1

¼ 8:94� 8:56

¼ 0:38

Table 3.8 Hypothetical data Data class Frequency Cumulative frequency

x < 8.0 1 1

8.0 ≤ x < 8.2 7 8

8.2 ≤ x < 8.4 13 21

8.4 ≤ x < 8.6 23 44

8.6 ≤ x < 8.8 47 91

8.8 ≤ x < 9.0 39 130

9.0 ≤ x < 9.4 19 149

9.4 < x < 10.0 5 154

10.0 and above 3 157

Total 157

46 3 Descriptive Statistics



3.2.3 Mean Deviation

Mean deviation is another measure of dispersion. It is the average of the absolute
deviations from some central value, usually mean. If X1, X2, X3, … Xn are the
observations, then

Mean deviation ¼
P fXi � �Xg

n

Example 3
Six students have scores 50, 55, 60, 70, 75, 80. Calculate the mean deviation
(Table 3.9).

�X = 65; Mean deviation = 60/6 = 10. Thus, the average absolute discrepancy of
the student scores is 10.

3.2.4 Variance

Variance is the average (mean) of the squared deviations about the mean. There is
an inherent problem in ordinary deviations about the mean, i.e., sum of all the
deviations about the mean is zero. Variance avoids this problem. It is a good
measure of the spread and is the traditional method of measuring the variability of a
dataset. If X1, X2, X3, … Xn are the observations, then the variance is given as

Variance S2 ¼
P fXi � �Xg2

n

Table 3.9 Scores of students Grades (Xi) Xi � �X [Xi � �X]

50 −15 15

55 −10 10

60 −5 5

70 +5 5

75 +10 10

80 +15 15

Total 60 ignoring sign
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3.2.5 Standard Deviation

Variance is a measure of dispersion. But there remains a problem. The deviations
are squared and hence the unit of the variable is also squared. Thus, there is an
inadequacy in measuring the dispersion. In order to correct the inadequacy and to
reduce the variance into the original unit of measurement, the square root of the
variance is taken. This is called standard deviation.

Standard deviation S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðVarianceÞ

p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP fXi � �Xg2

n

" #vuut

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

X2
i

n
� �X2

� �s

For frequency distribution

Standard deviation S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

f fXi � �Xg2
n

" #vuut

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

f X2
i

n
� �X2

� �s

where Xi = ith observation or midpoint of the ith class.

Example 4
Farming costs per year of seven farmers in a Thai village are shown in Table 3.10.
Calculate the mean deviation, variance, and the standard deviation.

n = 7; �X ¼ 9914

Table 3.10 Farming cost Cost (B) (Xi � �X) (Xi � �X)2

10,000 +86 7396

12,500 +2586 6,687,396

9600 −314 98,596

10,000 +86 7396

8800 −1114 1,240,996

9500 −414 171,396

9000 −914 835,396

Total 5514 (ignoring sign) 9,048,572
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Mean deviation ¼ 5514
7

¼ 787:71 Baht

Variance S2 ¼ 9; 048; 572
7

¼ 1; 292; 653

Standard deviation S = √(1,292,653) = 1,136.95 Baht

Example 5
Nonhousing expenditures of owners and renters recorded in sample surveys in
several slums of a city are given in expenditure classes (Tables 3.11 and 3.12).
Calculate the mean, variance, and standard deviation of owner and renter
expenditures.

For owners

�X ¼ 19; 072:5
220

¼ $86:69

Variance S2 ¼
P

fi mi
2

n
� ð�XÞ2

¼ 2; 043; 393:8
220

� ð86:69Þ2

¼ 9288:2� 7515:2

¼ 1773:0

Table 3.11 Nonhousing expenditures of slum dwellers in a city (owners)

Expenditure class ($/month) Midpoint mi Owners

fi fimi fim
2

0 ≤ x < 15 7.5 00 0.0 0.0

15 ≤ x < 30 22.5 02 45.0 1,012.50

30 ≤ x < 45 37.5 24 900.0 33,750.00

45 ≤ x < 60 52.5 37 1942.5 101,981.30

60 ≤ x < 75 67.5 38 2565.0 173,137.50

75 ≤ x < 90 82.5 38 3135.0 258,637.50

90 ≤ x < 120 105.0 45 4725.0 496,125.0

120 ≤ x < 150 135.0 21 2835.0 382,725.0

150 ≤ x < 180 165.0 09 1485.0 245,025.0

180 ≤ x < 240 210.0 03 630.0 132,300.0

240 ≤ x < 300 270.0 03 810.0 218,700.0

Total 220 19,072.50 2,043,393.8
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Standard deviation ¼ S

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1773:0Þ

p

¼ $42:1

For renters

�X ¼ 25; 537:5
513

¼ $49:78

Variance S2 ¼
P

fi m2
i

n
� ð�XÞ2

¼ 1; 629; 731:3
513

� ð49:78Þ2

¼ 3176:9� 2478:0

¼ 698:9

Standard deviation ¼ S

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð698:8Þ

p

¼ $26:4

Table 3.12 Nonhousing expenditures of slum dwellers in a city (renters)

Expenditure class ($/month) Midpoint mi Renters

fi fimi fimi
2

0 ≤ x < 15 7.5 2 15 112.5

15 ≤ x < 30 22.5 74 1665.00 37,462.50

30 ≤ x < 45 37.5 192 7200.00 270,000.00

45 ≤ x < 60 52.5 125 6562.50 344,531.30

60 ≤ x < 75 67.5 72 4860.00 328,050.00

75 ≤ x < 90 82.5 24 1980.00 163,350.00

90 ≤ x < 120 105 13 1365.00 143,325.00

120 ≤ x < 150 135 04 540 72,900.00

150 ≤ x < 180 165 04 660 108,900.00

180 ≤ x < 240 210 02 420 88,200.00

240 ≤ x < 300 270 01 270 72,900.00

Total 513 25,537.50 1,629,731.30

Data source: Miah (1990)
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3.2.6 Coefficient of Variation

Sometimes the standard deviation which is expressed in absolute terms is inade-
quate and the relative measure of dispersion is preferred. Example of such a situ-
ation is comparison of variability of distributions with different variables.
Coefficient of variation is the standard deviation expressed as a percentage of the
arithmetic mean and is given as

Co - efficient of variation ¼ 100S
�X

Example 6
Use the data in the owner–renter example and show which group (owner or renter)
has greater spread in the nonhousing expenditure.

Owners co - efficient of variation ¼ 100 � 42:1
86:69

¼ 48:56%

Renters co - efficient of variation ¼ 100 � 26:4
49:78

¼ 53:03%

Thus, the spread of nonhousing expenditures of renters is greater than that of the
owners.

3.2.7 Stem-and-Leaf Diagram

The histogram is a useful graphic display. It can give the decision maker a good
understanding of the data and is useful in displaying the shapes, location, and
variability of the data. However, the histogram does not allow individual data points
to be identified, since all the observations falling in a cell (class) are indistin-
guishable. The stem-and-leaf diagram is a new graphical display which is more
informative than the histogram. Since stem-and-leaf display is often most useful at
the initial stage of data analysis, it is one of the exploratory data analysis methods.

To construct a stem-and-leaf diagram, each number xi is divided into two parts: a
stem, consisting of one or more of the leading digits, and a leaf, consisting of the
remaining digits.

Example 7
The data in crushing strength of bricks example are used to construct the
stem-and-leaf diagram. The observations range from 126 to 296. So the values 12,
13, 14, … 29 are selected as stems. The resulting diagrams are shown in Figs. 3.4
and 3.5.
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Stem Leaf f

12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

6
7
7
5, 8, 0
5, 4, 0
0, 8, 3, 1
4, 1, 5, 5, 5, 1
3, 2, 2, 6, 8, 5, 8
8, 0, 4, 3, 8, 0, 4, 0, 7, 1
5, 3, 8, 0, 7, 5, 4, 0, 7, 5, 0, 4, 9, 3, 5, 5, 2, 1, 0, 5, 9
4, 6, 2, 7, 6, 2, 1, 4, 4, 8, 4, 5, 8, 0
6, 1, 0, 1, 3, 3, 0, 7, 3
9, 9, 8, 3, 4, 6, 0, 8
7, 0, 8, 0, 1
8, 7
1, 8
4, 7
6

1
1
1
3
3
4
6
7

10
21
14
9
8
5
2
2
2
1

Total 100

Fig. 3.4 Stem-and-leaf diagram of crushing strength of bricks (not ordered)

Stem Leaf fi f'

12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

6
7
7
0, 5, 8
0, 4, 5
0, 1, 3, 8
1, 1, 4, 5, 5, 5
2, 2, 3, 5, 6, 8, 8
0, 0, 0, 1, 3, 4, 4, 7, 8, 8
0, 0,0,0,1,2,3,3,4,4,5,5,5,5,5,5,7,7,8,9,9
0, 1, 2, 2, 4, 4, 4, 4, 5, 6, 6, 7, 8, 8
0, 0, 0, 1, 1, 3, 3, 6, 7
0, 3, 4, 6, 8, 8, 9, 9
0, 0, 1, 7, 8
7, 8
1, 8
4, 7
6

1
1
1
3
3
4
6
7

10
21
14
9
8
5
2
2
2
1

1
2
3
6
9

13
19
26
36
57
71
80
88
93
95
97
99

100

Total 100
Note: f' = cumulative frequency. 

Fig. 3.5 Stem-and-leaf diagram of crushing strength of bricks (ordered). Note f′ = cumulative
frequency
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Sometimes there are too many stems with very few leaves in each stem. Also,
there may be too few stems with too many leaves in a stem. This type of display
does not provide a good impression. The problem of too many stems can be
handled by choosing appropriate stems and leaves. Suppose there is an observation
375 after 296 in the example under study. In such a case it will be unwise to
continue the stems 30, 31, 32, 33, 34, 35, 36, and 37. Instead of that only one stem
can be shown after stem 29 as shown hereafter.

Stem Leaf

29 6

HI 375

The other problem of having too many leaves in a stem can be handled by
breaking the stem into 2–5 parts. Data in the crushing strength of bricks may be
used to illustrate this technique. Let us suppose that we want to divide the stem 21
into 2 parts. The first part should contain the leaves from 0 to 4 and the second part
of the stem should contain the leaves from 5 to 9. The resulting diagram would look
like the following:

Stem Leaf

21 0, 0, 0, 0, 1, 2, 3, 3, 4, 4

21 5, 5, 5, 5, 5, 5, 7, 7, 8, 9, 9

If we want to divide stem 21 into 5 parts, then the resulting diagram would look
like the following:

Stem Leaf

21 0, 0, 0, 0, 1

21 2, 3, 3

21 4, 4, 5, 5, 5, 5, 5, 5

21 7, 7

21 8, 9, 9

It would be noted that a stem-and-leaf diagram is a combination of tabular and
graphical display and looks like a histogram. But in the histogram, the individual
observations are not available, whereas in the stem-and-leaf diagram the individual
observations are available.

Examples for usefulness of the stem-and-leaf diagram based on the above plot
are highlighted hereafter.
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1. Most of the observations lie between 180 and 250.
2. The central value is somewhere between 210 and 220.
3. n = 100; n/2 = 50. So median is in between observations with ranks 50 and 51.

Md = (215 + 215)/2 = 215 ⇒ Q2.
4. Rank of 10th percentile observation = (0.1)(100) + 0.5 = 10.5 (midway between

10th and 11th observations); value of the 10th percentile = (170 + 171)/
2 = 170.5

5. Rank of the first quartile = (0.25)(100) + 0.5 = 25.5, (approx.) (midway between
25th and 26th observations); value of the first quartile Q1 = (198 + 198)/2 = 198

6. Rank of the third quartile = (0.75)(100) + 0.5 = 75.5, (approx.) (midway
between 75th and 76th observations); value of the third quartile
Q3 = (231 + 231)/2 = 231.

7. IQR = Q3 − Q1 = 231 − 198 = 33.

3.2.8 Other Measures of Dispersion

– Skewness
– Kurtosis

While mean, median, and mode provide information regarding central location
of data, variance, standard deviation, and others show the dispersion. But they do
not provide any information on the shape of the distribution of values. Skewness
and Kurtosis provide such information.

3.2.8.1 Skewness

A distribution is considered to be skewed when there are a considerably larger
number of cases on one side of the distribution as compared to the other side. The
skewness is defined as

Skewness ¼
P fðXi � �XÞ=sg3

N

If the result is positive, the distribution is skewed to the right. If the result is
negative, the distribution is skewed to the left.

3.2.8.2 Kurtosis

Kurtosis shows the flatness or peakedness of the distribution. A flat distribution
with short broad tails is called platykurtic. A very peaked distribution with long thin
tails is called leptokurtic. The kurtosis is defined as
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Kurtosis ¼
P fðXi � �XÞ=sg4

N
� 3

A positive value indicates leptokurtosis (more peaked in the middle than the
normal distribution), and a negative value indicates platykurtosis.

Problems on Central Tendency

3.1.1 Use the data shown in Table 2.4 and calculate the mean, median, and mode.
3.1.2 Use the data shown in Table 3.7 and calculate the mean and median housing
expenditure of owners and renters.
3.1.3 Use the data presented in Table 3.5 and calculate the mean.
3.1.4 Scores of students in the written examination of statistics course are shown in
table.

78.50 59.75 50.00 57.00 75.50

49.50 55.00 58.50 71.50 53.00

68.00 62.50 57.00 56.50 78.00

71.00 50.75 34.75 81.50 23.50

64.50 64.75 78.50 57.00 81.00

62.75 23.50 52.50 81.75 82.00

76.75 57.50 82.00 84.00 52.75

23.00 58.75 74.50 68.25 54.00

58.50 44.50 38.00 56.00 55.00

53.00 35.00 73.00 71.00 83.00

Calculate the mean, median, and mode of the scores based on individual scores
and classes.

3.1.5 As per the report of the Bank of Thailand (vol. 29, No. 4, December 1989),
Thailand’s national assets continued to rise. Figures for 1982 and 1987 are 23,891
and 36,203 million US$, respectively.

(a) Calculate the growth rate.
(b) If the same growth rate continues, predict the country’s assets during 1994.
(c) Assuming the same growth rate to continue, show when the country’s assets

will be double the figure of 1982.

3.1.6 United Nations reported the child population of Asia as follows:

1985 987.4 million

1990 1019.7 million
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(a) Calculate the growth rate of child population between 1985 and 1990.
(b) Assume the future growth rate to be 150 % of this growth rate. Show when the

child population of Asia will be 1159.5 million.

3.1.7 In Thailand the national government actual revenue from taxation for 4 years
are as follows:

Year 1983 1985 1987 1989

Revenue (million Baht) 129,062 144,947 185,690 302,057

(a) Calculate the average growth rate between 1983 and 1989.
(b) Estimate the revenue from taxation for 1993.

Problems on Measures on Dispersion

3.2.1 A traffic engineer measured the motor car speeds in a certain section of a
highway. The observations recorded in feet per second are as follows:

91 97 90 113 80 93 87

102 95 86 101 80 82 81

82 94 102 95 91 97 106

83 76 107 102 72 104 105

92 101 89 84 97 101 76

92 106 86 88 98 86 90

104 105 92 82 99 86 95

108 90 97 75 108 89 107

96 93 98 79 91 82 78

104 99 83 80 92 95 86

(a) Group the data in suitable classes.
(b) Calculate the range, IQR, variance, standard deviation, and coefficient of

variation using the original observations and classes and compare the results.

3.2.2 In a final examination the scores of a sample of randomly selected students are
as follows:

94.59 93.58 90.44 54.03 97.01 74.59

92.61 90.07 90.41 92.22 83.15 63.67

74.63 80.33 84.57 90.22 92.97 81.12
(continued)
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(continued)

85.86 82.93 84.20 70.25 96.32 74.87

83.12 81.36 90.09 90.11 65.68 90.21

53.95 83.88 83.08 91.15 97.88 15.86

85.58 63.37 80.84 66.44 85.46 94.15

92.61 96.62 82.42 77.02 79.90 80.33

77.26 90.02 92.20 76.55 94.60 50.06

90.11 84.12 92.00

(a) Group the data in suitable classes and present in the frequency distribution
table showing frequency, relative frequency, and cumulative relative
frequency.

(b) Calculate the range and IQR.
(c) Calculate the variance, standard deviation, and coefficient of variation.

3.2.3 Students’ scores in a written examination are shown in the following
frequency distribution:

Score range Frequency Frequency cumulative

40 ≤ x < 50 3 3

50 ≤ x < 60 9 12

60 ≤ x < 70 13 25

70 ≤ x < 80 12 37

80 ≤ x < 90 5 42

90 ≤ x < 100 3 45

Total 45

(a) Calculate the IQR.
(b) Calculate the coefficient of variation.

3.2.4 Use the data of problem 3.2.1 for the following questions:

(a) Draw a stem-and-leaf diagram.
(b) Calculate the IQR.
(c) Calculate the percentage of observations above the 75th percentile.
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3.2.5 Using the data of problem 3.2.2 answer the following questions:

(a) Draw a stem-and-leaf diagram.
(b) Find the median score.

3.2.6 Use the data in problem 3.2.2 and

(a) Calculate the variance and standard deviation
(b) Calculate the coefficient of variation.

Answers

Sect. 3.1: Central Tendency

3:1:1 �X = 214.6; Md = 215.31; Mo = 214.07
3:1:2 Owners �X = $43.39; Md = $40.35

Renters �X = $8.82; Md = $7.94
3:1:3 11.88
3:1:4 �X = 60.77; Md = 58.63; Mo = 57.00; 71.00
3:1:5 (a) 8.67 %; (b) $64,791 million; (c) 1990

(sd = 15.84)
3:1:6 (a) 0.65 %; (b) 2010
3:1:7 (a) 15.02 %; (b) 528,667 (million Baht)

Sect. 3.2: Measures of Dispersion

3:2:1 (b) R = 41; IQR = 15; s2 = 91.71; s = 9.58; CV = 10.36; �X = 92.47
3:2:2 (b) R = 82.02; IQR = 16.25

(c) s2 = 214.99; s = 14.66; CV = 17.54 %
3:2:3 (a) 18.48; CV = 18.71
3:2:4 (b) IQR = 0.38; (c) 24.84 %
3:2:5 (b) 87.65
3:2:6 (a) s2 = 200.76; s = 14.17; (b) 17.28 %

Reference

Miah, Md.A.Q., Weber, K.E.: Potential for Slum Upgrading among Owners and Renters. AIT,
Bangkok, p. 69, 72 (1990)
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Chapter 4
Probability Theory

Abstract Inferential statistics involves drawing conclusion regarding population
parameters based on sample data drawn from the same population. In the process
probabilities are an inherent part. Probabilities along with their axioms are defined.
Calculation of probabilities in different situations is different and is explained with
examples.

Keywords Probability � Inferential � Axiom of probability � Examples in
probability

Up to this stage we have studied the descriptive statistics—presentation of data,
central tendency and dispersion. Now is the time to study how the statistical
inferences are to be made. This refers to drawing of conclusions about the popu-
lation, on the basis of samples drawn from the same population. Accurate con-
clusions can be made only if the whole population is studied. As such if some
conclusions are drawn based on the sample information, there is likelihood of some
degree of uncertainty. Probability deals with the nature of this uncertainty.
Probability is of fundamental importance in statistical inference. Before going into
the details of probability, a good idea of the following terminology would be
necessary.

Population: Population or universe is the aggregate of all possible values of a
variable or all possible objects whose characteristics are of interest in any particular
investigation or enquiry.

Example 1
Incomes of all citizens of a country. It is a finite population. All possible outcomes
in tossing a coin. It is an infinite population.

Sample: A sample is the part of a population about which information is gath-
ered. A sample is a relatively small group chosen so as to represent the population.
Data for the sample are collected. But the statistician is interested in the whole
population.

© Springer Science+Business Media Singapore 2016
A.Q. Miah, Applied Statistics for Social and Management Sciences,
DOI 10.1007/978-981-10-0401-8_4
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Example 2
A doctor tests a new drug on 100 patients with malaria, chosen at random. Here the
sample consists of 100 patients tested. The population is all malaria patients.

An outcome: An outcome is one particular result of an experiment.
An event: An event is a set of outcomes.
A sample space: A sample space (S) is the set of all possible outcomes of an

experiment. The outcomes are also called elements of the sample space.

Example 3
A fair 4-sided die is tossed several times. The sides are numbered E1, E2, E3 and E4.
Here tossing the die several times is an experiment. In any one toss any one of the 4
sides (E1, E2, E3, E4) may appear. Here possible outcomes are E1, E2, E3 or E4 (any
one at time—not more than one at a time). Appearing E1 or E2 or E3 or E4 is an
event. It is said like this “E1 is the event that side one will come”. The sample space
is the aggregate of all sample points.

S ¼ E1;E2;E3;E4ð Þ

4.1 Probability Definition

The probability that something occurs is the proportion of times it occurs when
exactly the experiment is repeated a very large (preferably infinite) number of times
in independent trials. “Independent” here means that the outcome of one trial of the
experiment does not affect any other outcome.

Example 4
Let, x = number of times A happened in an experiment,

n = total number of cases,
f = number of cases A did not happen.
Then n = x + f and the probability of A occurring is given by

PðAÞ ¼ x
n
¼ x

xþ f

4.2 Two Approaches in Calculating Probability

One is a priori probability. In this case we know all possible outcomes in a set of
circumstances. So it is possible for us to evaluate the probability of one of the
outcomes occurring. Here the key point is that the probability can be obtained in
advance, before the event takes place.

60 4 Probability Theory



The second approach is the empirical probability. In this case we must know
how many times the event A occurred in the past, out of a known number of
possible outcomes. Then it is assumed that the same proportion will continue to
happen into the future.

4.3 Axioms of Probability

There are three axioms of probability as stated hereunder.

1. P(S) = 1
2. 0 ≤ P(A) ≤ 1
3. If A and B are mutually exclusive events, then

PðA or BÞ ¼ PðAÞþPðBÞ

The first axiom states that if an event is certain to occur, then its probability to
occur is 1. If the event is certain not to occur, then its probability to occur is 0. The
second axiom states that the answer to every probability problem will lie between 0
and 1, inclusive. The third axiom is self- explanatory.

If events A and B are the exhaustive events in a mutually exclusive set, then the
probability of A occurring is one minus the probability of B occurring. This may be
made clear by an example. During a period of 6 months (182 days) a train arrived
late on 16 days. So the probability of its arriving late is 16/182. The probability of
its arriving in time is 1 − 16/182 = 166/182 = 83/91.

4.4 Probability in Mutually Exclusive Events

If two events, A and B, are possible outcomes from n occurrences, but cannot take
place at one and at the same time, then the probability of A or B occurring is the
sum of the probabilities that each will occur.

PðA or BÞ ¼ PðAÞþPðBÞ

Example 5
A box contains 10 balls of which 2 are red, 3 are black and 5 are green. Therefore,
probabilities of drawing specific colored ball are

Pðred) ¼ 2=10 ¼ 0:2; Pðblack) ¼ 3=10 ¼ 0:3; Pðgreen) 5=10 ¼ 0:5:
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So

Pðred)þPðblack)þPðgreen) ¼ 0:2þ 0:3þ 0:5 ¼ 1:0

In this example events are mutually exclusive.
The probability of drawing either a red or a black ball is

Pðred or black) ¼ Pðred)þPðblack) ¼ 0:2þ 0:3 ¼ 0:5

The probability of drawing either a red or a green ball is

Pðred or green) ¼ Pðred)þPðgreen) ¼ 0:2þ 0:5 ¼ 0:7

The probability of drawing either a red or a black or a green ball is

Pðred or black or green) ¼ Pðred)þPðblack)þPðgreen)
¼ 0:2þ 0:3þ 0:5 ¼ 1:0

4.5 Probability in Independent Events

If two events, A and B, are independent of each other meaning that outcome of one
does not affect the outcome of the other, then the probability that both of them will
occur is the product of the probabilities that each will occur. Thus

PðA and BÞ ¼ PðAÞ � PðBÞ

Example 6
A manufacturer has two machines to produce similar parts. The probability of a
defective item from either of these two machines is 1/100. The probability that an
item from machine I is defective is not affected by whether or not another item
produced in machine II is defective. So

PðAÞ ¼ PðBÞ ¼ 1=100:
The probability that both items (one from each machine) are defective is

PðA and BÞ ¼ PðAÞ � PðBÞ ¼ ð1=100Þ � ð1=100Þ ¼ 1=10; 000

62 4 Probability Theory



4.6 Probability in Dependent Events
(Conditional/Unconditional Probability)

If two events, A and B, are related in such a way that the probability of B taking
place depends on the probability of A having occurred, then the probability of both
A and B occurring is the product of the unconditional probability of A occurring and
the conditional probability of B occurring.

PðA and BÞ ¼ PðAÞ � PðBjAÞ

P(B|A) means conditional probability of B, given A.

Example 7
A random sample is to be taken from a group of 100 houses on a new estate to
examine the standard of workmanship. One house is selected randomly and sur-
veyed. Then the second one is selected. This process is continued until the sample
size is obtained. Let the sample size be 5.

The probability of first house to be chosen is 1/100. The probability of the
second house to be chosen is 1/99, since there are only 99 un-surveyed houses left
after selecting the first house. In this way, the probabilities of selecting the third,
fourth and the fifth houses are 1/98, 1/97 and 1/96 respectively. Therefore, the
probability of any particular five houses being selected is

ð1=100Þ � ð1=99Þ � ð1=98Þ � ð1=97Þ � ð1=96Þ ¼ 1=9; 034; 502; 400

4.7 Probability in Non-mutually Exclusive Events

If two events, A and B, may occur separately or together, then the probability that
A or B will occur is the sum of the probabilities of each occurring minus the
probability of both A and B occurring.

PðA or BÞ ¼ PðAÞþPðBÞ � PðA and BÞ

In this case we cannot write P(A or B) = P(A) + P(B) because some elements are
common both in event A and event B.

Example 8
We need to select a playing card from a well-shuffled pack. What is the probability
of picking either a spade or a queen?

Pðspade or queen) ¼ Pðspade)þPðqueen)� Pðqueen of spade)

¼ 13=52þ 4=52� 1=52

¼ 16=52 ¼ 4=13
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4.8 Probability and Number of Possible Samples

We have studied the probabilities in different situations. In many cases, before the
probability of an event can be evaluated, it is necessary to work out the total number
of events which could result from the circumstances in question. In other words, we
need to calculate the number of possible samples in different circumstances. Three
types of circumstances which are likely to come across often, will be described
hereafter.

4.8.1 Sampling with Replacement

Suppose, we have 4 different objects. We need to select a sample size of 3. How
many samples are possible?

Of the 3, the first object can be selected in 4 different ways. Since the sampling is
with replacement, the second object can also be selected in 4 different ways.
Similarly, the third object can also be selected in 4 different ways. Thus, the total
number of different possible samples will be

4� 4� 4 ¼ 43 ¼ 64

The probability of selecting a particular sample is 1/64, when sampling is with
replacement.

In general, if there are n different objects and a sample size of r to be selected,
then the total number of possible samples is nr.

4.8.2 Sampling Without Replacement (Order Important)

In this case, the arrangement is different from that stated in Sect. 4.8.1. Here, if we
select one thing, we do not put it back to the sample space, so that for the second
choice we are left with less one object.

Suppose, we have 4 letters A, B, C and D. How many different arrangements
(samples) can be made taken 2 at a time?

A: AB AC AD
B: BA BC BD
C: CA CB CD
D: DA DB DC

The first letter can be selected in 4 different ways. When the first letter is
selected, we are left with 3 letters. So the second letter can be selected in 4 − 1 = 3
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different ways. Therefore, the total number of different arrangements (samples) is
4 � 3 ¼ 12. This type of arrangement is known as permutation. Remember, here the
order is important. AB is different from BA.

In general, the number of permutations (arrangements) of n items taken r at a
time is given by

nPr ¼ nðn� 1Þðn� 2Þ. . .ðn� rþ 1Þ; the product is taken over r terms

¼ n!
ðn� rÞ!

In the example illustrated above (letters A, B, C, D)

nPr ¼ 4P2 ¼ 4!
ð4� 2Þ! ¼

4 � 3 � 2 � 1
2 � 1 ¼ 12

The probability of selecting a particular arrangement (sample) is 1/12.

4.8.3 Sampling Without Replacement (Order Irrelevant)

There are certain circumstances when order does not matter, contrary to the
arrangement shown in Sect. 4.8.2. Here, we come across the concept of combi-
nation. Suppose, a quality control inspector takes a handful of components from a
bin to check the number defective. He will select his sample in one fell swoop. In
this case, there is no question of order of selection because all sample units are
taken simultaneously. This is combination.

The number of combinations (arrangements) of n items taken r at a time is given
by

nCr ¼ n!
ðn� rÞ!r!

In the example (letters A, B, C, D), how many arrangements or combinations
(samples) can be made taken 3 at a time?

nCr ¼4C3 ¼ 4!
ð4� 3Þ!3! ¼

4 � 3 � 2 � 1
1 � 3 � 2 � 1 ¼ 4

The arrangements are ABC, ABD, ACD and BCD. Here ABC is not different
from ACB or BCA.

The probability of selecting a particular arrangement (sample) is 1/4.
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Problems

4:1 Interpret

(a) P(S) = 1
(b) 0 ≤ P(A) ≤ 1

4:2 You are interested in studying the productivity of land in a certain section of
your countryside. There are 50 plots approximately of equal sizes. You want
to take a sample of 5 plots.

(a) How many possible samples there can be?
(b) What is the probability of selecting a particular sample?

4:3 Students enrollments in 1991 in AIT are as shown in the following table.

Term Division/School Centers Total

January 805 85 890

May 851 50 901

September 869 80 949

Total 2525 215 2740

Of all the students enrolled in 1991, one is selected by random process. Find
the probability that he/she was enrolled in:

(a) Divisions/School in May term.
(b) Centers in January and Division/School in September term.

4:4 Suppose a list of eight real estate projects, each in a different location is
presented to a board of management of the company. Each member may rank
the four projects that the company may undertake. How many conceivable
different rankings of the projects may be possible?

4:5 A real estate firm is to develop two sites (A and B). From location consid-
eration, each site has equal weightage. From marketing consideration, each is
equally likely to be profitable or non-profitable. Assume that the site location
and marketing condition are independent. What is the probability that the site
A will be profitable?

4:6 The Student Union of AIT wants to choose a committee consisting of three
judges for the cultural show from among three men faculty and two female
faculty. The women students want to know the probability that no women
faculty will be chosen. What is the probability?

4:7 Ten graduates are applying for two positions—one for research supervisor
and the other for research associate. Each graduate is equally qualified for the
positions. You are one of the graduates applying for the positions. Suppose
that the choices will be made at random.
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(a) How many possible choices are there for the management to select the
candidates?

(b) In how many choices which have been made in (a), you are likely to be
included?

(c) In how many choices made in (a) you are likely to be chosen for a
research associate?

(d) What is the probability that you will be chosen for an appointment?
(e) What is the probability that you will be chosen for a research associate?

4:8 A committee consisting of four gentlemen and three ladies is to be selected
from among six gentlemen and four ladies. One gentleman out of the six and
one lady out of the four are considered aggressive.

(a) How many different combinations for the committee are possible?
(b) What is the probability that both aggressive gentleman and the lady will

be included in the committee? Assume random selection.
(c) What is the probability that the committee will contain no aggressive

member?

4:9 In a survey of economic indicators in a certain city it was revealed that 20 %
of all the working age people were engaged in service sector and 30 % were
engaged in the industry sector. It was also found that 10 % of all the working
age people were engaged in the formal sector (which includes both service
and industry sector). If a worker is chosen at random, what is the probability
that he is engaged in at least one of the service sector and industry sector?

4:10 In a countrywide survey it was found that 55 % of the farmers produce rice,
25 % of them produce jute and 15 % of them produce both the cash crops. If
a farmer is chosen at random from the countryside, what is the probability
that he produces at least one of the two cash crops?

4:11 Fifty per cent students get A grade in written exam, 50 % get A in assign-
ment and 30 % get A both in written exam and assignment. A student is
selected at random. What is the probability that he gets A grade at least in
one of the categories?

4:12 Consider that data in Problem 4.11. If 60 % of those students who get A
grade in at least one category, are chosen for a particular study, what is the
probability that a randomly selected student will be chosen for the study?

Answers

4:2 (a) 2118760; (b) 1/2118760
4:3 (a) 0.31; (b) 0.0
4:4 1680
4:5 0.50
4:6 0.10
4:7 (a) 90; (b) 18; (c) 9; (d) 0.2; (e) 0.1
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4:8 (a) 60; (b) 0.5; (c) 0.083
4:9 0.40

4:10 0.65
4:11 0.70
4:12 0.42
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Chapter 5
Probability Distributions

Abstract A random variable is introduced. More commonly used probabilities are
introduced. Discrete probability distributions introduced are binomial probability
distribution, multinomial probability distribution, hypergeometric probability dis-
tribution, and Poisson probability distribution. Continuous probability distributions
introduced are normal probability distribution, Student’s t distribution,
F distribution, and Chi-square distribution. Important features are presented in a
tabular form. The technique of fitting the data of unknown distribution to known
probability distribution is introduced.

Keywords Probability distribution � Important features � Data fitting to
distributions

We have studied the probabilities associated with different outcomes. Now we
ought to learn something of the distribution of probabilities, usually called proba-
bility distribution. Associated with probability distribution is a random variable.

A random variable is a well-defined rule for making the assignment of a
numerical value to any outcome of the experiment. In other words, A variable that
has numerical values and has probabilities associated with each value is called a
random variable. A random variable is simple a numeric value that has an asso-
ciated probability distribution.

A discrete random variable is a random variable whose values have gaps
between them; not all values are possible in the range of values. A continuous
random variable is a random variable whose values include all the numbers within a
certain range (refer to discrete and continuous variables in Sect. 1.6).

The distribution of probabilities of a discrete random variable is called discrete
probability distribution. The distribution of probabilities of a continuous random
variable is called continuous probability distribution.

It is important to distinguish carefully between values of a random variable (such
as 0, 1, 2, etc.) and the probabilities of these values (such as 0.065, 0.130 etc.).
There is no restriction on the numeric values of a random variable may take, except
that a discrete variable has gaps in its range and a continuous variable does not. But

© Springer Science+Business Media Singapore 2016
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there are definite restrictions on the probabilities of a random variable. The prob-
abilities in a probability distribution must each be nonnegative; must not exceed
1.0; and must sum, in total, to 1.0.

Basically there are two types of distributions. These are

1. Discrete Probability Distribution
The distribution of a discrete random variable is called a discrete probability
distribution. A discrete random variable is a random variable which has discrete
measurement (not continuous).

2. Continuous Probability Distribution
The distribution of a continuous random variable is called a continuous prob-
ability distribution. A continuous random variable is a random variable which
has a continuous measurement.

5.1 Discrete Probability Distribution

There are a couple of discrete probability distributions. The more commonly used
ones are

1. Binomial Probability Distribution
2. Multinomial Probability Distribution
3. Hypergeometric Probability Distribution
4. Poisson Probability Distribution.

5.1.1 The Binomial Distribution

A random experiment is carried out. It has two possible outcomes—“success”
(yes) and “failure” (no). Outcomes are exclusive and exhaustive. P is the proba-
bility of success (yes) in a single trial. Total number of trials is n. The distribution of
number of success x is called the binomial distribution and the experiment is called
the binomial experiment. Its probability function is

PðxÞ ¼ nCxP
xð1�PÞn�x

¼ n!
ðn� xÞ!x!P

xð1�PÞn�x

The binomial experiment and distribution are very important in a variety of
statistical inferences. This is simply because of the fact that the proportion of
elements in a population possessing a certain characteristic of interest can be
viewed as the probability of success in a binomial experiment.
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The mean of the expected value of x (success), the binomial random variable is
given by

l ¼ EðxÞ
¼ n : p

The variance of the binomial random variable is

r2 ¼ n : p : q

¼ n : p : ð1� pÞ

Example 1
A student appeared in the examination of five papers. He/she believes that his/her
probability of getting A in each of the papers is 0.40. The distribution of number
papers getting A is binomial with n = 5 and p = 0.40.

The probabilities of getting A in different papers are as follows:

Pð0 subjectÞ ¼ P 0ð Þ ¼ 5!
5!0!

ð0:40Þ0ð0:60Þ5

¼ ð0:60Þ5
¼ 0:078

Pð1 subjectÞ ¼ Pð1Þ ¼ 5!
4!1!

ð0:40Þ1ð0:60Þ4

¼ 5ð0:40Þ1ð0:60Þ4
¼ 0:259

Pð2 subjectsÞ ¼ Pð2Þ ¼ 5!
3!2!

ð0:40Þ2ð0:60Þ3

¼ 10ð0:40Þ2ð0:60Þ3
¼ 0:346

Pð3 subjectsÞ ¼ Pð3Þ ¼ 5!
2!3!

ð0:40Þ3ð0:60Þ2

¼ 10ð0:40Þ3ð0:60Þ2
¼ 0:230

P 4 subjectsð Þ ¼ Pð4Þ ¼ 5!
1!4!

0:40ð Þ4 0:60ð Þ1

¼ 5 0:40ð Þ4 0:60ð Þ1
¼ 0:077

Pð5 subjectsÞ ¼ Pð5Þ ¼ 5!
0!5!

ð0:40Þ5ð0:60Þ0

¼ ð0:40Þ5ð0:60Þ0
¼ 0:010
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Probability of getting A in no more than two subjects

¼ pð0Þþ pð1Þþ pð2Þ
¼ 0:078þ 0:259þ 0:346

¼ 0:683

Example 2
Suppose that the number of students favoring a change in curricula in AIT follows a
binomial distribution. Previous reports show that 80 % of the students favored the
change. If 200 students are selected at random, find

(a) the mean
(b) the variance
(c) the standard deviation of the students favoring the change.

Solution
In this case p = 0.80 and n = 200

Mean ¼ EðxÞ
¼ n � p
¼ 200 � ð0:80Þ
¼ 160

Variance ¼ n � p � q
¼ n � p � ð1�pÞ
¼ 200 � ð0:80Þ � ð1�0:80Þ
¼ 200 � ð0:80Þ � ð0:20Þ
¼ 32

Standard Deviation ¼ p
32

¼ 5:65

5.1.2 Multinomial Probability Distribution

The multinomial distribution is a generalization of the binomial distribution. In the
binomial distribution, we have two possible outcomes each outcome having a
certain probability. In the multinomial distribution, we consider more than two
outcomes and each outcome is associated with a certain probability. Each outcome
is a discrete value. Thus, the multinomial probability distribution is a discrete
probability distribution.
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Let,

n = number of trials
k = total number of possible outcomes
n1 = number of occurrences of outcome 1
n2 = number of occurrences of outcome 2
…
nk = number of occurrences of outcome k
p1 = probability associated with outcome 1
p2 = probability associated with outcome 2
…
pk = probability associated with outcome k

Then

n1 þ n2 þ � � � þ nk ¼ n

p1 þ p2 þ � � � þ pk ¼ 1:00

The probability function is given by

Pðn1; n2; . . .; nkÞ ¼ N!
ðn1! � n2! � � � � nk!Þ � ðp

n1
1 � pn22 � � � � pnkk Þ

Example 3
Labor force distribution in Thailand during 2009 shows the following composition:
Agriculture 42.6 %
Service 37.2 %
Industry 20.2 %
Total 100.00

If a sample of 12 is taken at random, find the probability that

1. The sample will contain 6 persons from agriculture sector, 4 persons from the
service sector, and 2 persons from industry sector.

2. The sample will contain 8 persons from the agriculture sector and 4 persons
from the industry sector.

Solution
Let us denote

Agriculture sector = 1
Service sector = 2
Industry sector = 3
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Then

n1 ¼ 6; n2 ¼ 4; n3 ¼ 2 for question ð1Þ above:
n ¼ n1 þ n2 þ n3 ¼ 6þ 4þ 2 ¼ 12:

n1 ¼ 8; n2 ¼ 0; n3 ¼ 4 for question ð2Þ above:
n ¼ n1 þ n2 þ n3 ¼ 8þ 0þ 4 ¼ 12:

p1 ¼ 0:426; p2 ¼ 0:372; p3 ¼ 0:202:

Therefore, p = p1 + p2 + p3 = 0.426 + 0.372 + 0.202 = 1.00
Now,

Pðn1; n2; n3Þ ¼ N!
ðn1! � n2! � n3!Þ � ðp

n1
1 � pn22 � pn3k Þ

For Question (1):

p ¼ 12!
6!4!2!

� ð0:426Þ6ð0:372Þ4ð0:202Þ2

¼ 0:0647

Question (2):

p ¼ 12!
8!0!4!

� ð0:426Þ8ð0:372Þ0ð0:202Þ4

¼ 0:000894

5.1.3 Hypergeometric Distribution

The hypergeometric distribution describes the number of successes in a sequence of
n draws from a finite population without replacement. It is unlike the binomial
distribution which describes the number of successes for draws with replacement.
The hypergeometric distribution is a discrete probability distribution.

The situation in the hypergeometric distribution may look like a binomial dis-
tribution since there are success and failure. But in binomial distribution, the
probability of success or failure in each trial is the same. In hypergeometric dis-
tribution, probability of success or failure in each trial is not the same because the
sampling is done without replacement. Consequent upon the effect of sampling
without replacement, the size of the remaining population changes as we remove
each unit in each of the trials.

74 5 Probability Distributions



If X is a random variable, its hypergeometric probability distribution is given by

PðX ¼ kÞ ¼
mCk � N�m Cn�k

NCn

The parameters are N, m, and n.
The notations used in the above formula are as follows:

P = probability of X being equal to k,
N = population size,
m = the number of items successful in the whole population,
n = sample size,
k = the number of items successful in the sample,
mCk = combination of m things taken k at a time,
N − mCn − k = combination of (N − m) things taken (n − k) at a time,
NCn = combination of N things taken n at a time.

NCn ¼ N!
n!ðN � nÞ!

N! is factorial N. Its value is multiplication of all integers from N to 1. For example,
5! ¼ 5 � 4 � 3 � 2 � 1 ¼ 120.

Sum of all the values of p in a particular event is equal to one.
It may be noted that in a population of size N taking a sample of size n, number

of all possible samples is NCn. So the probability that a particular sample will be
drawn is equal to 1/NCn.

The notations in the formula can be summarized as in shown in the following
table (Wikipedia website, 08 January 2010).

Situation Drawn Not drawn Total

Successes k m − k m

Failures n − k N − (m − k) − n N − m

Total n N − n N

The mean of the random variable of the distribution is given by

l ¼ nm
N

The variance of the random variable of the distribution is given by

r2 ¼ nmðN � mÞðN � nÞ
N2ðN � 1Þ
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Example 4
In a small farming community there are 12 farmers. Out of those, 5 have farming
education. From the community a sample of 4 farmers are drawn at random. What
is the probability that 2 farmers will have farming education?

In this example,

N ¼ 12

m ¼ 5

n ¼ 4

k ¼ 2

We have

PðX ¼ kÞ ¼
mCk � N�m Cn�k

NCn

Putting these figures into the formula, we get as follows:

p ¼
5c2 � 7c2

12c4

¼
5!
2!3! � 7!

2!5!
12!
4!8!

¼ 210
495

¼ 0:424

For this distribution, we can also calculate the mean and the variance of the
random variable as follows:

The mean is given by

l ¼ nm
N

¼ 4 � 5
12

¼ 1:667

The variance is given by

r2 ¼ nmðN � mÞðN � nÞ
N2ðN � 1Þ ¼ 4 � 5ð12� 5Þð12� 4Þ

122ð12� 1Þ ¼ 0:707

5.1.4 Poisson Distribution

This distribution is named after French mathematician Simeon Denise Poisson
(1971–1940). It is a discrete distribution. It expresses the probability of a number of
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events occurring in a fixed period of time if these events occur with a known
average rate and independently of the time since the last event (Wikipedia website
07 January 2010). The distribution is suitable for analysis of time interval related
data. It can also be used for number of events in other specified intervals such as
distance, area, volume etc.

The probability is given by the following:

pðk; kÞ ¼ kke�k

k!
;

where,

p = probability
k = number of occurrences
λ = expected (mean) number of occurrences that occur during the given interval (a
non-negative, real and whole number, no fractional number)
e = base of natural logarithm = 2.71828.
k! = factorial k (multiplication of all numbers starting from 1 until k).

The following assumptions are made in a Poisson distribution:

1. The probability that an event will occur during a time interval is same for all
time intervals.

2. The number that occurs during one interval is independent of the number that
occurs during another time interval.

Example 5
In a road intersection, the mean number of traffic light violation has been observed
to be 12 per day. What is the probability that 8 traffic light violations will be
observed in a particular day?

Here,

k ¼ 12

k ¼ 8

e ¼ 2:71828:

The formulae is

pðk; kÞ ¼ kke�k

k!

Therefore,

p ¼ 128 � 2:718282�12

8!
¼ 0:0655
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5.1.5 Important Features

Some important features of the four discrete probability distributions discussed
above are shown in the following table. These will act as a guide for identifying the
distribution for a specific data set or an event.

Distribution Outcomes Sampling Remark

Binomial 2 With replacement

Multinomial More
than 2

Without replacement. If the
population is large, both
replacement and without
replacement converge; Practically
no change in probability

Generalization of
binomial
distribution

Hypergeometric More
than 2

Without replacement

Poisson 1 NA Data per unit
interval (time,
distance, area,
volume)

5.2 Continuous Probability Distribution

1. Normal Probability Distribution
2. Student’s t Distribution
3. F Distribution
4. Chi-Square Distribution

5.3 The Normal Distribution

The distribution of a continuous random variable is normal distribution. This is the
most widely known and used of all distributions. The importance of the normal
distribution lies in the fact that a vast number of phenomena have approximately
normal distribution. Normal distribution has a wide application in statistics.
Another importance of the normal distribution is that it has a number of mathe-
matical properties. Some of the properties of the normal distribution are outlined in
the following sections.
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5.3.1 Properties/Characteristics of Normal Distribution

Among others the following properties/characteristics need to be remembered.
Themathematical equation of the normal curve depicting the normal distribution is

f ðxÞ ¼ 1

r
ffiffiffiffiffiffiffiffiffið2pÞp e� 1=2ð Þðx�pÞ2=r2 for �1� x�1

f ðxÞ ¼ 1

r
ffiffiffiffiffiffiffiffiffið2pÞp e�ðz2=2Þ putting z ¼ ðx�lÞ=r

where,

π = 3.1416 (a constant)
e = 2.71828 (base of natural logarithm)
μ = mean of the normal distribution
σ2 = variance of the normal distribution
z = standard variate

The distribution has a bell-shaped symmetrical distribution. The y-axis (ordinate)
shows the probability density function pdf. The x-axis can have two scales x and
z. The x and/or z values can be shown along this axis. This is depicted in Fig. 5.1.

(i) The normal distributions have the characteristic “bell” shape and are sym-
metrical and are unimodal. Many distributions beside the normal distributions
are unimodal and symmetric. But only a normal distribution has a particular
shape given by the above mathematical formula. Only distributions that satisfy
this formula, and hence have this particular shape, qualify as normal distri-
butions. Other unimodal, symmetric distributions may be approximately
normal, but they are not exactly normal unless they satisfy the mathematical
formula.

(ii) The total area under the normal curve is given by

Fig. 5.1 Probability density function of normal distribution
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Zþ1

�1
f ðxÞdx ¼ 1:00

Thus the total area under the normal curve is 1.00. The area represents the
probability. The probability that a score is between a and b equals the area
under the normal curve between a and b.

(iii) The curve extends to infinity in both directions. The curve gets very close to
the horizontal axis, but actually does not touch the axis. Most of the area under
the normal curve falls between −3 and +3 times the standard deviation.

(iv) For a standard normal curve, the mean is 0 and variance is 1.00.
(v) The distribution is unimodal; the height decreases on either side of the peak.

The slope of the curve becomes steeper and steeper until a point maximum
steepness is reached. Thereafter, the curve becomes less and less steep. The
turning point is called the point of inflection. There are two points of inflection
on either side of the peak. Each of the two points of inflection is exactly one
standard deviation from the mean. Thus the distance between the two points of
inflection is two standard deviations.

(vi) All normal distributions are not identical. Some are broad with a wide range;
others fall with a narrow range. But all share a valuable property: with a
knowledge of the mean and the standard deviation, every characteristic can be
determined. There is another more important fact than this. Measurement of
the standard deviations from the mean establishes positions between and
beyond which known properties of the total frequencies lie.

See the following diagram showing three normal distributions with standard
deviations (spreads) of different sizes (Fig. 5.2).

5.3.2 Some Examples

ðiÞ Pðz� 2:2 Þ ¼ ?
z refers to the area marked shaded in the sketch.

Fig. 5.2 Normal distribution with different spreads
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Total area under the normal curve is 1.00; area to the right of z = 2.2 is 0.0139
from the table.
Therefore,

Pðz� 2:2Þ ¼ 1�0:0139

¼ 0:9861

¼ 98:61%

ðiiÞ Pð1:38� z� 1:42Þ ¼ ?
The probability of z lying between 1.38 and 1.42 is the area shown in the sketch.
From the table, area for z = 1.38 is 0.0838 and for z = 1.42 is 0.0778.
Therefore, the area between the two points = 0.038 − 0.0778 = 0.006.
Therefore, P(1.38 ≤ z ≤ 1.42) = 0.006 = 0.60 %.

ðiiiÞ
l ¼ 15:3

rx ¼ 0:683

Pðx� 14Þ ¼ ?

In order to find out the probability of x having values less than or equal to 14, we
need to convert its value to z scores as follows:

Z ¼ x� l
rx

¼ 14� 15:3
0:683

¼ �1:9

From the table we find that the area to the left of z = 1.9 is 0.0287.
Therefore, Pðx� 14Þ ¼ Pðz� � 1:9Þ ¼ 0:0287 ¼ 2:87%.
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5.4 The t Distribution

The “t distribution” is the short expression usually used for “Student’s
t Distribution”. The distribution was developed by William S. Gosset. He did not
use his own name, but the pen name of student and hence the name “Student’s
t Distribution”.

The Z transformation statistic used in case of normal distribution is applicable
when the following are true:

(i) When the population variance σ2 is known, irrespective of the size of sample.
(ii) The population variance σ2 is unknown, but the sample size is large (n > 30).

If n > 30, the sample estimation of the unknown population variance s2x is good
approximation to σ2.

If none of these conditions is fulfilled, the Z transformation is not appropriate.
But if the parent population is normal or approximately normal and the sample size
is small (n < 30), we can apply another transformation, based on Student’s t dis-
tribution. The transformation is

t ¼ x� l
s=

ffiffiffi
n

p

The t distribution has the following properties:

(i) There is not just one t distribution, The t distributions are many, in fact an
infinite number. Each distribution is associated with a parameter known as
degree of freedom (df). In the expression

t ¼ x� l
s=

ffiffiffi
n

p
the degree of freedom (df) = n − 1.

(ii) In appearance the t distribution is similar to normal distribution. It is bell
shaped and symmetric about zero (mean is zero). In general, the variance is
greater than 1.

(iii) It extends from minus infinity to plus infinity.
(iv) The curve is flatter (has more spread) than the normal curve, because of

larger standard deviation. However, the total area under the curve is 1.

As the sample size becomes larger, the t distribution approached the standard
normal distribution. In fact, for n ≥ 30, a t distribution is approximately standard
normal. This means for n ≥ 30, if one uses z distribution instead of t, the error will
be very small.

The t curve and z curve (standard normal curve) are compared in Fig. 5.3.
Some examples will help to use the t distribution. The t table has been given in

the appendix. The left most column shows the degree of freedom, the upper row
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shows the alpha values. The figures inside the table are areas of the shaded part,
indicating probabilities.

For 10 degrees of freedom:

Pðt� 1:812Þ ¼ 0:05

Also,

Pðt� � 1:812Þ ¼ 0:05

(since the distribution is symmetrical)
For 25 degrees of freedom:

Pðt� 2:060Þ ¼ 0:025

Also,

Pðt� � 2:060Þ ¼ 0:025

For 15 degrees of freedom:

Pð�1:753� t� 2:602Þ ¼ ð0:50�0:05Þþ ð0:50�0:01Þ
¼ 0:45þ 0:49

¼ 0:94

Suppose, the students’ scores are normally distributed. A sample of 14 students
produced a mean of 85.78 with a standard deviation of 25.64. What proportion of
the students will have scores above 95?

Here,

t ¼ 95:00� 85:78

25:64=
ffiffiffiffiffi
14

p

¼ 9:22
6:829

¼ 1:35

Fig. 5.3 Comparison of t and
z curves
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Therefore, P(x ≥ 95.00) = P(t ≥ 1.35) = 0.10 with 13 df.
Therefore, the proportion of students who will have scores above 95 is 0.10, i.e.,

10.00 %.

5.5 The F Distribution

The F distribution was developed by a British statistician Sir Ronald A. Fisher.
Suppose, there are two populations with variances of r2

1 and r2
2 and two inde-

pendent random samples of sizes n1 and n2 are taken from the two populations
producing sample variances of s21 and s22, respectively. Then

F ¼ s21=r
2
1

s22=r
2
2

has F distribution with numerator degrees of freedom n1 − 1 and denominator
degrees of freedom m2 − 1.

An F distribution with numerator degrees of freedom u and denominator degrees
of freedom v is denoted by Fu,v.

The properties of F distribution are

(i) The F distribution is not just one distribution. There are an infinite number of
F distributions.

(ii) Each F distribution has a pair of degrees of freedom: numerator degrees of
freedom (n1 − 1) and denominator degrees of freedom (n2 − 1).

(iii) An F curve starts from zero and extends to the right up to infinity, i.e., its
range is 0 to infinity.

(iv) The total area under the curve is 1.

The shape of the F curve is shown in Fig. 5.4.
A few examples may be used to see the F distributions.

Example 6
Use the F distribution table and find out the values of

F0.05,10,15; F0.10,10,15; F0.05,1,4; P(F10,20 > 2.35); P(F20,10 > 4.41)

Fig. 5.4 The F distribution
curve
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Solution

F0:05;10;15 ¼ 7:71

F0:10;10;15 ¼ 3:80

F0:05;1;4 ¼ 4:24

PðF10;20 [ 2:35Þ ¼ 0:05

PðF20;10 [ 4:41Þ ¼ 0:01

Example 7
Two population variances are 25.32 and 20.26. Samples sizes of 21 from popula-
tion1 and 17 from population2 produced variances of 10.58 and 27.60, respectively.
What is the F value? What is the probability that F will be greater than this value?

Here,

r2
1 ¼ 25:32;r2

2 ¼ 20:26

s21 ¼ 10:58; s22 ¼ 27:60

df1 ¼ 21�1; df2 ¼ 17�1

¼ 20 :¼ 16

F ¼ s21=r
2
1

s22=r
2
2

¼ 10:58=25:32
27:60=20:26

¼ 0:4178
1:3623

¼ 0:3067

So, P(F20,16 > 0.3067) > 0.01 from table.
The tabulated values of F distributions are upper percentage points of F. The

lower percentage points of F can be calculated from the following relationship:

F1�a;u;v ¼ 1
Fa;u;v

Thus,

F0:95;1;4 ¼ 1
F0:05;1;4

¼ 1=7:71 ¼ 0:1297
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5.6 The Chi-Square Distribution

The Chi-square distribution is another distribution useful in many statistical
inferences. The Chi-square distribution is not a single distribution, but a family of
distributions. For each degree of freedom, there is a member of the family.

Chi-square is a random variable and is defined to be the sum of squares of the
variables z1, z2, z3, …, zd. It is denoted by χ2, i.e., the square of the Greek letter chi.
Thus,

v2 ¼ z21 þ z22 þ z23 þ � � � þ z2d :

The Chi-square distribution is the distribution of the random variable χ2. As an
illustration, take a sample of size D from a normal distribution of z scores. Then
determine

v2 ¼ ðx1 � lÞ2
r2 þ ðx2 � lÞ2

r2 þ ðx3 � lÞ2
r2 þ � � � þ ðxd � lÞ2

r2

¼ z21 þ z22 þ z23 þ � � � þ z2d

The sum we are getting as above is the first score in the Chi-square distribution
for D degrees of freedom. If you repeat the process for all different samples of size
D, you will get the whole Chi-square Distribution for D degrees of freedom. There
is different distribution foe each different value of D. All Chi-square distributions
have some common properties. These are as follows:

(i) Every Chi-square distribution extends indefinitely to the right from zero.
(ii) The Chi-square distribution has only one (right) tail.
(iii) The Chi-square probability density function has only one parameter, the

degree of number of freedom. The number of degrees of freedom completely
determines what the shape of f(χ2) will be. When the number of degrees of
freedom is small, the shape of the density function is highly skewed to the
right. As the number of degrees of freedom increases, the curves become
more and more bell shaped and approach the normal curve in appearance.
The χ2 curve starts from zero and extends up to infinity to the right unlike the
normal curve which extends from −∞ to +∞.

An important application of Chi-square distribution lies in the relationship of the
sample and the population variances. Let us suppose that x is a variable with normal
distribution with unknown means μ and unknown variance σ2. Let us also suppose
that x1, x2, x3, …, xn be a random sample of size n from the same population and let
the sample variance be s2. Then

ðn� 1Þs2
r2
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follows a Chi-square distribution with n − 1 degrees of freedom. Thus,

v2 ¼ ðn� 1Þs2
r2

Using this relationship, the confidence interval for the population variance can
be constructed.

If two samples of sizes n1 and n2 with variances S21 and S22 are taken from two
populations with variances r2

1 and r2
2, respectively, then

v21 ¼
ðn1 � 1ÞS21

r2
1

v22 ¼
ðn2 � 1ÞS22

r2
2

Dividing one by the other, we get

v21=v
2
2 ¼

ðn1 � 1ÞS21
r2
1

=
ðn2 � 1ÞS22

r2
2

¼ S21=r
2
1

S22=r
2
2

dfðn1 � 1Þ
dfðn2 � 1Þ

Thus, it follows that if W and Y are two Chi-square random variables,

F ¼ W=u
Y=v

Follows F distribution with u df in the numerator and v df in the denominator
(Fig. 5.5).

The area under the curve equals one. The area also represents the probability.
A few examples will help us in the use of the Chi-square distribution.

Example 8
Find the value of v20:05;4.

Fig. 5.5 The Chi-square
distribution
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The first figure 0.05 associated with the Chi-square represents the area or the
probability in the Chi-square distribution and the second figure 4 represents the
degrees of freedom. From the table of Chi-square distribution, the value of the
required Chi-square is 9.49. If x represents a Chi-square random variable, the
present problem could be represented as

Pðx[ 9:49Þ ¼ 0:05:

Example 9
Find the value of P(χ2 > 19.02) for 9 degrees of freedom.

In the Chi-square distribution table, looking along the degrees of freedom,
reaching at 9 and then moving to the right along the same row, we note the
figure 19.02. Moving upward along the same column we find that the probability is
0.025. It may be noted that the probability (or area) denoted along the top row of the
table shows the area on the right hand tail of the curve shown blank.

Example 10
A random sample of size 12 is taken from a normal population with its variance σ2

of 5. The sample variance is S2. Find the value of x such that

(a) P(11S2/5 > x) = 0.05
(b) P(S2 > x) = 0.10

Solution

(a) P 11S2
5 [ x

n o
¼ 0:05

) P ð12�1ÞS2
5 [ x

n o
¼ 0:05

Therefore,
x ¼ v20:05;11:

¼ 19:68
(b) PðS2 [ xÞ ¼ 0:10

) P 11S2
5 [ 11x

5

n o
¼ 0:10

) P ð12�1ÞS2
5 [ 11x

5

n o
¼ 0:10

Therefore,
11x
5

¼ v20:10;11

¼ 17:28

So,
x ¼ ð17:28Þ � ð5Þ

11
¼ 7:85
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There are three requirements for the validity of Chi-square tests. The require-
ments are as follows:

(i) Random Sampling: The subjects in the sample (or samples) must be selected at
random from the population(s) of interest.

(ii) Independence of Observations: Each observation must be independent of
every other observations in the study.

(iii) Large Expected Frequencies: Each expected (not observed) frequency must be
5 or more in order for the Chi-square distribution to be satisfactory approxi-
mation to the normal distribution of v2obs.

5.7 Joint Probability Distribution

Joint probability distribution is the probability distribution of two or more random
variables happening together. For example, the rice production on an agricultural
land depends jointly on availability of rain and use of fertilizer. Here availability of
rain and use of fertilizer are two random variables.

5.7.1 Discrete Joint Probability Distribution

In case of discrete random variables, the joint probability mass function for two
random variables X and Y is given by

Pðx; yÞ ¼ pðX ¼ x; Y ¼ yÞ:

This notation indicates the joint probability of X and Y when X assumes a
specific value of x and Y assumes a specific value of y. In this case, the properties of
the joint probability distribution are as follows:

For all values of x and y,

Pðx; yÞ� 0

P
x

P
y pðx; yÞ ¼ 1; this means summation of all probabilities in a specific case is

one.

Example 11
In a study of the AIT students’ performance, one researcher obtained the following
distribution (number of students). Notice that there are two random variables GPA
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measured by grade A, B, and C, and Gender measured by gents and ladies. The
sample size was 200.

Gender GPA

A B C Total

Gents 20 60 30 110

Ladies 10 20 60 90

Total 30 80 90 200

Dividing the number of each cell, we get the probability distribution as shown in
the following table:

Gender GPA

A B C Total

Gent 0.10 0.30 0.15 0.55

Lady 0.05 0.10 0.30 0.45

Total 0.15 0.40 0.45 1.00

If we chose a student at random, what is the probability that the student will be a
lady and her GPA will be B? The answer is 0.10. If we want to state this, we may
write as follows:

Pðlady;BÞ ¼ 0:10:

What is the probability that the student will have GPA of A?

PðAÞ ¼ 0:10þ 0:05 ¼ 0:15:

5.7.2 Continuous Joint Probability Distribution

In case of continuous random variables, the joint probability density function for
two random variables X and Y may be given as follows.

If the boundary of the random variable X is specified by x1 and x2 and that of the
random variable Y is specified by y1 and y2, then the joint probability density
function may be written as follows:

fxy X; Yð Þ ¼ a specific function of X and Y for x1 �X� x2
y1 � Y � y2

¼ 0; otherwise:
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And the probability may be calculated as follows:

P(a specific function of x and y)
Ry2
y1

Rx2
x1

ðfunctionðx; yÞdxdy

Example 12
Suppose bricks manufactured for construction purpose have sizes varying from
5600 cm3 (coded as 5.6) to 7200 cm3 (coded as 7.2). Let the size be represented by
the random variable X.

Let also the weight of the bricks vary from 120 kg/m2 (coded as 12) to
160 kg/m2 (coded as 16). Let the random variable of weight be represented by Y.

Again let the joint probability density function of the two random variables
(X and Y) be as follows:

fxy X; Yð Þ ¼ 1
66:24

ðxþ yÞ

Mathematically, we can state the above problem in the following way.

fxy X; Yð Þ ¼ 1
66:24 ðxþ yÞ for 5:6� x� 7:2

12� y� 16
¼ 0 otherwise:

Now let us see what is the probability that a brick collected at random will have
the dimension and weight as stated in the problem. The calculations can be carried
as follows:

P
1

66:24

�
ðxþ yÞ ¼

Z16

12

Z7:2

5:6

1
66:24

ðxþ yÞdxdy

¼ 1
66:24

ð25:92� 15:68þ 128� 72Þ;
by the process of double integration

¼ ð1=66:24Þð10:24þ 56Þ
¼ ð1=66:24Þð66:24Þ
¼ 1:00

This means that the total probability within the boundary defined by the two
random variables (x and y) is always equal to one.

5.8 Data Fitting to Probability Distribution

Data obtained from natural phenomenon is analyzed using certain distributions. We
have studied several distributions (discrete and continuous). Sometimes we get a set
of data but we do not know which distribution can be used to analyze the data,
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describe the underlying characteristics and decide the action to be taken. In this
situation, it is imperative to check which distribution is the best-fitted one. Certainly
all data sets cannot be explained using the same or similar distributions. This
exercise involves the process of fitting of data to probability distribution.

An initial examination of the data should be carried out to find out some can-
didate distributions. Then we can make some detailed analysis to see which dis-
tribution is the best-fitted one. In this exercise, an idea of the characteristics and
properties of the candidate distributions is necessary. One way of the initial analysis
is the graphical presentation of the raw data sets. This may provide an idea of the
distribution to be fitted. Scatter plots and histograms are useful tools in this respect.

There are many ways how to analyze the data to see the best fitting. There are a
lot of software packages that can be used to find the best fit. However, one method
which many statisticians suggest is to use the Chi-square Goodness-of-Fit test. How
this method is used in determining the best-fit distribution for a given data set is
explained with the help of an example.

Suppose we have the data shown in Table 2.3 for crushing strength of bricks in
Chap. 2. Based on the type of data and having knowledge of the normal distri-
bution, let us assume that normal distribution is a candidate distribution. Now it is
our exercise to check whether the data set can be fitted well into normal distribu-
tion. We have to apply Chi-square Goodness-of-Fit test for the purpose.

First of all, we calculate the mean and standard deviation of the observations.
There are 100 observations. The mean is 214.26 psi and the standard deviation is
32.18 psi. We have to group the data into a few classes with certain class width.
From our knowledge of the normal distribution, we know the following:

The class width is usually one standard deviation. Starting from the mean, if we
go one standard deviation toward the higher and lower sides, we find the following
classes with class width of one standard deviation.

No. Classes Frequency (%)

1 Between −2 std. and −3 std. 2.3

2 Between −1 std. and −2 std. 13.6

3 Between mean and −1 std. 34.1

4 Between mean and +1 std. 34.1

5 Between +1 std. and +2 std. 13.6

6 Between +2 std and +3 std. 2.3

Total 100

In our example, the lowest observation is 126 and the highest observation is 296.
Based on the class width principle shown in the table above, the classes and
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observed frequencies are shown in the table hereafter. The frequencies shown in the
table below are the observed frequencies. These come from observed data.

No. Classes Frequency

1 Between 117.72 and 149.90 3

2 Between 149.90 and 182.08 12

3 Between 182.08 and 214.26 32

4 Between 214.26 and 246.44 38

5 Between 246.44 and 276.62 11

6 Between 276.62 and 310.80 4

Total 100

The corresponding classes in the normal distribution are shown in the following
table:

To check the Goodness-of-Fit, we have to formulate the hypotheses as follows:

H0: Data comes from normal distribution
Ha: Data does not come from normal distribution.
Let us assume the significance level = 0.05.

We now prepare the following table for the Chi-square Goodness-of-Fit test.
Note that the total frequencies in both the tables above are 100 in each case. If
different, these should be converted to percentages.

No. Classes Frequency (Oi) Frequency (Ei) (Oi − Ei)2/Ei

1 Between 117.72 and 149.90 3 2.3 0.2130

2 Between 149.90 and 182.08 12 13.6 0.1882

3 Between 182.08 and 214.26 32 34.1 0.1293

4 Between 214.26 and 246.44 38 34.1 0.4460

5 Between 246.44 and 276.62 11 13.6 0.4971

6 Between 276.62 and 310.80 4 2.3 1.2565

Total 100 100 2.7302

Thus the calculated χ2 = 2.7302

df ¼ c�1 ¼ 6�1 ¼ 5

The critical λ2 = 11.1 from the table for df = 5 and α = 0.05.
The calculated Chi-square value (χ2 = 2.7302) is less than the critical Chi-square

vale (χ2 = 11.1). It falls in the acceptance region.
Decision: The null hypothesis H0 is not rejected. This means that the data comes

from normal distribution. In other words, the data set fits normal distribution.

5.8 Data Fitting to Probability Distribution 93



The example shown here demonstrates how to check the fitting of data to a
certain distribution using Chi-square Goodness-of-Fit test. In some cases, this
procedure may be applied for two or more distributions and comparing these, the
best-fitted one may be selected.

Problems

5:1 Distinguish between a variable and a random variable.
5:2 Distinguish between values and probabilities.
5:3 Assume that the number of villagers (x) opposing the construction of a dam

in a certain location follows the binomial distribution. Previous reports show
that 65 % of the villagers opposed the dam construction. A random sample of
100 villagers are taken.

(a) Find the probability that 10 of those villagers will oppose the dam
construction.

(b) Find the probability that no more than 3 villagers will oppose the dam
construction.

(c) Find the probability that 3 villagers will oppose the dam construction.

5:4 In a certain manufacturing process, the number of defective items is assumed
to follow the binomial distribution. Usually, 3 % of the items manufactured
are found defective. A shipment is made of 150 pieces.

(a) What is the probability that 3 pieces will be found defective ?
(b) What is the probability that 147 pieces in the shipment will be found

defective?
(c) What is the probability that 105 of those pieces shipped will be found

defective?

5:5 Find the mean, variance, and standard deviation of the number of villagers
opposing the dam construction as shown in the problem 5.3

5:6 Calculate the mean, variance, and standard deviation of the number of
defective items as shown in problem 5.4.

5:7 Show in the sketch P(−0.05 ≤ z ≤ 1.96). Interpret the meaning of this.
5:8 Find the value of the following:

(a) Find the value of P(Zα/2 > 1.96).
(b) Find the value of P(Zα/2 < 1.96).
(c) P(Zα/2 > z) = 0.025. What is the value of z?
(d) P(Zα/2 < z) = 0.025 What is the value of z?
(e) Find P(0.00 < z 1.47).
(f) Find P(−0.44 < z 2.33).
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5:9 Assume that students’ scores are normally distributed with mean of 83.5 and
standard deviation of 7.5.

(a) Calculate P(80 < scores < 90).
(b) What is the probability of scores falling within one standard deviation

from the mean?

5:10 Household income in a city is normally distributed with mean = $8000 and
standard deviation = $ 1000. A household is drawn from the city at random.

(a) What is the probability that its income will fall between $7000 and
$10,000?

(b) What is the minimum income needed if the household intends to be
within to 5 %?

5:11 In the following problems, z is a variable that has a standard normal distri-
bution and is a variable that is normally distributed and has a mean of 100
and standard deviation of 15.

(a) What is the probability that z is greater than 1.35?
(b) What is the probability that z is between 1.73 and 2.73?
(c) Find the interval of z scores, centered on zero, which includes 80 % of

the probability of z.
(d) What is the probability that y falls between 99 and 106?
(e) Find the interval of values of y, centered on the mean of y, which

includes 50 % of the probability of y.
(f) What is the probability that y is less than 115?

5:12 The mean income of a certain group of people is normally distributed with
mean $2500 and standard deviation $2000. One man is taken at random.

(a) What is the probability that the income of the man will be less than
$2000?

(b) What is the probability his income will be greater than $3100.
(c) What is the probability that his income will be between $2000 and

$3000?
(d) What is the proportion of the people whose income will be within

$2000 and $3000?

5:13 Students’ scores are normally distributed with mean 68.92 and standard
deviation 35.32. What should be the minimum score of a student to enable
him to be within to 5 %?

5:14 In case of a normally distributed random variable,

(a) Find the proportion of scores falling within one standard deviation
around the mean.

(b) Find the proportion of scores falling beyond one standard deviation
above the mean.
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(c) Find the proportion of scores falling below one standard deviation
above the mean.

(d) What is the probability of a randomly selected score to be below 1.5
times the standard deviation lower than the mean?

5:15 Suppose that the number of hours of the RCC of AIT Functions smoothly is
normally distributed.

(a) The standard deviation is 30 h. In 15 % occasion interruption takes
place in less than 50 h. What is the mean time of smooth functioning?

(b) The mean time is 75 h. In 25 % occasions, the RCC runs smoothly for
more than 80 h. What is the standard deviation in this case?

5:16 Find the values of the following:

(a) t0.05,10
(b) t0.01,4
(c) t0.025,8

5:17 t0.025,α = 1.753. What is the value of α?
5:18 Find the values of the following:

(a) P(t > 2.447) for df 6.
(b) P(t < 2.447) for df 6.
(c) P(t < −1.796) for df 11.
(d) P(t > −1.796) for df 11.
(f) P(−2.567 < t < 0.00) for df 17.

5:19 P(t > x) = 0.05 for 5 df What is the value of x?
5:20 P(t < x) = 0.99 for 10 df What is the value of x?
5:21 From a normal population, a random sample of size 15 is taken. The sample

mean and standard deviation are 50.25 and 22.58, respectively. The popu-
lation mean is 60.25.

(a) Find the t-value.
(b) Find P(t > x), where x is the t-value calculated in (a) above.

5:22 Find the values of the following:

(a) F0.05,5,15

(b) F0.10,10,20

(c) F0.025,8,16

(d) F0.90,9,12

(e) F0.95,10,15

5:23 Two normally distributed populations have variances of 102.59 and 95.23.
Two random samples of sizes 10 from the first and 20 from the second
populations, respectively, are drawn from the two populations. The sample
variances are 95.26 and 90.36, respectively.
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(a) Calculate the F-value.
(b) What is the probability that F-value will be greater than this value?
(c) What is the probability that the F-value will be less than the value

calculated in (a) above?

5:24 Find the values of the following:

(a) v20:05;20:

(b) v20:01;15:

(c) v20:005;25:

5:25 Find the values of the following:

(a) P(χ2 > 15.99) for 10 df
(b) P(χ2 > 25.00) for 15 df
(c) P(χ2 > 25.00) for 10 df
(d) P(χ2 > 23.50) for 16 df

5:26 Assume that X is a variable and has a Chi-square distribution with 5 df Find
the value of x such that P (χ2 > x) = 0.05.

5:27 Assume that X is a variable and has a Chi-square distribution with 6 df Find
the value of x such that P (χ2 < x) = 0.90.

5:28 The variable X has a Chi-square distribution and P(X > 21.90) = 0.025. What
is the df?

5:29 The variable X has a Chi-square distribution and P(X < 17.12) = 0.75. Find
the df?

5:30 From a normal population with variance 10, a sample of 18 is selected. The
sample variance is S2. Find the value of x such that

(a) P(S2 > x) = 0.025.
(a) P(S2 < x) = 0.025.

5:31 In the example above, ff a brick is selected at random, find the probability
that the size of the brick (X) will lie between 6 and 7 and the weight (Y) will
lie between 14 and 15.

5:32 Salaries of professionals in a government system vary depending on two
random variables. One rv is years of education (say X) starting with 4
(Bachelor) and ending with 10 (Doctoral). Another rv is experience (say Y)
varying from 0 to 20 years. With these specifications, the joint density
function has been estimated to be as follows:

fxy X; Yð Þ ¼ ð1=242ÞðX þ YÞ for 4�X � 10
0� Y � 20

¼ 0 otherwise:
If an official is chosen at random, what is the probability that his education
level will be within 5 and 6 years, and experience will be within 10 and
15 years?
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5:33 In a locality of rice farming, the rice yield is influenced by the seasonal
rainfall and the use of fertilizer. Rainfall (say random variable X) has been
recorded to vary between 10 and 30 cm. Fertilizer use (say random variable
Y) has been between 2 kg/1600 and 5 kg/1600 m2.
The joint probability function model has been established to be

fxy X; Yð Þ ¼ 1
239

x
2
þ Y2

� �

Yield from a plot of land chosen at random has been noted. What is the
probability that the rice yield from this plot has experienced rainfall between
15 and 20 cm and fertilizer use between 2.5 and 3 kg?

5:34 Salary of professionals in a government system is influenced by numbers of
years of education from bachelor level (X), years of experience (Y) and
professional training (Z). Assume the probability density function as follows:

fxyz X; Y ; Zð Þ ¼ 1=237ð Þ Xþ Y þ Zð Þ for 4�X� 10
5� Y � 20
1� Z� 4

¼ 0 otherwise:
If a professional is chosen at random from the system, find the probability
that his education level will be within 5–6 years, experience within 8–
10 years and professional training within 2–3 years.

Answers

5:3 (a) 2.16 × 10−30; (b) 2.69 × 10−40; (c) 1(approx.)
5:4 (a) 0.169; (b) 0 (approx.); (c) 0 (approx.)
5:5. 65; 22.75
5:6. 4.5; 4.37
5:8. (a) 0.02502; (b) 0.02502; (c) 1.96; (d) −1.96; (e) 0.42922; (f) 0.64885
5:9 (a) 0.48867; (b) 0.68268

5:10 (a) 0.81859; (b) 9645
5:11 (a) 0.08849; (b) 0.03865; (c) −1.285 < z < + 1.285; (d) 0.18343;

(e) 89.87 < y < 110.13; (f) 0.84134
5:12 (a) 0.40129; (b) 0.38209; (c) 0.19742; (d) 19.74 %
5:13 127
5:14 (a) 68.27 %; (b) 15.87 %; (c) 34.13 %; (d) 0.06679
5:15 (a) 81.05 h; (b) 7.41 h
5:16 (a) 1.812; (b) 3.747; (c) 2.306
5:17 15
5:18 (a) 0.025; (b) 0.975; (c) 0.050; (d) 0.950; (e) 0.875; (f) 0.490
5:19 2.015
5:20 2.764
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5:21 (a) −1.715; (b) 0.95 (approx.)
5:22 (a) 2.90; (b) 1.94; (c) 3.12; (d) 0.452; (e) 0.394
5:23 (a) 1.02; (b) 0.25; (c) 0.75
5:24 (a) 31.41; (b) 30.58; (c) 46.93
5:25 (a) 0.10; (b) 0.05; (c) 0.005; (d) 0.10
5:26 11.07
5:27 10.65
5:28 11
5:29 14
5:30 (a) 17.76; (b) 4.45
5:31 0.317
5:32 0.281
5:33 0.199
5:34 0.1097
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Chapter 6
Statistical Inference

Abstract Parameters and statistics, estimation, estimators, and estimates are pre-
sented. Properties of estimators are explained and the central limit theorem is
introduced. Point estimation and interval estimation are explained and distinguished.
The techniques of calculating confidence intervals in various situations are shown.

Keywords Parameters � Estimators � Estimates � Point estimate � Interval
estimate � Confidence interval

Statistical inferences may broadly be classified as (i) estimation and (ii) hypothesis
testing. We shall deal with the theory of estimation first to be followed by
hypothesis testing.

6.1 Parameter and Statistics

Although data are collected from samples, our main purpose is to study the pop-
ulation. So the problem is to estimate the population characteristics based on sample
characteristics. In estimating, we shall frequently come across with such termi-
nology as “parameter” and “statistic.”

Parameter is a characteristic of population. Statistic is a characteristic of sample
data.

Statistical inferences about population characteristics are called parameters, as
already told. A parameter is a number that describes a population distribution. Thus,
population mean and standard deviation are parameters. The population mean is a
number that measures or describes the central tendency of the population distribu-
tion. The population standard deviation is number that measures or describes the
variability of the population distribution. When we say statistical inference, we mean
to infer the value of a population parameter such as a mean or a standard deviation.

How do we make the statistical inference? We make the inference based on a
number computed from the sample data. The number is called a statistic or a sample
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statistic. A statistic is a number that describes a sample distribution. We must not be
confused with a parameter or a statistic. A parameter is related to population and a
statistic is related to a sample.

The following notations for population parameters and sample statistics should
be noted.

Population Sample

N = no. of observations n = no. of observations

Xi = ith observation xi = ith observation

μ = mean �x = mean

σ2 = variance s2 = variance

σ = standard deviation s = standard deviation

Parameters = μ, σ2, … etc. Statistics = �x. s2. …

6.2 Estimation

Usually in statistical studies the population parameters are unknown. Since it is
almost impossible or just too much trouble because of time and expense, we need to
estimate the population parameters from a sample. Here also we shall come across
with the terminology “estimators” and “estimates,” The random variable used to
estimate the population parameter is called an “estimator.” The specific value of this
variable is called an “estimate” of the population parameter. The random variables �x
and s2 are the estimators of the population parameters μ and σ2, respectively.
A specific value of �x such as �x ¼ 120 is an estimate of μ. A specific value of s2 such
as s2 = 237.1 is an estimate of σ2.

An estimate of a population parameter may be reported in two ways. If a single
number is given as the estimate, it is called a point estimate. The word “point” is
used to indicate that a single value is being reported as the estimate. The other way
to report an estimate is to give an interval of values in which the population
parameter is claimed to fall. This estimate is called an interval estimate. An example
may be cited. The point for the average I.Q. of college undergraduates might be
120, implying that our best estimate of the population mean is 120. We can also say
that interval estimate of the I.Q. of the undergraduates is 115–125, meaning that the
population mean is expected to fall within the range of 115–125.

6.3 Properties of Estimators

When we estimate the population parameters using sample statistics, i.e., estima-
tors, a question arises—how good are the estimators for estimating the population
parameters? In other words, what are the criteria for “good” estimators? Four
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properties that are most relevant may be identified. These are (i) unbiasedness,
(ii) efficiency, (iii) sufficiency, and (iv) consistency.

6.3.1 Unbiasedness

This property suggests that the expected value of the estimator should be very close
to the population parameter being estimated. It is preferable to have the expected
value of the estimator being exactly equal to the population parameter. This implies
that the error term be equal to zero. An estimator is said to be unbiased if the
expected value of the estimator is equal to the parameter being estimated. Thus, if
we want to estimate the population mean using sample mean, then

Eð�xÞ ¼ l ðpopulation meanÞ

This is the definition of the unbiased estimator. Similarly, if s2 is an unbiased
estimator of σ2, then

Eðs2Þ ¼ r2

6.3.2 Efficiency

This property suggests that an estimator should have a relatively small variance.
From a population if a sample size of n is repeated, then in each case the estimator
should have values close to each other. This means that if we use random sample
more than once in the same population, then in each case the estimator should have
values of a particular estimator close to each other. Even if we chose a random
sample of size n and find a particular value of an estimator, and if another researcher
uses a sample of the same size from the same population and finds a value of the
estimator, then these two values should be close to each other.

The most efficient estimator among a group of unbiased estimators is the one
with the smallest variance.

6.3.3 Sufficiency

This property suggests that the estimator uses all the information about the popu-
lation parameter that the sample can provide. For instance, we certainly want an
estimator to use all sample observations, as well as the information provided by
these observations. Let us take us the case of median. It uses only the rankings of
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the observations and not their precise numerical values. Hence, the median is not a
sufficient estimator. A primary importance of the property of sufficiency is that it is
a necessary condition for efficiency.

6.3.4 Consistency

The distribution of an estimator normally changes as the sample size changes. Then
it is important to see what happens when the sample size tends to be infinity
(n → ∞). The central limit theorem (which will be introduced hereafter) states that
in the limit n approaches a very large size, the distribution of �x approaches the
normal distribution. In general, an estimator is said to be consistent, if it yields
estimates which approach the population parameter being estimated as n becomes
larger.

6.4 Central Limit Theorem

This relates to the size of the sample. When the population is not normally dis-
tributed, the sample size has an important role. When n is small, the shape of the
distribution will depend mostly on the shape of the parent population. As n
becomes large, one of the most important theorems in statistical inference says that
the shape of the sampling distribution will become more and more like a normal
distribution, no matter what the shape of the parent population is. This is called the
central limit theorem which is formally stated as follows:

The distribution of means of random samples taken from a population having
mean µ and finite variance σ2 approaches the normal distribution with mean µ and
variance σ2/n as n goes to infinity.

The meaning of the theorem may be put in the following simple form.
The distribution of the sample mean, based on random samples of size n drawn

from a population with mean µ and standard deviation σ, has the following
characteristics:

(i) the mean l�x is equal to the population mean µ;
(ii) the standard deviation r�x is exactly equal to the population standard deviation

divided by the square root of the sample size, σ/√n;
(iii) the shape is approximately normal. The approximation of the shape to nor-

mality improves rapidly with increasingly sample size, so that for n > 10, the
shape can be taken to be normal. Furthermore, if the population is normally
distributed, then the distribution of the sample means is exactly normal, even
for small sample size.

104 6 Statistical Inference



6.5 Some Examples in Estimation

We are given a population consisting of numbers 1, 2, and 3. We need to select
sample size of 2 with replacement.

Q:1: How many samples are possible?
Q:2: List the samples.
Q:3: Show that Eð�xÞ ¼ l (mean of the sampling distribution equal to the popu-

lation mean).
Q:4: Show that E(s2) = σ2 (variance of the individual samples about the means of

the sampling distribution equal to the population variance).
Q:5: Show that r�x2 ¼ r2=n (variance of the means of the sampling distribution

about the population mean equal to the population variance divided by the
sample size).

Solutions:

Q:1: Here N = 3; r = 2.

Therefore, no. of samples = N2 = 32 = 9.
See the following table and calculations for answers to the rest questions:

l ¼ ð1þ 2þ 3Þ=3 ¼ 2

Sample �x ðxi � �xÞ2 ¼ s2 ð�x� lÞ ð�x� lÞ2
1,1 1.0 (1 − 1.0)2 + (1 − 1.0)2 = 0.0 −1.0 1.00

1,2 1.5 (1 − 1.5)2 + (2 − 1.5)2 = 0.5 −0.5 0.25

1,3 2.0 (1 − 2.0)2 + (3 − 2.0)2 = 2.0 0.0 0.00

2,1 1.5 (2 − 1.5)2 + (1 − 1.5)2 = 0.5 −0.5 0.25

2,2 2.0 (2 − 2.0)2 + (2 − 2.0)2 = 0.0 0.0 0.00

2,3 2.5 (2 − 2.5)2 + (3 − 2.5)2 = 0.5 0.5 0.25

3,1 2.0 (3 − 2.0)2 + (1 − 2.0)2 = 2.0 0.0 0.00

3,2 2.5 (3 − 2.5)2 + (2 − 2.5)2 = 0.5 0.5 0.25

3,3 3.0 (3 − 3.0)2 + (3 − 3.0)2 = 0.0 1.0 1.00

9 18.0 6.0 3.00

Q:2: Listing of the samples is shown above.
Q:3: Eð�xÞ ¼ 18

9 ¼ 2
l ¼ 1þ 2þ 3

3 ¼ 2

Therefore, Eð�xÞ ¼ l

Q:4: Mean of s2 ¼ Eðs2Þ ¼ 6
9 ¼ 2

3
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Population variance

r2 ¼ 1
N
ðxi � lÞ2

¼ 1
3
ð1� 2Þ2 þð2� 2Þ2 þð3� 2Þ2

¼ 1
3
� 2 ¼ 2

3

Therefore, E(s2) = σ2

Q:5: r2
�x ¼

P
ð�x�lÞ2
9 ¼ 3

9 ¼ 1
3

r2 ¼ ðxi � lÞ2
3

¼ ð1� 2Þ2 þð2� 2Þ2 þð3� 3Þ2
3

¼ 2
3

r2=n ¼ 2
3
� 1
2
¼ 1

3

Therefore,
r2
�x ¼

r2

n

r�x ¼ rffiffiffi
n

p

6.6 Point Estimation

As the terminology implies, a point estimate of a population parameter is a single
numerical value corresponding to the parameter. The population parameter is not
known. So we want to estimate it. We do this estimation with the help of sample
data. So our interest in this section is to study the point estimates of different
population parameters. The situation where often we need to estimate the popula-
tion parameters are as follows:

(i) To estimate the population mean µ (single population)
In this case the sample mean �x is considered to be the point estimate of the
population mean. In other words, l ¼ �x.
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(ii) To estimate the population variance σ2 (single population)
Similar to the mean, the sample variance is taken to be the point estimate of
the population variance. Symbolically, σ2 = s2.

(iii) To estimate the population proportion P (single population)
The sample proportion may reasonably be taken as the point estimate of the
population proportion. Thus, if x is the number of responses of interest in a
sample of size n, then the sample proportion p = x/n and as such the point
estimate of the population proportion P = x/n.

(iv) To estimate the difference between two population means namely, µ1 = µ2.
For this purpose two independent random samples from the two populations
are necessary. If �x1 and �x2 are the sample means of the two random samples
drawn from the two populations having means µ1 and µ2, respectively, then
the point estimate of the difference of the two population means is the dif-
ference of the two sample means. Thus, l1 � l2 ¼ �x1 � �x2.

(v) To estimate the difference between two population proportions, P1 = P2

This estimation is similar to the one described in (iv) above. The difference
between the two independent random sample (drawn from the two populations)
proportions is taken to be the point estimate of the difference of the two population
proportions. Thus, P1 – P2 = p1 – p2.

6.7 Interval Estimation/Confidence Interval of the Mean
of a Single Population

In the previous section we have seen how the point estimation of population
parameters is made. But it should be agreed that a point estimate does not provide
enough information regarding population parameter. For example, if we want to
estimate the mean income of a certain group of people, a single value of the
population parameter may not be very meaningful. We would rather be interested in
estimating the range or interval within which the population mean is expected to lie.
Thus, the interval estimate of the form L ≤ µ ≤ U could be more useful. Here in this
expression L and U are the two statistics showing the lower and the upper bounds of
the parameter. The two pints L and U are random variables, since they are the
functions of the same data.

The two end points L and U are set such that the probability of the population
parameter lying between the two end points is (1 − α). Thus,

P L� l�Uð Þ ¼ ð1�aÞ.

The interval L ≤ µ ≤ U is called the 100(1 − α) % confidence interval of the
parameter µ. Here the population mean has been used as an example of any pop-
ulation parameter. In specific cases, it should be replaced by the parameter of
interest. The interpretation of the confidence interval is simple. It implies “we are
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100(1 − α) % confident that the population parameter will lie between these end
points L and U.”

There can be several cases of sampling distribution of �x and accordingly there
will be equal number of ways of constructing confidence interval for interval
estimation of the population mean. These are highlighted in the following
illustrations.

(i) First case: Population has normal distribution; σ2 (population variance) known.

Let us suppose that �x is a random variable. Its mean µ is unknown, but the
variance σ2 is known. Le us also assume that a random sample size of n with values
x1, x2, x3, …. xn is taken from this population. The mean of this sample is �x. The
confidence interval of the population mean can be obtained by considering sam-
pling distribution of �x. If the population is normal, the sampling distribution of �x is
also normal. The mean of �x is µ and the variance of �x is σ2/n. The distribution of
statistic

Z ¼ �x� l
r=

ffiffiffi
n

p

is a standard normal distribution.
Now,

P �Za=2 � Z� Za=2
� � ¼ 1�a

Using the substitution of Z we get,

Pð�Za=2 �
�x�l
r=

ffiffiffi
n

p � Za=2Þ ¼ 1� a

On simplification, it gives

Pð�Za=2 � r=
ffiffiffi
n

p ��x� l� Za=2 � r=
ffiffiffi
n

p Þ ¼ 1� a

This can be rearranged as

Pð�x� Za=2 � r=
ffiffiffi
n

p � l��xþ Za=2 � r=
ffiffiffi
n

p Þ ¼ 1� a

Thus, the 100(1 − α) confidence interval is given by

�x� Za=2 � r=
ffiffiffi
n

p � l��xþ Za=2 � r=
ffiffiffi
n

p

(ii) Second case: Population is unknown (does not have to be normal); σ2 (popu-
lation variance) known; n ≥ 30
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In this case, use of the central limit theorem is of relevance. If the sample size is
large (n ≥ 30) then the distribution of �x may be assumed to be normal. Furthermore,
if the population variance σ2 is known, then the Z-transformation is also relevant
and the distribution of Z statistic can be taken to be standard normal. Therefore, the
confidence interval is given by

�x� Za=2 � r=
ffiffiffi
n

p � l��xþ Za=2 � r=
ffiffiffi
n

p

(iii) Third case: Population is normal; σ2 (population variance) unknown
(iv) In the previous two cases, the population variance σ2 was known and a

confidence interval of the population mean was constructed. But if the pop-
ulation variance σ2 is not known, a difficulty arises. One possibility could be to
replace the population variance σ2 by the sample variance s2. If the sample size
is large (n ≥ 30), this could be acceptable. But if the sample size is small
(n < 30), this would not be acceptable. However, if the population is normal,
then another alternative is available. We can accomplish the task using the t
distribution. The statistic

t ¼ �x� l
s=

ffiffiffi
n

p

has standard normal distribution with (n − 1) degrees of freedom. Applying
the same justification as in the case of Z distribution, we can write

Pð�ta=2;n�1 � t� ta=2;n�1Þ ¼ 1� a

Substituting t in this expression we get

Pð�ta=2;n�1 �
�x� l
s=

ffiffiffi
n

p � ta=2;n�1Þ ¼ 1� a

On simplification, it gives

Pð�ta=2;n�1 � s=
ffiffiffi
n

p ��x� l� ta=2;n�1 � s=
ffiffiffi
n

p Þ ¼ 1� a

This can be rearranged as

Pð�x� ta=2;n�1 � s=
ffiffiffi
n

p � l��xþ ta=2;n�1 � s=
ffiffiffi
n

p Þ ¼ 1� a

Thus, the 100(1 − α) confidence interval is given by

�x� ta=2;n�1 � s=
ffiffiffi
n

p � l��xþ ta=2;n�1 � s=
ffiffiffi
n

p
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6.8 Confidence Interval of the Difference of Means of Two
Normal Populations

(i) First case: Population variance σ2 known

Let µ1 and µ2 be the two population means and r2
1 and r2

2 be their respective
variances. If two independent random samples of sizes n1 and n1 are taken, whose
means are �x1 and �x2 respectively, then

Z ¼ ð�x1 � �x2Þ � ðl1 � l2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2

1=n1 þr2
2=n2Þ

p
Here the distribution of this Z statistic is standard normal, if the two populations

are normal or if the sample sizes are large (n1 ≥ 30, n1 ≥ 30) in case the populations
are not normal. It may be noted that the mean of ð�x1 � �x2Þ is ðl1 � l2Þ and the
standard deviation of ð�x1 � �x2Þ is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2

1=n1 þr2
2=n2Þ

p
.

Now using the logic as before, we can write

P �Za=2 � Z� Za=2
� � ¼ 1�a

Using the transformation of Z, we get

Pð�Za=2 � ð�x1 � �x2Þ � ðl1 � l2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2

1=n1 þr2
2=n

2Þ
p � Za=2Þ ¼ 1�a

This can be simplified as

P ð�x1 � �x2Þ � Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
1=n1 þr2

2=n2
� �q�

�ðl1�l2Þ

� Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
1=n1 þr2

2=n2
� �q �

¼ 1� a

Therefore, the 100(1 − α) confidence interval is given by

Pð�x1 � �x2Þ � Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
1=n1 þr2

2=n2
� �q

�ðl1�l2Þ
� Za=2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
1=n1 þr2

2=n2
� �q

110 6 Statistical Inference



(ii) Second case: Population variances unknown

In the first case of this section the two populations were normal or the sample
sizes were large. Furthermore, the population variances were known. So the Z-
transformation and its distribution were used to construct the confidence interval.
But the difficulty arises if the population variances are not known or if the sample
sizes are small. In this case, we can overcome the difficulty using the t distribution.

Here we make two assumptions. First, two populations are normal. Second, the
two population variances are equal. If the two population variances are equal, then
σ1
2 = σ2

2 = σ2. This σ2 is the common variance and is estimated from the sample
variances as the pooled estimator (sp

2) of the σ2 in the following way:

s2p ¼
ðn1 � 1Þs21 þðn2 � 1Þs22

n1 þ n2 � 2

The standard deviation of the sampling distribution of ð�x1 � �x2Þ is
sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1=n1 þ 1=n2Þ
p

and the distribution of

t ¼ ð�x1 � �x2Þ � ðl1 � l2Þ
sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1=n1 þ 1=n2Þ
p

is the t distribution with (n1 + n2−2) degrees of freedom. Therefore, we get as before

Pð�ta=2;n1þ n2�2 � t� ta=2;n1þ n2�2Þ ¼ 1�a

) Pð�ta=2;n1þ n2�2 � ð�x1 � �x2Þ � ðl1 � l2Þ
sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1=n1 þ 1=n2Þ
p � þ ta=2;n1þ n2�2Þ ¼ 1�a

This can be simplified and rearranged as

Pð�x1 � �x2Þ � ta=2;n1þ n2�2 � sp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n1 þ 1=n2ð Þ

p
� l1�l2ð Þ
� ð�x1 � �x2Þ � ta=2;n1þ n2�2 � sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n1 þ 1=n2ð Þ

p
¼ 1� a

Therefore, the 100(1 − α) confidence interval is given by

ð�x1 � �x2Þ � ta=2;n1þ n2�2 � sp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n1 þ 1=n2ð Þ

p
� l1�l2ð Þ
� ð�x1 � �x2Þ � ta=2;n1þ n2�2 � sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n1 þ 1=n2ð Þ

p
If the two population variances are not assumed equal, then the t statistic should

be calculated as follows:
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t ¼ ð�x1 � �x2Þ � ðl1 � l2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs21=n1 þ s22=n2Þ

p
and the degrees of freedom for the t statistic is to be calculated as

V ¼ ðs21=n1 þ s22=n2Þ
ðs21=n1Þ2=ðn1 þ 1Þþ ðs22=n2Þ2=ðn2 þ 1Þ
n o� 2

and subsequently the 100(1 − α) confidence interval will be given by

ð�x1 � �x2Þ � ta=2;v � sp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n1 þ 1=n2ð Þ

p
� l1�l2ð Þ
� ð�x1 � �x2Þ � ta=2;v � sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n1 þ 1=n2ð Þ

p

6.9 Confidence Interval of the Variance of a Normal
Population

Let x be a random variable with unknown mean µ and unknown variance σ2.
Let also n be the sample size with values x1, x2, x3,…. xn giving sample variance s2.
We have seen the statistic

v2 ¼ ðn� 1Þs2
r2

has a chi-square distribution with (n − 1) degrees of freedom. The chi-square
distribution is shown in Fig. 6.1.

From the figure we can write

P v21�a=2;n�1 � v2 � v2a=2;n�1

� �
¼ 1� a

) Pðv21�a=2;n�1 �
ðn� 1Þs2

r2 � v2a=2;n�1Þ ¼ 1� a

This by simplification and rearrangement we can write

P
ðn� 1Þs2
v2a=2;n�1

�r2 � ðn� 1Þs2
v21�a=2;n�1

( )
¼ 1� a
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Therefore, the 100(1 − α) % confidence interval of the population variance is
given by

ðn� 1Þs2
v2a=2;n�1

�r2 � ðn� 1Þs2
v21�a=2;n�1

6.10 Confidence Interval of a Population Proportion

Let a sample size of n be taken from a large population in which x (x ≤ n) number of
observations have the characteristic of our interest. Then the sample proportion is
p = x/n. Here p and n are the parameters of a binomial distribution. The sampling
distribution of p (sample proportion) is approximately normal with mean equaling
P (population proportion) and variance P (1 − P)/n. This is valid if P is not very
close to zero or one and if n is relatively large. Thus, the statistic

Z ¼ p� Pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1� PÞ=nf gp

has standard normal distribution. From the Z distribution curve, we can write

P �Za=2 � p� PffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifPð1� PÞ=ngp � Za=2

 !
¼ 1�a

) Pð�Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1�PÞ=nf g

p
� p� P

� þZa=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1�PÞ=nf g

p
¼ 1�a

Fig. 6.1 Distribution of chi-square distribution
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This can be simplified and rearranged as

Pðp� Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1�PÞ=nf g

p
�P� pþ Za=2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1�PÞ=nf g

p
¼ 1�a

It may be noted here that in the lower and upper limits of the above expression
there is a term P (1 − P)/n, the standard error of p (sample proportion containing an
unknown parameter P). However, for the standard error, P can be estimated by
p. Therefore, the 100(−α) % confidence interval of the population proportion is
given by

p� Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1�pÞ=nf g

p
�P� pþ Za=2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1�pÞ=nf g

p

6.11 Confidence Interval of the Difference of Two
Population Proportions

Let,
n1 independent sample drawn from population 1,
x1 no. of units in n1 having particular characteristic of our interest,
n2 independent sample drawn from population 2,
x2 no. of units in n2 having particular characteristic of our interest,
P1 & P2 respective populations proportions.

Now,
p1 x1/n1 (sample 1 proportion),
P2 x2/n2 (sample 2 proportion).

In this case too n1, p1 and n2, p2 are parameters of binomial distribution. But if
the sample sizes are large and the population proportions P1 and P2 are not close
one or zero, then the binomial distribution can be approximated by normal
distribution.

Thus,

Z ¼ ðp1 � p2Þ � ðP1 � P2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð1� P1Þ=n1 þP2ð1� P2Þ=n2f gp

has approximately standard normal distribution. As reasoned before, P1 and P2 for
the standard errors can be estimated by p1 and p2, respectively. Thus,
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P ðp1�p2Þ � Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð1� P1Þ

n1
þ P2ð1� P2Þ

n2

	 
s"

�ðP1�P2Þ

� ðp1�p2Þþ Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð1� P1Þ

n1
þ P2ð1� P2Þ

n2

	 
s #
¼ 1� a

After simplification and rearrangement, the 100(1 − α) % confidence interval can
be written as

ðp1�p2Þ � Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð1� P1Þ

n1
þ P2ð1� P2Þ

n2

	 
s

�ðP1�P2Þ

� ðp1�p2Þþ Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð1� P1Þ

n1
þ P2ð1� P2Þ

n2

	 
s

6.12 Finite Population Correction Factor

In the previous sections for variance of the sampling distribution of �x we have used

r�x2 ¼ r2

n

If the sample size is small as compared to the population size N, then this
expression holds good. But if the sample size n is not very small fraction of the
population size N, then approximate expression would be

r�x2 ¼ r2

n
� N � n
N � 1

) r�x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

n
� N � n
N � 1

	 
s

The term (N − n)/(N − 1) is called the finite population correction factor (fpc). In
case of proportions also, if the sample size is not a very small fraction of the
population size, the variance of p would be given by
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varðpÞ ¼ pð1� pÞ
n

� N � n
N � 1

) Standard errorðpÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� pÞ

n
� N � n
N � 1

	 
s

As N becomes larger relative to n, then n/N becomes small and so fpc approa-
ches unity. If n/N ≤ 0.05 or in other words, if the sample size is not more than 5 %
of the population size, then the fpc may be omitted.

Using the fpc, the confidence interval for population mean would be given by

�x� za=2 � sffiffiffi
n

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N � n
N � 1

	 
s
� l�

�xþ za=2 � sffiffiffi
n

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N � n
N � 1

	 
s

Examples

Example 1
Compressive strength of concrete is normally distributed with standard deviation of
40.35 psi. A random sample of 25 specimens showed the mean strength of
3165 psi. Construct a 95 % confidence interval of the mean strength of concrete.

Solution:

r ¼ 40:35 psi; �x ¼ 3165 psi

a ¼ 1�0:95 ¼ 0:05; a=2 ¼ 0:025

Za=2 ¼ 1:96

The 95 % confidence interval is given by

�x� Za=2 � r=
ffiffiffi
n

p � l��xþ Za=2 � r=
ffiffiffi
n

p

) 3165�1:96 � 40:35ffiffiffiffiffi
25

p � l� 3165 + 1.96 *
40:35ffiffiffiffiffi

25
p

) 3165�1:96 � 8:07� l� 3165þ 1:96 � 8:07
) 3165�15:82� l� 3165þ 15:82

) 3149:18� l� 3180:82
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At 95 % confidence level, the mean strength of concrete will lie between
3149.18 and 3180.82 psi.

Example 2
From a normally distributed population a random sample of 15 is drawn. The
sample mean and standard deviation are found to be 2500 and 145, respectively.
Construct a 95 % confidence interval of the population mean.

Solution:

�x ¼ 2500; s ¼ 145; n ¼ 15

a ¼ 1�0:95 ¼ 0:05; a=2 ¼ 0:025

Za=2 ¼ 1:96

Here the population is normal; its variance is not given; also the sample size is
small (less than 30). So we need to use the t distribution.

ta=2;n�1 ¼ t0:025;14 ¼ 2:145

Thus, 95 % confidence interval is given by

�x� ta=2;n�1 � s=
ffiffiffi
n

p � l��xþ ta=2;n�1 � s=
ffiffiffi
n

p

) 2500�2:145 � 145ffiffiffiffiffi
15

p � l� 2500 + 2.145 *
145ffiffiffiffiffi
15

p

) 2500� 80:31� l� 2500 + 80.31

) 2419:69� l� 2580:31

The population mean will lie between 2419.69 and 2580.31.

Example 3
Incomes of two normally distributed populations are being studied. The variances
are σ1

2 = $508 and σ2
2 = $425. Two randomly selected samples of sizes n1 = 40 and

n2 = 60 produced mean �x1 ¼ $2520 and �x2 ¼ $1950, respectively. Construct a 95 %
confidence interval of the difference of the two population incomes.

Solution:

r2
1 ¼ $508; r2

2 ¼ $425
�x1 ¼ $2520; �x2 ¼ $1950
n1 ¼ 40; n2 ¼ 60
a ¼ 1�0:95
¼ 0:05; a=2 ¼ 0:025

Za=2 ¼ 1:96
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Therefore, the 100(1 − α) confidence interval is given by

ð�x1 � �x2Þ � Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2

1=n1 þr2
2=n2Þ

q
� l1�l2ð Þ
� þ Za=2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
1=n1 þr2

2=n2
� �q

Þ

) ð2520�1950Þ�1:96 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
508
40

þ 425
60

	 
s

�ðl1 � l2Þ

� þ ð2520�1950Þþ 1:96 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
508
40

þ 425
60

	 
s

570�1:96 � ð4:45Þ� l1�l2ð Þ� þ 570þ 1:96 � ð4:45Þ
561:28� l1�l2ð Þ� 578:72

At 95 % confidence the difference between the two population means will lie
between $561.28 and $578.72.

Example 4
The diameters of pipes manufactured in two machines are assumed to be normally
distributed. The engineer-in-charge of the quality control is investigating the pipe
diameters. He selected two random samples of sizes n1 = 20 and n2 = 22 which
produced means and standard deviations �x1 ¼ 12:80 mm, s1 = 0.55 mm, �x2 ¼
11:50 mm and s2 = 0.48 mm, respectively. Assume that the two population vari-
ances σ1

2 and σ2
2 are equal.

Construct a 90 % confidence interval for the difference of mean diameters.
Solution:

n1 ¼ 20; n2 ¼ 22

�x1 ¼ 12:80 mm; �x2 ¼ 11:50 mm

s1 ¼ 0:55 mm; s2 ¼ 0:48 mm

r2
1 ¼ r2

2;

a ¼ 1�0:90 ¼ 0:10; a=2 ¼ 0:05

Here we need to use the t distribution:

s2p ¼
ðn1 � 1Þs21 þðn2 � 1Þs22

n1 þ n2 � 2

¼ ð20� 1Þð0:55Þ2 þð22� 1Þð0:48Þ2
20þ 22� 2

¼ 5:75þ 4:84
40

¼ 0:264

sp ¼ 0:515

ta=2;n1þ n2�2 ¼ t0:05;40 ¼ 1:684
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The 90 % confidence interval is given by

ð�x1 � �x2Þ � ta=2;n1þ n2�2 � sp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=n1 þ 1=n2Þ

p
�ðl1 � l2Þ� ð�x1 � �x2Þ � ta=2;n1þ n2�2 � sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=n1 þ 1=n2Þ

p
) ð12:80�11:50Þ�1:684 � 0:515 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=20þ 1=22Þ

p
�ðl1�l2Þ�

ð12:80�11:50Þþ 1:684 � 0:515 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=20þ 1=22Þ

p
) 1:30�0:268�ðl1�l2Þ� 1:30þ 0:268

) 1:032� l1�l2ð Þ� 1:568

The difference between the mean diameters of pipes produced from two
machines will lie between 1.032 and 1.568 mm.

Example 5
The GPA of students is normally distributed. A random sample of size 10 students
showed the GPA: 3.5, 3.3, 3.0, 2.8, 2.9, 3.9, 3.7, 3.8, 3.4, and 2.9.

Construct a 90 % confidence interval of σ2.
Solution:
The sample mean is �x ¼ 3:32.
The sample variance is s2 = 0.164.

a ¼ 1�0:90 ¼ 0:10;

a=2 ¼ 0:05

v2a=2;n�1 ¼ v20:05;9 ¼ 16:92

v21�a=2;n�1 ¼ v0:95;9 ¼ 3:33

Therefore, the 90 % confidence interval of the population variance is given by

ðn� 1Þs2
v2a=2;n�1

�r2 � ðn� 1Þs2
v21�a=2;n�1

) 9ð0:164Þ
16:92

�r2 � 9ð0:164Þ
3:33

) 0:087�r2 � 0:443

Example 6
A quality control manager wants to estimate the fraction of defective items in the
manufacturing process. A random sample of 6000 units contained 240 defective
units. Construct a 95 % confidence interval of the fraction defective.
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Solution:

n ¼ 6000; x ¼ 240

p ¼ 240
6000

¼ 0:04

a ¼ 1�0:95 ¼ 0:05; a=2 ¼ 0:025

Za=2 ¼ 1:96

The confidence interval is given by

p� Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P 1�Pð Þ=nf g

p
�P�

pþ Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P 1�Pð Þ=nf g

p
) 0:04�1:96 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:04ð1� 0:04Þ

6000

	 
s
�P�

0:04þ 1:96 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:04ð1� 0:04Þ

6000

	 
s

) 0:04�0:005�P� 0:04þ 0:005

) 0:035�P� 0:045

The fraction of defective items in the manufacturing process will lie between
0.035 and 0.045.

Example 7
The fraction of defective items produced by two different processes is to be esti-
mated. Two random samples from the two processes were taken. In the process 1,
24 units were found defective in a sample of 1200. In the process 2, 15 units were
found defective in a sample of 1500. Construct a 90 % confidence interval on the
difference in the fraction of defective items.

n1 ¼ 1200; n1 ¼ 1500;
x1 ¼ 24; x2 ¼ 15;

p1 ¼ 24
100

¼0:02

p2 ¼ 15
1500

¼0:01

a ¼ 1�0:90 ¼ 0:10; a=2 ¼ 0:05

Za=2 ¼ 1:645
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The 90 % confidence interval is given by

p1�p2ð Þ � Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð1� P1Þ

n1
þ P2ð1� P2Þ

n2

	 
s

� P1�P2ð Þ

� p1�p2ð Þþ Za=2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð1� P1Þ

n1
þ P2ð1� P2Þ

n2

	 
s

) 0:02�0:01ð Þ�1:645 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:02ð1� 0:02Þ

1200
þ 0:01ð1� 0:01Þ

1500

	 
s

� P1�P2ð Þ

� 0:02�0:01ð Þþ 1:645 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:02ð1� 0:02Þ

1200
þ 0:01ð1� 0:01Þ

1500

	 
s

) 0:01�0:0079� P1�P2ð Þ� 0:01þ 0:0079

) 0:0021� P1�P2ð Þ� 0:0179

The difference in the fraction of defective items from the two processes will lie
between 0.0021 and 0.0179.

Problems

6:1 Distinguish between

(i) Parameter and statistic
(ii) Confidence level and significance level.

6:2 In the interval estimation of the population mean, state the effect of the
following:

(a) sample size on the interval
(b) sample standard deviation on the interval
(c) confidence level on the interval.

6:3 Based on a simple random sampling involving a sample size of 225, the
95 % confidence interval of the mean income of the people of a city is shown
to be
15,010.70 ≤ µ ≤ 15,989.30:

(a) What is the sample mean?
(b) What is the sample standard deviation?

6:4 A process produces bags of refined sugar. A random sample of 25 bags had a
mean weight of 1.95 kg:

(a) If the contents of the bags are normally distributed with std. dev. of
0.21 kg., find 95 % confidence interval of the µ.
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(b) The contents of the bags are normally distributed. The population std.
dev. is not known, but sample std. dev. is 0.21 kg. Find the 95 %
confidence interval of µ.

(c) The distribution of the contents of bags is not known. Sample std. dev. is
0.21. Find the 95 % confidence interval of µ.

6:5 A quality control manager of a ball bearing manufacturing plant wants to
estimate the mean diameter of ball bearings manufactured in the plant. He
checked 61 ball bearings at random and found to have the mean diameter of
9.4 mm with a standard deviation of 3.25 mm.
Estimate the mean diameter of all ball bearings manufactured in the plant.
You should be 95 % confident in your estimate.

6:6 A hospital wishes to estimate the average number of days required for
treatment of patients between ages of 25 and 34. A random sample of 500
hospital patients between these ages produced a mean and standard deviation
equal to 5.4 and 3.1 days, respectively.
Estimate the mean length of stay for the population of patients from which
the sample was drawn.
If the total number of patients within the same age group is 5000, estimate
the mean length of stay with 98 % confidence interval.

6:7 A sample of 16 persons is studied. Their scores have a mean of 32.84 and a
standard of 2.08.
Construct 95 and 99 % confidence intervals for the population mean and
compare the two results.
Construct a 95 % confidence interval if the sample size is 36 and the pop-
ulation size is 600.

6:8 Income is normally distributed in a population. The mean is Baht 15,000 and
the standard deviation is Baht 2200. Total population size is 25,000.

(a) Find the range of income, centered on the mean that will include 90 %
probability of income.

(b) What is the probability of income falling between Baht 11,381 and bath
18,619?

(c) How many people in the population will have income greater than Baht
18,619?

(d) How many people will have income less than Baht 11,381?
(e) How many people will have income between Baht 11,381 and Baht

18,619?

6:9 In a 95 % confidence interval estimate, the population proportion is stated to
lie between 0.352 and 0.548. What was the sample size?

6:10 Construct a 90 % confidence interval for the population mean based on
sample size of 36, if the sample mean is 950 and the population standard is
70. What happens when 95 % confidence interval is used?

6:11 In a bank, 25 loan applications were randomly selected for the purpose of
determining the average amount required for each loan. The mean loan
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amount was found to be $900 with a standard deviation of $150. Estimate the
90 % confidence interval of the mean loan amount for all the applications in
the bank. What is the point estimate for the mean loan amount for all the
applications?

6:12 To estimate the IQ of 450 students in an institution, a sample size of 25 was
chosen. The mean IQ of this sample was found to be 127 with a standard
deviation of 5.4 points. Make an interval estimation of the mean IQ of the
450 students. Use 90 % confidence level. What is the point estimate in this
case?

6:13 The compressive strength of concrete is normally distributed. From an
experiment a civil engineer obtained a random sample of size 10 and noted
the following strength measurements (in psi):
2200, 2210, 2205, 2100, 2115, 2300, 2250, 2350, 2150, 2250

(a) Construct a 90 % confidence interval for σ2.
(b) Construct a 95 % confidence interval for σ2.

6:14 Students scores in two universities are to be studied. The scores are normally
distributed. Two independent samples produced the following results:

University Sample size Mean score Std. dev.

1 41 85 8.2

2 51 76 7.5

(a) If the two population variances are 8.5 and 7.2, respectively, construct
95 % confidence interval for the difference between the two university
mean scores.

(b) If the population variances are not known, construct 95 % confidence
interval for the difference between the two university mean scores,
assuming the two population variances equal.

(c) Repeat the problem in (b) above, assuming the two population variances
unequal.

6:15 A random sample of size 41 from a normal population has a standard
deviation of 0.55. Construct a 95 % confidence interval for the population
variance σ2.

6:16 From a normal population a sample of size 30 produced a mean of 950 and a
standard deviation of 70. Construct a 95 % confidence interval for the
population variance σ2.

6:17 In a sample of 144 households 54 were found to own cars. Find a 95 %
confidence interval of the proportion of households who have cars.

6:18 The Division of Human Settlements Development wanted to see if the work
load of Statistics course is heavy. A random sample of 36 students was
selected for opinion. Out of them 10 students termed the course heavy.
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Make an estimation of the proportion of students who think that the course is
heavy. Use 97.5 % confidence level.

6:19 To estimate the proportion of unemployed in a city, a researcher selected a
random sample of 400 persons from the working class. Of them, 25 were
unemployed.
Estimate the proportion of unemployed workers.
If the size of the working class is 12,000, estimate the number of persons
unemployed.

6:20 A drug manufacturer wants to study the effect of a patent medicine. In a
random sample of 25 he finds that 15 obtained relief.
Estimate the population proportion not obtaining relief from the medicine. If
the population size is 10,000, how many people will not obtain relief from
the medicine?

6:21 To estimate the proportion of passengers who had purchased tickets for more
than $200 over a year’s time, an airline official obtained a random sample of
80. The number of those who purchased tickets for more than $200 was 45.
Make the estimation. Use 97.5 % confidence level.

6:22 A manufacturer produces spare parts in his factory. He ships the spare parts;
he prepares 10,000 pieces in each shipment. He is aware of the quality
control. During one shipment, he took a random sample of 500 parts for
inspection. He found 10 parts to be defective. The manufacturer desires to
estimate the number of defective parts with 90 % confidence level.

(a) Construct the necessary confidence interval.
(b) What is the number of defective parts in the shipment?

6:23 In a study of students’ opinion on course standard of two departments, two
random samples were drawn. In department A, 35 students out of a sample of
45 were found to be satisfied. In department B, 31 students out of 49 were
found satisfied.

(a) Construct a 95 % confidence interval for the difference of the proportion
of students satisfied with the course standard in the two departments.

(b) Construct a 99 % confidence interval for the difference of the proportion
of students satisfied with the course standard in the two departments.

6:24 Population size is 5000; the sample size is 256; the sample standard deviation
is 2 and the sample mean is 70. Construct a 99 % confidence interval.
Use FPC. What happens if you do not use FPC?

Answers

6:3 (a) 15,500 (b) 3,744.64
6:4 (a) 1.868 ≤ μ ≤ 2.032; (b) 1.863 ≤ μ ≤ 2.037

(c) 1.863 ≤ μ ≤ 2.037; if assumed normal
6:5 8.58 ≤ μ ≤ 10.22 mm

124 6 Statistical Inference



6:6 Point estimate 5.4 days;
95 % confidence estimate 5.13 ≤ μ ≤ 5.67 days;
5.09 ≤ μ ≤ 5.71 days

6:7 31.73 ≤ μ ≤ 33.95; 31.31 ≤ μ ≤ 34.37; 31.85 ≤ μ ≤ 33.83
6:8 (a) 11,381 ≤ μ ≤ 18,619 Baht;

(b) 0.90; (c) 1,250; (d) 1,250; (e) 22,500
6:9 n = 81

6:10 930.81 ≤ μ ≤ 969.19; interval increased by 7.36
6:11 848.67 ≤ μ ≤ 951.33; $900;
6:12 125.20 ≤ μ ≤ 128.80; 127
6:13 (a) 2,961 ≤ σ2 ≤ 15,043; (b) 2,634 ≤ σ2 ≤ 18,553
6:14 (a) 7.92 ≤ μ1 − μ2 ≤ 10.08; (b) 5.75 ≤ μ1 − μ2 ≤ 12.25

(c) 5.75 ≤ μ1 − μ2 ≤ 12.25
6:15 0.20 ≤ σ? ≤ 0.50
6:16 3108 ≤ σ? ≤ 8854
6:17 0.296 ≤ P ≤ 0.454
6:18 0.111 ≤ P ≤ 0.445
6:19 0.0625; 0.0388 ≤ P ≤ 0.0862 (95 %); 750; 466 ≤ N ≤ 1034
6:20 0.40; 0.21 ≤ P ≤ 0.59 (95 %); 4,000; 2,100 ≤ N ≤ 5,900
6:21 0.4383 ≤ P ≤ 0.6867
6:22 (a) 0.01 ≤ P ≤ 0.03; (b) 100 ≤ N ≤ 300
6:23 (a) −0.037 ≤ P1 − P2 ≤ 0.327; (b) −0.094 ≤ P1 − P2 ≤ 0.384
6:24 (a) 69.69 ≤ μ ≤ 70.31; (b) 69.68 ≤ μ ≤ 70.32
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Chapter 7
Hypothesis Testing

Abstract The importance of hypothesis testing lies in the fact that many types of
decision-problems can be formulated as hypothesis testing problems. Simple
hypothesis, composite hypothesis, null, and alternative hypotheses are introduced.
One-tail and two-tail tests are explained. Errors in hypothesis testing are mentioned.
A standard procedure for testing of hypotheses is set. Examples are provided for
testing of various types of hypotheses. A standard procedure is set for testing of
population means and proportions in many situations. The technique for drawing
conclusions at the end of the test is illustrated through examples. The drawing of
conclusions is the core of hypothesis testing. A highly useful and new chart called
“Flow Chart for Hypothesis Testing” is provided. The technique of calculating
power of hypothesis testing is illustrated with the help of examples.

Keywords Hypothesis testing � One-tail test � Two-tail test � Simple hypothesis �
Composite hypothesis � Null and alternative hypothesis � Flow chart of hypothesis
testing � Test procedure � Power of test
In the previous chapter, we have studied how to estimate the characteristics of
population known as parameters. We dealt with the point estimation and interval
estimation. Apart from this, there are many problems where we need to decide
whether to accept or to reject a statement about some population parameters. The
statement is called a hypothesis, and the decision-making procedure regarding the
hypothesis is called hypothesis testing. Hypothesis testing is a very useful aspect of
statistical inference. The importance of hypothesis testing lies in the fact that many
types of the decision-problems can be formulated as hypothesis testing problems.

7.1 Introduction

There are several types of hypotheses. A thorough discussion of all those is beyond
the scope of this book. Here, we shall deal with statistical hypotheses only.
Statistical hypotheses concern assumed values of the population parameters. The
assumptions regarding the assumed values of the parameters are referred to as
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statistical hypotheses. Determining the validity of an assumption of this kind is
called a test of a statistical hypothesis or simply hypothesis testing.

Within the scope of statistical hypotheses, there are a few types. We can dis-
tinguish between simple hypotheses and composite hypotheses. In a simple
hypothesis, only one value of the population parameter is specified. For example,
the mean IQ of a group of students is 120. The exact difference between two
population parameters is also a simple hypothesis. Example is µ1 − µ2 = 0. In a
composite hypothesis, instead of specifying one value, a range of values is speci-
fied. Example of this hypothesis is µ ≠ 120. Another example is µ1 − µ2 ≠ 0.

In testing hypotheses, the standard procedure is to state two conflicting
hypotheses. These are mutually exclusive. These are called “null hypothesis” and
“alternative hypothesis”. In a null hypothesis, that value of a population parameter
is specified which the researcher hopes would be rejected. The word “null” means
invalid, void or amounting to nothing. In an alternative hypothesis, those values of
the population parameter are specified which the researcher believes to hold true.
Null and alternative hypotheses are usually denoted by H0 and Ha, respectively.
Examples are given below.

H0: l ¼ 120 ðnull hypothesisÞ
Ha: l 6¼ 120 ðalternative hypothesisÞ
)
H0: l1 � l2 ¼ 120 null hypothesisð Þ
Ha: l1 � l2 6¼ 120 alternative hypothesisð Þ

The null hypothesis and the alternative hypothesis can both be simple or com-
posite. See the following examples.

H0: l ¼ 120 simpleð Þ
Ha: l ¼ 100 simpleð Þ
)
Ha: l 6¼ 100 compositeð Þ
)
Ha: l\100 compositeð Þ
H0: l\120 compositeð Þ
Ha: l ¼ 100 simpleð Þ
)
Ha: l[ 100 compositeð Þ

Here, it is useful to have an understanding of the concept of tests. A test may be
one-tail or two-tail test. A statistical test in which the alternative hypothesis spec-
ifies that the population parameter lies entirely above or entirely below the value
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specified in the null hypothesis, is called a one-tail test. An alternative hypothesis
which does not specify that the parameter lies on one particular side of the value
specified in the null hypothesis is called a two-tail test. The following examples
illustrate this concept.

One-Tail Test

H0: Production of a crop = 2 tons per acre
Ha: Production of a crop > 2 tons per acre

Two-Tail Test

H0: Production of a crop = 2 tons per acre
Ha: Production of a crop ≠ 2 tons per acre

It is important to note that hypotheses are statements regarding population
parameters and not statements regarding the sample. We have defined null and
alternative hypothesis. There is a question how the value in the null hypothesis is
set. This may be set in any one of the three ways. First, our past experience or
knowledge of the phenomenon or prior experimentation may help us in setting the
value in the null hypothesis. Testing of hypothesis in this case refers to determi-
nation whether that value or situation has changed. Second, the value in the null
hypothesis may also be set based on some theory or model regarding the phe-
nomenon. Testing in this case refers to the verification of the theory or model.
Third, sometimes the value in the null hypothesis is set based on external con-
siderations, designs, specifications, etc. In this case, the objective of testing is to see
whether the results conform to these considerations, designs, specifications.

When we make some statements regarding population parameters and test those,
one objective is to make a decision whether the statement is true or false. The
testing procedure uses the information from random samples drawn from the
respective population. If the sample information is consistent with the hypothesis,
then we can conclude that the hypothesis is true. On the other hand, if the sample
information is inconsistent with the hypothesis, then we can conclude that the
hypothesis is false.

The usual procedure in testing a hypothesis is to take a random sample from the
population of our interest, compute an appropriate test statistic from the sample
data, and then use this statistic to make decision whether the hypothesis is accepted
or rejected. We shall detail the procedure in the subsequent sections.

Errors in Hypothesis Testing
In estimating we might have noticed that we cannot estimate the population
parameters with certainty; we need to use probability distribution. In hypothesis
testing also we cannot say with certainty that a particular hypothesis is to be
accepted or rejected. We face the problem because of uncertainty inherent in
sampling from a population. In decision to accept or to reject a hypothesis we
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always commit some error. This error is called error of hypothesis testing. In
hypothesis testing usually our decision will focus on the null hypothesis H0 whether
to accept or to reject. Therefore, error of hypothesis testing can better be explained
by use of the null hypothesis. There are chances of error in decision because the
decision to accept or to reject H0 is based on the probabilities and not on the
certainty. There are two types of errors. They are called Type I error and Type II
error. Based on test results we may decide to reject the null hypothesis when this
hypothesis is, in fact, true. The error committed in this case is Type I error and is
usually denoted by α. This is also called significance level. Again, based on the test
results, we may decide to accept the null hypothesis when this hypothesis is not
actually true. The error committed in this case is Type II error. This is usually
denoted by β. The situation is summarized in the Table 7.1.

The probabilities of occurrences of type I and type II errors are illustrated below:

a ¼ P type I errorð Þ ¼ PðrejectH0 jH0 is trueÞ

b ¼ P type II errorð Þ ¼ Pðnot rejectH0 jH0 is falseÞ

Associated with type I and type II errors is the power of test defined by

Power ¼ 1� b ¼ Pðreject H0 jH0 is falseÞ

Thus, the power of the test is the probability that a false hypothesis is correctly
rejected. The analyst or the researcher usually sets the probability of type I error,
i.e., α and it is under his control. Since the significance level α is the probability of
type I error when the null hypothesis is actually rejected and since the
analyst/decision maker sets this value himself, he has a control over it and as such
rejection of H0 is a strong conclusion.

Unlike type I error, type II error is not a constant quantity. Type II error is a
function of the true mean value of the population as well as the sample size. The
probability of type II error decreases as the sample size increases. Also decreasing α
would increase β and vice versa.

There is another error called type III error. This is also called type 0 error. This
error occurs when a false null hypothesis is rejected but the direction is wrong. For
example, suppose that the null hypothesis is H0: μ1 = μ2 or μ1 − μ2 = 0 (two
population means are equal), and the alternative hypothesis is Ha: μ1 − μ2 > 0 which

Table 7.1 Decision in
hypothesis testing

Decision Actual situation of H0

True False

Reject Type I error (α) ✓

Not reject ✓ Type I error (β)
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means μ1 > μ2. Based on the test result, we find the H0 to be false and so we reject it
and conclude that μ1 > μ2. But actually μ2 > μ1. This means that there is an error in
decision about the direction. This error is type III error.

7.2 Test Procedure

The standard test procedure in testing hypothesis followed in this book involves
identifying the critical region in the distribution concerned. This also involves
identification of the acceptance and rejection regions of the null hypothesis. Then
based on the sample information, a test statistic is computed. If this test statistic falls
in the acceptance region, the null hypothesis is accepted (better not rejected). If this
statistic falls in the rejection, the null hypothesis is rejected.

Suppose that we are interested in testing the following hypothesis:

H0: μ = μ0 (μ0 is a specific value of μ)
Ha: μ > μ0

For identifying the acceptance and rejection regions, we look at the alternative
hypothesis. In this particular example, the alternative hypothesis states that the
population mean is greater than 0, the specific value set in the null hypothesis. This
suggests that the critical region falls on the right side of the distribution as illus-
trated in Fig. 7.1.

On the basis of the set significance level α, the critical value of the test statistic
(in this particular case Zα) is identified and the acceptance and rejection regions are
noted. Since the alternative hypothesis specifies/implies one side of the distribution,
the α value is also set on the same side of the distribution. This is a one-tail test,
since only one tail of the distribution is used to test the hypothesis.

Fig. 7.1 Acceptance and
rejection regions (rejection
region on right side)
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Now, if we are interested in testing the following hypothesis:

H0: l ¼ l0
Ha: l\l0

The alternative hypothesis states that the population mean is less than the
specific value set in the null hypothesis. The critical region is, therefore, on the left
side of the distribution as shown in Fig. 7.2.

Based on the test statistic (in this case Zα) the rejection and acceptance regions
are established. In this case also, the rejection region is on one side of the distri-
bution and, therefore, the test is a one-tail test.

Let us now consider the third situation. Let the set of hypotheses we are testing
in, be

H0: l ¼ l0
Ha: l 6¼ l0

In this case, the alternative hypothesis states that the population mean is not
equal to μ0. This implies that the population mean may either be less than or greater
than μ0. Here obviously, two situations are involved simultaneously. In order to
incorporate this, the set α value is equally divided into two, α/2 each. Therefore,
based on these two α/2 values, two critical regions are established. However, the
acceptance region is only one as before. The regions are illustrated in Fig. 7.3.

There are two test statistics (in this particular case −Zα/2 and Zα/2). The null
hypothesis would be rejected if the calculated test statistic falls in either of the two
rejection regions.

The standard procedure in testing hypotheses may be summarized as follows:

(i) Set the significance level α, if not already given.
(ii) State the appropriate hypotheses, null and alternative.
(iii) Sketch the acceptance and rejection regions.
(iv) Compute the appropriate test statistic based on sample information.

Fig. 7.2 Acceptance and
rejection regions (rejection
region on left side)
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(v) Examine whether the calculated test statistic falls in the acceptance or rejection
region. If it falls in the rejection region, reject the null hypothesis. If it falls in
the acceptance region, do not reject the null hypothesis.

(vi) Make suitable conclusion. The nature of the conclusion may be tuned to the
problem under study.

7.3 Hypothesis Testing—One Population Mean
(Variance Known)

This test is valid (a) if the population is normal or (b) if the central limit theorem holds
in case the population is not normal.Here,we shall study the one-tail and two-tail tests.

7.3.1 One-Tail Test

Let X be the random variable. If the population is normal or where the central limit
theorem holds, the distribution is also normal. Its mean equals the population mean
μ which is unknown. Its variance σ2 is known. We are interested in testing the
hypothesis

H0: l ¼ l0 ðl0 is a specific value of lÞ
Ha: l[ l0 ðor l\l0Þ

The appropriate test statistic is

Zc ¼ x� l0
r=

ffiffiffi
n

p

The subscript c means the calculated value of Z to distinguish it from the table
value of Z. The quantity σ/√n is the standard error of x. In other words, σ/√n is the
standard deviation of the sampling distribution of x. Thus, the test statistic could
also be written as

Fig. 7.3 Acceptance and
rejection regions (rejection
region on both sides)
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Zc ¼ x� l0
standard error of x

If the alternative hypothesis is Ha: μ > μ0, the rejection region is on the right side
of the distribution and the null hypothesis is rejected if

Zc [ Za

If the alternative hypothesis is Ha: μ < μ0, the rejection region is on the left side
of the distribution and the null hypothesis is rejected if

Zc\� Za

Example 1
The IQ of students is normally distributed. It is claimed that the mean IQ of all
students in AIT is greater than 120. It is known from past record that the standard
deviation of IQ of all students is 30.25. A random sample of 50 students showed a
mean of 130. Test the claim at 5 % level of significance.

Solution
Here,

n ¼ 50; x ¼ 130
r ¼ 30:25; a ¼ 0:05

The null and alternative hypotheses are formulated as follows:

H0: l ¼ 120

Ha: l[ 120

This is a one-tail test. From Table Z0.05 = 1.645. The acceptance and rejection
regions are shown in the following figure.
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Zc ¼ �x� l0
r=

ffiffiffi
n

p

¼ 130� 120

30:25
ffiffiffiffiffi
50

p

¼ 2:34

This falls on the rejection region. The null hypothesis is, therefore, rejected at
5 % level of significance.

Conclusion: The mean IQ of all the students is greater than 120.

7.3.2 Two-Tail Test

Here, the same considerations prescribed in Sect. 7.3.1 apply except that the form of
the alternative hypothesis is different. We are interested in testing the hypothesis

H0: l ¼ l0
Ha: l 6¼ l0

The test statistic Zc is the same as before,

Zc ¼ x� l0
r=

ffiffiffi
n

p

The set α value is divided equally into two parts, α/2 each and the values of −Zα/
2 and +Zα/2 are identified. There are two rejection regions, one located on each side
of the distribution. The null hypothesis is rejected if

Zc [ Za=2 or if Zc\� Za=2

7.4 Hypothesis Testing—One Population Mean (Variance
Unknown—Large Sample)

The test procedure outlined in Sect. 7.3 assumes known population variance σ2. But
if the population variance is not known, we cannot use it in calculating the test
statistic. However, if the sample is large (n ≥ 30), the sample variance s2 can be
substituted for σ2 in the test procedure. Thus, the test statistic is
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Zc ¼ x� l0
s=

ffiffiffi
n

p

The rest procedure is the same as outlined in Sect. 7.3.

Example 2
In Example 1 above, suppose that the claim is that the mean IQ of students is less
than 120. Suppose also that sample mean is 115 and the sample standard deviation
is 30.25 (population standard deviation not known). Test the claim.

Solution
The population variance is not known. But the sample size is large.

Here,

n ¼ 50; x ¼ 115
r ¼ 30:25; a ¼ 0:05

The null and alternative hypotheses are formulated as follows:

H0: l ¼ 120

Ha: l\120

This is also a one-tail test. From Table Z0.05 = −1.645. The acceptance and
rejection regions are shown in the following figure

Zc ¼ �x� l0
s=

ffiffiffi
n

p

¼ 115� 120

30:25
ffiffiffiffiffi
50

p

¼ �1:17

This falls on the acceptance region. The null hypothesis is, therefore, not rejected
at 5 % level of significance.

Conclusion: The mean IQ of all the students is not less than 120.
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7.5 Hypothesis Testing—Equality of Two Population
Means (Variance Known)

Both one-tail and two-tail tests may be necessary in testing hypothesis concerning
equality of two population means. The test procedure is valid if both the popula-
tions are normal. It is also valid if the populations are not normal but conditions of
central limit theorem apply.

Let there be two populations—population 1 and population 2. Let also X1 and X2

are the random variables in populations 1 and 2 respectively. Here X1 has unknown
meanμ1 and knownvariancer21, andX2 has unknownmeanμ2 and knownvariancer22.

Two independent samples—one from each population, are drawn. If the popu-
lations are normal (or where the conditions of central limit theorem apply) the
distributions of (x1 � x2) is normal and its standard error is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21=n1 þ r22=n2

� �q

7.5.1 One-Tail Test

We are interested in testing the hypothesis of the form

H0: l1 ¼ l2 H0: l1 � l2 ¼ 0
)

Ha: l1 [ l2 Ha: l1 � l2 [ 0

The alternative hypothesis states that the difference between the two population
means is greater than zero, a specific value set in the null hypothesis. Thus, the
rejection region falls on the right-hand tail of the distribution. The appropriate test
statistic is

Zc ¼ x1 � x2ð Þ � ðl1 � l2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fr2

1=n1 þr2
2=n2Þ1

p

¼ x1 � x2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fr2

1=n1 þr2
2=n2Þ1

p

since (μ1 − μ2) = 0 according to null hypothesis.
The null hypothesis is rejected if

Zc [ Za:
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If the alternate hypothesis is of the form

H0: l1 ¼ l2 H0: l1 � l2 ¼ 0
)

Ha: l1\l2 Ha: l1 � l2\0

the rejection region falls on the left-hand tail of the distribution and the null
hypothesis is rejected if

Zc\� Za:

Example 3
Two manufacturing processes are to be compared. The following information is
available:

Process 1 Process 2

σ1 = 15.18 σ2 = 18.50

n1 = 40 n2 = 45

x1 ¼ 150:56 x2 ¼ 141:23

Test at 5 % level of significance whether the mean from process 1 is greater than
that from process 2.

Solution

a ¼ 0:05

The null and alternative hypotheses are as follows:

l1 � l2 ¼ 0

l1 � l2 [ 0

This is a one-tail test. The rejection region falls on the right side of the distri-
bution. From table, Z0.05 = 1.645. The acceptance and rejection regions are shown
in the following figure.
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Zc ¼ x1 � x2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fr2

1=n1 þr2
2=n2Þ

p

¼ 150:56� 141:23ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fð15:18Þ2=40þð18:50Þ2=45Þ

q

¼ 9:33
3:66

¼ 2:55

This falls in the rejection region. The null hypothesis is, therefore, rejected at
5 % level of significance.

Conclusion: The mean from process 1 is significantly greater than that from
process 2.

7.5.2 Two-Tail Test

Our interest here is to test a hypothesis of the form

H0: l1 ¼ l2 H0: l1 � l2 ¼ 0
)

Ha: l1 6¼ l2 Ha: l1 � l2 6¼ 0

The alternative hypothesis states that the difference between the two means of
the two populations is not equal to zero, a specific value set in the null hypothesis.
This implies that the difference could either be less than zero or greater than zero.
Thus, the rejection region may fall either on the right or on the left side of the
distribution. This means that there are two rejection regions. However, there is only
one acceptance region. The test statistic is the same as outlined in the previous
section.
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Zc ¼ x1 � x2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fr2

1=n1 þr2
2=n2Þ

p

The null hypothesis is rejected if

Zc\� Za=2 or; if Zc [ Za=2

Example 4
Incomes of normally distributed populations are being studied. The variances are
r21 ¼ $508 and r22 ¼ $425. Two randomly selected samples n1 = 40 and n2 = 60
produced means x1 ¼ $2520 and x2 ¼ $2350, respectively.

Test at 90 % confidence level whether the two population means are equal.

Solution

r2
1 ¼ $508; r2

2 ¼ $425
x1 ¼ $2520; x2 ¼ $2350
n1 ¼ 40; n2 ¼ 60
a ¼ 1� 0:90 ¼ 0:10

The null and alternative hypotheses are formulated as follows:

H0: l1 � l2 ¼ 0

Ha: l1 � l2 6¼ 0

This is a two-tail test. Zα/2 = Z0.05 = 1.645 (from table). The acceptance and
rejection regions are shown in the following figure.
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Zc ¼ x1 � x2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fr2

1=n1 þr2
2=n2Þ

p

¼ 2520� 2350ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffif508=40þ 425=60Þp

¼ 170
4:45

¼ 38:20

This falls in the rejection region. The null hypothesis is, therefore, rejected at
90 % confidence level.

Conclusion: The two population incomes are not equal.

7.6 Hypothesis Testing—One Population Mean (Variance
Unknown)

The test procedure developed so far used Z statistic. This applies if the population is
normal and if the population variance is known. Also, this applies when the sample
size is large (n ≥ 30), in case the population is nonnormal. Use of Z statistic in case
of nonnormal population but with large sample size implies that the underlying
population is assumed to be approximately normal. In many practical cases, this
approximation is satisfactory.

The difficulty arises if the sample size is small and if the population variance is not
known. In such cases, we need to use the t distribution and not the Z distribution.

7.6.1 One-Tail Test

Let X be a random variable whose mean μ is unknown and variance σ2 is also
unknown. The population is assumed to be normal. Then the sampling distribution,
i.e., the distribution of x is also normal and its standard error is s/√n. We are now
interested in testing the hypothesis of the form

H0: l1 ¼ l2
Ha: l1 [ l2

The appropriate test statistic is

tc ¼ x� l0
s=

ffiffiffi
n

p

where s is sample standard deviation. The degrees of freedom is n − 1. As indicated
by the alternative hypothesis, the rejection region falls on the right-hand tail of the
distribution. The null hypothesis can be rejected if
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tc [ ta;n�1

If we are interested in testing hypothesis of the form

H0: l1 ¼ l2
Ha: l1\l2

the rejection region falls on the left-hand tail of the distribution. In this case, the null
hypothesis can be rejected if

tc\� ta;n�1

Example 5
In the IQ example suppose that the mean IQ of student population is assumed to be
less than 120. A random sample of size 25 shows the mean of 115 and standard
deviation of 20.15. Test the assumption at 97.5 % confidence level.

Solution
The population is normal. The population variance is not known. The sample size is
less than 30 (small sample). So we need to use t distribution.

n ¼ 25; x ¼ 115
s ¼ 20:15; a ¼ 1� 0:975 ¼ 0:025

The null and alternative hypotheses are formulated as shown to suit the problem.

H0: l1 ¼ 120

Ha: l1\120

This is a one-tail test. The t value, i.e., t0.025,24 = −2.064. The acceptance and
rejection regions are shown in the figure.
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tc ¼ �x� l0
s=

ffiffiffi
n

p

¼ 115� 120
20:15ffiffiffiffi

25
p

¼ �5
4:02

¼ �1:24

This falls in the acceptance region. The null hypothesis is not rejected at 97.5 %
confidence level.

Conclusion: Themean IQ of the student population is not statistically less than 120.

7.6.2 Two-Tail Test

In this case we are interested in testing the hypothesis of the form

H0: l1 ¼ l0
Ha: l1 6¼ l0:

The alternative hypothesis specifies that the value of μ may be either on the left
or on the right-hand side of the distribution. The test statistic remains the same as

tc ¼ x� l0
s=

ffiffiffi
n

p

The null hypothesis is rejected if

tc\� ta=2;n�1 or tc [ ta=2;n�1

Example 6
In the IQ example, suppose that the mean IQ of the student population is assumed
to be different from 120 (same as saying not equal to 120). A random sample of size
25 shows the mean of 115 with a standard deviation of 20.15. Test the assumption
at 98 % confidence level.

Solution
The population is normal. The population variance is unknown. The sample size is
small (n < 30). So, we should use t distribution.

n ¼ 25; x ¼ 115
s ¼ 20:15; a ¼ 1� 0:98 ¼ 0:02
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The null and alternative hypotheses are formulated as shown to suit the problem.

H0: l ¼ 120

Ha: l 6¼ 120

This is a two-tail test. In this case tα/2,n−1 = t0.01,24 = 2.492. The acceptance and
rejection regions are shown.

tc ¼ �x� l0
s=

ffiffiffi
n

p

¼ 115� 120

20:15=
ffiffiffiffiffi
25

p

¼ �5
4:02

¼ �1:24

This falls in the acceptance region. The null hypothesis is therefore, not rejected
at 95 % confidence level.

Conclusion: The mean IQ of the student population is not different from 120.

7.7 Hypothesis Testing—Equality of Two Population
Means (Variance Unknown—Small Sample)

Let μ1 and μ2 be two unknown means and r21 and r
2
2 be the unknown variances of two

normal populations 1 and 2, respectively. There are two situations which require
different treatments. In one situation r21 and r22 are assumed to be equal. In another
situation r21 and r

2
2 are assumed not to be equal. Here we need to use the t distribution.
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7.7.1 Situation 1: r21 ¼ r22 ¼ r2

Let two random independent samples with variances of s21 and s22 be drawn from the
two populations. We need to compute one common or pooled estimated variance s2p
for computing the test statistic. The common or pooled estimated variance is given by

s2p ¼
ðn1 � 1Þs21 þðn2 � 1Þs22

n1 þ n2 � 2

The degrees of freedom is n1 + n2 − 2. If we are interested in testing the
hypothesis of the form

H0: l1 ¼ l2 H0: l1 � l2 ¼ 0
)

Ha: l1\l2 Ha: l1 � l2\0

implying one tail test, the appropriate test statistic is

tc ¼ x1 � x2ð Þ � ðl1 � l2Þ
sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1=n1 þ 1=n2Þ
p

¼ x1 � x2ð Þ
sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1=n1 þ 1=n2Þ
p

since l1 � l2 ¼ 0 according to null hypothesis.
Here Sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n1 þ 1=n2f g

p
is the standard error of the distribution of the statistic

ðx1 � x2Þ.
If the alternative hypothesis is Ha: μ1 − μ2 > 0, the rejection region falls on the

right-hand tail of the distribution. The null hypothesis is rejected if

tc [ ta;n1 þ n2�2

with (n1 + n2 − 2) degrees of freedom.
If the alternative hypothesis is Ha: μ1 − μ2 < 0, the rejection region falls on the

left-hand tail of the distribution. The null hypothesis is rejected if

tc\� ta;n1 þ n2�2

with (n1 + n2 − 2) degrees of freedom.
If the alternative hypothesis is Ha: μ1 − μ2 ≠ 0, there are two rejection regions

and one each of them falls on right-and left-hand tails of the distribution. The null
hypothesis is rejected if
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tc\� ta=2;n1 þ n2�2

or, if

tc [ � ta=2;n1 þ n2�2

with (n1 + n2 − 2) degrees of freedom.

Example 7
Let us consider the income example. The population variances are not known. Two
randomly selected samples of sizes n1 = 20 and n2 = 22 produced means x1 ¼
$2520 and x2 ¼ $2450 with standard deviations s1 = $504 and s2 = $415,
respectively. Test at 5 % significance level whether the two population means are
equal. Assume that the two population variances are equal.

Solution

n1 ¼ 20; n2 ¼ 22
x1 ¼ $2520; x2 ¼ $2450
s1 ¼ $504; s2 ¼ $415
r2
1 ¼ r2

2 ¼ s2

a ¼ 0:05

Sample sizes are small. So we need to use t distribution. The appropriate
hypotheses are as follows:

H0: l1 � l2 ¼ 0

Ha: l1 � l2 6¼ 0

This is a two-tail test. Now α/2 = 0.025. The degrees of freedom d.
f. = n1 + n2 − 2 = 20 + 22 − 2 = 40. From table t0.025,40 = 2.2021.

The acceptance and rejection regions are shown in the figure
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The common or pooled estimated variance is given by

s2p ¼
ðn1 � 1Þs21 þðn2 � 1Þs22

n1 þ n2 � 2

¼ ð20� 1Þð504Þ2 þð22� 1Þð415Þ2
20þ 22� 2

¼ 8;443;029
40

¼ 211;075:73

sp ¼ 459:43

tc ¼ x1 � x2ð Þ
sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1=n1 þ 1=n2Þ
p

¼ 2520� 2450

459:43
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1=20þ 1=22Þp

¼ 70
141:94

¼ 0:49

This falls in the acceptance region. The null hypothesis is, thus, not rejected at
5 % significance level.

Conclusion: Statistically, the two population mean incomes are not different.

7.7.2 Situation 2: r21 6¼ r22

There are some situations where it is not reasonable to assume the equality of the
two population variances. In such a case, there is no exact t distribution to test H0:
μ1 = μ2. However, the approximate statistic is

tc ¼ x1 � x2ð Þ
sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1=n1 þ 1=n2Þ
p

and its degrees of freedom (v) is given by

v ¼ s21=n1 þ s22=n2
� �2

s21=n1ð Þ2
n1 þ 1 þ s22=n2ð Þ2

n2 þ 1

� 2

If the alternative hypothesis is Ha: μ1 − μ2 > 0, the null hypothesis H0:
μ1 − μ2 = 0, is rejected if
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tc [ ta;v

If the alternative hypothesis is Ha: μ1 − μ2 < 0, the null hypothesis is rejected if

tc\� ta;v

If the alternative hypothesis is Ha: μ1 − μ2 ≠ 0, the null hypothesis is rejected if

tc\� ta=2;v or, if tc [ ta=2;v

Example 8
Solve problem 7 assuming the two population variances not equal.

Solution

n1 ¼ 20; n2 ¼ 22
x1 ¼ $2520; x2 ¼ $2450
s1 ¼ $504; s2 ¼ $415
r2
1 6¼ r2

2

The null and alternative hypotheses are formulated as follows:

H0: l1 � l2 ¼ 0

Ha: l1 � l2 6¼ 0

Now, α = 0.05; α/2 = 0.025. The degrees of freedom v is given by

v ¼ s21=n1 þ s22=n2
� �2

s21=n1ð Þ2
n1 þ 1 þ s22=n2ð Þ2

n2 þ 1

� 2

v ¼
ð504Þ2=20þð415Þ2=22

n o2

ð504Þ2=20f g2

20þ 1 þ ð415Þ2=22f g2

22þ 1

� 2

¼ 4:21 � 108
1:03 � 107 � 2

¼ 40:87� 2

¼ 38:87

Therefore, t0.025,38.87 = 2.024. The acceptance and rejection regions are shown in
the figure.

148 7 Hypothesis Testing



tc ¼ x1 � x2ð Þ
sp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1=n1 þ 1=n2Þ
p

¼ 2520� 2450ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð504Þ2=20þð415Þ2=22

n or

¼ 70
143:28

¼ 0:489

This falls in the acceptance region. Therefore, the null hypothesis is not rejected
at 5 % significance level.

Conclusion: Statistically, the two population mean incomes are the same.

7.8 Testing of Hypothesis—Population Proportion

In many planning, management and engineering decisions we are concerned with a
variable which follows binomial distribution. Examples of such cases are the
proportion of people below the poverty line, fraction of defective items in a
manufacturing process, proportion of concrete blocks that failed in a particular test.

If the proportion is not very close to one or zero and if the sample size is large,
then the binomial distribution can be approximated by normal distribution.
Therefore, in testing hypothesis on proportions, test procedure based on normal
distribution is developed hereafter.
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7.8.1 One Population Proportion

Let X be a random variable and x be the number of observations having the charac-
teristics of our interest in a random sample of size n. Then, the sample proportion is

p ¼ x
n

If we are interested in testing a hypothesis of the form

H0: P ¼ P0

Ha: P[P0

where, P0 is a specific value of P,
then the appropriate test statistic is given by

Zc ¼ p� Pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1�PÞ

n

n or

and the null hypothesis is rejected if

Zc [ Za

If we are interested in testing the hypothesis of the form

H0: P ¼ P0

Ha: P\P0

the null hypothesis is rejected if

Zc\� Za

But if we are interested in testing the hypothesis of the form

H0: P ¼ P0

Ha: P 6¼ P0

the null hypothesis is rejected if

Zc\� Za=2 or; if Zc [ Za=2
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Example 9
There has been a considerable debate on environmental problems arising out of
automobiles in cities. It is claimed that more than 50 % of the people are concerned
about the problem. In a random sample of 400 people, 220 people showed concern
about the problem. At 99 % confidence level, test the claim that

(a) more than 50 % people are concerned about the problem.
(b) the proportion of people expressing concern about the problem is not 50 %.

Solution

n ¼ 400; x ¼ 220

p ¼ 220
400

¼ 0:55

a ¼ 1�0:99 ¼ 0:01

(a) The null and alternative hypotheses are formulated as shown.

H0: P ¼ 0:50

Ha: P[ 0:50

This is a one-tail test. Therefore, Z0.01 = 2.33. The acceptance and rejection
regions are as follows:
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Zc ¼ p� P0ffiffiffiffiffiffiffiffiffiffiffi
Pð1�PÞ

n

q

Zc ¼ 0:55� 0:50ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:55ð1�0:50Þ

400

q

¼ 0:05
0:0249

¼ 2:01

This falls in the acceptance region. Therefore, the null hypothesis is not
rejected at 99 % confidence level.
Conclusion: The proportion of people expressing concern about the environ-
mental problem is not more than 50 %.

(b) The null and alternative hypotheses are as follows:

H0: P ¼ 0:50

Ha: P 6¼ 0:50

This is a two-tail test. Therefore, Zα/2 = Z0.005. From table, Z0.005 = 2.575. The
acceptance and rejection regions are as follows:

Zc ¼ p� P0ffiffiffiffiffiffiffiffiffiffiffi
Pð1�PÞ

n

q

Zc ¼ 0:55� 0:50ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:55ð1�0:50Þ

400

q

¼ 0:05
0:0249

¼ 2:01
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This falls in the acceptance region. The null hypothesis is, therefore, not
rejected at 0.01 level of significance.

Conclusion: Statistically, the proportion of people who are concerned about the
environmental problem in cities is 50 %.

7.8.2 Equality of Two Population Proportions

Let X1 and X2 be two random variables in population 1 and 2, respectively. Let also
n1 and n2 be the random and independent sample sizes drawn from population 1 and
2, respectively. If x1 and x2 are the number of observations having the character-
istics of our interest in sample 1 and 2, respectively, then

p1 ¼ x1
n1

; p2 ¼ x2
n2

the sample proportions. We are interested in testing whether the respective popu-
lation proportions P1 and P2 are equal, i.e., if P1 = P2.

Thus, the null hypothesis is

H0: P1 ¼ P2:

Our concern here is the sampling distribution of p1 − p2. The distribution has the
variance

r2
p1�p2 ¼ r2

p1 þr2
p2

Therefore,

rp1�p2 ¼
p

r2
p1 þr2

p2

n o

Furthermore,

r2
p1 ¼

P1ð1� P1Þ
n1

and

r2
p2 ¼

P2ð1� P2Þ
n2
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Therefore,

rp1�p2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1ð1� P1Þ

n1
þ P2ð1� P2Þ

n2

� �s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P 1� Pð Þ 1=n1 þ 1=n2ð Þf g

p

since P1 = P2 according to null hypothesis (and taking P1 = P2 = P).
This P in the above expression is the pooled proportion and is estimated by

P ¼ p1n1 þ p2n2
n1 þ n2

The standard error of the distribution of p1 − p2 is thus,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P 1� Pð Þ 1=n1 þ 1=n2ð Þf g

p

where,

P ¼ p1n1 þ p2n2
n1 þ n2

If we are interested in testing hypothesis of the form

H0: P1 ¼ P2 H0: P1 � P2 ¼ 0
)

Ha: P1 [P2 Ha: P1 � P2 [ 0

the appropriate test statistic is

Zc ¼ ðp1 � p2Þ � ðP1 � P2Þ
standard error of p1 � p2

¼ p1 � p2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifPð1� PÞð1=n1 þ 1=n2Þ
p

since P1 = P2 according to null hypothesis.
The null hypothesis is rejected if

Zc [ Zr:

If we are interested in testing hypothesis of the form

H0: P1 ¼ P2 H0: P1 � P2 ¼ 0
)

Ha: P1\P2 Ha: P1 � P2\0
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the test statistic is the same and the null hypothesis is rejected if

Zc\� Zr:

Furthermore, if we want to test the hypothesis of the form

H0: P1 ¼ P2 H0: P1 � P2 ¼ 0
)

Ha: P1 6¼ P2 Ha: P1 � P2 6¼ 0

the same statistic is used. The null hypothesis is rejected if

Zc\� Za=2 or; if Zc [ Za=2

Example 10
A quality control manager wants to compare the fraction of defective items in two
manufacturing processes. In two independent random samples drawn from the two
processes, he obtained the following information:

Process 1 Process 2

n1 = 6000 n2 = 5000

x1 = 240 x2 = 150

Test at 5 % significance level whether the two processes produce the same
proportion of defective items.

Solution

p1 ¼ 240
6000

¼ 0:04; p2 ¼ 150
5000

¼ 0:03

a ¼ 0:05

The following are the null and the alternative hypotheses:

H0: P1 � P2 ¼ 0

Ha: P1 � P2 6¼ 0

This is obviously a two-tail test. So, α/2 = 0.025. Z0.025 = 1.96 (from table). The
following figure shows the acceptance and rejection regions.
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The pooled estimated P is given by

P ¼ p1n1 þ p2n2
n1 þ n2

¼ 0:04ð6000Þþ 0:03ð5000Þ
6000þ 5000

¼ 240þ 150
11;000

¼ 390
11;000

¼ 0:0355

Therefore, the test statistic Zc is given by

Zc ¼ p1 � p2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifPð1� PÞð1=n1 þ 1=n2Þ
p

¼ 0:04� 0:03ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffif0:0355ð1� 0:0355Þð1=6000þ 1=5000Þgp

¼ 0:01
0:00354

¼ 2:82

This calculated test statistic falls in the rejection region. The null hypothesis is,
therefore, rejected at 5 % significance level.

Conclusion: The two processes do not produce the same proportion of defective
items.

156 7 Hypothesis Testing



Flow Chart for Hypothesis Testing

Set Objective
See which tests wanted – means, fitting of 
regression, forecasting, relationship, 
ANOVA for experimental design etc.

Identify tests – z, t, F, chi-square, rank 
etc.

Formulate hypotheses (H0 and Ha)
Set α level

Set the A/R and R/R regions. Draw the 
sketch.

Calculate test statistics: zc, tc, Fc, χ2 etc.

Examine A/R or R/R region where test 
statistic falls.

Conclude H0, rejected or not rejected.

Interpret the result: Keep in mind H0, Ha

and objectives.

7.9 Power of Hypothesis Testing

We know

a ¼ P type I errorð Þ ¼ P reject H0jH0 is trueð Þ
b ¼ P type II errorð Þ ¼ P not reject H0jH0 is falseð Þ

and the power of test defined by

7.8 Testing of Hypothesis—Population Proportion 157



Power ¼ 1� b ¼ P reject H0jH0 is falseð Þ

Thus, it is seen that in order to calculate the power we need to have the value of
β. It is not a constant quantity. It depends on α, population true mean and n. Power
increases as α increases, power increases as σ (population standard deviation)
increases and power increases as n increases.

For hypothesis dealing with one population mean, the hypotheses can be of the
form

H0: l ¼ l0 a specific valueð Þ
Ha: l[ l0
Ha: l\l0
Ha: l 6¼ l0

Notice that all the three forms of the alternate hypotheses are open ended. These
do not refer to any specific value. In such cases, β cannot be computed, and hence
power cannot be computed. To compute β and consequently power, we need to
know a specific value of the population true mean in the alternate hypothesis such
as Ha: μ = 150.

For hypothesis dealing with two population means (comparing two population
means), the hypotheses can be of the form

H0: l1 � l2 ¼ 0 no difference between two population meansð Þ
Ha: l1 � l2 [ 0

Ha: l1 � l2\0

Ha: l1 � l2 6¼ 0

Here also all the three forms of the alternate hypotheses are open ended. So we
cannot compute the power of test. We need a specific value in the alternate
hypothesis. It is important to note that we can put a specific value in the alternate
hypothesis and compute the power of the test. But difference between two popu-
lation means having a specific value has no practical use. It is only theoretical. So
here we shall not work for calculation of power of test. Similar is the reasoning for
comparing two population proportions.

Example 1
The following data are obtained from a study:

n ¼ 50; �x ¼ 125; s ¼ 30:25; a ¼ 0:05

Hypothesis is as follows:

H0: l ¼ 120

Ha: l[ 120
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(a) Test the hypothesis.
The A/R and R/R are shown. For α = 0.05, z = 1.645.

Zc ¼ �x� l0
s=

ffiffiffi
n

p ¼ 125� 120

30:25=
ffiffiffiffiffi
50

p ¼ 1:1688

The test statistic Zc falls on the acceptance region. So the H0 is not rejected.
(Note: since n > 30, we are using normal distribution according to central limit
theorem. Population std. dev σ is not known; we are using s for σ)

(b) Calculate the type II error β
Calculate �x at z = 1.645

1:645 ¼ �x� 120

30:25=
ffiffiffiffiffi
50

p ¼ �x� 120
4:278

Solving we get �x ¼ 127:037
The alternate hypothesis says μ > 120 which indicates many values (any value
greater than 120). For calculating β, we need a specific value. Let us suppose
μa = 130.

120 127.04  130 

β = 0.2451 α = 0.05

For μa = 130, calculate z value.

z ¼ 127:04� 130

30:25=
ffiffiffiffiffi
50

p ¼ �2:96
4:278

¼ �0:6919
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From the normal distribution table, area of the left tail from this
z value = 0.2451. Therefore, β = 0.2451.

(c) Calculate the power of the test.

Power ¼ 1� b ¼ 1� 0:2451 ¼ 0:7549 ! 75:49%

(d) If the power is to be 90 %, calculate the sample size.
Power = 90 % → 0.90. Therefore, 1 − β = 0.90. So β = 0.10. For β = 0.10,
corresponding z score is 1.28.
For distribution with μ0 = 120

z ¼ x� l0
30:25=

ffiffiffi
n

p ¼ x� 120
30:25=

ffiffiffi
n

p or; 1:645 ¼ x� 120
30:25=

ffiffiffi
n

p

)
x ¼ 120þ 49:76=

ffiffiffi
n

p

For distribution with μ0 = 130

z ¼ �x� l0
30:25=

ffiffiffi
n

p ¼ �x� 130
30:25=

ffiffiffi
n

p or; �1:28 ¼ �x� 130
30:25=

ffiffiffi
n

p

)
�x ¼ 130þ 38:72=

ffiffiffi
n

p

This �x is common to both the distribution. Therefore,

120þ 49:76=
ffiffiffi
n

p ¼ 130� 38:72=
ffiffiffi
n

p

On solution this gives, n = 78.29 ≈ 79
Using a short formula:

n ¼ ðza þ zbÞ2�r2

ðla�l0Þ ; σ is not known. So use s for σ.

Therefore, n ¼ ð1:645þ 1:28Þ2�30:252
ð130�120Þ2 ¼ 78:29 � 79

H0: l ¼ 120

Ha: l[ 120

Example 2
The following data are obtained from a study:

n ¼ 50; �x ¼ 125; s ¼ 30; a ¼ 0:05
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Hypothesis is as follows:

H0: l ¼ 120

Ha: l 6¼ 120

(a) Test the hypothesis.
The A/R and R/R are shown. For α = 0.05, α/2 = 0.025, zα/2 = 1.96.

Zc ¼ �x� l0
s=

ffiffiffi
n

p ¼ 125� 120

30=
ffiffiffiffiffi
50

p ¼ 1:178

The test statistic Zc falls on the acceptance region. So the H0 is not rejected.

(b) Calculate the Type II error β
Let us assume μa = 130, a specific value in the alternate hypothesis.
Type II error is β. This is equal to the area of the left tail of the distribution
with μa = 130.
Calculate �x at α = 0.025.

1:96 ¼ �x� 120

30=
ffiffiffiffiffi
50

p ¼ �x� 120
4:243

or, �x� 120 ¼ 8:3156, or �x ¼ 128:32

z ¼ x� la
s=

ffiffiffi
n

p ¼ 128:32� 130

30=
ffiffiffiffiffi
50

p ¼ �0:396

In the normal curve, the left tail area for this z score = 0.3446. Therefore,
β = 0.3446.
The summary is shown in the following figure.
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(c) Calculate the power of the test.

Power ¼ 1� b ¼ 1� 0:3446 ¼ 0:6554 ! 65:54%

(d) If the power is to be 85 %, calculate the sample size.
Power = 85 % → 0.85. Therefore, 1 − β = 0.85. So β = 0.15. For β = 0.15,
corresponding z score is 1.035.
For distribution with μ0 = 120

z ¼ �x� l0
30=

ffiffiffi
n

p ¼ �x� 120
30=

ffiffiffi
n

p or; 1:96 ¼ x� 120
30=

ffiffiffi
n

p

)
�x ¼ 120þ 58:8=

ffiffiffi
n

p

For distribution with μ0 = 130

z ¼ �x� l0
30=

ffiffiffi
n

p ¼ �x� 130
30=

ffiffiffi
n

p or; �1:035 ¼ �x� 130
30=

ffiffiffi
n

p

)
�x ¼ 130� 31:05=

ffiffiffi
n

p

This �x is common to both the distribution. Therefore,

120þ 58:8=
ffiffiffi
n

p ¼ 130� 31:05=
ffiffiffi
n

p

On solution this gives, n = 80.73 ≈ 81
Using the short formula

n ¼ ðza þ zbÞ2�r2
ðla�l0Þ ; σ is not known. So use s for σ.

Therefore, n ¼ ð1:96þ 1:035Þ2�302
ð130�120Þ2 ¼ 80:73 � 81

Mean 120
128
.32 130

 β = 0.3446 α  = 0.025

Distribution with μ0 = 120 Distribution with μa = 130
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Example 3
The following figures are available from a study:

n ¼ 400; x ¼ 220; a ¼ 0:01; z ¼ 2:33

P ¼ 220=400 ¼ 0:55

H0: P ¼ 0:50

Ha: P[ 0:50

Now,

zc ¼ p� P0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1� P

p Þ=n ¼ 0:55� 0:50ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið0:55ð1� 0:55Þ=400p ¼ 2:01

This falls in the acceptance region. So the Ho is not rejected.

(b) Calculate β
To find p at z = 2.33

z ¼ p� P0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1� P

p Þ=n ¼ p� 0:50ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið0:55ð1� 0:55Þ=400p ¼ ðp� 0:50Þ
0:02449

2:33 ¼ ðp� 0:50Þ
0:02449

or; p� 0:50 ¼ 0:0570; so p ¼ 0:5570

The corresponding z score is given by

z ¼ 0:5572� 0:60ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5572ð1� 0:5572

p Þ=400 ¼ �0:0428
0:0249

¼ �1:72;

Therefore, left tail area = 0.04272.
Therefore, β = 0.04272
Therefore, Power = 1 − β = 1 − 0.04272 = 0.9572 → 95.72 %
The summary is shown below.

Mean 0.50 0.5572 0.60

 β = 0.04272  α  = 0.01

Distribution with μ0: P0 = 0.50 Distribution with μa: Pa = 0.60
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(c) If power is to be 90 %, n = ?

Power = 0.90; therefore, 1 − β = 0.90. So β = 0.10
zβ (from table) = 1.28
zα = 2.33
H0: µ0 = 0.50
Let us assume Ha: µa = 0.60 for finding β.

Here two distributions are involved as follows;

Distribution of H0: with µ0 = 0.50 and
Distribution of Ha: with µa = 0.60 as shown hereafter.

Mean 0.50 p 0.60

β α

Distribution with μ0: P0 = 0.50 Distribution with μa: Pa = 0.60

Let the p = proportion common to both the distributions. From both the distri-
butions, find expressions for p.

From distribution of H0: with µ0 = 0.50

za ¼ p� p0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0ð1� p0Þ=n

p or, p� p0 ¼ za
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0ð1� p0Þ=n

p

Or,

p ¼ p0 þ za
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0ð1� p0Þ=n

p

From distribution of Ha: with µa = 0.60

zb ¼ p� p1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1ð1� p1Þ=n

p or, p� p1 ¼ zb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1ð1� p1Þ=n

p

Or,

p ¼ p1 þ zb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1ð1� p1Þ=n

p

164 7 Hypothesis Testing



Therefore,

p0 þ za
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0ð1� p0Þ=n

p
¼ p1 þ zb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1ð1� p1Þ=n

p

Putting the values we get,

0:50þ 2:33
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:50ð1� 0:50Þ=n

p
¼ 0:60� 1:28

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:60ð1� 0:60Þ=n

p

Or,

0:50þ 2:33
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:25=n

p
¼ 0:60� 1:28

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:24=n

p

Or,

0:50þ 1:165=
ffiffiffi
n

p ¼ 0:60� 0:627=
ffiffiffi
n

p

Or,

1:165=
ffiffiffi
n

p þ 0:627=
ffiffiffi
n

p ¼ 0:60� 0:50 ¼ 0:10

1:792=
ffiffiffi
n

p ¼ 0:10

n ¼ 321:13 � 322

Problems

7:1 Results of course evaluation carried out by the Students Union of AIT in
respect of the course HS71: Statistics for May 1992 Term for two items of
“Course and Teaching” is summarized below:

Items Total no. of responses No. of positive responses

Grading system clear 37 35

Appropriate text used 36 31

Are the proportion of positive responses against both the items the same?
Use 5% level of significance?

7:2 It is claimed that the starting salaries (per annum) of AIT graduates from
Engineering Divisions are higher than those of graduates from other
Divisions. Two random samples produced the following results:

Graduates from engineering divisions Graduates from other divisions

n = 17 n = 15

x = $10,250 x = $9670

s = $500 s = $400
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(a) Using 95 % confidence level, test the claim.
(b) What is the probability that the starting salaries of the two groups are

equal?

7:3 It is reported that the mean income of a population is 15,000 Baht with a std.
dev of 5000 Baht. In a sample survey of 200 units the mean income was
found to be 17,500. Use 2.5 % level of significance for the following
questions.

(a) Test the hypothesis that the population mean income is greater than
15,000 Baht.

(b) Test if the mean population income is less than 15,000 Baht when the
sample mean is 12,500 Baht.

(c) The sample mean is 14,500 Baht. Test if the population mean income is
less than 15,000 Baht.

(d) The sample mean is 14,000 Baht. Test if the population mean income is
equal to 15,000 Baht.

7:4 Ten years ago a survey showed that 65 of 110 employees in a factory were
satisfied with their jobs. A recent questionnaire targeting the same population
found 40 satisfied among a sample of 76. At the 0.10 level of significance,
can we conclude that job satisfaction among the workers is declining?

7:5 It is claimed that the mean IQ of all students in a certain university is 130. It
is known that the student population is normally distributed with a standard
deviation of 5.4. A random sample of 25 students produced a mean IQ of
134.12 and a standard of 5.5.
Test the claim. Use 95 % confidence level.

7:6 It is claimed that the mean IQ of all students in a certain university is 130. It
is known that the student population is normally distributed with a standard
deviation of 5.4. A random sample of 25 students produced a mean IQ of
128.5 and a standard of 5.5.
Test the claim. Use 95 % confidence level.

7:7 The starting salaries of college graduates from university A are assumed to
be the same as the starting salaries of the graduates from university B.
A random sample of 100 from university A graduates produced a mean
salary of $10,250 and a standard deviation of $200. For graduates of uni-
versity B a random sample of 60 yields a mean of $10,150 and a standard
deviation of $180.
Test the hypothesis using 95 % confidence interval.

7:8 The starting salaries of college graduates working in city A are assumed to be
the same as the starting salaries of the similar graduates working in the city B.
A random sample of 11 college graduates from city A produced a mean
salary of $10,250 and a standard deviation of $200. a random sample of nine
graduates from city B yields a mean of $10,150 and a standard deviation of
$180.
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Test the hypothesis. Use 95 % confidence interval.
7:9 Use the data given in Problem 7.8. But do not assume that the two population

variances are equal. Test the claim.
7:10 In a city the mayor claimed that only 20 % of the residents were concerned

with anti-noise and anti-pollution law. A group of citizens challenged this
claim. They conducted a survey. In a sample survey of 81 residents 33 were
found to be concerned with the law.
Test the claim. Use 99 % confidence level.

7:11 In a region, improvement in poverty was being studied. A random sample of
100 households showed that 13 households were below a defined poverty
line. Does this indicate an improvement over a previously established figure
of 15 %? Use 95 % confidence level to test this hypothesis?

7:12 A survey of 29 households in Bangkok, selected at random, revealed that
television is watched 27 h per week, on average. The sample standard
deviation was 4 h.
Do the sample data indicate that the number of hours Bangkok families
watch television is greater than the national average of 25 h per week? Use
99 % confidence level.

7:13 Two types of new cars are tested for gas mileage. One group consisting of 36
cars, had an average mileage of 24 miles per gallon with a standard deviation
of 1.5 miles, the corresponding figures for the other group, consisting of 72
cars, were 22.5 and 2.0, respectively.
Is there any difference between the two types of cars with respect to gas
mileage, at 0.01 level of significance?

7:14 In Bangkok traffic engineers were concerned with the increased number of
motor cycle accidents. They passed a law requiring all motor cyclists to wear
protective helmets. Traffic police reported that before this law, motor cyclists
were fatally injured in 20 % of all motor cycle accidents reported. But after
the law was passed, there were only 6 fatal injuries in 120 accidents reported.
Do the data indicate that the law has been helpful in reducing fatal injuries?
Use 1 % level of significance.

7:15 Distinguish between Rejection region and Acceptance Region.
7:16 The manufacturer of a chemical manufacturing plant assumes that the daily

average production of the chemical is 880 tons. A sample survey of 50 days
observations showed a mean of 871 tons with a standard deviation of 21 tons.
Test the manufacturer’s assumption. Use 95 % confidence level.

7:17 In comparing the mean weight of two comparable groups of people, the
following sample data were obtained:

Group I Group II

Sample size 40 40

Sample mean 60.50 kg 63.25 kg

Sample variance 4.25 kg2 5.20 kg2
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Do the data provide sufficient evidence to indicate that group II have greater
weight than group I? Use 5 % significance level.

7:18 A manufacturer claimed that at least 95 % of the equipment which he sup-
plied to a factory conformed to the specification. An examination of sample
of 700 pieces of the equipment revealed that 53 were faulty.
Test his claim at a significance level of 0.05.

7:19 The records of a hospital show that 52 men in a sample of 1,050 patients had
heart disease; and 28 women in a sample of 1,100 had the same disease.
Do the data present sufficient evidence to indicate that there is a higher rate of
heart disease among men as compared to the women?

7:20 The mean salary data of electricians and carpenters in three different work
sites are given:

Electrician Carpenter

(a) Work Site 1

Sample size 100 81

Mean $1700 $1550

Standard deviation $200 $100

(b) Work Site 2

Sample size 25 20

Mean $1,700 $1,650

Standard deviation $200 $100

(assume equality of population variance)

(c) Work Site 3

Sample size 25 20

Mean $1700 $1650

Standard deviation $200 $100

(assume no equality of population variance)

Using 0.05 level of significance, test in each situation whether the salaries of
electricians and carpenters are equal.

7:21 In a random sample survey in AIT it was found that 175 married students had
mean GPA of 3.34 with a standard deviation of 0.45 while 125 unmarried
students had a mean GPA of 3.31 with a standard deviation of 0.31.

(a) At 0.10 level of significance, is there a difference between the GPA of
married and unmarried students?

(b) At 0.05 level of significance, is the GPA of married students greater
than that of unmarried students?

7:22 An agency working on environmental problems claims that not more than
50 % of the people are aware of the environmental pollution. A random
sample of 255 people showed 140 to be aware of the pollution.
Carry out a suitable test to refute the claim. Use 95 % confidence level.
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7:23 It is claimed that Engineering students do better in Statistics course as
compared to others. Two random samples showed the following results:

Engineering students Others

Mean score = 21.49 Mean score = 19.06

Standard deviation = 2.44 Standard deviation = 2.52

Sample size = 7 Sample size = 15

Using 2 % level of significance, test the claim.
7:24 The mean IQ of all students in a certain university is claimed to be 140. The

student population is normally distributed with a standard deviation of 5.4.
A random sample of 36 students produced a mean IQ of 137 and a standard
of 6.5.

(a) Test the claim.
(b) Find the type II error.
(c) Find the power of test.
(d) If the power is 80 %, find the required sample size.
Use 95 % confidence level.

7:25 The claim of mean production of a manufacturing plant is 750 tons/day.
A sample random survey of 50 days produced a mean of 745 tons/day with a
standard deviation of 25 tons.

(a) Test the claim. Use 0.05 % of significance;
(b) Find the type II error;
(c) Find the power of the test;
(d) If the 80 % power is considered acceptable, what sample size will be

ok?

7:26 An auto manufacturing plant wants to produce parts such that at least 75 % of
the products meet the premium quality standards. A sample survey of 125
parts showed 95 parts that met the premium quality standard.

(a) At 0.05 % of significance level, test the manufacturer’s expectation;
(b) Find type II error;
(c) Find the power of the test;
(d) If the power of the test is to be 80 %, find the required sample size.

Answers

7:1 Same
7:2 (a) Do not reject the claim; (b) 0.001
7:3 (a) Do not reject the hypothesis

(b) Yes, less than Baht 15,000
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(c) Not less than Baht 15,000
(d) Not equal to Baht 15,000

7:4 No, we cannot conclude
7:5 Not equal to 130
7:6 Yes; 130
7:7 Not same
7:8 Same
7:9 Same

7:10 More than 20 %
7:11 No.
7:12 Yes, greater than 25
7:13 Difference
7:14 Yes
7:16 Reject the claim
7:17 Yes
7:18 Reject the claim
7:19 Yes
7:20 (a) Not equal; (b) Equal; (c) Equal
7:21 (a) No difference; (b) not greater
7:22 Not refuted
7:23 Support the claim
7:24 (a) Reject the claim; (b) 0.0014; (c) 99.85 %; (d) 15 if μa = 135
7:25 (a) Accept H0; (b) 0.00108; (c) 99.89 %; (d) 81 if μa = 750
7:26 (a) Accept H0; (b) 0.1515; (c) 84.85 %; (d) 103 if p = 0.85
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Chapter 8
The Chi-Square Test

Abstract The chi-square test is suitable for test of hypothesis dealing with cate-
gorical data. Two types of tests are provided—goodness-of-fit test and test of
independence. Distributions of frequencies of different classes within two cate-
gorical variables are used to test the good fit or bad fit according to goodness-of-fit
test. In the test of independence, two distributions in two categorical variables are
tested whether they are related or not. Each is explained with the help of examples.

Keywords Chi-square test � Goodness-of-fit test � Test of independence

We have learnt how to estimate population parameters and test hypotheses, both in
case of means and proportions. Inference about population means is limited to
metric data. Inferences about population proportions can be made with categorical
data. But the categorical data were restricted to two categories. Here, we will learn
how to test hypothesis related to categorical data having two or more categories.

Test of hypotheses using chi-square distribution is very simple. It is easy to
understand and calculate. As such it is very popular in testing hypothesis. The
chi-square test makes very few assumptions about the underlying population. For
this reason, it is sometimes called a nonparametric test. We shall deal with
the nonparametric tests in the next chapter. Another feature may be noted in the
techniques developed in the previous chapter to test hypothesis. There the
hypothesis involved the parameters of the populations. In this chapter, we shall
cover tests of hypotheses which do not involve population parameters.

There are a few situations in which we can use chi-square test. But we shall cover
only two types of tests, namely (a) goodness-of-fit test and (b) test of independence.

8.1 Goodness-of-Fit Test

In goodness-of-fit test, each test compares a set of observed frequencies to a set of
expected frequencies (calculated on the basis of null hypothesis). The test statistic is
small when the two sets of frequencies are similar (good fit) and large when two sets
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of frequencies are quite different (bad fit). If the fit is good, the null hypothesis is
supported (strictly: H0 cannot be rejected); if the fit is bad, the alternative
hypothesis is supported.

Goodness of fit may be looked into in a different way. A goodness-of-fit test is a
test of one categorical variable measured in one population. The null hypothesis
specifies the probability (proportion) of each possible value of the categorical
variable. The proportions of each value of the categorical variable are then observed
in a sample. The goodness-of-fit test determines whether the observed frequencies
are close to the specified probabilities (good fit, H0 cannot be rejected) or observed
proportions are different from the specified probabilities (bad fit, H0 is rejected).
The decision between a good fit and a bad fit is made on the basis of a test statistic
chi-square, which is computed from the observed and expected frequencies. The
test statistic is compared to a critical value from the chi-square distribution with
df = c – 1, where c is the number of categories of the categorical variable.

Test statistic chi-square ¼
X ðOi � EiÞ2

Ei

where,
i no. of class
Oi observed frequencies in class i
Ei expected frequencies in class i
c number of categories
df c – 1

It will be noted that the goodness-of-fit test focuses on comparing two distri-
butions: one is the observed distribution and the other the expected distribution.

Example 1
The percentage distribution of household income in a country in 1985 was as shown
in Table 8.1.

A random sample of 300 families in 1990 showed the distribution shown in
Table 8.2.

Table 8.1 Percent
distribution of household
income in 1985

Income class ($) Percent

<1000 14

1000 ≤ x < 2000 15

2000 ≤ x < 3000 16

3000 ≤ x < 4000 18

4000 ≤ x < 5000 14

5000 ≤ x < 7500 13

7500 and above 10

Total 100
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Question: Has the household income distribution changed significantly during
the time? Use 5 % level of significance.

The hypotheses are formulated as follows:

H0: Distribution of families in 1990 is similar to that of 1985
Ha: Distribution of families in 1990 is different from that of 1985

Since the figures of 1985 are given in percentages, they need to be converted to
absolute frequencies. Table 8.3 shows the conversion and the subsequent calcula-
tions are done as follows:

df ¼ c� 1 ¼ 7� 1 ¼ 6

From the chi-square distribution table, we can see that at α = 0.05 with df = 6, the
critical value of chi-square is 12.59. The acceptance and rejection regions are
shown in the figure.

The calculated value of chi-square 98.62 falls in the rejection region. The null
hypothesis is, therefore, rejected at 5 % significance level.

Table 8.2 Distribution of
household income in 1990

Income class ($) No of families

<1000 24

1000 ≤ x < 2000 36

2000 ≤ x < 3000 31

3000 ≤ x < 4000 33

4000 ≤ x < 5000 36

5000 ≤ x < 7500 75

7500 and above 65

Total 300
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Decision: There is a significant difference between the two distributions. This
means that the income distribution has changed significantly during the time.

Another test called “test of homogeneity” is associated with goodness-of-fit test.
In fact, test of homogeneity does not involve a new technique. It implies to test
whether the population is homogeneous, i.e., whether all the categories have similar
distribution. This means that in calculating the expected frequencies, all the cate-
gories are assumed to have equal frequencies.

8.2 Test of Independence

The second type of problem in which chi-square test is of use is testing of the
difference between the observed frequencies of several classifications of two vari-
ables. The elements of a sample from the population are classified according to two
different criteria. Each criterion is a variable of our interest and each class is a
qualitative value. Our interest is to see whether the methods of classification, i.e.,
the variables are statistically independent. In this case, either classificatory or
ordinal scale data may be used.

The joint frequencies of two related or independent variables may be presented
in an r × c table, where r is the number of rows and c is the number of columns.
This type of table is often called a contingency table and as such the test is called
“Contingency Table Test”. An r × c table is equivalent to saying that the first
variable has r levels and the second variable has c levels.

Let Oij be the observed frequency for level i of the first variable and level j of the
second variable. If n is large, then the test statistic is given by

Test statistic chi-square ¼
XX ðOij � EjiÞ2

Eji

¼ v2r�1ð Þ c�1ð Þ

with (r – 1)(c – 1) degrees of freedom.

Table 8.3 Calculations for
the test statistic

Income class ($) 1990
Oi

1985
Ei

Oi � Ei Oi � Eið Þ2=Ei

<1000 24 42 –18 7.71

1000 ≤ x < 2000 36 45 –9 1.80

2000 ≤ x < 3000 31 48 –17 6.02

3000 ≤ x < 4000 33 54 –21 8.17

4000 ≤ x < 5000 36 42 –6 0.86

5000 ≤ x < 7500 75 39 +36 33.23

7500 and above 65 30 +35 40.83

Total 300 300 v2 = 98.62
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The hypotheses are of the form

H0: The two variables are independent (no relationship)
Ha: The two variables are not independent (related)

The two variables are independent is equivalent to saying that there is no rela-
tionship between the two variables. Similarly, the two variables are not independent
is equivalent to saying that they are related. For this matter, the test is sometimes
called a test of relationship. It may be noted here that the test does not say what sort
of relationship there is or is not. It simply says that there is a relationship or there is
no relationship between the two variables. More explanation, based on the joint
frequencies, will have to be provided regarding the type of relationship.

The calculations for chi-square test in this case are similar to those applied to
goodness-of-fit test. The expected frequencies (based on laws of probability) may
be calculated as follows:

Expected frequency ¼ Column total * Row total
Grand total

The number of degrees of freedom for a general contingency table with r rows
and c columns is given by

df ¼ r � 1ð Þ � c� 1ð Þv2

Thus, the rejection region is

v2calculated [ v2table

The procedure for the test may be understood with the help of an example.

Example 2
A random sample of 1432 adults of a country showed the following distribution of
educational levels by sex (Table 8.4). Is there any relationship between educational
levels and sex? Use α = 0.05

Calculations for expected frequencies are shown in the following table
(Table 8.5). Note that the expected frequencies can be in fractions, but the observed
frequencies cannot be in fractions.

Table 8.4 Educational levels
by sex

Educational level Sex Total

Male Female

No education 63 75 138

Primary 152 162 314

Secondary 370 350 720

Higher secondary 160 100 260

Total 745 687 1432
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The hypotheses are formulated as follows:

H0: Educational level is independent of sex
Ha: Educational level is associated with sex

To test at α = 0.05.

df ¼ r � 1ð Þ � c� 1ð Þ
¼ 4� 1ð Þ � 2� 1ð Þ
¼ 3 � 1
¼ 3

The acceptance and rejection regions are shown in the figure that follows.
From the table of chi-square distribution, the critical value of chi-square

at α = 0.05 with df = 3, is found to be 7.81. Observed and Expected frequencies are
shown in Table 8.6.

Calculations for the test statistic (chi-square) are shown in Table 8.7.
The calculated chi-square (13.51) is greater than the critical value (7.81). So the

calculated chi-square falls in the rejection region.

Table 8.5 Calculations for expected frequencies

Educational level Expected frequencies of Total

Male Female

No education 745 * 138/1432 = 71.8 138 – 71.8 = 66.2 138

Primary 745 * 314/1432 = 163.4 314 – 163.4 = 150.6 314

Secondary 745 * 720/1432 = 374.6 720 – 374.6 = 345.4 720

Higher secondary 745 * 260/1432 = 135.2 260 – 135.2 = 124.8 260

Total 745 687 1432
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Decision: The null hypothesis is rejected. This means that there is an association
between educational level and sex.

In the above example chi-square test has been applied to see if there is an
association between two variables. We might have noted that this test did not give
us the strength of association. In order to measure the degree of association we need
to calculate the contingency co-efficient c. Fundamentally, contingency coefficient
c is the same as correlation coefficient, but it may be applied to classificatory or
ordinal scale data in addition to interval scale measurements. The contingency
coefficient c is calculated as follows:

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2

Nþ v2

� �s
;

where, N = grand total of observations.
In the above example,

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

13:51
1432þ 13:51

� �s

¼ 0:097

Table 8.6 Observed and expected frequencies

Educational level Male Female Row total

Oi Ei Oi Ei

No education 63 71.8 75 66.2 138

Primary 152 163.4 162 150.6 314

Secondary 370 374.6 350 345.4 720

Higher secondary 160 135.2 100 124.8 260

Column total 745 745.0 687 687.0 1432

Table 8.7 Calculations for test statistic

Observed frequency Oi Expected frequency Ei Oi – Ei (Oi – Ei)
2/Ei

63 71.8 –8.8 1.08

152 163.4 –11.4 0.80

370 374.6 –4.6 0.06

160 135.2 24.8 4.55

75 66.2 8.8 1.17

162 150.6 11.4 0.86

350 345.4 4.6 0.06

100 124.8 –24.8 4.93

Total 13.51

Calculated v2 = 13.51
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Problems

8:1 A computer scientist wanted to generate random numbers. He developed a
computer program to generate the random numbers. In generating 1000
random digits, he observed that the integers between zero and nine occurred
according to the following frequencies:

Integers Total

0 1 2 3 4 5 6 7 8 9

94 93 112 101 104 96 100 99 107 94 1000

Frequency of occurrence

The discrete uniform distribution suggests that each integer between zero and
nine should occur exactly 100 times each.
Do the data indicate that the computer is generating random numbers
according to the uniform discrete distribution?

8:2 The income and expenditure distributions of slum dwellers in Dhaka are
shown:
Income and Expenditure of Slum Dwellers

Income/Expenditure range
(Tk/month)

Frequencies

Income Expenditure

Tenants Owners Tenants Owners

0 ≤ x < 500 4 1 5 1

500 ≤ x < 1000 33 12 31 12

1000 ≤ x < 1500 25 19 28 21

1500 ≤ x < 2000 14 15 12 13

2000 ≤ x 10 39 10 39

Total 86 86 86 86

The sample survey was carried out during 1983–84. One Tk = US$0.33

(a) Are the distributions of tenants and owners across all income groups
similar?

(b) Are the distributions of tenants and owners across all expenditure groups
similar?

(c) Are the distributions of owners across income and expenditure groups
similar?

8:3 A genetic theory predicts that the offsprings in a breeding experiment in the
types a, b, c, and d will be in the proportions of 8/16, 4/16, 3/16, and 1/16,
respectively.
In an experiment, 214 offsprings are observed. The frequencies of the cate-
gories a, b, c, and d were found to be 131, 52, 18, and 13, respectively.

178 8 The Chi-Square Test



(a) Do the data support the genetic theory?
(b) Are the distributions of the offsprings across the four categories

equal/same?

8:4 The management of a company has to choose among three working sched-
ules. The management wishes to know whether the preference for working
schedules is independent of job categories. The opinions of 500 employees
are shown hereafter:

Job categories Working schedule

A B C

Salaried workers 160 140 40

Hourly workers 40 60 60

Do the necessary job.
8:5 Site condition and customer dealing in an enterprise are the subject matter of

an investigator. A sample of 441 sites was investigated with the results shown
in the following table. Is there evidence that site condition and customer
dealing are independent?

Customer dealing Site condition

Not good Good Very good

Unimpressive 24 52 58

Neutral 15 73 86

Impressive 17 80 36

8:6 An agricultural extension researcher wants to study the farm size and pro-
ductivity relationship in certain countryside. One of the objectives was to
study the distributions of farms across sizes. In a sample survey, he generated
the data shown in the above table.
Show by a suitable test that the farm sizes are not evenly distributed across
the sizes.
Distribution of farmers across farm sizes

Farm size (acres) No of farms

0 ≤ x < 1.0 66

1.0 ≤ x < 2.0 71

2.0 ≤ x < 3.5 48

3.5 ≤ x < 5.0 33

5.0 ≤ x < 7.5 15

7.5 ≤ x < 14.5 7
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8:7 A study is conducted to determine if there is a relationship between political
awareness and income level. A random sample of 140 persons is surveyed.
Political awareness is measured on a four-point scale from 1 (negative) to 4
(positive). Income is defined as low, medium, and high. The joint frequency
distribution is shown below:

Socio-economic class Awareness scale

1 2 3 4 Total

Low 17 28 6 2 53

Medium 15 14 11 7 47

High 8 12 17 3 40

Total 40 54 34 12 140

Conduct a suitable test to see if there is a relationship between the political
awareness and income level. Use 0.01 level of significance. Comment on the
strength of relationship.

8:8 A researcher wanted to study if there has been a change in the distribution of
college, school graduates, and those who are not graduates. Previously there
were 22 % college graduates, 48 % high school graduates and 30 % not
graduates at all. At present a study of 1000 sample men show that there are
248 college graduates, 522 high school graduates and 230 have not finished
high school. Test it at 0.01 level of significance.

8:9 A random sample of 1000 students shows that 325 are in level 1, 360 in level
2 and 315 are in level 3 according to a certain standard score-scale. Is the
distribution same across all the three levels? Use α = 0.05.

8:10 Is there a relationship between sex and smoking? A random sample of 100
persons showed the following results:

Smoking Male Female

Smoker
Non-smoker

30
20

10
40

Total 50 50

Test the hypothesis at 0.005 level of significance.
8:11 In a random sample survey, the age groups of drivers and the number of

accidents they made are reported as follows:

No of accidents Age of drivers

18–25 26–40 Over 40

0 75 115 110

1 50 65 35

2 25 20 5
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Test if there is a relationship between number of accidents and the age of
drivers. Use 0.01 as the level of significance.

8:12 The owner of a large company claimed that 1/10 of the personnel earned
income in group1, 3/10 earned income in group2, 3/10 earned income in
group3 and 3/10 earned income in group4. A random sample showed the
following:

Group Income range ($) Frequency

1 x < 20,000 19

2 20,000 ≤ x < 25,000 56

3 25,000 ≤ x < 30,000 51

4 30,000 ≤ x 40

Using 5 % level of significance, test the claim.

Answers

8:1 Yes (95 %)
8:2 (a) Not similar (95 %);

(b) Not similar (95 %);
(c) Yes, Similar (95 %)

8:3 (a) Do not support (95 %);
(b) Not equal (95 %)

8:4 Not independent
8:5 Not independent
8:6 Yes, there is a relationship; c = 0.40
8:7 Distribution same
8:8 Yes
8:9 Yes, there is a relationship

8:10 There is a relationship
8:11 Claim is not rejected (α = 0.05)
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Chapter 9
Nonparametric Test

Abstract Nonparametric tests are suitable for categorical and rank data and data
having no assumption of normal distribution. Sign test, rank test (Wilcoxon
rank-sum test), and Spearman rank correlation test are introduced. The technique
for use of the tests is explained with the help of examples.

Keywords Nonparametric test � Rank test � Wilcoxon rank-sum test � Sign test �
Spearman rank correlation test

A nonparametric test is one in which (a) it is not necessary to assume that the
population is normally distributed. Even no other strong assumption regarding the
population distribution is required in nonparametric test; (b) categorical or ranked
data are used. In nonparametric test the computations are simple. We may notice
that both the mean and standard deviation are meaningless in categorical and ranked
data. In this chapter we shall deal with three tests namely, (a) sign test, (b) rank test
and (c) Spearman rank correlation test.

9.1 The Sign Test

The sign test is the simplest test in the family of nonparametric tests. It is used to
test a hypothesis about the median of a continuous distribution. The characteristics
of a median in a continuous distribution tells us that the median is a value of the
random variable such that the probability of an observed value to be less than or
equal to the median is 0.50. Also, the probability of an observed value of the
random variable to be greater than or equal to the median is 0.50. The procedure for
the sign test is described below.

The hypotheses that may be tested are of the form

H0:Md ¼ M0

Ha:Md [M0;Md\M0;Md 6¼ M0;
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where M0 is a specific value of Md set in the null the hypothesis and Md is the
population median.

Let a random sample of size nwith observations x1, x2, x3,…, xn be drawn from the
population of our interest. Then the differences (xi − M0), i = 1, 2, 3, …, n are cal-
culated. Let R+ be the number of positive differences and R− be the number of
negative differences. If the null hypothesisH0:Md =M0 is true, any difference xi −M0

is equally likely to be positive or negative, i.e., its probability to be positive or negative
is 0.50. The test statistic r is chosen such that r is the minimum of the two R+ and R−.

R has a binomial distribution with parameters n and 0.50. We may remember
that if n is sufficiently large (n > 20 in this case), the binomial distribution can be
approximated by the normal distribution. Some authors suggest that this approxi-
mation is valid if n is at least 10. Most of the planning researches involve a sample
size of more than 20. Therefore, the test procedure developed here regarding the
sign test uses the normal distribution criterion. It involves the technique of pro-
portion. The sample proportion is given by

p ¼ R
n

It may be noted here that R is the minimum of R+ and R− and it is possible that
in one or more of the difference(s) zero will be encountered. This is a case of a tie.
When a tie occurs, that should be set aside and the sign test be applied to the
remaining data. The n value will thus be reduced by the number of tied observa-
tions. Thus, the effective n = n—number of tied observations.

The test statistic is given by

Zc ¼ p� Pffiffiffiffiffiffiffiffiffiffiffi
Pð1�PÞ

n

q

¼ p� 0:50ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:50ð1�0:50Þ

n

q

¼ p� 0:50ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:50�0:50Þ

n

q

¼ p� 0:50
0:50ffiffi

n
p ¼ p� 0:50

0:50=
ffiffiffi
n

p

If the alternative hypothesis is Ha: Md > M0, the null hypothesis is rejected if

Zc½ �[ Za:

If the alternative hypothesis is Ha:Md <M0, the null hypothesis will be rejected if

Zc½ �\� Za:
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If the alternative hypothesis is Ha: Md ≠ M0, the null hypothesis will be rejected
if

Zc½ �[ Za=2 or; if Zc½ �\� Za=2:

Example 1
A random sample of size 22 households drawn from a population had the following
incomes (US $):

2100; 2550; 2200; 2590; 2250; 2680; 2300; 2685; 2325; 2715; 2775;

2380; 2795; 2425; 2480; 2815; 2865; 2500; 2900; 3000; 2952; 2950:

Test the hypothesis that the median income of the population is US $2500. Use
α = 0.05.

Solution
The hypotheses are formulated as follows:

H0:Md ¼ 2500

Ha:Md 6¼ 2500

This is a two-tail test. We have α = 0.05; so, α/2 = 0.025 and Zα/2 = 1.96. The
acceptance and rejection regions are shown as follows:

The calculations for the sign test are shown in Table 9.1.
There is one tie. Therefore, the effective n = 22 − 1 = 21. R+ = 13 and R− = 8. So

R (min of R+ and R−) = 8. Sample proportion p = 8/21 = 0.381. The test statistic
calculations are shown after Table 9.1.
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Zc ¼ p� 0:50
0:50=

ffiffiffi
n

p

¼ 0:381� 0:50

0:50=
ffiffiffiffiffi
21

p

¼ �0:119

0:50=
ffiffiffiffiffi
21

p

¼ �1:09

½Zc� ¼ 1:09

This falls in the acceptance region. Therefore, the null hypothesis is not rejected
at 5 % level of significance.

Conclusion: The population median is US $2500.
The sign test can also be applied to paired samples, if the samples are drawn

from two continuous populations. The computations and test procedure are slightly
different in this case.

Let (x1i, x2i), i = 1, 2, 3, …, n be the paired observations drawn from two
continuous populations. Then

Table 9.1 Income data for
sign test

Observation Income (xi $) xi − 2500 Sign

1 2100 −400 −

2 2550 +50 +

3 2200 −300 −

4 2590 +90 +

5 2250 −250 –

6 2680 +180 +

7 2300 −200 −

8 2685 +185 +

9 2325 −175 −

10 2715 +215 +

11 2775 +275 +

12 2380 −120 −

13 2795 +295 +

14 2425 −75 −

15 2480 −20 −

16 2815 +315 +

17 2865 +365 +

18 2500 0 0

19 2900 +400 +

20 3000 +500 +

21 2952 +452 +

22 2950 +450 +
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Di ¼ x1i � x2i; i ¼ 1; 2; 3; . . .; n

The differences Di of the pairs of observations are computed and signs are
recorded. The rest procedure is similar to the one developed earlier. The null
hypothesis in this case is that the two populations have a common median, i.e.,
Md1 = Md2. This means Md1 − Md2 = 0 or in other words, Mdiff = 0.

Example 2
An income generating program was launched in countryside. Twenty farmers were
selected randomly to study the result of the program. The average monthly incomes
(in $) before and after the program were recorded as follows:

Before

10;500 11;200 10;500 9600 7500 8200 12;800
10;250 11;800 10;100 12;000 8270 7800 11;200

After

10;200 10;250 9200 15;000 7600 5500 6250
11;400 12;250 12;200 17;000 9200 5600 6260
8900 8905 7825 15;000 13;250 12;500
9000 8965 7800 16;000 13;000 12;600

Test at 5 % significance level if there has been a change in the median income
after the program.

The null and alternative hypotheses are formulated as follows:

H0:Md1 �Md2 ¼ 0

H0:Md1 6¼ Md2 6¼ 0

This is a two-tail test. We have α = 0.05; so, α/2 = 0.025. From table Z0.025 = 1.96.
The acceptance and rejection regions are shown in the following figure.
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The paired observations are arranged in Table 9.2, differences are computed, and
the signs are recorded.

Here R+ = 6 and R− = 14. Therefore, R = 6. The proportion p = 6/20 = 0.30. The
test statistic is

Zc ¼ p� 0:50
0:50=

ffiffiffi
n

p

¼ 0:30� 0:50

0:50=
ffiffiffiffiffi
20

p

¼ �0:20
0:112

¼ �1:79

Zc½ � ¼ 1:79

This falls in the acceptance rejection. The null hypothesis is not rejected at 5 %
significance level.

Conclusion: The two population medians are similar. There has not been any
statistical change in the median income after the program.

Table 9.2 Income data before and after program

Observation Before x1 After x2 Difference D = x1 − x2 Sign

1 10,500 10,250 +250 +

2 11,200 11,800 −600 −

3 10,500 10,100 +400 +

4 9600 12,000 −2400 −

5 7500 8270 −770 −

6 8200 7800 +400 +

7 12,800 11,200 +1600 +

8 10,200 11,400 −1200 −

9 10,250 12,250 −2000 −

10 9200 12,200 −3000 −

11 15,000 17,000 −2000 −

12 7600 9200 −1600 −

13 5500 5600 −100 −

14 6250 6260 −10 −

15 8900 9000 −100 −

16 8905 8965 −60 −

17 7825 7800 +25 +

18 15,000 16,000 −1000 −

19 13,250 13,000 +250 +

20 12,500 12,600 −100 −
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Now suppose that the question is “has the median income increased after the
program?” Note that R value (6) has come from R+ and the plus sign indicates that
the income before is higher than the income after, since we have subtracted the
second figure from the first. Therefore, median income after the program has
increased would imply that the p value is smaller than 0.50 and consequently we
would expect a negative test statistic. Therefore, the critical region (rejection
region) would also lie on the left side of the distribution.

The hypotheses are

H0:Md1 �Md2 ¼ 0

Ha:Md1 �Md2\0

It is a one-tail test. Here α = 0.05; Zα = 1.645. The acceptance and rejection
regions are shown in the following figure.

Zc is calculated before = −1.79. This falls in the rejection region. The null
hypothesis is, therefore, rejected at 0.05 level of significance.

Conclusion: The median income has increased after the program.

9.2 The Rank Test

Rank test is a nonparametric test and nonparametric test is characterized by being
distribution free. No assumption is made regarding the distribution as already
mentioned. In rank test the observations are ranked and on the basis of the ranking a
statistic is calculated to test a hypothesis.

Rank tests are very efficient, and so are very popular. These are easy to
understand and calculate. Rank tests have a crucial advantage for data which are
originally ranked and not in numerical form. In such data, numerical calculations
such as mean and standard deviation are not possible. If there are some outliers
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which are likely to create problems, then also the observations can be transformed
into ranks and rank test can be performed.

9.2.1 The Wilcoxon Rank-Sum Test

Wilcoxon rank test is a typical and popular form of rank test. It is used to compare
two population means. In order to perform the test, follow these steps:

(i) Make a combined listing of the scores of both the samples (n1 and n2)
arranged in ascending order. The smaller sample is n1 and the larger sample
is n2.

(ii) Rank the combined scores starting from the lowest score. The lowest score is
rank 1, and the highest score is the highest rank.

(iii) Sum the ranks of both the samples separately for n1 and n2. Sum of the ranks
of the smaller sample (n1) is for testing. This is w. The sum of the ranks of
the larger sample (n2) is for getting an idea of the direction only.

(iv) Set the level of significance (say α = 0.05) for testing. Formulate the
hypothesis. The null hypothesis is of the form
H0: The two population distributions are equal/identical/similar (W1 = W2).
The alternative hypothesis (Ha) will depend on the type of question to be
solved (W1 ≠ W2, W1 > W2 or W1 < W2 as the case may be).

(v) Use the value of n1, n2, and w and from the table, and find the value of the
probability.

(vi) If the probability thus found out is less than the set value of α, reject the null
hypothesis (H0). If it is a one-tail test, compare directly with α. If it is a
two-tail test, compare with the value of α/2.

(vii) Interpret the test result.

The operation of the test is demonstrated with the help of an example.

Example 3
The household annual incomes of two randomly selected samples from two groups
of people in a city during a year were as follows (Table 9.3).

Our task is to test the following hypothesis (assumed α = 0.05):

H0 ¼ Incomes of the two groups are equal:

Ha ¼ People of group I are poorer than those of group II:

Obviously, it is a one-tail test. We rank the observations as shown in Table 9.4.
Two steps are important here. Identification of the smaller sample is one and

ranking is the other. Ranking should start from the smallest score. In our example,
group I is the smaller sample (n1 = 5), and so rank of 3900 in n1 is 1. The highest
score is 25,000 (in n2). So its rank is 11 (n1 + n2 = 11). The test statistic Wilcoxon
rank sum w is the sum of the ranks of the smaller sample (n1).
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In our example, w = 24, n1 = 5, n2 = 6. From the table, we note that the
probability p = 0.20. This means that the probability of the two income sets to be
equal is 0.20 or 20.00 %. This value is larger than our set value of α (0.05). So we
do not reject the null hypothesis. This decision implies that the incomes of the two
groups of people are identical/similar/equal.

Let us consider another example. Independent two random samples of men and
women in Thailand gave the following incomes (Table 9.5).

Are the incomes of the groups—men and women—identical?

Solution
Let us assume α = 0.05.

The null and the alternative hypotheses are formulated as follows:

H0: Incomes of men and women are equal:

Ha: Incomes of men and women are different:

The alternative hypothesis tells us that it is a two-tail test. So we should compare
the probability with α/2 or 0.05/2 or 0.025. The income observations arranged in
order are as follows (Table 9.6).

Table 9.3 Household annual
income ($)

Group I Group II

3900 7150

5000 8450

7500 9100

9750 11,000

17,400 13,500

20,500

Table 9.4 Ranking of
household incomes

Combined observations
ordered

Combined
rankings

Group I Group II R1 R2

3900 1

5000 2

7150 3

7500 4

8450 5

9100 6

9750 7

11,000 8

13,500 9

17,400 10

20,500 11

n1 = 5; n2 = 6; w = 24
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Here, n1 = 5, n2 = 9, and w = 49. From table we note that value of p is between
0.05 and 0.10 (less than 0.10 and greater than 0.05). This is larger than α/2 or 0.025.
So we do not reject the null hypothesis. This implies that the incomes of the two
groups are not different. Note that the table does not always provide the exact value
of p. But the computer will do.

Now, with the same data sets consider the following question.

Question
Is the income of the women group more than that of the men group?

Here, the hypotheses should be formulated as follows:

H0: Incomes of men and women are equal:

Ha: Income of the women group is more than that of the men group:

Table 9.5 Income of men
and women (Baht)

Men Women

4700 3500

4000 2500

4900 3000

7800 1900

3490 4650

4800

1800

1700

8000

Table 9.6 Incomes of men
and women (in order)

Men Women Combined
rankings

Sample 1(n1) Sample 2 (n2) R1 R2

1700 1

1800 2

1900 3

2500 4

3000 5

3490 6

3500 7

4000 8

4650 9

4700 10

4900 4800 12 11

7800 13

8000 14

w = 49 (56)
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Here, obviously it is a one-tail test. So we should compare the p value with
α (0.05) and not α/2 (0.025).

From table for n1 = 5, n2 = 9, and w = 49, value of p is between 0.05 and 0.10
(less than 0.10 and greater than 0.05) as we have already observed. This p value is
more than our set α value of 0.05. So we do not reject the null hypothesis. This
implies that income of the women group is not more than that of the men group.

If the sample sizes of both the samples (n1 and n2) are larger than 10 (n1 > 10 and
n2 > 10), we can use normal distribution (approximately) to test the hypothesis. The
normal distribution has population mean = μ and standard deviation = σ. The
calculation will be as follows:

l1 ¼
n1ðn1 þ n2 þ 1Þ

2

r1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1n2ðn1 þ n2 þ 1Þ

12

r

z ¼ w1 � l1
r1

This may be illustrated by an example. Let us suppose that in one study the
researcher found n1 = 12, n2 = 15, and w1 = 155. Test the hypothesis that the two
populations are not equal.

Let α = 0.05.
The hypotheses are formulated as follows:

H0:The two population distributions are same:

Ha:The two population distributions are not same:

It is obviously a two-tail test. Therefore, α/2 = 0.05/2 = 0.025 z0.025 = 1.96.
Reject H0 if zc > 1.96 or zc < −1.96.

l1 ¼
12ð12þ 15þ 1Þ

2
¼ 168

r1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12x15ð12þ 15þ 1Þ

12

r
¼

ffiffiffiffiffiffiffiffiffiffi
5040
12

r
¼

ffiffiffiffiffiffiffiffi
420

p
¼ 20:494

z ¼ 155� 168
20:494

¼ �13
20:494

¼ �0:634

This z value is larger than −1.96. It falls in the acceptance region of H0.
Therefore, the null hypothesis H0 is not rejected. This implies that the two popu-
lation distributions are same. These are not different.
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9.2.2 The Spearman Rank Correlation

The Spearman rank correlation or simply Spearman correlation is a measure of the
degree to which two numerical variables are monotonically related or associated.
The Spearman correlation is used both as a measure of the degree of monotonic
association and as a test statistic to test the hypothesis of monotonic association.
Since variables that are linearly associated are necessarily also monotonically
related, the spearman correlation may be used in situations in which the Pearson
correlation (a measure of linear association) is used. The values and interpretations
of the two correlations are essentially the same when the actual relation is linear.

The spearman correlation is defined by the following formula:

rs ¼ 1� 6
P

d2i
nðn2 � 1Þ

where
di difference of ranks of the ith pair of observation,
n no. of pairs of observations.

The values of the correlations may lie between −1 and +1 (−1 ≤ rs ≤ +1). The
sign indicates the kind of relationships. A positive value indicates agreement
between the rankings in the same direction, i.e., high ranks in one series tend to go
with high ranks in the second. A negative sign indicates the reverse.

The calculation of the spearman correlation is simple. Suppose, there are two
variables x and y. First, reduce the x scores to ranks. Second, reduce the y scores to
ranks. Third, calculate the difference (di) between the pairs of the scores. Finally,
use the formula given above to calculate the spearman correlation (rs).

For testing the hypothesis of association between two variables, the calculated
correlation (rs) is converted to t value and t test can be carried out as learnt earlier.
The conversion may be done using the following formula:

t ¼ rs

ffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 2
1� r2s

s

Based on the result of the t test, a decision is taken as either to reject or not to
reject the null hypothesis. The null hypothesis would state that there is no associ-
ation between the two variables (Table 9.7).

194 9 Nonparametric Test



Example 4

rs ¼ 1� 6
P

d2i
nðn2 � 1Þ

¼ 1� 6 � 8
7ð49� 1Þ

¼ 1� 48
7 � 48

¼ 0:857

H0: ρs = 0; (ρs = population spearman correlation between the two populations)
Ha: ρs > 0

Use α = 0.05.
Now,

t ¼ rs

ffiffiffiffiffiffiffiffiffiffiffiffiffi
n� 2
1� r2s

s

¼ 0:857

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
7� 2

1� ð0:857Þ2
s

¼ 0:857

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5

1� 0:734

r

¼ 0:857

ffiffiffiffiffiffiffiffiffiffiffi
5

0:266

r

¼ 0:857 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
18:797

p

¼ 0:857 � 4:336
¼ 3:716

Table 9.7 Scores of X and Y x y Rank x Rank y di = Rank x − Rank y di
2

13 15 2 4 −2 4

14 12 3 2 1 1

15 13 4 3 1 1

16 19 5 6 −1 1

19 20 7 7 0 0

17 16 6 5 1 1

11 10 1 1 0 0

Total 8
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From the t table, the critical value of t = 1.943 for α 0.05 and df 6 (7 − 1 = 6).
The calculated t value (3.716) is larger than the critical t value (1.943) and hence it
falls on the rejection region. Therefore, the null hypothesis is rejected. This means
that there is significant association between the two populations.

Regarding corrected rank order correlation, see Xycoon (2009).

9.3 Nonparametric Method in Analysis of Variance

Analysis of variance (one way) can be carried out by one of the nonparametric
methods. The particular method is Kruskal–Wallis Test. The test is named after
William Kruskal and W. Allen Wallis. It is a nonparametric test and it does not
assume a normal population, unlike the analogous one-way analysis of variance.
However, it assumes an identically shaped population.

The test involves ranking of all the data from all the groups together. The lowest
value is assigned rank 1, next lowest value is assigned rank 2, and the highest value
is assigned the rank of N (the total number of sample). If there is any tie, assign the
average of the ranks they would have received had they not been tied.

After performing the transformation of the raw data to the ranks as stated above,
the Kruska–Wallis test statistic K is calculated. The test statistic K is approximately
followed the chi-square distribution. Then hypotheses are formulated as usual. The
null hypothesis is “there is no difference between the mean ranks of the groups.”
This would mean that there is no difference between the means of the groups.

In calculating the test statistic K, different authors have suggested different
formulae. But the one shown here seems to be easy and familiar. The procedure is
as follows:

1. Calculate the sum of squares of the ranks of the data of the groups in the same
way as was done in the case of one-way analysis of variance.

2. Next, calculate the test statistic K from the formula.

K ¼ SSr
NðNþ 1Þ=12

3. Then compare this test K value with the critical chi-square from the table with
appropriate α value and degrees of freedom. Reject null hypothesis if K � v2a;df

Example 5
Incomes ($/month) of four groups of people are shown in the following table. Use
Kruskal–Willis rank test to see if there is difference between the means of the
incomes of four groups of people.

The raw data as well as the ranks of the combined data of all the four groups are
shown in the table.
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Raw data (group) Rank data (group)

1 2 3 4 1 2 3 4 Total

495 500 550 600 8.0 12.0 23.5 26.5

490 510 545 625 5.5 15.0 22.0 33.0

475 495 540 630 2.0 8.0 21.0 34.5

498 515 550 622 10.0 16.5 23.5 32.0

475 520 565 615 2.0 18.5 25.0 30.0

489 528 600 660 4.0 20.0 26.5 37.0

501 495 610 630 14.0 8.0 29.0 34.5

500 475 620 640 12.0 2.0 29.0 36.0

515 490 599 16.5 5.5 26.0

520 500 18.5 12.0

Total 92.5 117.5 225.5 263.5 703

Let SSr be sum of squares of ranks. Then

SSr ¼ ð92:5Þ2
10

þ ð117:5Þ2
10

þ ð225:5Þ2
9

þ ð263:5Þ2
8

� ð703Þ2
37

¼ 3425:64

Krustal–Wallis test statistic

K ¼ SSr
NðN þ 1Þ=12

K ¼ 3425:64
37ð37þ 1Þ=12

¼ 3425:64
117:167

¼ 29:237

Degree of Freedom (df) = no. of groups—1 = 4 − 1 = 3
Hypotheses are formulated as follows:

H0:There is no difference between groups (all group rank means are same)

Ha:There is difference between groups (all group rank means are not same):

From the table we find v20:05;3 ¼ 7:81.
The calculated chi-square value (29.237) being larger than the table value (7.81),

the null hypothesis falls in the rejection region of H0. Therefore, the null hypothesis
is rejected. This means that the all rank means are not the same. This further means
that the group means are different.

The same conclusion will be drawn if we run the test using the technique of
analysis of variance.
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Yet, another technique is available for testing the hypothesis involving rank data.
This is rank transformation. The K statistic can be approximately transformed into
the F test statistic in the following way:

F ¼ Kðg� 1Þ
ðN � 1� KÞ=ðN � gÞ

g the number of groups,
N total no. of observations,
Fr F statistic of the ranks.

In our example,

Fr ¼ 29:237ð4� 1Þ
ð37� 1� 29:237Þ=ð37� 4Þ

¼ 428:07

Df for this Fr in this example are 3.33. From the F table, F0:05;3:33 ¼ 2:92:
Therefore, the calculated Fr value is larger than the table critical F value. Therefore,
the null hypothesis is rejected.

A question may arise if both the techniques provide the same conclusion, then
which technique is to be used. The answer to this question may be summarized in
the following way.

(a) If the calculated test statistic value is marginal meaning that it is closer to the
critical value (table value), then both the techniques may be used and the
results may be reviewed as to which one is to be used depending on the exact
situation of the problem.

(b) If the value of the calculated test statistic is too high as compared to the critical
value (table), then any one test may be used. But if the nonparametric test is
carried out, it may avoid the influence of the outliers.

Problems

9:1. Five photocopy machines of model A and eight photocopy machines of model
B were randomly selected to determine the continuous service hours until they
required rest. The following are the results:

Model A: 24; 20; 23; 22; 18
Model B: 21; 19; 16; 25; 26; 17; 28; 30

Based on Wilcoxon rank test, calculate the probability of the service hours of
the two machines being equal.

9:2. In a random sample of five courses the given grading and expected grading are
as follows:
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Given grading: 2:8 3:7 4:0 3:6 3:8
Expected grading: 2:6 2:9 3:3 3:2 3:1

Use Wilcoxon rank test to test the following:

(a) Is the expected grading less than the given grading?
(b) Is the given grading greater than the expected grading?
(c) Are the two grading equal? Use 5 % significance level.

9:3 Use the data given in problem 9.2 and answer the following:

(a) Calculate the Spearman rank correlation coefficient.
(b) Is there positive correlation between the two grading?
(c) Is the correlation between the two gradings significant?
In all the cases use 5 % significance level.

9:4 Ten students in AIT were selected at random. The purpose was to examine if
there is a correlation between the undergraduate scores and first term scores of
the students in AIT. The following were their scores.

Undergraduate scores First term scores in AIT

56 60

70 75

50 60

65 64

90 92

49 45

63 59

69 69

71 81

81 85

(a) Calculate the rank correlation coefficient.
(b) Test at 5 % level of significance if the correlation coefficient is

significant.

9:5 Distinguish between Spearman rank correlation coefficient and Pearson cor-
relation coefficient.

9:6 The following numbers represent numbers of hours taken by two groups of
people to complete a work. The two sample groups of people are comparable
in performing the works.
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Group 1:

15; 15; 12; 10; 11; 13; 18; 17; 15; 12; 18; 20; 22; 19; 15; 17; 20; 19; 18; 20:
14; 18; 15; 20; 16; 14; 19; 20; 15; 17; 14; 12; 10; 17; 19; 19; 18; 13; 19; 20:

Group 2:

Run the median test and conclude if the two works require different hours to
complete the work.

9:7 Hours of study and grade points in respect of 8 students in a certain course are
as follows:

Hours of study Grade points

5.0 3.8

4.0 3.7

4.5 3.5

6.0 4.0

5.5 3.5

2.9 3.9

3.8 3.6

5.3 3.0

Test if there is relationship between hours of study and grade points, using
rank correlation coefficient.

9:8 Two groups of students randomly drawn from a larger group were assigned
two methods of instruction in a particular course. In a combined test the
following were their scores:

Group 1: n ¼ 12ð Þ
180; 193; 142; 173; 155; 186; 192; 149; 169; 173; 182; 183

189; 148; 200; 190; 185; 177; 189; 156; 188; 171; 191; 299; 178; 189; 162:

Group 2: n ¼ 15ð Þ
Run the median test and conclude if there is any difference in the results of the
two methods of instruction. (Determine the combined median. Count the
frequencies below and above the combined median in each group. Prepare the
r × c table. Run the chi-square test. Drop any observation falling exactly on the
combined median).

9:9 A group of 10 students were selected at random and their scores on assignment
and written examination were recorded as shown below:
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Student Assignment scores Written exam scores

1 75 88

2 60 72

3 88 100

4 88 90

5 98 70

6 99 100

7 75 77

8 79 85

9 77 87

10 90 86

Compute the Spearman rank correlation coefficient and test if there is a
relationship between the two types of tasks. Use 0.05 level of significance.

Answers

9:1. 0.262
9:2. (a) Yes; (b) Yes; (c) Yes
9:3. (a) 0.70; (b) No; (c) No
9:4. (a) 0.96 (b) Significant
9:5. Require similar time
9:6. Yes, there is a relationship
9:7. No difference
9:8. 0.327; no significant relationship

Reference

Xycoon: Statistics—Econometrics—Forecasting, Office of Research Development and Education,
http://www.xycoon.com (30 Sept 2009)
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Chapter 10
Correlation

Abstract The concept of correlation always refers to the linear relationship
between two variables and uses their joint distribution. It is shown how to interpret
the correlation coefficient. Through the use of examples, it is demonstrated how to
formulate the hypotheses concerning correlation, interpretation, and draw
conclusions.

Keywords Correlation � Linear relationship � Hypothesis formulation � Testing

We use correlation analysis to study the linear relationship between two variables. It
is always advisable to make a plot of the variables and get an idea of the possibility
of the linear relationship. For example, if two variables x and y are associated in the
form of x2 + y2 = a2, where “a” is a constant, the relationship between x and y is
perfect. The relationship is circular and not linear (Fig. 10.1). But if we consider the
concept of “correlation,” which measures the linear relationship, the relationship
would come out to be zero indicating no relationship. So it is important to
remember that the concept of “correlation” refers always to linear relationship.

In correlation analysis we are concerned with the joint distribution of x and y. If
there is a linear relationship between x and y, where x and y are random variables,
the joint observations on pairs of x and y will tend to be clustered around a straight
line. It is immaterial to think which set of observations represent x and which set of
observations represent y.

In order to avoid the rigorous mathematical derivations, we want to state the
computational formulae only. As usual, inferential statistics deal with inferences
regarding the population correlation which is estimated from the sample correlation.
Therefore, we set two sets of formulae, one for the population and the other for the
sample.

© Springer Science+Business Media Singapore 2016
A.Q. Miah, Applied Statistics for Social and Management Sciences,
DOI 10.1007/978-981-10-0401-8_10
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If X and Y are a pair of random variables with mean μx and μy and variances σx
2

and σy
2, then the population correlation coefficient ρ between X and Y is given as

q ¼ corrðX; YÞ ¼ CovðX; YÞ
rxry

q ¼ E ðX � lxÞðY � lyÞ
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E ðX � lxÞ2
n o

E ðY � lyÞ2
n oh ir

The sample correlation coefficient is given as

r ¼ 1=ðn� 1Þð Þf gP ðxi � �xÞðyi � �yÞ
SxSy

¼
P ðxi � �xÞðyi � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP ðxi � �xÞ2 P ðyi � �yÞ2

n or

¼
P

xiyi � n�x�yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
x2i � n�x2ð Þ P

y2i � n�y2ð Þf g
p

Interpretation of the correlation coefficient is important. The correlation coeffi-
cient may lie between –1 and +1. In other words,

�1� q� þ 1

A positive correlation means larger values of x are associated with larger values
of y and smaller values of x are associated with smaller values of y. A negative
correlation means larger values of x are associated with smaller values of y and
smaller values of x are associated with larger values of y.

Fig. 10.1 Circular correlation
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The interpretation of the correlation coefficient may be summarized as follows:

(a) a correlation coefficient of –1 implies perfect negative relationship (Fig. 10.2).
(b) a correlation coefficient of +1 implies perfect positive relationship (Fig. 10.3).
(c) a correlation coefficient of zero implies no linear relationship (Fig. 10.4).
(d) the larger the absolute value of the correlation coefficient, the stronger the

linear relationship between the random variables.

Fig. 10.2 Perfect negative
correlation

Fig. 10.3 Perfect positive
correlation

Fig. 10.4 No correlation
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The sample correlation coefficient is quite useful. It measures the strength of
linear relationship between two variables in a sample. But the sample correlation
coefficient can also be used to test the hypothesis of no relationship between a pair
of random variables in the population. To a researcher, this test is of great
importance. In almost all practical cases, a value of r other than zero in absolute
term will be obtained. What we want to study from the test is to see if the popu-
lation correlation coefficient is significantly different from zero. The test can be
accomplished by use of the t-test. It can be shown that the random variable

t ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 2Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� r2Þp

has a student’s t-distribution with n – 2 degrees of freedom.
The test procedure can be carried out in the following manner:

(a) To test if the correlation coefficient is greater than zero.

The hypotheses are

H0: q ¼ 0

Ha: q[ 0

tc ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 2Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� r2Þp

Reject H0 if calculated t > tα,n–2.

(b) To test if the correlation coefficient is less than zero.

The hypotheses are

H0: q ¼ 0

Ha: q\0

tc ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 2Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� r2Þp

Reject H0 if calc. t < –tα,n–2.

(c) To test if there the correlation coefficient is other than zero.

The hypotheses are

H0: q ¼ 0

Ha: q 6¼ 0

206 10 Correlation



tc ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 2Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� r2Þp

Reject H0 if calc. t < –tα/2,n–2 or t > tα/2,n–2

Example 1
Students’ scores in examination and assignment are assumed to be correlated.
A random sample of 10 students had the following scores:

Examination

81 62 74 78 93 69 72 83 90 84

76 71 69 76 87 62 80 75 92 79

Assignment

(a) Find the sample correlation coefficient.
(b) Test at 5 % significance level the hypothesis of no linear association between

examination and assignment.

Solution:

(a) Here examination scores are taken as x scores and assignment scores are taken
as y scores. From the data we calculate the following:

X
xiyi ¼ 60;862; �x ¼ 78:6; �y ¼ 76:7; n ¼ 10X
x2i ¼ 62;604;

X
y2i ¼ 59;497

r ¼
P

xiyi � n�x�yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
x2i � n�x2ð Þ P

y2i � n�y2ð Þf g
p

¼ 60;862� 10 � 78:6 � 76:7ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
62;604� 10 � ð78:6Þ2

n o
59;497� 10 � ð76:7Þ2

n or

¼ 60;862� 60;286:2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið62;604� 61;779:6Þð59;497� 58;828:9Þf gp

¼ 575:8ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið824:4 � 668:1Þp

¼ 0:776
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(b) The hypotheses are formulated as follows:

H0: q ¼ 0

Ha: q 6¼ 0

tc ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 2Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� r2Þp

¼ 0:776
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið10� 2Þp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð0:778Þ2

n or

¼ 0:776 � 2:828
0:631

¼ 3:478

α = 0.05; α/2 = 0.025.
From table t0.025,8 = 2.306; tc > t0.025,8. Therefore, H0 is rejected. This means that

the population correlation coefficient between examination scores and assignment
scores is not zero. This can also be stated that the population correlation coefficient
between examination scores and assignment scores is significantly different from
zero.

Example 2
In a market survey a random sample of eight textbooks sold during the year and the
sale prices are shown.

Sales 122 186 292 157 254 352 147 111

Price ($) 292 305 297 313 308 299 278 270

(a) Find the sample correlation between sales and price.

(b) Test at 5 % significance level the hypothesis of no linear association between
sales and price.

(c) Test at 5 % significance level if the correlation between sales and price is
greater than zero.

Solution:

(a) Here sales and price are taken as x and y scores, respectively. From the data we
can calculate the following:

�x ¼ 202:6; �y ¼ 295:3;
X

xiyi ¼ 482;535; n ¼ 8

x2i ¼ 381;743; y2i ¼ 698;916
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r ¼
P

xiyi � n�x�yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
x2i � n�x2ð Þ P

y2i � n�y2ð Þf g
p

¼ 482;535� 8 � 202:5 � 295:3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
381;743� 8 � ð202:6Þ2

n o
698;916� 8 � ð295:3Þ2

n oh ir

¼ 3913ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið381;743� 328;374Þð698;916� 697;617Þf gp

¼ 3913ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið53;369 � 1299Þp

¼ 0:470

(b) The hypotheses are formulated as follows:

H0: q ¼ 0

Ha: q 6¼ 0

tc ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 2Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� r2Þp

¼ 0:470
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið8� 2Þp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð0:470Þ2

n or

¼ 0:470 � 2:449
0:883

¼ 1:304

α = 0.05; α/2 = 0.025.
From table t0.025,6 = 2.447
Calculated t < table t. Therefore, H0 is not rejected. This means that correlation

between sales and price is not significantly different from zero. In other words, there
is no significant relationship between sales and price.

(c) The hypotheses are formulated as follows:

H0: q ¼ 0

Ha: q[ 0

Calculated t = 1.304 as worked out in (b) above. α = 0.05. From table
t0.05,6 = 1.943. Therefore, calculated t < table t. The null hypothesis H0 is, therefore,
not rejected. This means that the correlation between sales and price is not greater
than zero.
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Example 3
Land cost varies inversely with the distance from the city center. In a sample survey
in a city, the following data were recorded:

Distance (km) 1 2 4 8 15 20 25 30

Cost ($/m2) 100 80 70 60 50 40 30 25

(a) Calculate the sample correlation between distance and land cost.
(b) Test at 5 % significance level if the correlation between distance from the city

center and the land cost is less than zero.

From the data we can calculate the following figures:

�x ¼ 13:13; �y ¼ 56:88;
X

xiyi ¼ 4070X
x2i ¼ 2235;

X
y2i ¼ 30;525

r ¼
P

xiyi � n�x�yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
x2i � n�x2ð Þ P

y2i � n�y2ð Þf g
p

¼ 4070� 8 � 13:13 � 56:88ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2235� 8 � ð13:13Þ2

n o
30;525� 8 � ð56:88Þ2

n or

¼ �1904:68ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið855:82Þð4642:32Þf gp

¼ �1904:68
1993:24

¼ �0:956

(b) The hypotheses are formulated as follows:

H0: q ¼ 0

Ha: q\0
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tc ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn� 2Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� r2Þp

¼ �0:956
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið8� 2Þp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f1� ð�0:956Þ2g

q

¼ �0:956 � 2:449
0:293

¼ �7:99

α = 0.05. From table t0.05,6 = –1.943.
Calculated t < table t. Therefore, the null hypothesis H0 is rejected. This means

that the correlation between distance from the city center and the land cost is less
than zero.

Problems

10:1 A firm had the following profits and investment expenditures during the
period 1982–1990.

Year 1982 1984 1986 1988 1990

Profit
($1000)

200 400 600 800 1000

Investment
expenditure
($1000)

45 65 70 85 95

(a) Estimate the correlation coefficient between profit and investment expenditure.
(b) Test the significance of the correlation coefficient.

10:2 The following data pertain to selling prices and volume measured by the
number of pages of new statistics books:

Price ($) Number of pages

10 400

12 600

12 500

10 300

8 400

8 200
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Is there any correlation between price and number of pages for the statistics
books? Use 5 % level of significance.

10:3 Use the data in the following table, calculate the correlation coefficient and
test the relationship between sales volume and promotional expenses with
respect to a few products.

Product Sales volume Promotional expenses ($1000)

1 31 5

2 40 11

3 25 3

4 30 4

5 20 2

6 34 5

10:4 A researcher wanted to study if there was a relationship between GRE scores
and GPA scores of students. A random sample of eight students shows the
following scores:

GRE scores GPA scores

480 2.70

490 2.90

510 3.30

510 2.90

530 3.10

550 3.00

610 3.20

640 3.70

Calculate the correlation coefficient between GRE and GPA scores and test at
0.02 level of significance if the relationship is significant.

10:5 A student in statistics class wants to study if there is any relationship between
number of hours a student reads during the night preceding the examination
day, and the score he obtains in the said examination. He selects a random
sample of size 10 and finds the following results:

Number of hours read Scores

5.0 70

6.0 72

4.0 55

4.5 50

6.5 75
(continued)
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(continued)

Number of hours read Scores

2.0 75

3.0 62

7.0 69

7.0 65

5.0 80

Conduct the correlation test at 0.05 level of significance and conclude if there is
a significant correlation between hours of reading and scores.

10:6 In order to draw a demand curve, the unit prices and per capita consumptions
of a commodity were recorded for several periods as follows:

Unit price 75.4 68.0 62.8 50.4 41.4 38.6

Per capita consumption 18.3 20.6 21.9 24.4 20.4 25.0

Name the techniques that may be used to test if there is a significant relationship
between price and consumption. Do the test using any one. Use 5 % level of
significance.

10:7 An economist is interested in the production cost of fertilizer in an industry.
In four occasions he noted the following:

Production (000 tons) Cost per ton ($)

3.0 40

2.4 50

2.6 55

5.5 30

Using the technique of linear correlation, test if there is a significant correlation
between production and cost. Use 98 % confidence level.

10:8 In pond water, dissolved oxygen content and temperature vary with depth.
The following data are taken from a research work conducted in an aqua-
culture pond in AIT (March 1993):
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Depth (cm) Dissolved oxygen (mg/L) Temperature (°C)

10 15 34.5

20 14 34.0

30 10 33.0

50 5 31.0

78 2 30.0

(a) Compute the correlation coefficients between depth and dissolved content as
well as between depth and temperature.

(b) Test at 2 % level of significance if the correlation coefficients are significant.

Answers

10:1 rs = 0.986; significant
10:2 rs = 0.79; not significant
10:3 rs = 0.91; significant
10:4 rs = 0.812; significant
10:5 rs = 0.165; not significant
10:6 rs = –0.70; not significant
10:7 no significant relationship
10:8 (a) rs = –0.963; –0.97; (b) both significant
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Chapter 11
Simple Regression

Abstract A regression model is introduced. Basically, a simple regression model
deals with one dependent variable and one independent variable. The technique is
demonstrated to show how to formulate the hypotheses in a simple regression
model and tested. Setting the confidence intervals of the parameters as well as
checking the adequacy of a regression model is explained. It is demonstrated how to
calculate the Coefficient of Determination and interpret it. With the help of
examples it is shown how to transform data and convert a nonlinear model into a
linear model thus making it easy to use the basic concept of a simple regression.

Keywords Simple regression � Dependent and independent variables � Parameter
estimation � Coefficient of determination � Data transformation

In the correlation chapter we studied the relationship between two random variables
x and y. Correlation shows the direction as well as the strength of relationship. In
correlation the two variables are treated perfectly symmetrically. It is immaterial
which variable is treated as x and which variable is treated as y. This means that we
do not consider whether one variable is dependent on the other. In correlation, it is
not evident how change in response in one variable takes place as a result of a unit
change in the other variable.

Linear regression takes into account the dependency of one variable on one or
more other variable(s). Also it exhibits the change in the response of the dependent
variable as a result of a unit change in the independent variable(s). In other words,
regression analysis serves the model building purpose. In this chapter we shall
study the Simple Linear Regression Model. Multiple Regression Models will be
dealt with in the next chapter.

11.1 Simple Linear Regression Model

In Simple Linear Regression only one independent variable is considered. To
illustrate the concept, the yield and fertility of agricultural land may be cited as an
example. The more the fertility of land, the more is the yield. Here yield and fertility
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are correlated. Yield depends on fertility and hence it is the dependent variable.
Fertility controls the yield. So fertility is an independent variable.

In the Simple Regression Model we are interested in the relationship between the
dependent variable (Y) and one independent variable (X). If the independent random
variable X takes a specific value xi and consequently the dependent variable Y takes
the value yi, the population regression model is expressed by the following:

Yi ¼ aþ bXi þ ei

where α and β are constants (parameters) and ei is a random variable with mean
equal to zero. In fact, ei is the error part which explains the variation in Yi not
explained by Xi. Our concern now is to estimate the coefficients α and β. The most
commonly used method of estimating α and β is the Least Square Estimation. What
we want to do is to find out a straight line through n pairs of observations (x1, y1),
(x2, y2), (x3, y3), … (xn, yn) in such a way that the sum of the squares of the
deviations from the regression line is the minimum.

If a and b are the estimates of α and β, then the regression line would assume the
form

yi ¼ aþ bxi þ ei

Therefore, the error part ei = yi − (a + bxi) and the square of the error part
ei
2 = {yi − (a + bxi)}

2. The principle in the Least Square Estimation is to minimize
this square summed up to all pairs of the observations. Thus, our purpose is to
minimize ∑ei

2, i.e., ∑{y − (a + bxi)}
2. Using this criterion and with the help of

calculus, it can be shown that the resulting estimates a and b are as follows:

b ¼
P ðxi � xÞðyi � yÞP ðxi � xÞ2

¼
P

xiyi � nxyP
x2i � nx2

¼ Sxy
Sxx

a ¼ y� bx

and the sample regression line of y on x is

y ¼ aþ bx
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Example 1
An irrigation engineer wants to study the vertical temperature distribution in water
reservoirs. In a reservoir he records the following observations:

Depth (x cm) Temperature (y °C)

10 34.5

20 34.0

30 33.0

40 31.0

50 30.0

60 29.5

70 29.0

80 28.0

90 27.0

100 25.0

Find out the sample regression line showing the relationship between tempera-
ture and depth.

Solution:
From the data we can calculate the following quantities:

n ¼ 10;
X

xi ¼ 550;
X

yi ¼ 301;

x ¼ 55; y ¼ 30:1X
x2i ¼ 38; 500;

X
y2i ¼ 9145:5;X

xiyi ¼ 15; 725

Sxy ¼
X

xiyi � nxy

¼ 15; 725� 10 � 55 � 30:1
¼ �830

Sxx ¼
X

x2i � nx2

¼ 38; 500� 10 � 55ð Þ2
¼ 8250

b ¼ Sxy
Sxx

¼ �830
8250

¼ �0:1006

a ¼ y� bx

¼ 30:1� �0:1006ð Þ � 55
¼ 35:633
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The regression line is

y ¼ 35:633� 0:1006 x

11.2 Hypothesis Testing in Simple Linear Regression

Our interest in this section is to study the adequacy of the simple regression model.
This we want to do by testing the hypothesis about the model parameters and
constructing confidence intervals of the same. The important hypothesis is whether
the estimated parameter is significant. This could be also said that we want to test if
the estimated parameters are significantly different from zero. Thus, the hypotheses
are

b ¼ 0

b 6¼ 0

The test procedure is carried out in a specified manner. The sum of squares (Syy)
of the dependent variable, i.e., the sum of the squares of the deviations from the
mean can be broken down into two parts—the regression sum of squares (SSR) and
error sum of squares (SSE). This may be stated in the following way:

SST ¼ SSRþ SSE

where,

SST ¼ Syy

¼
X

ðyi � yÞ2

¼
X

y2i � ny2

SSR ¼ b � Sxy
¼ b �

X
xiyi � nxy

n o

and SSE ¼ SST� SSR

The SSR and SSE divided by their appropriate degrees of freedom will give
respective Mean Squares. The degrees of freedom for SSR and SSE are 1 and n − 2
respectively. Therefore,

MSR ¼ SSR
1

MSE ¼ SSE
n� 2
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The test statistic for testing hypothesis formulated above is given by

F0 ¼ MSR
MSE

Reject H0, if F0 > Fα,1,n−2. It is advisable to prepare the ANOVA (analysis of
variance) table as shown (Table 11.1).

Example 2
For the temperature-depth problem, run a test for the significance of the coefficient.
Use 5 % significance level.

Solution:
The hypotheses are formulated as follows:

b ¼ 0

b 6¼ 0

Syy ¼
X

ðyi � yÞ2

¼
X

y2i � ny2

¼ 9145:5� 10 � 30:1ð Þ2
¼ 85:40

SSR ¼ b � Sxy
¼ �0:1006ð Þ � �830ð Þ
¼ 83:50

SSE ¼ Syy � SSR

¼ 85:40� 83:50

¼ 1:90

Now, F0 = 347.92 and F0.05,1,8 = 5.32. Therefore, F0 > F0.05,8. The null
hypothesis H0 is rejected. This means that the coefficient is not equal to zero at 5 %
level of significance (Table 11.2).

Table 11.1 Analysis of variance

Source of
variation

Sum of squares Degrees of
freedom

Mean
squares

F0

Regression SSR = bSxy 1 MSR MSR/MSE

Error or residual SSE =

Syy − bSxy n − 2 MSE

Total Syy n − 1
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11.3 Confidence Intervals of Parameters

The confidence intervals for the parameters α and β are quite useful. With the help of
these intervals, the quality of regression line can be judged. If α is the desired level of
significance, then the confidence interval for α and β (parameters) are given by

a� ta=2;n�2
p

MSE � 1=nþ x2=Sxx
� �� �

� a�
aþ ta=2;n�2

p
MSE � 1=nþ x2=Sxx

� �� �

and

b� ta=2;n�2
p MSE

Sxx

n oh i

� b�
bþ ta=2;n�2

p MSE
Sxx

n oh i

Example 3
For the temperature-depth problem, construct 95 % confidence intervals for the
population parameters.

Solution:

Here; a ¼ 0:05 a=2 ¼ 0:025 n ¼ 10

t0:025;8 ¼ 2:306:

Confidence interval for α is given by

a� ta=2;n�2
p

MSE* 1=nþ x2=Sxx
� �� �

� a�
aþ ta=2;n�2

p
MSE* 1=nþ x2=Sxx

� �� �

) 35:633� 2:306
p

0:24 � 1=10þð55Þ2=8250f g½ �
� a�

35:633þ 2:306
p

0:24 � 1=10þð55Þ2=8250f g½ �
) 35:633� 0:772� a� 35:633þ 0:772

) 34:862� a� 36:405

Table 11.2 Analysis of variance

Source of variation Sum of squares Degrees of freedom Mean squares F0

Regression 83.50 1 83.50 347.92

Error or residual 1.90 10 − 2 = 8 0.24

Total 85.40 10 − 1 = 9
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Confidence interval for β is given by

b� ta=2;n�2
p MSE

Sxx

n oh i

� b�
bþ ta=2;n�2

p MSE
Sxx

n oh i

) b� t0:025;8
p MSE

Sxx

n oh i

� b�
) bþ t0:025;8

p MSE
Sxx

n oh i

) �0:1006� 2:306
p 0:24

8250

� �� �

� b�
� 0:1006þ 2:306

p 0:24
8250

� �� �

) �0:1006� 0:0124� b� � 0:1006þ 0:012l4

) � 0:1130� b� � 0:0882

11.4 Adequacy of the Regression Model

In fitting a regression model, several assumptions are made. In parameter estima-
tion, it is assumed that the errors are uncorrelated random variables with mean zero
and constant variance. In hypothesis testing, it is assumed that the errors are nor-
mally distributed. It is also assumed that the order of the model is correct (first-order
polynomial, polynomial of degree two, etc.).

11.4.1 Residual Analysis to Test Uncorrelated Errors

The residuals are obtained by subtracting the predicted y observations based on
regression line from the corresponding individual y observations. The residuals are
plotted against the predicted y observations. By checking the plots it is possible to
identify if the residuals are uncorrelated or not.
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11.4.2 Residual Analysis to Test Normality

Normality of the residuals can also be checked by plotting of the residuals. The
frequency histogram of the residuals is constructed and a normal distribution curve
is superimposed on this. By comparing the frequency histogram and the normal
curve, it can be checked if the residuals are normally distributed.

11.4.3 Lack-of-Fit Test

Regression models are fitted with the experimental data in which the true rela-
tionship is not previously known. Therefore, it is necessary to check whether the
assumed model is correct. The check can be carried out with the help of the
Lack-of-Fit Test.

The test is carried out by partitioning the SSE into two—sum of squares due to
the pure error SSpe and sum of squares due to lack-of-fit SSlof. Thus,

SSE ¼ SSpeþ SSlof

First the sum of squares due to pure error SSpe is calculated and then sum of
squares due to lack-of-fit SSlof is calculated from

SSlof ¼ SSE� SSpe

For calculation of SSpe, there must be repeated observations on y for at least one
level of x. The hypotheses to be tested are
H0: The model adequately fits the data
Ha: The model does not adequately fit the data

The technique is illustrated with the help of an example.

Example 4
Let the following be the pairs of observations from an experiment.

x: 2:0 2:0 3:0 4:4 4:4 5:1 5:1 5:1 5:8 6:0
y: 2:4 2:9 3:2 4:9 4:7 5:7 5:7 6:0 6:3 6:5

Solution:
In this example, there are two, two and three repeated observations on y for levels of
x at 2.0, 4.4, and 5.1 respectively. We can calculate the following figures from the
data.
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x ¼ 4:29; y ¼ 4:83;
X

xiyi ¼ 226:72

Sxx ¼
X

ðxi � xÞ2 ¼ 19:35

Syy ¼
X

ðyi � yÞ2 ¼ 20:14

Sxy ¼
X

ðxi�xÞðyi � yÞ

¼ ðP xiÞð
P

yiÞ
n

¼
X

xiyi � nxy

¼ 226:72� 10 � 4:29 � 4:83
¼ 226:72� 207:21

¼ 19:51

b ¼ Sxy
Sxx

¼ 19:51
19:35

¼ 1:0083

a ¼ y� b � x
¼ 4:83� 1:0083 � 4:29
¼ 0:51

The regression line is y = 0.51 + 1.0083x

SSR ¼ b � Sxx
¼ 1:0083 � 19:35
¼ 19:51

The calculations for SSpe are shown in the following table (Table 11.3).
Thereafter the ANOVA table is constructed as follows (Table 11.4):
For Lack-of-Fit Test,

F0 ¼ MSlof
MSpe

¼ 0:105
0:053

¼ 1:98

From the table
F0.05,4,4 = 6.39. Therefore, F0 < F0.05,4,4. Therefore, we do not reject H0. This

means that the model describes the data adequately.
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11.5 Coefficient of Determination

The coefficient of determination is used to measure the adequacy of the regression
model. It is defined by

R2 ¼ SSR
SST

¼ 1� SSE
SST

Its value lies between zero and one, i.e.,

0�R2 � 1

R2 refers to the variability in the data explained by the regression model. In the
previous example, R2 = SSR/SST = 19.51/20.14 = 0.9687. This means 96.87 % of
the variability in the data is accounted for by the regression model.

If more and more terms are added to the regression model, R2 will generally
increase. But this does not always mean that the model fit is better with the addi-
tional terms. The fit will be better if the mean square error is reduced. This implies
larger values of F0.

Table 11.3 The SSpe

Level of x yi y
i ðyi � yÞ2 D.F

2.0 2.4, 2.9 2.65 0.125 2 − 1 = 1

4.4 4.9, 4.7 4.80 0.020 2 − 1 = 1

5.1 5.7, 5.7, 6.0 5.80 0.060 3 − 1 = 2

Totals SSpe = 0.205 4

Table 11.4 Analysis of variance

Source of variation Sum of squares Degrees of freedom Mean squares F0

Regression 19.51 1 19.51 246.96

Residual 0.63 8 0.079 1.98

(lack of fit) 0.42 4 0.105

(pure error) 0.21 4 0.053

Total 20.14 9
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11.6 Data Transformation

Sometimes theory specifies a nonlinear model. It is possible to transform the
nonlinear model to linear one and then the Least Square Technique can be applied
to estimate the model parameters. As an example, the length–weight relationship of
fish usually or always can adequately be represented by

w ¼ alb

where w = weight, l = length; and a and b are coefficients to be estimated. Taking
logarithm of both sides we can get

logw ¼ logaþ b � log lð Þ;

and this is equivalent to

y ¼ a0 þ bx

First the sample weights wi are to be transformed into log wi to be represented by
y, and sample lengths li are to be transformed into log (li) to be represented by
x. Then the estimated coefficient b of x is the same as the exponent b of l. From the
regression, a′ will be known. So the coefficient a can be computed from the known
transformation log a = a′.

Example 5
In an experiment dealing with length–weight relationship of a particular fish spe-
cies, the following observations were recorded from a random sample of 4.

weight wgð Þ: 0:13 1:8 13 90
Length mmð Þ: 20 50 100 200

Determine the coefficients a and b of the theoretical model

w ¼ alb

Solution:
Here we need to estimate the model already specified. In this prescribed model we
need logarithmic transformation. The calculations are shown hereafter (Table 11.5).

Table 11.5 Model estimates w (g) l (mm) y (log w) x (log l)

0.13 20 −0.886 1.301

1.80 50 0.255 1.699

13.00 100 1.114 2.000

90.00 200 1.954 2.301
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From these data we can calculate the following figures:

x ¼ 1:825; y ¼ 0:6093;
X

xiyi ¼ 6:005

Sxy ¼
X

xiyi � nxy

¼ 6:005� 4 � 1:825 � 0:6093
¼ 6:005� 4:448

¼ 1:557

Sxx ¼ 0:548

b ¼ Sxy
Sxx

¼ 1:557
0:548

¼ 2:841

a0 ¼ y� b � x
¼ 0:6093� 2:841 � 1:825
¼ 0:6093� 5:185

¼ �4:5757

loga ¼ a0

¼ �4:5757

Taking antilog we get a = 2.6564 × 10−5

Therefore, we get the estimated model

w ¼ 2:6564� 10�5ð1Þ2:841

For this model too hypothesis for significance of the coefficients can be tested,
their confidence levels can be constructed, coefficient of determination can be
computed, and lack of fit can be tested in the usual process.

The data transformation technique can be applied in a variety of problems.
Calculation of population growth rate and forecasting are good examples. The
multiplicative and exponential population forecasting model is Pn = P0 (1 + r)n,
where P0 is the population of the base year, Pn is the population at the end of
n years, r is the growth rate, and n is the number of years. Let us now see how the
simple regression can be used after data transformation and how the growth rate can
be calculated. For generalization purpose, we shall use t for n indicating time in the
above model.

Pt ¼ P0 1þ rð Þt

226 11 Simple Regression



Taking logarithm of both sides we get,

logPt ¼ log P0 1þ rð Þt� �

¼ logP0 þ log 1þ rð Þt
¼ logP0 þ t � log 1þ rð Þ
¼ logP0 þ log 1þ rð Þ � t

Setting

Y ¼ logPt;

A ¼ logP0 and

B ¼ log 1þ rð Þ;

we get,

y ¼ AþBt

which is linear. Now suppose, in a regression analysis, based on several years
population data, we have the following model equation:

Y ¼ 2:36412þ 0:02952t

Here; B ¼ 0:02952

) log 1þ rð Þ ¼ 0:02952

) 1þ r ¼ anti - log 0:02952ð Þ
¼ 1:0703

) r ¼ 1:0703� 1

¼ 0:0703

¼ 7:03%

This growth rate, if assumed to remain steady, can be used in the original model
and forecast of population for some future period can be made.

11.7 Interpretation of Simple Regression Model

In practice, regression models are built based on several pairs of observations.
Manual computations in such cases are extremely difficult and time-consuming.
With the advent of computers, it is also not necessary to do the manual calculations.
Software packages such as SPSS are used and easily the model building purpose is
accomplished. What is the most important of the regression models is, therefore, the
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interpretation. Decisions are based on the interpretation of the regression models.
As such it is desirable to deal with this aspect more specifically.

Problems

11:1 In a pilot study of a new fertilizer, four standard plots were selected at
random. The following results were noted:

Fertilizer (lbs) Yield (lbs)

1 70

2 70

3 80

4 100

(a) Establish the sample regression model.

(b) Predict the yield if 5 lbs of fertilizer is used.

11:2 While examining the relationship between water depth and dissolved oxygen
concentration in a pond, an aquaculturist recorded the following the
observations:

Depth (cm) 10 20 30 40 50 60 70 80 90 100

DO (mg/L) 15 14 13 12 10 8 5 4 2 2

(a) Establish the sample regression.
(b) Estimate the DO concentration at 105 cm depth
(c) Test if the coefficient is significant (use 5 % level of significance).
(d) Find the 95 % confidence interval of the constant term.
(e) Find the 95 % confidence interval of the coefficient.
(f) Find the coefficient of determination.

11:3 The demand (y) for a commodity and the corresponding price (x) are shown
as follows:

Price (x) 45 40 35 32 30 25 24 23 22 20

Demand (y) 500 550 560 580 585 600 610 620 650 670

(a) Based on the data estimate the demand function

Y ¼ AXbeu e is the error termð Þ
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(b) How much variability in demand is explained by the price of the
commodity?

(c) Estimate the demand if the price is 60 and 15?

11:4 An investigator wants to study the percentage of urban population based on
percentage of literacy. He knows that percentage of urban population of a
country depends on its percentage of literacy. In a study of 50 country
observations the simple linear regression analysis shows the following results.

Multiple R 0.75705
R square 0.57313
Standard Error 10.43147

Analysis of variance

Source of variation Sum of squares DF Mean square F Sig. of F

Regression 7012.75950 1 7012.75950 64.44623 0.0000

Residual 5223.15170 48 108.81566

Total 12,235.91120

Variables in the equation

Variable B SE B T Sig T

% literacy 1.227722 0.152933 8.028 0.0000

(Constant) −1.946212 3.103777 −0.627 0.5336

Dependent variable is percent urban population.

(a) Write down the sample regression equation.
(b) Write down the interpretations.

11:5 Available number of scientists and engineers in a country depends on its
population size. A simple linear regression based on 24 country studies
shows the following results.

Multiple R 0.74246
R square 0.55124
Standard Error 1523456.611

Analysis of variance

Source of variation Sum of squares DF Mean square F Sig. of F

Regression 6272 (exp 10) 1 6272 (exp 10) 27.02396 0.0000

Residual 5106 (exp 10) 22 232 (exp 10)

Total 11378 (exp 10) 23
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Variables in the equation

Variable B SE B T Sig T

Population 5365.866 1032.20 5.198 0.0000

(Constant) 454201.617 370257.74 1.227 0.2329

Dependent variable is available number of scientists and engineers.
Population is in million.

(a) Write down the sample regression equation.
(b) Use this model and estimate the number of scientists and engineers of

your country.

11:6 Population of Bangladesh figures during several census periods is shown.

Census year Population

1901 28,972,786

1911 31,555,056

1921 33,254,096

1931 35,604,170

1941 41,997,297

1951 44,165,740

1961 55,222,663

1974 76,398,000

1981 89,912,000

Calculate the growth rate of population of Bangladesh during 1901–1981.
11:7 The Gross National Incomes per capita ($) for India and Pakistan for several

years are shown in the following table:

Year India Pakistan

1978 270 260

1979 250 270

1980 250 280

1981 260 290

1982 270 290

1983 280 300

1984 280 310

1985 300 320

1986 300 330

1987 300 340
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(a) Calculate the growth rates of India and Pakistan and compare these.
(b) Project the per capita gross national income of India and Pakistan

during 1995.

11:8 The Gross Domestic Investment as percentage of gross domestic product for
Thailand and Singapore for few years is shown in the following table:

Year Singapore Thailand

1972 41.4 21.7

1974 45.3 26.6

1976 40.8 24.0

1979 43.4 27.2

1981 46.3 26.3

1983 47.9 25.9

1985 42.5 24.0

1987 39.4 23.8

(a) Calculate the growth rates for Singapore and Thailand during the
periods 1972–1987.

(b) Calculate the growth rates of Singapore and Thailand during
1972–1983 and compare these growth rates with those calculated for the
period 1972–1987 in (a).

Answers

11:1 (a) y = 55 + 10x, i.e.; yield = 55 + 10 (fertilizer quantity)
(b) 105

11:2 (a) DO = 17.467 − 0.1630 (depth)
(b) 0.352 mg/L; (c) significant
(c) 16.695 ≤ α ≤ 18.239
(d) (−0.1837) ≤ ? ≤ (−0.1423)
(e) 0.9766

11:3 (a) y = 1650.89x−0.3065

(b) 92.16 %; (c) 471; 720
11:4 (a) Urban Population (%)

=−1.946212 + 1.227722 (% literacy)
11:5 (a) No. of Scientists and Engineers

=454,201.617 + 5365.866 (Population million)
11:6 1.39 %
11:7 (a) India = 2.08 %; Pakistan = 2.90 %; (b) India = 354; Pakistan = 427
11:8 (a) Singapore = −0.03 % (not good estimate);

Pakistan = −0.22 % (not good estimate);
(b) Singapore = 1.09 %; Pakistan = 1.26 %
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Chapter 12
Multiple Regression

Abstract A multiple regression model deals with one dependent variable and two
or more independent variables. A very important feature of a multiple regression
model is interpretation. It is demonstrated and explained here how to use a cate-
gorical variable in a regression model by use of dummy variables. A useful feature
of a regression model is prediction/forecasting. It is demonstrated through exam-
ples. The technique of how to transform nonlinear relationships into linear rela-
tionships is also explained, thus making it suitable for use of the basic concept of
linear regression models in such cases.

Keywords Multiple regression model � Interpretation � Prediction/forecasting �
Dummy variables � Other regression model

12.1 Multiple Regression Model

In Chap. 11 we studied the simple linear regression. In simple linear regression model
one dependent variable and only one independent variable are involved. There we
studied the influence of the independent variable on the dependent variable. In
practice, there are several situations where more than one independent variable makes
influences on the dependent variable. In such situations we need to study the
simultaneous influences of all the independent variables on the dependent variables.

Let us take the example of household income. It may depend on educational
level of the household head, length of service in a job, income of other members,
income from enterprises, income from shares, and a few other variables. Multiple
regression deals with such problems, i.e., problems dealing with the simultaneous
influences of several (more than one) independent variables on a single dependent
variable.

The general regression model is

Y ¼ b0 þ b1X1 þ b2X2 þ b3X3 þ � � � þ bkXk þ e

© Springer Science+Business Media Singapore 2016
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If (y1, x11, x21, x31,… xk1), (y2, x12, x22, x32, …, xk2), (y3, x13, x23, x33,…, xk3),…
are the sets of sample observations, a is an estimator of β0 and b1, b2, b3, …, bk are
the estimators of β1, β2, β3, …, βk, respectively, then the model assumes the form

yi ¼ aþ b1x1 þ b2x2 þ b3x3 þ � � � þ bkxk þ ei

Therefore, the error term is

ei ¼ yi � ðaþ b1x1 þ b2x2 þ b3x3 þ � � � þ bkxkÞf g

and the square of the error part is

e2i ¼ yi � ðaþ b1x1 þ b2x2 þ b3x3 þ � � � þ bkxkÞf g2

The principle of least square estimation is to sum up all the squares of these error
parts across all sets of observations and minimize these sums of squares with
respect to the coefficients a, b1, b2, b3, …, bk.

In the case of simple linear regression we used two simple expressions to cal-
culate the values of a and b. But in multiple regression when several independent
variables are involved, it becomes extremely difficult to calculate the values of a,
b1, b2, b3, …, bk manually. Fortunately, computerization has made this task easy
and we do not need to do the computation manually. For this reason, derivations of
the computation formulae are avoided here. However, one important criterion that
must be kept in mind is that the computed values of a, b1, b2, b3,…, bk are based on
the least square estimation. Computers compute these coefficients using the matrix
algebra.

In the computer outputs, the statistics for testing the significance of the regres-
sion such as

H0: b1 ¼ b2 ¼ b3 ¼ � � � ¼ bk ¼ 0

Ha: bj 6¼ 0 for at least one j:

are available. Also available are the statistics to test the individual regression
coefficients such as

H0: bj ¼ 0

Ha: bj 6¼ 0

Usually, standard errors of the individual coefficients are provided along with the
desired confidence levels. The coefficient of determination R2 can also be obtained
from the computer output.
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12.2 Interpretation

It is quite important to interpret the multiple regression analysis produced from a
computer run. The basic idea of the meaning of the regression model/equation and
the various coefficients along with their statistics is of utmost importance. We must
see that we are able to use the regression equation judicially and guard against
misinterpretation.

The R2 as usual, will mean the proportion of the variability of the dependent
variable explained by the set of the independent variables. The F-value tells us the
adequacy of the regression model as a whole. The t-values and the corresponding
significance levels indicate the statistics to test the null hypothesis of the individual
coefficients (H0: a = 0; bj = 0). Let the sample regression equation be

y ¼ aþ b1x1 þ b2x2 þ b3x3 þ � � � þ bkxk

Here,
a intercept on the y-axis. If all x’s assume the value of zero, y will be equal to a
b1 magnitude of the change in y for a unit change in x1. It is the rate of change of

y with respect to x1, keeping all other explanatory variables constant (partial
differentiation)

b2 magnitude of the change in y for a unit change in x2. It is the rate of change of
y with respect to x2, keeping all other explanatory variables constant (partial
differentiation)

bk magnitude of the change in y for a unit change in xk. It is the rate of change of
y with respect to xk, keeping all other explanatory variables constant (partial
differentiation)

The change in y resulting from any amount of change in xj (not unit change) is
given by

Dy ¼ bj � Dxj

If all the x’s change, then the change in y is the sum of the changes in x’s. This
means

Dy ¼ b1Dx1 þ b2Dx2 þ b3Dx3 þ � � � þ bkDxk

12.3 Prediction

A regression model shows the relationship between the dependent variable and a set
of independent variables. Once the model is established for a particular phe-
nomenon, it can be used to predict the value of the dependent variable for other sets
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of values of the independent variables. However, when the regression model is used
for some important forecasting purpose, the problems of multicollinearity,
homoscedasticity/heteroscedasticity, and autocorrelation will have to be checked.
These topics are not discussed here.

12.4 Use of Dummy Variables

Categorical data can also be used in regression analysis. In this case a dummy
variable is to be created. A dummy variable may assume two values only—zero and
one. Suppose we want to see the influence of sex characteristics in a regression
analysis. Sex has two values, male and female. The task can be carried out creating
two dummy variables. One dummy variable could be D1 with values “1”, if it is a
case of male and “0” otherwise. The other dummy variable could be D2 with values
“1”, if it is a case of female and “0” otherwise.

12.5 Other Regression Models

What we have studied above are linear models. These models are characterized by
X’s. No polynomial or fractional power of X’s is involved. Also, no interaction
terms such as X1X2 are included. But models involving polynomial or fractional
powers as well as with interaction terms are encountered. Regression models can be
applied in some of these situations. One example of a polynomial model is yield of
a crop, say paddy. Yield depends on fertilizer. The more the fertilizer used, the
more the yield is. But this happens up to a certain limit only. Beyond that, if more
fertilizer is used, the yield is reduced. This phenomenon may be represented by a
model of polynomial degree two. Thus,

Y ¼ aþ b1X þ b2X
2

In order to estimate the parameters, we need to define a set of new variables as

X1 ¼ X

X2 ¼ X2

Therefore, we get the model as an ordinary multiple regression as

Y ¼ aþ b1X1 þ b2X2
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Let us have an illustration. An experiment with various quantities of fertilizer
resulted in the following regression:

Y ¼ 30þ 27:25X1 þ 4:16X2

where Y is the yield, X1 is the quantity of fertilizer, and X2 is equal to square of X. If
the fertilizer is represented by X, then the regression equation becomes

Y ¼ 30þ 27:25X � 4:16X2

It can be shown with the help of calculus that maximum yield results when
X = 3.28. The yield increases with the increase of fertilizer so long as it does not
exceed 3.28 units. If the quantity of fertilizer is increased beyond 3.28, the yield
decreases.

In a similar way the following nonlinear models can be fitted using multiple
regression:

Y ¼ aþ b1Xþ b2X
2 þ b3X

3 þ � � � þ bkX
k

define as: X1 ¼ X
X2 ¼ X2

X3 ¼ X3

� � �
Xk ¼ Xk

so that

Y ¼ aþ b1X1 þ b2X2 þ b3X3 þ � � � þ bkXk

Another form of a nonlinear model is

Y ¼ aþ b1=X

defined as X1 = 1/X
so that

Y ¼ aþ b1X1

One important application of nonlinear model which is estimated using multiple
regression technique is Cobb–Douglas production function of the type:

Y ¼ aLb1Kb2
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where Y = output, L = labor input, and K = capital input. If we take logarithm of
both sides, we can get

ln Y ¼ ln aþ b1 ln Lþ b2 lnK

Here define Y1 ¼ ln Y
a1 ¼ ln a
X1 ¼ ln L
X2 ¼ lnK

so that the transformed model is

Y1 ¼ a1 þ b1X1 þ b2X2

Suppose in a sample survey of some industries the following estimated model is
established:

ln Y ¼ 0:2852þ 0:8252 ln Lþ 0:2319 lnK

This can be written as

ln Y ¼ ln 1:33þ 0:8252 ln Lþ 0:2319 lnK

which can easily be converted to the form

Y ¼ 1:33L0:8252K0:2319

So it has been possible to estimate the parameters of the Cobb–Douglas pro-
duction function using least square regression.

There are certain situations where the effect of one independent variable (X1)
depends on the level of another independent variable (X2). In this case, an inter-
action term (X1X2) may be used in the model (think of the multicollinearity also).

Consider the following illustration:
In testing the efficiency of a chemical plant producing nitric acid from ammonia,

the stack losses and several related variables were measured for 17 different days.
Then the following regression equation was fitted by least squares (Wonnacott and
Wonnacott 1990: 451):

Y ¼ 1:4þ 0:07X1 þ 0:05X2 þ 0:0025X1X2

where
Y stack loss (% of ammonia lost)
X1 airflow, measured as deviation from the mean
X2 temperature of cooling water, measured as deviation from the mean.
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Example 1
Throughput, raw water consumption, and wastewater treatment demand for ten
petrochemical industries are shown in the following table.

S.
No.

Throughput (000
TPY)

Raw water consumption
(m3/day)

Wastewater treatment demand
(m3/day)

1 900 6500 852

2 700 4000 585

3 690 4250 600

4 800 4300 625

5 850 5000 750

6 250 1200 190

7 790 4200 636

8 125 650 85

9 1400 8500 1200

10 550 3100 400

Note 000TPY = thousand tons per year

Run a multiple regression analysis to see how wastewater treatment demand
depends on raw water consumption and throughput. Write down the regression
equation.

Solution
Analysis of variance

Sum of squares DF Mean squares

Regression 916,871.20 2 458,435.60

Residual 4010.90 7 572.99

Total 920,882.10 9

F = 800.08 Significance F = 5.45 × 10−9

Variables in the equation

Variable B SE B T Sig T

Throughput 0.3860 0.1162 3.3210 0.01275

Raw water consumption 0.0803 0.01794 4.4800 0.002868

(Constant) −15.0499 18.5034 −0.8134 0.4428

R2 = 0.9956

In this example the dependent variable is wastewater treatment demand. The
regression equation is

Wastewater treatment demand = −15.0499 + 0.3860 × throughput +
0.0803 × raw water consumption.

Units are same as in the input data.
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We note that 99.56 % of the variability in the dependent variable (wastewater
treatment demand) is explained by the two independent variables (throughput and
raw water consumption).

Significance level of the coefficients of the two independent variables is low (less
than 5 %, if we set the significance level in our analysis at 5 %). So these coeffi-
cients are significant. But the significance level of the constant term (intercept) is
not significant (it is 44.28 % much higher than 5 %). So it is not good.

Since the significance level of the constant term is too high, we can force the
regression equation to pass through zero by putting constant term = 0 in the
regression analysis. If we do this, the output is as follows:Analysis of variance

Sum of squares DF Mean squares

Regression 916,492.1 2 458,246.1

Residual 4390.0 8 548.7

Total 920,882.1 10

F = 835.08 Significance F = 4.7 × 10−9

Variables in the equation

Variable B SE B T Sig T

Throughput 0.3419 0.1006 3.3976 0.009393

Raw water consumption 0.0848 0.0167 5.07056 0.000963

R2 = 0.9952

In this case, significance level of the coefficients of both the independent vari-
ables is very low. This means that the coefficients are highly significant. In this case
99.52 % of the variability in the wastewater treatment demand is explained by the
two independent variables, throughput and raw water consumption.

Problems
A few problems are set hereafter. These are taken from practical studies and are part
of the computer outputs.

12:1 In order to predict the employment of developed countries, a multiple
regression based on several country observations for a few years produced the
following results.

Multiple R 0.96233
R2 0.92609
Standard error 0.04498
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Analysis of variance

Sum of squares DF Mean squares

Regression 1.77480 3 0.59160

Residual 0.14165 70 0.00202

Total 1.91645 73

F = 292.35604 Significance F = 0.0000

Variables in the equation

Variable B SE B T Sig T

Industry share of GNP 1.911553 0.11120 17.191 0.0000

Service share of GNP 0.982751 0.069089 15.760 0.0000

Manufacturing of GNP −0.251779 0.069089 −3.644 0.0000

(Constant) −0.701170 0.049748 −14.093 0.0000

Dependent variable is employment measured as percentage of population.
Share is in percentage.

(a) Write down the regression model.
(b) Write down the interpretations.
(c) Using the model, predict the employment in Korea, given

Industry share of GNP = 11.4 %
Service share of GNP = 45.7 %
Manufacturing share of GNP = 45.7 %

(d) If the industry share of GNP is increased by one percent, what change
will take place in employment?

(e) If the service share of GNP is decreased by one percent, what change
will take place in employment?

(f) If the manufacturing share of GNP is increased by one percent, what
change will take place in employment?

12:2 In study of employment, a multiple regression based on several country
observations spread over a few years yielded the following results.

Multiple R 0.99673
R2 0.99347
Standard error 10.35127
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Analysis of variance

Sum of squares DF Mean squares

Regression 2,201,321.431 2 1,100,660.716

Residual 14,465.089 135 107.149

Total 2,215,786.52 137

F = 10272.263 Significance F = 0.0000

Variables in the equation

Variable B SE B T Sig T

Population (million) 0.472473 0.00332 142.119 0.0000

GNP/cap ($) 0.001192 0.00111 1.077 0.2832

(Constant) −6.429729 1.067992 −6.020 0.0000

Dependent variable is employment (million).

(a) Write down the sample regression equation.
(b) Estimate the employment in your country using this model.
(c) What will be the change in employment if population of a country

increases by 0.45 million and GNP/cap increases by $20?

12:3 A point of interest of an urban planner was to study the remittances sent by
slum dwellers in cities to their village homes. Using least square multiple
regression and based on several households of a number of slums in a city he
developed a “remittance model.” The following is a computer output.

Multiple R 0.58028
R2 0.33672
Standard error 306.50434

Analysis of variance

Sum of squares DF Mean squares

Regression 24.04 (exp 6) 7 3.43 (exp 6)

Residual 47.35 (exp 6) 504 0.09 (exp 6)

Total 71.39 (exp 6) 511

F = 36.55199 Significance F = 0.0000
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Variables in the equation

Variable B SE B T Sig T

HH income (Taka) 0.060377 0.00838 7.203 0.0000

D1 (dummy) 286.53479 32.87474 8.716 0.0000

HH member (no) 5.983047 7.38530 0.810 0.4182

Length of stay (years) −4.619365 2.45172 −1.884 0.0601

School going children (no) 8.382230 20.73630 0.404 0.6862

D2 (dummy) 95.891214 32.32095 2.967 0.0032

Housing consumption (Tk) −0.221813 0.08963 −2.475 0.0137

(Constant) −44.337606 49.40786 −0.897 0.3699

Dependent variable is the amount of money (Tk) sending to village home per
month. Tk 33.00 = US $1.00. D1 refers to family living at village. D2 refers to
availability of property at village.

(a) Write down the sample regression equation.
(b) Interpret the coefficients.
(c) Estimate the remittance to be sent by a slum dweller if

(i) his HH income is Tk 2000,
(ii) he has four persons in his family,
(iii) he has been staying in the city for 9 years,
(iv) he has three school going children,
(v) his housing consumption is Tk 500,
(vi) his family lives in the village, and
(vii) he has no property in the village.

12:4 The following is the partial computer output of a multiple regression analysis:

Multiple R 0.9460
R2 0.8949

Analysis of variance

Sum of squares DF Mean squares

Regression 3085.78 2 1542.89

Residual 364.22 7 52.03

Total 3450.00 9

F = 36.55199 Significance F = 0.0000

Variables in the equation
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Variable B SE B T Sig T

Price ($) −7.19 2.55 −2.81 0.0260

Income ($) 0.014 0.01 1.28 0.2400

Constant 111.69 23.50 4.75 0.0021

Dependent variable is quantity demanded.

(a) Write down the sample regression model.
(b) Calculate the F–statistic.
(c) Predict the changes in quantity demanded, if price changes from $10 to

$5 and income changes from $1200 to $1500.

Answers

12:1 (a) Employment % Populationð Þ ¼ �0:701170þ 1:911553 Industry share of GNPð Þ
þ 0:982751 Service share of GNPð Þ
�0:251779 Manufac.=Industry share of GNPð Þ

(b) (i) R2 = 0.92609; this means 92.61 variability of employment (%) is
explained by the three cited independent variables.

(ii) F value is high, significance of F is zero. This shows a very good
fitting of the model (at least one of the coefficients is not zero).

(iii) If industry share of GNP is increased by 1 %, employment (%) will
increase by 1.911553 (decrease will cause decrease).

(iv) If service share of GNP is increased by 1 %, employment (%) will
increase by 0.982751 (decrease will cause decrease)

(v) If manufacturing/industry share of GNP is increased by 1 %,
employment (%) will be decrease by 0.251779 (decrease will cause
increase)

(c) 54.50; (d) 1.91 % increase; (e) 0.98 % decrease;
(f) 0.25 % decrease

12:2 (a) Employment (million) = −6.429729 + 0.472473 (Population) + 0.001192
(GNP/cap).
(c) Increase by 0.236 million

12:3 (c) Tk 259.55/month
12:4 (a) Quantity demanded = 111.69 − 7.19(price) + 0.014(income)

(b) 29.65; (c) Increase by 40

Reference

Wonnacott, T.H., Wonnacott, R.J.: Introductory Statistics for Business and Economics. Wiley,
Singapore (1990)
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Chapter 13
Sampling Theory

Abstract For population inferences, a complete count of the population would be
desirable. Time and resource usually do not permit this. So we go for sampling. For
population inferences to be valid, sampling is to be done complying with the
theoretical requirements. The theories are explained. Advantages of sampling and
prior survey considerations are explained. Principal steps involved in the choice of
sample size are mentioned. Commonly used sampling methods dealing with simple
random sampling, systematic sampling, cluster sampling, and stratified random
sampling are explained.

Keywords Sampling � Advantages � Types of sampling � Random � Systematic �
Cluster � Stratified sampling

If we want to study a population, how can we do? This could be done by a complete
enumeration or census of the aggregate. But this is not always feasible. Time and
resource may not permit us to have the complete enumeration. So we go for
sampling. We select a sample of size much smaller than the size of the population.
We obtain data from the selected sample. We analyze these data and make infer-
ences about the population. However, sampling has certain advantages.

13.1 Advantages of Sampling

One of the advantages of sampling is the reduction of cost. A complete enumeration
would obviously necessitate a large amount of money. This can be reduced greatly
by use of sampling. For designing and executing adequately the survey, relatively
better resources are employed. Thus, cost per unit of observation is higher than that
necessary for a complete count. But the total cost is much less in sampling than that
in a complete count.

Another advantage of sampling is greater speed. In a sample survey, the number
of observations is smaller than that in a complete count. So the data can be collected
and processed quickly. This is a vital point in case the results are urgently required.

© Springer Science+Business Media Singapore 2016
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Sampling allows collection of comprehensive data. Since the size of the sample
is small, it may be investigated thoroughly. Also, sampling is flexible and adapt-
able. Thus, a variety of information may be gathered. In certain situations, spe-
cialized equipments and highly trained personnel need to be employed. In such
situations a complete count becomes impossible. Either sampling is to be used or
the idea of data collection is to be abandoned. In this sense, sampling has greater
scope.

Sampling has an advantage over the complete count in terms of accuracy. In
sampling qualified personnel can be employed and an intensive training can be
imparted to them. Also, field work and data processing can be supervised and
quality controlled. This can lead to greater accuracy of the results.

There are certain situations when sampling is the only recourse of data collec-
tion. In testing the crushing strength of bricks, we cannot crush all the bricks. In
studying the harmful effects of insecticides in agricultural fields, we cannot take all
the insecticides to the laboratory for testing.

Last but not the least advantage of sampling is that we can measure the reliability
of the sample results.

13.2 Considerations Prior to Sample Survey

Surveys vary greatly depending on the type, context, and complexity. It is not
possible to design a single format for all types of surveys. But there are certain
considerations which help in designing any survey. These are summarized in the
following paragraphs. A considerable coverage may be seen from Cochran’s work
(1984: 4–8).

A clear statement of the objectives is necessary. Otherwise, there may be a
shortcoming in the data collection. Some vital data may be forgotten to collect and
some collected data may be superfluous. Furthermore, it may deviate from the main
path of the research in question.

The next point of consideration is target and sample population. For conve-
nience, sampled population is studied and on the basis of this inferences are made
regarding the target population. So the sampled population ought to coincide with
the target population. Otherwise, inferences made from the sampled population may
not be fruitfully relevant to the target population.

A coordination schema is of utmost importance. In its absence, some essential
data may be omitted and some superfluous data may be collected. This can only be
detected while analyzing the data and drawing conclusions in conformity with the
objectives. Often there is a tendency to use a lengthy questionnaire incorporating
unimportant questions. This lowers the quality of responses.

Based on the analysis of data collected from a sample, inferences are made
regarding the population. Since the data are collected from a part of the population,
there is a certain amount of error in the inferences. This refers to precision. To have
a greater precision, a larger sample size would be needed, which in turn involves
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higher cost. Same degree of precision may also not be necessary in all research
works. Thus, the degree of precision desired in a particular research work ought to
be clearly spelled out.

Data when measured are normally either in qualitative or quantitative form.
Quantitative data are easy to analyze, interpret, and are subject to more sophisti-
cated tests. Therefore, quantitative data, as far as possible, should be collected. It
should further be kept in mind that quantitative data can be converted to qualitative
data later. But the reverse is not true. When measuring data, this point should be
kept in mind.

Sampling unit is a very element in sample survey. Many-a-times major diffi-
culties arise for confusion in units. If we are interested in studying the housing
conditions of slum dwellers in a city, the unit may be a household. But if we want to
study the employment opportunity based on level of education, the unit may be an
individual. If we want to study agricultural crops, the unit may be a field, a farm or
an area of known quantity such as an acre, a hectare. When the units are resolved,
the frame will have to be prepared. The frame will consist of a list of all the units of
the population under study. It should be a complete list and will not have an
overlapping.

For the results to be useful to explain the population characteristics, an adequate
sample size followed by a scientific method of sample selection is to be used. More
detailed discussions will be made of sample selection later.

Often data are collected using standardized questionnaires. In constructing the
questionnaire, it is not always possible to identify the field conditions. A pretesting
is, therefore, useful. Pretesting almost in all cases results in improvement in the
questionnaire.

Usually, the volume of the research is such that a number of enumerators or field
assistants need to be employed. They must be trained for the methods of mea-
surements to be employed. For quality control, an adequate supervision of the
fieldwork should be ensured. While the field work continues, editing of the com-
pleted questionnaires is very useful. In this way errors can be detected and rectified.
Also the erroneous errors may be deleted. For this purpose, a detailed plan of the
fieldwork is to be made.

13.3 Considerations in Sampling

In course of planning a sample survey, we will reach at a stage when we must
decide the size of the sample. This decision is important. The larger the sample size,
the better is the precision and better is the result. But if a smaller size of sample
serves the purpose in some situations, then taking a larger sample size will mean
wastage of resources. Again, if the sample is too small, it diminishes the utility of
the results. The decision, however, cannot be always made satisfactorily. Often we
will not have enough information to be sure that the sample size we have selected is
the best one.
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Among other things, there are two major considerations which we must think of
in determining the size of a sample. One is the precision. If the precision we desire
is higher (smaller error) the sample size ought to be higher and vice versa. The other
point of consideration is the cost. If the sample size is large, the cost involved is
high. So if we want to have a higher degree of precision, a larger sample size
becomes necessary which in turn requires larger amount of budget. So we cannot
always go for larger sample size in view of budget constraint. If we go for a smaller
sample size, we can manage with less cost. But in this case we are sacrificing higher
degree of precision. Therefore, we need to make a balance between the degree of
precision and cost in determining the sample size in any particular situation. The
balance will aim at maximum precision obtainable with minimum cost.

The sampling cost needs some discussion. The cost of sampling includes the cost
of designing the sample, constructing the frame, training the interviewers, collecting,
compiling, and calculating the data, office expenses, other overhead expenses, etc.
However, these costs can be divided into two categories, namely, fixed cost and
variable cost. Thus, the cost function can be represented in a simple form

C ¼ c0 þ c1 � n

where C = total sampling cost, c0 = fixed cost, c1 = cost per unit of sample, and
n = sample size. C0 is the fixed cost and include office rent, fixed administrative
costs, equipment costs, etc. This fixed cost does not depend on the size of the
sample survey. The other part c * n is the variable cost. If the sample size is large,
c * n will be large, but c0 remains constant. It must be remembered that the cost
function shown above is the simplest one. Other more complicated cost functions
can be constructed depending on a particular situation. But it ought to be taken into
consideration that the cost function should be an accurate and useable one.

13.4 Principal Steps Involved in the Choice
of a Sample Size

Two major considerations in determining the sample size have been discussed in
the previous subsection. Determining the sample size is really a big problem. The
following principal steps will help us in the choice of a sample size.

(i) There must be a statement concerning what is expected of the sample. This
statement may be in terms of the desired precision, or in terms of decision
that is to be taken or action that is to be taken when sample results are
known.

(ii) Some equation connecting n (sample size) with the desired precision of the
sample must be found. The equation will vary with the content of the
statement of precision and with the kind of sampling that is contemplated.

248 13 Sampling Theory



(iii) This equation will contain, as parameters, certain unknown properties of the
population. These must be estimated in order to give specific results.

(iv) It may so happen that data are to be analyzed for certain major subdivisions
of the population and the desired degree of precision may be different for
each subdivision. In such cases, separate calculations are to be made for each
of the subdivisions. The total sample size n is to be found out by addition.

(v) Usually, more than one item or characteristics is measured in a sample
survey. Sometimes the number of items is large. If a desired degree of
precision is prescribed for each item, the calculations may lead to a series of
conflicting values of n, one for each item. These values must be reconciled
by some methods.

(vi) The last step is the appraisal of the chosen value of n in order to see that it is
consistent with the resources available to take the sample. This necessitates
an estimation of the cost, labor, time, and materials needed to obtain the
proposed size of the sample. It sometimes becomes apparent that n will have
to be drastically reduced. A hard decision must be faced—whether to pro-
ceed with a much smaller sample size, thus reducing the precision, or to
abandon the efforts until more resources become available.

13.5 Types of Commonly Used Sampling Methods

There are several considerations and specifications which lead to different classifi-
cation of sampling. A detailed discussion on the classification and types of sampling
is beyond the scope of this book. Here we shall limit our discussion on simple
random sampling, systematic sampling, stratified sampling, and cluster sampling.
These are the sampling techniques that we will most often use in our research work.

13.5.1 Simple Random Sampling

Simple random sampling is the most commonly used sampling method. In this
method every unit of the population has the equal chance of being selected in the
sample. There may be two ways of drawing the units, namely sampling with
replacement and sampling without replacement. In the former case, the unit already
drawn, has the equal chance, like other units, of being drawn again. In the latter
case, the unit once drawn, no more qualifies for subsequent draws.

If there are N units in the population and a sample of n is to be drawn, then a
particular unit has the probability of 1/N to be drawn. There may be NCn number of
possible samples. So the probability that a particular sample of size n will be drawn
is 1/(NCn).

Drawing the selected units from the population may be accomplished in a sys-
tematic way. First, all the units of the population are numbered from 1 to N.
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Then using either random numbers from random digits table or a suitable computer
program, the actual numbers are drawn, unit by unit until the sample size of n is
reached.

Let us now see how this technique may be applied in the selection of sampled
households in one of the study areas, Kathal Bagan in Dhaka. There are 351
households. A sample size of 35 households is to be selected using random
numbers.

No official list is available for the households of the slum in question. So one has
to go along the lanes, by-lanes, and the passages inside the slum and identify the
households. Then use the random table. In this case 351 is a three-digit figure. So
we can use consecutive three columns of the random table. Either columns 1–3 or
2–4 from each group may be used. Let us use columns 1–3. Starting from the first
group (column 1–4) we go down and pick up the following numbers (Table 13.1).

Table 13.1 Picked up
random numbers

195 862 764 937 164 601

711 355 886 484 823 384

669 387 054 638 465 497

862 757 051 903 241 351

629 384 574 064 422 103

324 329 317 461 111 380

233 900 270 945 146 582

577 879 978 714 842 091

054 709 883 843 453 563

419 931 605 388 612 239

228 131 659 629 767 849

851 680 705 348 763 611

466 804 878 398 883 270

205 566 889 927 209 155

031 787 410 255 979 975

118 324 530 856 820 166

197 685 473 646 842 099

679 791 912 660 935 454

684 965 593 717 223 150

298 927 917 545 906 711

560 229 999 079 870 986

472 609 516 045 555 630

003 235 515 121 327 924

027 492 861 078 940 675

939 468 909 581 017 647

Note Started from first thousand, went down through second
thousand, third thousand and until end of fourth thousand; then
again started from first thousand and went down until end of
second thousand to select tentatively 150 numbers

250 13 Sampling Theory



In our list we have no number above 351. So dropping the numbers above 351
the following numbers are picked up (Table 13.2).

We want to do the sampling without replacement. In the chosen numbers 054,
324, and 270 occur twice. Keep these numbers once only. Then order first 35
numbers. Ordering is necessary for convenience of interviewing, because first
interviewing household number 195, then going to 324 and coming back to 233,
and so forth causes inconvenience and wastage of time. When ordered the numbers
are as follows (Table 13.3).

Keep the rest six numbers, i.e., 091, 239, 155, 166, 099, and 150 (without
ordering) as reserved numbers to be used in case any household among the selected
35 is not, for some reason or other, available for interviewing. If one household
from the chosen 35 is not available for interviewing select 091st household. In case
another household is not available, select 239th household and so on.

It may be noted that in selecting 35 households (plus about 20 %), we had to use
150 random numbers from the table, resulting in a loss of about 3/4 of the random
numbers. There are several ways/techniques of avoiding this wastage. For more
details on this account, please, see, for example, Yamane’s work (1967: 64–68).

One technique is demonstrated here. In our example we have 351 the highest
number. We divide the chosen random numbers by 351 and use the reminders as
the selected random numbers. This is illustrated in Table 13.4.

From the above list select the first 35 numbers. When these 35 numbers are
ordered they stand as shown in Table 13.5.

Seven more numbers (about 20 %), i.e., 102, 215, 085, 334, 089, 263, and 225
may be kept as reserved. These should, however, not be ordered. This technique has
obviously made efficient utilization of random numbers.

Table 13.2 Chosen random
numbers

195 197 235 045 223 155

324 298 054 121 327 166

233 003 051 078 017 099

054 027 317 164 351 150

228 329 270 241 103

205 131 064 111 091

031 324 255 146 239

118 229 079 209 270

Table 13.3 Ordered chosen
random numbers

003 054 118 197 233 317

017 064 121 205 235 324

027 078 131 209 241 327

031 079 146 223 255 329

045 103 164 228 270 351

051 111 195 229 298
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It may be noted here that numbers of households selected in this sample are
different from those selected previously. This does not pose a problem at all.
Number of all possible samples from 351 households taken 35 at a time is given by

Table 13.4 Calculations for chosen random numbers

Random
number

Calculation Selected
number

Random
number

Calculation Selected
number

195 0 * 351 + 195 195 862 2 * 351 + 160 160x

711 2 * 351 + 009 009 355 1 * 351 + 004 004

669 1 * 351 + 318 318 387 1 * 351 + 036 036

862 2 * 351 + 160 160 757 2 * 351 + 055 055

629 1 * 351 + 278 278 384 1 * 351 + 033 033

324 0 * 351 + 324 324 329 0 * 351 + 329 329

233 0 * 351 + 233 233 900 2 * 351 + 198 198

577 1 * 351 + 226 226 879 2 * 351 + 177 177

054 0 * 351 + 054 054 709 2 * 351 + 007 007

419 1 * 351 + 068 068 931 2 * 351 + 229 229

228 0 * 351 + 228 228 131 0 * 351 + 131 131

851 2 * 351 + 149 149 680 1 * 351 + 329 329x

466 1 * 351 + 115 115 804 2 * 351 + 102 102

205 0 * 351 + 205 205 566 1 * 351 + 215 215

031 0 * 351 + 031 031 787 2 * 351 + 085 085

118 0 * 351 + 118 118 324 0 * 351 + 324 324x

197 0 * 351 + 197 197 685 1 * 351 + 334 334

679 1 * 351 + 328 328 791 2 * 351 + 089 089

684 1 * 351 + 333 333 965 2 * 351 + 263 263

298 0 * 351 + 298 298 927 2 * 351 + 225 225

560 1 * 351 + 209 209 229 0 * 351 + 229 229x

472 1 * 351 + 121 121 609 1 * 351 + 258 258

003 0 * 351 + 003 003 235 0 * 351 + 235 235

027 0 * 351 + 027 027 492 1 * 351 + 141 141

939 2 * 351 + 237 237 468 1 * 351 + 117 117

Note x skip since it occurred earlier

Table 13.5 Selected random
numbers

003 033 115 177 226 298

004 036 118 195 228 318

007 054 121 197 229 324

009 055 131 198 233 328

027 068 149 205 237 329

031 089 160 209 209
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351C35 ¼ 351!
35!ð351� 35Þ!

¼ 351!
35!316!

¼ 2:04 � 1048ðapproximatelyÞ

The selected sample is one of those possible samples.
Nowadays the random numbers can be generated easily by the computer

software.

13.5.2 Systematic Sampling

Another sampling technique is systematic sampling. When saving of time and
efforts become important, systematic sampling technique is used. In certain situa-
tions it is more efficient than simple random sampling. It is easy in drawing a
sample. If the population is spread more evenly then systematic sampling provides
more representation of the population. However, one disadvantage of this technique
is that the variance of estimators cannot be obtained from a single sample.
Furthermore, if the population units are poorly arranged, this technique will pro-
duce a very inefficient sample.

If a sample size of n is to be drawn from a population N, then a sample fraction
k is calculated (k = n/N). Suppose the sampling fraction is 0.04. This 4 % sampling
fraction means one sample unit is to be chosen from every 25 units of the popu-
lation. Then using simple random numbers, a number is chosen between 1 and 25.
Suppose this number is 12. This will be the first unit in the sample. Subsequent
units are chosen systematically adding 25 to each of the selected units. Thus, the
selected units will be 12, 37, 62, 87 … etc. until the last unit chosen completes the
sample size of n.

This sampling technique can be demonstrated by using a practical example. In
Babupura, one of the study areas, total owner population was 161 HHs out of which
16 HHs were to be selected. Here the sampling fraction is 16/161 = 0.099. Let it be
taken as 0.10 (10 %). This means one unit of sample is to be chosen from every 10
population units. Here 10 is a two-digit figure. Using last two columns of group 3,
i.e., third thousand (we can chose any two columns from any group) of random
numbers (Table A.13), the first 10 numbers are 77, 37, 67, 99, 33, 25, 94, 55, 82,
01. So 01 will be selected since it occurs first between 1 and 10. Therefore, the first
chosen sample unit is 1st HH. The second sample unit will be 1 + 10, i.e., 11th HH.
In this way the 16 sample HHs will be 1, 11, 21, 31, 41, 51, 61, 71, 81, 91, 101,
111, 121, 131, 141, and 151.
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13.5.3 Cluster Sampling

In cluster sampling the population is divided into some clusters or groups. It is
advantageous if the recording units are available in some suitable clusters. Out of
several clusters, a few are selected using simple random sampling. From the
selected clusters, individual recording units are again selected using simple random
sampling.

Suppose, there are n clusters (M1, M2, M3, … Mn) in a population. From these,
m clusters are selected using simple random sampling. From each of the selected
m clusters individual sample units ni (i = 1, 2, 3, 4, …) are again selected using
simple random technique.

The use of cluster sampling can be demonstrated with the help of an example.
Suppose, there are nine slums under study (slum1, slum2, slum3, … slum9). Three
slums are to be selected. Using the random table suppose, the chosen three random
numbers are 2, 5, and 8. Populations of these three slums are 161, 1131, and 252
respectively. It is decided that subsample sizes of 16, 113, and 25 are to be chosen
from these slums respectively. This can be accomplished by using simple random
technique. The entire process is illustrated schematically in Chart 13.1. The cal-
culations are as follows:

M1 M2 M3 M4 M5 M6 M7 M8 M9

191 161 60 180 1131  720 175 252  301

m1 = 161 m2 =1131 m3 = 252

n1 = 16 n2 = 113 n3 = 25

Chart 13.1 Example of cluster sampling
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Population size

N ¼ 161þ 119þ 60þ 180þ 1131þ 720þ 75þ 252þ 301

¼ 3099HHs:

Sample size

n ¼ 16þ 113þ 25

¼ 154

Sampling fraction ¼ 154=3099

¼ 0:0496

¼ 4:96 %

13.5.4 Stratified Random Sampling

In this sampling technique the population is divided into a number of nonover-
lapping subpopulations based on certain criteria. Each subpopulation is known as
stratum. From each of these strata, subsamples are chosen by simple random
sampling. The master sample size is the sum of all subsamples drawn from all
strata. This process is known as stratified random sampling.

Stratified sampling differs from cluster sampling. In cluster sampling a few
clusters are chosen from several clusters and subsamples are drawn from these
chosen clusters only. In stratified sampling subsamples are drawn from all the strata.

Stratified random sampling has some advantages. If the population can be
stratified into homogeneous strata, increased precision, as compared to that in
simple random sampling, can be obtained. Sometimes, it may be desirable to collect
information concerning individual strata and make explicit the difference between
the strata. In this sampling it may also be easier to collect information for either
physical or administrative reasons.

Suppose, a population is divided into L number of strata (L1, L2, L3, …) with
respective subpopulations of N1, N2, N3, … Subsamples are drawn (using simple
random technique) from each of these subpopulations. Let these subsamples be n1,
n2, n3, …. The master sample size is obtained by n = n1 + n2 + n3 + …. The
population size is given byN =N1 +N2 +N3 +N4… Thus, the sample fraction is n/N.

The use of stratified sampling can be illustrated with the help of an example. In
Wahab Colony, one large slum in Dhaka, it was desired to study the difference in
various attributes between house owners and house renters who appeared to be two
distinct groups in the said slum. The slum having 1732 households, was divided
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into two strata, namely house owners (720 households) and house renters (1012
households). Thereafter, using simple random sampling, 72 households were
chosen from house owners and 101 households were chosen from 1012 renter
households. Since simple random sampling was applied in each of the two strata,
the technique here employed was a stratified random sampling. The sampling
fractions in the house owners, house renters, and overall were 0.10, 0.0998, and
0.0998 respectively.
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Chapter 14
Determination of Sample Size

Abstract Basic theoretical basis for determining required sample sizes using
various theories are set. Examples are used in each case.

Keywords Basic principle � Sampling � Continuous data � Proportion � Allocation
of subsamples

The larger the sample size, the better is the estimation. But always larger sample
sizes cannot be used in view of time and budget constraints. Therefore, the practical
way of calculating the sample size is to do it based on certain precision and
reliability. There are several situations and in each case a different technique is
employed to calculate the sample sizes. These are briefly discussed hereafter.

14.1 Basic Principle

Confidence interval, for example, for mean is given by

�x� za=2 � rffiffiffi
n

p � l��xþ za=2 � rffiffiffi
n

p

Thus, the length of confidence interval is 2 � za=2 � r=
ffiffiffi
n

p
. The precision is 1/2

of the length of the confidence interval, i.e., za=2 � r=
ffiffiffi
n

p
:

Precision ¼ za=2 � r=
ffiffiffi
n

p

or,

Precision ¼ reliabilityð Þ � standard errorð Þ

This is the basic relationship between precision, reliability, and standard error.
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14.2 Sample Size in the Case of Random Sampling
(Continuous Data)

We have,

Precision ¼ reliabilityð Þ � standard errorð Þ

or,

d ¼ za=2 � r=
ffiffiffi
n

p

If σ is not known, it may be estimated by sample standard deviation s.
Therefore, d ¼ za=2 � s=

ffiffiffi
n

p
When sampling is without replacement, the fpc is necessary and the relationship

becomes

d ¼ za=2 � sffiffiffi
n

p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N � n
N

� �s

Solving for n you get

n ¼ NðzsÞ2
Nd2 þðzsÞ2

Example 1
A sample of families is to be selected without replacement to estimate the average
weekly expenditures on food. The precision is to be within +$4 with 95 % confi-
dence level. It is known from past surveys that s = $12. The total number of families
is 2000. How large the sample must be?

n ¼ NðzsÞ2
Nd2 þðzsÞ2

here, N = 2000; s = 12, z = 1.96, d = 4

n ¼ 2000ð1:96� 12Þ2
2000ð4Þ2 þð1:96� 12Þ2

¼ 1; 106; 380:8
32; 000þ 553:19

¼ 1; 106; 380:8
32; 553:19

¼ 34
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Sometimes the precision is given in relative term or for simplicity it may be
desired to express the precision in terms of percentage of the mean. In that case the
formula is to be modified.

Let d0 be the desired precision in relative term and d be the precision in absolute
term. We have the coefficient of variation c ¼ s=x. Now,

c ¼ s
x

Therefore, s ¼ x � c:
Again,

d0 precision in fractionð Þ ¼ d
x

Therefore, d ¼ x � d0
Now,

n ¼ NðZ � sÞ2
NðdÞ2 þðZsÞ2

¼ NZ2ðsÞ2
Nd2 þðZÞ2ðsÞ2

¼ NZ2ðx � cÞ2
NðdÞ2 þðZÞ2ðx � cÞ2

¼ NZ2ðx � cÞ2
Nðx � d0Þ2 þðZÞ2ðx � cÞ2

¼ NZ2ðxÞ2ðcÞ2
NðxÞ2d0 þðZÞ2ðxÞ2ðcÞ2

¼ ðxÞ2ðNZ2cÞ2
ðxÞ2Nd20 þðxÞ2ðZcÞ2

¼
ðxÞ2 NðZ � cÞ2

n o

ðxÞ2 Nd20 þðZcÞ2
n o

¼ NðZ � cÞ2
Nd20 þðZcÞ2

Example 2
The quantity of cold drink consumed by students in AIT in a day is to be estimated.
The error is to be within +5 % of the mean. A preliminary survey showed s = 0.3 L

14.2 Sample Size in the Case of Random Sampling (Continuous Data) 259



and x ¼ 1:20 L: The total number of students in AIT is 2000. The estimate is to be
made with 95 % confidence level. How large the sample size is to be?

Here,
N 2000
d 0.05
c 0.3/1.20 = 0.25
z 1.96 (for 95 % confidence level)

n ¼ 2000ð1:96� 0:25Þ2
2000ð0:05Þ2 þð1:96� 0:25Þ2

¼ 480:2
5þ 0:24

¼ 480:2
5:24

¼ 91:6

¼ 92

14.3 Sample Size in Case of Simple Random Sampling
(Proportion)

In case of proportion (sampling without replacement)

Standard error ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pq
n� 1

� N � n
N

� �
;

s

For practical purposes n – 1 may be replaced by n. Therefore,

Standard error ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pq
n
� N � n

N

� �s

From the basic relationship

Precision ¼ reliabilityð Þ � standard errorð Þ

we get,

d ¼ z �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pq
n
� N � n

N

� �s
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Therefore,

d2 ¼ z2 � pq
n
� N � n

N

Solving for n we can get,

n ¼ Nz2pq
Nd2 þ z2pq

Note that maximum variance (standard error) occurs when p = 0.5.

In this case q ¼ 1� 0:5 ¼ 0:5:

Therefore; pq ¼ 0:5� 0:5 ¼ 0:25

Example 3
You are interested in estimating the proportion of AIT students who smoke.
A preliminary random survey showed that out of 25 students 15 smoke.

(a) How large the sample must be if you want to estimate with 95 % confidence
level and 5 % precision?

(b) If the preliminary survey is not available, how can you determine the sample
size? Currently, there are 820 students in AIT.

(a) here, p ¼ 15=25 ¼ 0:6;
so q ¼ 1� 0:6 ¼ 0:4; z ¼ 1:96
We have,

n ¼ Nz2pq
Nd2 þ z2pq

¼ 820ð1:96Þ2ð0:6� 0:4Þ
820ð0:05Þ2 þð1:96Þ2ð0:6� 0:4Þ

¼ 756:03
2:05þ 0:922

¼ 756:03
2:972

¼ 255

(b) If the preliminary survey is not available, the sample size can be deter-
mined using maximum variance condition.
Here, p = 0.5, q = 0.5
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n ¼ Nz2pq
Nd2 þ z2pq

¼ 820ð1:96Þ2ð0:5� 0:5Þ
820ð0:05Þ2 þð1:96Þ2ð0:5� 0:5Þ

¼ 787:53
2:05þ 0:96

¼ 787:53
3:012

¼ 262

14.4 Sample Size in the Case of Stratified Sampling
(Means)

Several cases of determining the sample sizes in case of stratified sampling pro-
cedure are outlined in brief in the following sections.

14.4.1 Allocation of Equal Subsamples to All Strata

There are four ways of allocating subsamples to different strata, namely, equal
subsamples, proportional, optimum, and Neyman allocations. The simple one is to
allocate equal subsamples to each stratum. In proportional allocation, subsamples in
each stratum are allocated according to proportion of the respective subpopulations.
In optimum allocation, the varying sampling costs are taken into account. This
implies that more units are to be chosen from the stratum where cost is less.
Neyman allocation is applicable where sampling costs in different strata do not vary
greatly. It is assumed that the sampling costs are equal in all strata.

Based on these principles, the methods of determining the sample sizes and
allocating the subsamples to different strata are outlined hereafter.

The basic relationship is

Precision ¼ reliabilityð Þ � standard errorð Þ

Therefore,

standard error =
precision
reliability
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or,

standard errorð Þ2¼ ðprecision)2
ðreliability)2

or,

variance ¼ d2

z2

This variance is desirable variance and may be denoted by D2.
Therefore,

D2 ¼ d2

z2

value of d is in absolute figure.
But for stratified sampling

variance ¼ L
N2

XN2
hS

2
h

n
� 1
N2

X
NhS

2
h

where,
Nh population size of h stratum,
S2h population variance of h stratum, (if not known, use sample s2)
N total population size,
n sample size,
L no. of strata.

Therefore,

D2 ¼ L
N2

XN2
hS

2
h

n
� 1
N2

X
NhS

2
h

Solving for n you can get,

n ¼ L
P

N2
hS

2
h

N2D2 þ P
NhS2h
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14.4.2 Proportional Allocation

Based on the same principle, it can be shown that

n ¼ L
P

NhS2h
N2D2 þ P

NhS2h

14.4.3 Optimum Allocation

Deduction according to the principle used above, the sample size comes out to be

n ¼
P

NhSh
ffiffiffiffiffiffi
Ch

p� � P
NhSh

� ffiffiffiffiffiffi
Ch

p� �
N2D2 þ P

NhS2h

Neyman allocation
In this case the sample size works out to be

n ¼
P

NhShð Þ2
N2D2 þ P

NhS2h

Example 4
We want to study the average number of visitors per day in a city shops. There are
2000 shops in the locality which can be stratified into three categories namely,
small (1200), medium (600), and large (200). Their standard deviations are 25, 35
and 55, respectively, known from past records. The costs of selecting sampling
units are c1 = $1, c2 = $2 and c3 = $3 respectively.

(a) Calculate the sample sizes using various methods of stratified sampling. Use
95 % confidence level and a precision of ±3 customers. Calculations are
summarized in the following tables:

Calculations for determination of sample size

Strata Nh Sh S2h
1 1200 25 625

2 600 35 1225

3 200 55 3025

Total 2000

Strata Nh � Sh Nh � S2h N2
h � S2h

1 30,000 750,000 900,000,000

2 21,000 735,000 441,000,000

3 11,000 605,000 121,000,000

Total 62,000 2,090,000 1,462,000,000
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Strata
ffiffiffiffiffiffi
Ch

p
Nh � Sh �

ffiffiffiffiffiffi
Ch

p
Nh � Sh=

ffiffiffiffiffiffi
Ch

p

1 1.000 30,000 30,000

2 1.414 29,694 14,851

3 1.732 19,052 6351

Total 78,746 51,202

95 % confidence level. Therefore, z = 1.96

D ¼ d=z ¼ 3=1:96 ¼ 1:53

Case 1 Equal size sample

n ¼ L
P

N2
hS

2
h

N2D2 þ P
NhS2h

¼ 3ð1; 462; 000; 000Þ
ð200Þ2ð1:53Þ2 þ 2; 090; 000

¼ 382:9

¼ 383

Sample in each stratum is

nh ¼ n=L ¼ 383=3 ¼ 128

Case 2 Proportional allocation

n ¼ N
P

NhS2h
N2D2 þ P

NhS2h

¼ 2000ð2; 090; 000Þ
ð2000Þ2ð1:53Þ2 þ 2; 090; 000

¼ 365

nh ¼ Nh=Nð Þ � n
n1 ¼ 1200=2000ð Þ � 365 ¼ 219

n2 ¼ 600=2000ð Þ � 365 ¼ 110

n3 ¼ 200=2000ð Þ � 365 ¼ 36
Total ¼ 365
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Case 3 Optimum allocation

n ¼
P

NhSh
ffiffiffiffiffiffi
Ch

p� � P
NhSh

� ffiffiffiffiffiffi
Ch

p� �
N2D2 þ P

NhS2h

¼ ð78;746Þð51;202Þ
ð2000Þ2ð1:53Þ2 þ 2;090;000

¼ 352

nh ¼
Nh � Sh

� ffiffiffiffiffiffi
Ch

p
P

Nh � Sh � =
ffiffiffiffiffiffi
Ch

p � n

n1 ¼ 30;000=51;202ð Þ � 229 ¼ 206

n2 ¼ 14;851=51;202ð Þ � 229 ¼ 102

n3 ¼ 6351=51;202ð Þ � 229 ¼ 44
Total ¼ 352

Case 4 Neyman allocation
Here all Ch are equal.

n ¼
P

NhShð Þ2
N2D2 þ P

NhS2h

¼ ð62; 000Þ2
ð2000Þ2ð1:53Þ2 þ 2; 090; 000

¼ 336

nh ¼ Nh � ShP
NhSh

� n

n1 ¼ 30;000=62;000ð Þ � 336 ¼ 162

n2 ¼ 21;000=62;000ð Þ � 336 ¼ 114

n3 ¼ 11;000=62;000ð Þ � 336 ¼ 60
Total ¼ 336

Notes: Precision may be expressed

(a) in terms of standard error (D), which equals to d/z; d is in absolute figure.
(b) in terms of absolute figure of d. Then you need to calculate D from D = d/z.
(c) in terms of percentage. In this case you need to know the mean. Calculate d in

absolute figure from d ¼ ðx � percentage)=100. Then calculate D fromD = d/z.
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14.5 Sample Size in the Case of Stratified Sampling
(Proportion)

Sample allocations are summarized first hereafter.

Case 1 Proportional allocation

nh ¼ N1

N
� n; similar for means:

Case 2 Optimum allocation

nh ¼
Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPh � Qh=

ffiffiffiffiffiffiffi
ChÞ

pq

P
Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPh � Qh=

ffiffiffiffiffiffi
Ch

p Þ
p � n

Ph and Qh refer to stratum population. If unknown, use stratum sample ph and qh
from preliminary survey.

Case 3 Neyman allocation

nh ¼ Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � QhÞ
p

P
Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � QhÞ
p � n

Note that in cases of 2 and 3, the formulas are obtained from those for means,
replacing Sh by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ph � Qhð Þp

.
Given the sample allocation procedure, the determination of sample sizes are

outlined below.

Case 1 Proportional allocation

n ¼ N
P

NhPhQh

N2D2 þ P
NhPh � Qh

D = d/z; d is in percentage points.

Case 2 Optimum allocation

n ¼
P

Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðChPh � QhÞ
p� �� 	 � P

Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � QhÞ
p

=
ffiffiffiffiffiffi
Ch

p� �� 	
N2D2 þ P

NhPh � Qh
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Case 3 Neyman allocation

n ¼ Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � QhÞ
p� 	2

N2D2 þ P
NhPh � Qh

Note that the above three formulas are obtained from those for means replacing
Sh by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ph � Qhð Þp

:

Example 5
We are interested in estimating the proportion of families in 3 slums, remitting
money to village homes. The numbers of families in the slums are 4000, 6000, and
10,000. A preliminary survey showed that 12, 15, and 25 % families in those slums
remit money. Sampling costs per unit in those slums are $1, $2, and $3 respectively.
We need to estimate with ±3 % precision and 95 % confidence level. Find the
sample sizes using various methods of stratified sampling.

Calculations are summarized in the following tables:
Calculations for determination of sample size

Slums Families (Nh) ph Nh � ph
1 4000 0.12 480

2 6000 0.15 900

3 10,000 0.25 2500

Total 20,000 3880

Slums Nh � ph � qh Nh �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðph � qhÞ

p
Ch �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðChphqhÞ
p

1 422.40 1300 0.32

2 765.50 2142 0.50

3 1875.00 4330 0.75

Total 3062.40 7772

Slums Nh �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðChphqhÞ

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðph � qh=ChÞ
p

Nh �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðph � qh=ChÞ

p

1 1300 0.32 1280

2 3030 0.25 1500

3 7500 0.25 2500

Total 11,830 0.82 5280

Case 1 Proportional allocation

D ¼ 0:03=1:96 ¼ 0:015

n ¼ N
P

NhPhQh

N2D2 þ P
NhPh � Qh

¼ 20; 000 � 3062:40
ð20; 000 � 0:015Þ2 þ 3062:40

¼ 658
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nh ¼ N1

N
� n

n1 ¼ 4000
20; 000

� 658 ¼ 132

n2 ¼ 6000
20; 000

� 658 ¼ 197

n3 ¼ 10; 000
20; 000

� 658 ¼ 329

Total ¼ 658

Case 2 Optimum allocation

n ¼
P

Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðChPh � QhÞ
p�� �g P

Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � Qh=ChÞ
p�� �g

N2D2 þ P
NhPh � Qh

¼ 11; 830 � 5280
ð20; 000 � 0:015Þ2 þ 3062:40

¼ 671

nh ¼ Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � Qh=ChÞ
p

P
Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � Qh=ChÞ
p � n

n1 ¼ 1280
5280

� 671 ¼ 163

n2 ¼ 1500
5280

� 671 ¼ 191

n3 ¼ 2500
5280

� 671 ¼ 317

Total ¼ 671

Case 3 Neyman allocation

n ¼ fðPNh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � QhÞ
p Þg2

N2D2 þ P
NhPh � Qh

¼ ð7772Þ2
ð20;000 � 0:015Þ2 þ 3062:40

¼ 649
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nh ¼ Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � QhÞ
p

P
Nh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðPh � QhÞ
p � n

n1 ¼ 1300
7772

� 649 ¼ 109

n2 ¼ 2142
7772

� 649 ¼ 179

n3 ¼ 4330
7772

� 649 ¼ 361

Total ¼ 649

14.6 Simple Cluster Sampling

The mean size of the secondary sampling units may be calculated using the
following relationship, based on optimum allocation principle.

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c1
c2

� s
2
2

s21

� �s

where,
n mean size of the secondary sampling units
c1 per unit cost of selecting primary units (clusters)
c2 per unit cost of selecting secondary units (units of observations)
s21 within-cluster variance
s22 between-cluster variance.

If the intra-cluster correlation coefficient (ρ) is known, the following formula can
be used:

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c1
c2

� 1� q
q

� �s

Cost function is given by

c ¼ c0 þ c1 � mþ c2 � mn

where,
c total cost
c0 fixed cost
m no. of clusters
n, c1 and c2 as above.
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Example 6
In a sample survey the cost of traveling to a slum is $50 and that of interviewing
each household (secondary sampling units) in a slum is $5. The fixed cost is $400
and a budget of $2000. The intra-cluster correlation coefficient is estimated to be
0.15. Determine the number of slums and the average number of households to be
interviewed.

Here

c1 ¼ $50; c2 ¼ $5; c0 ¼ $400;

c ¼ $2000; q ¼ 0:15

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c1
c2

� 1 � q
q

� �s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
50
5
� 1� 0:15

0:15


 �s

¼ 7:5

ffi 8

Select 8 units from each selected slum.
Now,

c ¼ c0 þ c1 � mþ c2mn

or,

2000 ¼ 400þ 50 � mþ 5 � m � 8

or,

90m ¼ 2000� 400

¼ 1600

m ¼ 1600=90

¼ 18

Select 18 slums from all slums of the city.

Problems

14:1 You are given the following information:

Population size = 15,000
Desired confidence level = 15,000
Desired precision = ±3 %
Desired CV = 55 %
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Total budget = $3000
Fixed cost = $500
Variable cost = $2/unit
Calculate the sample size

14:2 Suppose you are interested in estimating the mean household income of the
people of your city, by using simple random sampling.
You want to be 95 % confident and have a precision of ± 4 %. Aim at 35 %
as the coefficient of variation.
How large the sample size is to be? (If the number of households of your
city is not readily available, compute it assuming the hh size to be 6).

14:3 You want to study the proportion of farmers who are aware of environ-
mental pollution. The study area has a farmer population of 10,500.
Assuming the use of simple random sampling technique, calculate the
sample size based on

(a) expected rate of occurrence,
(b) maximum variance.

The precision is to be ±3 %. Assume 5 % level of significance.

14:4 You are given the following:

Population size = 15,000
Desired confidence level = 95 %
Desired precision = ±3 %
(i) Desired CV = 55 %

(for continuous variables)
(ii) Expected rate of occurrence = 0.30

(for bivariate variables)
(iii) Budget

Total amount = $2500
Fixed cost = $480
Variable cost = $2/unit

What should be the sample size?

14:5 Us the data in problem 14.4 (i) except population size.

(a) Calculate the sample sizes for population sizes of 1000, 5000, 10,000,
20,000, and 40,000. Draw a graph.

(b) Draw a graph of sample size with the population size.
(c) What is your comment?

14:6 Repeat problem 14.5 using data of 14.4 (ii).
14:7 The manufacturer of an industrial plant wishes to estimate the mean daily

yield of a chemical during a year. A preliminary survey showed the mean
daily yield to be 871 tons with a standard deviation of 51 tons.
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How many days the manufacturer should observe the yield, if the precision
is desired to be ±2 %?

14:8 In a preliminary random sample of 100 students selected from 5000, it is
found that 40 students own cars.
How large a sample must be selected to have a precision of ±5 % with a
confidence level of 95 %?

14:9 In the eve of an election a sample survey shows that 83 out of 155 intend to
vote for a particular candidate. What sample size should be taken to con-
vince the candidate that he has a 99 % chance of being elected? The
estimate should have precision of (a) ±3 % and (b) ±2 %.

14:10 A manufacturer of refrigerator claims that there is a 99 % chance of the
temperature in the refrigerator to be within ±0.1 °C. A customer research
group wants to check this. A preliminary survey shows that the mean
temperature is 2.5 °C with a standard deviation of 0.25 °C. What should be
the sample size to conduct the survey, if the total number of users of the
same refrigerator in the city is 2835?

14:11 In a certain population you want to do cluster sampling based on optimum
allocation principle. Your total budget is $2000. The overhead cost is $200.
The estimated cost per unit of observation is $2.5. The estimated cost of
traveling to a cluster and other related work is $30. A preliminary survey
shows that the between cluster variance is 12 times of the within cluster
variance. How large the sample size should be?

14:12 In a student population of 4000 you want to estimate the proportion of
students who smoke. In a preliminary survey of 50 students 30 were found
smoking.
How large a sample must be if you want to estimate with ±5 % precision at
99 % confidence level?

14:13 The Student Union of AIT wants to petition the Dean of Students Affairs to
increase the bursary on the ground that the cost of living has increased
significantly. The Students Union wants to substantiate it by estimating the
current food expenditure of students through a simple random sample
survey.
The estimate is to have a precision of ±3 and 99 % confidence level. From a
preliminary survey it has been found that the mean monthly food expen-
diture is Baht 3125 with a standard deviation of Baht 640. How large a
sample size must be? Currently there are 920 students in AIT.
How large the sample size must be if the standard deviation would be Baht
128?

14:14 You are required to conduct a survey on birth rate. It has been decided that a
simple cluster sampling will be used for the purpose.
The following information are available to you:

(i) Total budget for the survey is $22,000.
(ii) The overhead cost is estimated to be $2000.
(iii) Enumerator cost per month is $400.
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(iv) The enumerator has to spend 2.5 days, on average, in contacting a
cluster and for other preliminary works.

(v) On average, the enumerator can interview 40 persons per day.
(vi) The intra-cluster correlation coefficient is estimated to be 0.001.

Calculate, based on optimum allocation principle.
(a) The average number of persons from each cluster.
(b) The number of clusters.
(c) Total sample size.

14:15 It is desired to estimate the mean of a normally distributed population with
an error of less than 0.50 with a probability of 0.90. It is known that the
variance of the population is 4. How large the sample size is to be in order
to achieve the accuracy stated above? The population size is 12,000.

14:16 A company wishes to estimate the proportion of the people who prefer their
brand of soft drink. It wishes to keep the error within 2 %, with a risk of
0.0456. How large a sample must be taken?

14:17 You have a sample of size 935. The approximate fixed and variable costs
are Baht 15 and Baht 33 respectively. The fixed cost is converted to per unit
of sample. What is the total sampling cost?

14:18 You wish to determine the sample size for estimating the farmers’ income.
The organization sponsoring the research can spend a maximum sum of
Baht 75,000. The fixed and variable costs (all converted to per unit basis)
are Baht 25 and Baht 43 respectively. What sample size should you choose?

14:19 In a population of families the household income is normally distributed
with a standard deviation of $1200. How large a sample is to be to deter-
mine the mean income if it is desired that the probability of the sampling
error of more than $55 be less than 5 %?

14:20 You wish to estimate the proportion of defectives in large production lot
within 0.05 of the true proportion, with 90 % confidence. How large a
sample must be?

Answers

14:1 1189
14:3 (b) 969
14:4 1010
14:5 (a) 564; 1026; 1144; 1213; 1251

(c) There is no straight line relationship between sample size and population
size. Rate of increase of sample size diminishes with the increase of
population size.

14:6 473; 760; 823; 858; 877
14:7 31 days
14:8 343
14:9 (a) 1549; (b) 2920 (assuming N = 10,000)
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14:10 34
14:11 360
14:12 550
14:13 199
14:14 (a) 316; (b) 145; (c) 45,820
14:15 43
14:16 n = N/(0.0004 N + 1) for maximum variance
14:17 Baht 44,880
14:18 Max. 1147
14:19 1829
14:20 271
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Chapter 15
Index Numbers

Abstract Techniques are developed and it is shown how scales are constructed for
the qualitative data and a wide variety of analytical tools are used to analyze these.
Techniques in constructing several indices are shown. These include priority, sat-
isfaction, agreement, performance, price, laspeyres, paasche price, fisher’s ideal
price, quantity, total cost, cost of living, and standard of living indices. The tech-
nique for calculating rate of inflation is shown. The Rule of 70 is explained.

Keywords Index numbers � Priority � Satisfaction � Agreement � Performance �
Price � Laspeyres � Paasche price � Fisher’s ideal price � Quantity � Total cost �
Cost of living � Standard of living indices � Rate of inflation � Rule of 70

Sometimes, it is possible to rank the qualitative data. If that can be done, a wide
variety of analytical techniques can be applied to analyze them. When some sort of
rankings is possible, the intended practice is to construct some scales and on the
basis of those scales, indexes can be constructed. These indexes then will serve a
useful device to analyze and infer.

Scales have the notion of continuous measurements. For example, in a contin-
uous scale we can measure 2, 3 cm, etc. A measurement between 2 and 3 cm can
have any value, say 2.35 cm. There is no jump from 2 to 3 cm. The idea of
constructing a continuous scale for qualitative data is similar. Values of the scales
are conveniently selected and it is assumed that the measurement between any two
values in the scale is continuous. Although this gives an approximation, it has
meaningful interpretation in practical applications. An example may serve the
purpose of explaining the concept.

The employers of AIT alumni were in a survey requested to rate the emphasis
laid on the components of a post-graduate program of studies at master level. The
following scale was used.
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Scale:

Emphasis No Low Normal High

Scale value 0 1 2 3

Clearly, there is some meaningful ranking in the scale. Normal emphasis with
value 2 is at a higher level than low emphasis with value 1. Although the
respondents quote only 0, 1, 2, or 3, yet the scale may be assumed to be continuous.
The employers’ responses on “individual research work” were, on average, rated
2.39. This is easily interpretable. The overall emphasis laid by the employers on
individual research work was between normal emphasis and high emphasis, almost
in the middle of the two scale values. This type of scales also serves as a basis by
which several items can be compared. For example, the average emphasis laid by
the employers on “field work” was rated at 1.98. Thus, it can easily be concluded
that the employers lay more emphasis on individual research work than on field trip.

It is to be kept in mind that statistical tests on the indexes constructed based on
such scales can be applied easily. Thus, the index values can be of sufficient
importance in inferential statistics. In the sections hereafter, several scale and index
construction procedures are outlined.

15.1 Priority

Often we want to study the priorities attached by the target group on certain
components of a development program. Different respondents will cite different
priorities for different components. Our task is to summarize them. How to do
them? Construction of an index is a good answer. Suppose we want to record up to
the fourth priority. The scale may be constructed as follows:

Scale:

Priority First Second Third Fourth No

Scale value 1.00 0.75 0.50 0.25 0.00

The purpose here is to keep the index value between 0 and 1 for convenience and
easy interpretation. There are four gaps, i.e., 0–0.25, 0.25–0.50, 0.50–0.75, and
0.75–1.00. So 1 was divided by four and the scale step was computed as 0.25.
Suppose, now that we want to measure up to the fifth priority. What should be the
scale? Obviously, there are five gaps now. So the scale step can be 1/5, i.e., 0.20
and the scale can be constructed as follows.
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Scale:

Priority First Second Third Fourth Fifth No

Scale value 1.00 0.80 0.60 0.40 0.20 0.00

Once the scale is decided, computation of the index is simple. In this case the
index is computed by the following formula:

I ¼
P

sifi
N

where
I priority index such that 0 ≤ I ≤ 1,
si scale value at ith priority,
fi frequency of ith priority,
N total no. of observations = ∑fi.

Example 1
In a slum dwellers study, the dwellers were asked to mention their priorities (up to
fifth priority) of upgrading against seven components. The responses are shown in
Table 15.1. Construct a suitable scale, and calculate the priority indexes against
each of the components and compare.

Table 15.1 Priority for upgrading

Priority Frequency of responses against the components of the upgrading for

Hsng Wspl Eltc Gspl Envt Road Drng

1 121 162 118 196 39 90 13

2 79 92 125 201 89 78 66

3 120 43 31 150 144 119 126

4 163 33 12 32 209 115 163

5 127 90 23 15 153 138 169

0 113 298 408 124 99 191 193

Total 723 718 717 718 733 731 730

Notes Hsng = Housing; Wspl = Water supply; Eltc = Electricity; Gspl = Gas supply;
Envt = Environment; Drng = Drainage
Priorities beyond fifth were treated as no priority
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The scale values are set according to the number of priorities as follows:
Scale:

Priority First Second Third Fourth Fifth No

Scale value 1.00 0.80 0.60 0.40 0.20 0.00

The priority indexes are calculated hereafter.
Housing

I ¼ 1:0 � 121þ 0:8 � 79þ 0:6 � 120þ 0:4 � 163þ 0:2 � 127þ 0:0 � 113
723

¼ 346:8
723

¼ 0:48

Water supply

I ¼ 1:0 � 162þ 0:8 � 92þ 0:6 � 43þ 0:4 � 33þ 0:2 � 90þ 0:0 � 298
718

¼ 292:6
718

¼ 0:41

Electricity

I ¼ 1:0 � 118þ 0:8 � 125þ 0:6 � 31þ 0:4 � 12þ 0:2 � 23þ 0:0 � 408
717

¼ 246:0
717

¼ 0:34

Gas supply

I ¼ 1:0 � 196þ 0:8 � 201þ 0:6 � 150þ 0:4 � 32þ 0:2 � 15þ 0:0 � 124
718

I

¼ 462:6
718

¼ 0:64
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Environment

I ¼ 1:0 � 39þ 0:8 � 89þ 0:6 � 144þ 0:4 � 209þ 0:2 � 153þ 0:0 � 99
733

¼ 310:8
733

¼ 0:42

Road

I ¼ 1:0 � 90þ 0:8 � 78þ 0:6 � 119þ 0:4 � 115þ 0:2 � 138þ 0:0 � 191
731

¼ 297:4
731

¼ 0:41

Drainage

I ¼ 1:0 � 13þ 0:8 � 66þ 0:6 � 126þ 0:4 � 163þ 0:2 � 169þ 0:0 � 193
730

¼ 240:4
730

¼ 0:33

The indexes are summarized in Table 15.2. Rankings are also shown to have the
comparison of various upgrading components in order of priority.

The residents attach the highest priority to gas supply followed by housing
improvement. The lowest priority is attached to improvement of drainage.

Table 15.2 Priority indexes of components of upgrading program

Components for upgrading Priority index Rankings in order of priority

Housing 0.48 II

Water supply 0.41 IV

Electricity 0.34 VI

Gas supply 0.64 I

Environment 0.42 III

Road 0.41 IV

Drainage 0.33 VII
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15.2 Satisfaction

Sometimes we are interested in studying the satisfaction of the target group against
an attribute or a set of attributes. Satisfaction with job, satisfaction with the housing
condition, satisfaction with supply of agricultural inputs are some of the numerous
examples where satisfaction measurements become relevant.

Three different scales can be suggested for measuring satisfaction depending on
the type/value of responses recorded. If the responses are in two values only
namely, “satisfied” and “not satisfied,” the scale can be constructed as follows:

Dissatisfied Satisfied

−1.00 1.00

The index can be computed using the following simple computational formula:

I ¼ fs � fd
N

I

where
I satisfaction index such that −1 ≤ I ≤ +1,
fs frequency of responses indicating satisfaction,
fd frequency of responses indicating dissatisfaction,
N total no. of observations = ∑fi.

Example 2
In a sample survey in a village, the farmers were asked whether they were satisfied
with supply of seeds, fertilizer, and pesticides. The responses were as follows:
(Table 15.3).

Table 15.3 Farmers’
satisfaction with supply of
inputs

Supply of Frequency of responses Total

Satisfied Not satisfied

Seeds 120 180 300

Fertilizer 98 189 287

Pesticides 162 120 282

Over all 380 489 869

282 15 Index Numbers



Compute the satisfaction indexes and compare them.

Computation:
For seeds:

I ¼ fs � fd
N

¼ 120� 180
300

¼ �60
300

¼ �0:20

For Fertilizer:

I ¼ fs � fd
N

¼ 98� 189
287

¼ �91
287

¼ �0:32

For Pesticides:

I ¼ fs � fd
N

¼ 162� 120
282

¼ 42
282

¼ 0:15

For overall:

I ¼ fs � fd
N

¼ 380� 489
869

¼ �109
860

¼ �0:13

The indexes are summarized in Table 15.4. Rankings are also shown to have the
comparison of satisfaction level against input supply.
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The farmers are satisfied to some extent with the supply of pesticides. They are
dissatisfied with the supply of seeds. They are dissatisfied to the greatest extent with
the supply of fertilizer. Overall, the input supply is not satisfactory.

If the responses are recorded at three values, namely, “satisfied,” “neither sat-
isfied nor dissatisfied,” and “dissatisfied,” then the scale can be constructed as
follows:

Satisfaction Dissatisfied Neutral Satisfied

Scale value −1.0 0.0 +1.0

The computational formula for calculation of satisfaction index stands as
follows:

I ¼ 1:0 � fs þ 0:0 � f0 � 1:0 � fd
N

where
I satisfaction index such that −1 ≤ I ≤ +1,
fs frequency of responses indicating satisfaction,
f0 frequency of responses indicating neutral,
fd frequency of responses indicating dissatisfaction,
N total no. of observations = ∑fi = fs + f0 + fd.

Example 3
Satisfaction levels of residents in a city with different aspects were enquired. The
responses recorded on a three-point scale are shown in Table 15.5. Calculate the
satisfaction index and rank them.

Housing

I ¼ 1:0 � 102þ 0:0 � 521� 1:0 � 108
731

¼ �6:0
731

¼ �0:008

Table 15.4 Indexes of
satisfaction for supply of
agricultural inputs

Supply of Index value Rankings in order of satisfaction

Seeds −0.20 II

Fertilizer −0.32 III

Pesticides 0.15 I
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Water supply

I ¼ 1:0 � 372þ 0:0 � 144� 1:0 � 20
536

¼ 352:0
536

¼ 0:657

Electricity

I ¼ 1:0 � 431þ 0:0 � 36� 1:0 � 17
484

¼ 414:0
484

¼ 0:855

Gas supply

I ¼ 1:0 � 125þ 0:0 � 13� 1:0 � 18
156

¼ 107:0
156

¼ 0:686

Environment

I ¼ 1:0 � 6þ 0:0 � 339� 1:0 � 384
729

¼ �378:0
729

¼ � 0:519

Table 15.5 Satisfaction with housing condition

Aspects Frequency of responses indicating Total

Satisfaction Neutral Dissatisfaction

Housing 102 521 108 731

Water supply 372 144 20 536

Electricity 431 36 17 484

Gas supply 125 13 18 156

Environment 6 339 384 729

Road 178 269 259 706

Drainage 16 298 259 573

15.2 Satisfaction 285



Road

I ¼ 1:0 � 178þ 0:0 � 269� 1:0 � 259
706

¼ �81:0
706

¼ � 0:115

Drainage

I ¼ 1:0 � 16þ 0:0 � 298� 1:0 � 259
573

¼ �243:0
573

¼ � 0:424

Satisfaction levels are summarized in Table 15.6. The rankings are also shown.

15.3 Agreement

In certain situations the investigators want to see if the respondents agree to a
certain proposition or not. The expected responses could be a bivariate one “agree”
or “do not agree.” But from such responses, the degree of agreement or disagree-
ment cannot be measured. The following one gives a better measurement.

Scale:

Agreement Strongly disagree Disagree Neutral Agree Strongly agree

Scale value −2.0 −1.0 0.0 +1.0 +2.0

This five-point scale allows recording positive as well as negative responses
indicating agreement and disagreement, respectively.

Table 15.6 Satisfaction
index of residents with
different housing aspects

Housing
aspect

Index Rankings in order of
satisfaction

Housing −0.008 IV

Water supply 0.66 III

Electricity 0.86 I

Gas supply 0.69 II

Environment −0.519 VII

Road −0.115 V

Drainage −0.424 VI
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Example 4
In a countryside sample survey the proposition that was put to the farmers was
“extension services were satisfactory during the current year, the previous year and
the year preceding the previous year.” The farmers were asked to respond whether
they agreed to it, according to the five-point scale. The responses were as follows
(Table 15.7):

Calculate the indexes and interpret the results based on the indexes.

Computations:
Current year

I ¼ 2:0 � 165þ 1:0 � 120þ 0:0 � 35� 1:0 � 80� 2:0 � 60
460

¼ 250:0
460

¼ 0:543

Previous year

I ¼ 2:0 � 140þ 1:0 � 100þ 0:0 � 30� 1:0 � 120� 2:0 � 75
465

¼ 110:0
465

¼ 0:237

Year before previous year

I ¼ 2:0 � 90þ 1:0 � 85þ 0:0 � 25� 1:0 � 140� 2:0 � 122
462

¼ �119:0
462

¼ �0:258

Table 15.7 Farmers’ agreement on satisfactory extension services

Agreement Responses

Current year Previous year Year before previous year

Strongly agree 165 140 90

Agree 120 100 85

Neutral 35 30 25

Disagree 80 120 140

Strongly disagree 60 75 122

Total 460 465 462

Note Figures are frequencies of responses
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The index values are summarized in Table 15.8 hereafter.
Positive index implies agreement meaning extension services were satisfactory.

Higher index value implies greater agreement on satisfactory service. Negative
index value implies disagreement and greater negative value suggests greater dis-
agreement on satisfactory service. The index value may be as follows:

�2� I� þ 2

In the present example during the year before the previous year the index value
is negative. This means that the service in general was not satisfactory. During the
previous year and the current year the index values are positive. This implies that
the services on the average are satisfactory. Furthermore, the index values have a
consistent and steady increase from −0.258 to +0.304. This suggests that extension
services have been performing well gradually over time.

15.4 Performance

We can construct a scale to measure the degree of performance. We could do it in
the way “agreement” scale was constructed. But that could not be suitable.
Agreement scale ranges from −2 to +2. But the performance scale should not read
minus. There is, in fact, no sense in saying “minus performance.” However, the
five-point scale can be constructed in this case too. The scale should be as follows.

Scale:

Performance Poor Excellent

Scale value 0 1 2 3 4

The higher the scale value, the better is the performance. However, the greatest
value can be 4 according to the scale. Therefore, the index value may lie between 0
and 4, i.e.,

0� 1� 4

Table 15.8 Summary of
indexes

Reference year Index value

Current +0.543

Previous +0.237

Year before previous year −0.258
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Example 5
In a sample survey the employers of AIT alumni were requested to indicate on a
five-point scale the performance of the AIT graduates in certain qualities. The
responses are shown in Table 15.9. Calculate the performance indexes.

Solution:
The scale is constructed as shown hereafter. The higher the scale value, the better

is the performance.
Scale:

Performance Poor Excellent

Scale value 0 1 2 3 4

Calculations of indexes are demonstrated hereafter.
General Technical Ability

I ¼ 0 � 3þ 1 � 6þ 2 � 26þ 3 � 39þ 4 � 22
96

¼ 263
96

¼ 2:74

Special Technical Ability

I ¼ 0 � 4þ 1 � 4þ 2 � 18þ 3 � 42þ 4 � 20
88

¼ 246
88

¼ 2:80

Calculations of indexes for other qualities are left to the readers. The indexes
thus computed are shown in Table 15.10.

Table 15.9 Performance of
AIT graduates

Qualities Values Total

0 1 2 3 4

General technical
ability

3 6 26 39 22 96

Special technical
ability

4 4 18 42 20 88

Planning ability 3 11 25 21 22 82

Implementation
ability

3 11 16 33 15 78

Problem solving 5 9 21 39 26 100

Organizing work 4 5 26 32 27 94

Coordination 5 7 19 33 25 89

Teach/Train ability 2 12 16 33 26 89

Note Figures are frequencies of responses
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15.5 Price Index

Price index helps us to study the movement of prices of an item or a group of items
over certain period of time. Price index is a relative measure and is based on a base
period. For a single item or commodity, the index is calculated as

Price index ¼ Pt � 100
P0

where
P0 price of the item in base period,
Pt price of the item in period under study.

In order to avoid decimal point or fraction, it is customarily multiplied by 100.
Some authors use the term “price relative” instead of price index when one item is
involved.

Let us use one example to calculate the price index. Suppose the prices of a food
item during 1980 and 1985 were $2.25 and $3.00, respectively. What is the price
index of the item in 1985?

Here our base period is 1980. Therefore, the price index is calculated as follows:

Price index ¼ 3:00 � 100
2:25

¼ 133

This indicates that if the price in the base year (1980) is 100, the price in 1985
would have been 133 implying 33 % increase over the base period.

In practice we are more concerned with the price movement of several items
together rather than one item only. The following subsections will illustrate the use
and techniques in this regard.

Table 15.10 Index of
performance of AIT graduates

Qualities Indexes

General technical ability 2.74

Special technical ability 2.80

Planning ability 2.59

Implementation ability 2.59

Problem solving 2.72

Organizing work 2.78

Coordination 2.74

Teach/Train ability 2.78
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15.5.1 Laspeyres Price Index

When we calculated the price index for a single item, we used only the unit prices
over two periods of time. No weightage was used for the quantity consumed during
the periods. In Laspeyres price index, we need to introduce the quantities too, thus,
introducing the total cost concept.

Laspeyres price index is the total cost of purchase of a basket of goods traded at
the base period at the prices in the period under study, expressed as a percentage of
the total cost of purchase of the same quantities (base period quantities) at the base
period price. Thus,

Laspeyres price index ¼
P

PtQ0 � 100P
P0Q0

where
P0 price in the base period,
Q0 quantity in the base period,
Pt price in the current period.

Here PtQ0 is the total cost of purchase of the base period quantity at the current
period price. P0Q0 is the total cost of purchase of the base period quantity at the
base period price. It may be noted here that in this case only the quantity traded
during the base period is considered.

Example 6
The unit prices of five commodities and the quantities sold during two periods of
time are shown. Calculate the Laspeyres price index.

Solution:
The calculations are summarized hereafter in Table 15.12.

Laspeyres price index ¼
P

PtQ0 � 100P
P0Q0

¼ 1525 � 100
1365

¼ 112

15.5.2 Paasche Price Index

It may be noted that in Laspeyres price index only the quantity traded during the
base period (Q0) was considered. It is easy and suitable if the quantities traded
during the latter period is difficult to obtain. If quantities during both the periods can
be obtained, then Paasche price index may be used. It is the total cost of purchase of
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the quantities in the period under study at the same period price, expressed as a
percentage of the total cost of purchase of the quantities in the latter period at the
base period price. Thus,

Paasche price index ¼
P

PtQt � 100P
P0Q0

Using the example in Sect. 15.5.1 above, we can calculate the Paasche price
index as follows:

Paasche price index ¼
P

PtQt � 100P
P0Qt

¼ 1648 � 100
1240

¼ 133

15.5.3 Fisher’s Ideal Price Index

We have noted that because of use of quantities in different periods, Laspeyres and
Paasche price indexes differ. Fisher’s ideal index is a solution to this problem.
Fisher’s ideal price index is the geometric mean of Laspeyres price index and
Paasche price index. Thus,

Fisher’s ideal price index = √(Laspeyres p. * Paasche p. index).
Let us use the same data as in Sect. 15.5.1 to calculate the Fisher’s ideal price

index:

Fisher's ideal price index ¼ p
112 � 133ð Þ

¼ 122

15.5.4 Quantity Index

So far we have studied the price changes with the help of price indexes. In other
words, it measures the change in “cost of living.” There is another set of indexes.
These measure the increase or decrease of quantities indicating change in “standard
of living.”

The following set of three formulae will be used to calculate the quantity
indexes:
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Laspeyres quantity index ¼
P

PtQ0 � 100P
P0Q0

Paasche quantity index ¼
P

QtPt � 100P
Q0Pt

Fisher’s ideal quantity index = √(Laspeyres q. index * Paasche q. index).
To demonstrate their uses we may use the same data as given in Tables 15.11

and 15.12.

Laspeyres quantity index ¼
P

QtP0 � 100P
Q0P0

¼ 1240 � 100
1354

¼ 91

Paasche quantity index ¼
P

QtPt � 100P
Q0Pt

¼ 1648 � 100
1525

¼ 108

Fisher's ideal quantity index ¼ pð91 � 108)
¼ 99

Table 15.11 Prices and
quantities traded

Commodities 1985 1990

Q0 P0 Qt Pt

Rice (kg) 500 0.40 500 0.50

Meat (kg) 100 1.25 80 1.50

Gasoline (l) 500 0.40 600 0.23

Shirt (no) 20 10.00 30 12.00

Color TV (no) 2 320.00 2 360.00

Note Prices are in $

Table 15.12 Total cost
summary

Commodities Cost ($)

P0Q0 PtQ0 PtQt P0Qt

Rice 200 250 250 200

Meat 125 150 120 100

Gasoline 200 165 198 240

Shirt 200 240 360 300

Color TV 640 720 720 640

Total 1354 1525 1648 1240
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15.5.5 Total Cost Index

We have studied the price indexes (cost of living index) and quantity indexes
(standard of living index). Here we want to study the total cost of index which
indicates the combined effect of price change and quantity change. Specifically, we
want to study how much the total cost changes as a result of changes in both price
and quantity. The computational formula is as follows:

Total cost index ¼
P

PtQt � 100P
P0Q0

Using the data of Tables 15.11 and 15.12 we can calculate the total cost index as
follows:

Total cost index ¼
P

PtQt � 100P
P0Q0

¼ 1648 � 100
1354

¼ 121

Using Fisher’s ideal indexes we can derive another relationship. Let us examine
the following:

ðprice indexÞ � ðquantity indexÞ
¼ pf Laspeyres p: index � Paasche p: indexð Þ
� Laspeyres q: index � Paasche q: indexð Þg

¼ p P
PtQ0P
P0Q0

�
P

PtQtP
P0Qt

�
P

QtP0P
Q0P0

�
P

QtPtP
Q0Pt

� �

¼ p P
PtQ0P
P0Q0

�
P

PtQtP
P0Qt

�
P

QtP0P
Q0P0

�
P

QtPtP
Q0Pt

� �

¼ p ðPPtQtÞ2P ðP0Q0Þ2
( )

¼
P

PtQtP
P0Q0

¼ Total cost index

This is known as the factor reversal test. We can check it in our previous
example:
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Fisher's price indexð Þ � Fisher's quantity indexð Þ ¼ ð1:22Þ � ð0:99Þ
¼ 1:21

¼ Total cost index:

15.5.6 Cost of Living/Standard of Living Index

There are three cost of living indexes. These are price indexes namely, Laspeyres
price index, Paasche price index, and Fisher’s ideal price index. There is not much
superiority of one index over others, but Laspeyres price index is used more widely.
However, Fishers’ ideal price index would be preferred, if there is not much dif-
ficulty in collecting data and computing them.

Similar to the cost of living indexes, there are three standard of living indexes
namely, Laspeyres quantity index, Paasche quantity index, and Fisher’s ideal
quantity index.

Table 15.13 Quantities and
prices of goods and services

Commodities 1985 1990

Q0 P0($) Qt Pt($)

Rice (kg) 2.00 0.40 2.00 0.50

Meat (kg) 0.50 1.20 0.55 1.60

Fish (kg) 1.00 0.50 1.25 1.00

Bread (kg) 1.00 0.60 1.00 1.00

Vegetable (kg) 1.00 0.40 1.25 0.80

Fruit (kg) 0.50 0.60 1.00 1.25

Spice (kg) 0.70 4.00 0.80 6.00

Cold drink (no) 7.00 0.12 10.00 0.24

Tea/coffee (cup) 3.00 0.12 4.00 0.20

Milk (l) 3.00 0.40 3.50 0.60

Detergent (kg) 0.50 0.60 0.80 0.80

Soap (no) 0.60 0.80 1.00 1.25

Gas (cyl) 0.05 5.00 0.07 6.60

Electricity (kwh) 2.00 0.07 3.00 0.10

Gasoline (l) 2.00 0.50 3.00 0.36

Shirt (no) 0.25 6.00 0.35 12.00

Pant (no) 0.25 14.00 0.30 20.00

Shoe (pair) 0.20 10.00 0.30 21.00

Academic (ls) 1.00 3.00 1.00 5.00

House rent (no) 1.00 20.00 1.00 30.00

Education (no) 0.40 100.00 0.40 150.00

Color TV (no) 0.01 400.00 0.01 600.00

Refrigerator (no) 0.01 300.00 0.01 500.00

Telephone (no) 1.00 6.00 1.00 8.00

15.5 Price Index 295



A major work in computing the indexes is to collect data. Usually, a basket of
goods and services that a man consumes during a certain period of time, say one
week/one month, is considered. Appropriate sample sizes of the consumers are
taken. Their quantities of consumption of goods and services are recorded. Unit
prices of those goods and services are also noted. This is done during any part of the
base year. During a latter year the same process is repeated. From these two sets of
data, computations of indexes are done.

Example 7
In a sample survey of consumers in a city during 1985 and 1990, the average
quantities of goods and services consumed by a consumer per week along with the
average unit prices of those goods and services are shown in Table 15.13. Calculate
the cost of living index, standard of living index and carry out the factor reversal test.

Cost components and their calculations are summarized in Table 15.14.

Table 15.14 Cost
components ($)

Commodities 1985 1990

P0Q0 PtQt Q0Pt QtP0

Rice (kg) 0.80 1.00 1.00 0.80

Meat (kg) 0.60 0.88 0.80 0.66

Fish (kg) 0.50 1.25 1.00 0.63

Bread (kg) 0.60 1.00 1.00 0.60

Vegetable (kg) 0.40 1.00 0.80 0.50

Fruit (kg) 0.30 1.25 0.63 0.60

Spice (kg) 2.80 4.80 4.20 3.20

Cold drink (no) 0.84 2.40 1.68 1.20

Tea/coffee (cup) 0.36 0.80 0.60 0.48

Milk (l) 1.20 2.40 1.80 1.40

Detergent (kg) 0.30 0.64 0.40 0.48

Soap (no) 0.48 1.25 0.75 0.80

Gas (cyl) 0.25 0.46 0.33 0.35

Electricity (kwh) 0.14 0.30 0.20 0.21

Gasoline (l) 1.00 1.08 0.72 1.50

Shirt (no) 1.50 4.20 3.00 2.10

Pant (no) 3.50 6.00 5.00 4.20

Shoe (pair) 2.00 6.30 4.20 3.00

Academic (ls) 3.00 5.00 5.00 3.00

House rent (no) 20.00 30.00 30.00 20.00

Education (no) 40.00 60.00 60.00 40.00

Color TV (no) 4.00 6.00 6.00 04.00

Refrigerator (no) 3.00 5.00 5.00 03.00

Telephone (no) 6.00 8.00 8.00 6.00

Total 93.57 150.71 142.11 98.71
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Cost of Living Index:

Laspeyres price index ¼
P

PtQ0 � 100P
P0Q0

¼ 142:11 � 100
93:57

¼ 152

Paasche price index ¼
P

PtQt � 100
P0Qt

¼ 150:71 � 100
98:71

¼ 153

Fisher's ideal price index ¼ p
152 � 153ð Þ

¼ 152:5

Standard of Living Index:

Laspeyres quantity index ¼
P

QtP0 � 100P
Q0P0

¼ 98:71 � 100
93:57

¼ 105

Paasche quantity index ¼
P

QtPt � 100P
Q0Pt

¼ 150:71 � 100
142:11

¼ 106

Fisher's ideal quantity index ¼ pð105 � 106Þ
¼ 105:5

Factor reversal test:

Total cost index ¼
P

PtQt � 100P
P0Q0

¼ 150:71 � 100
93:57

¼ 161
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Using Fisher’s ideal index both for cost of living and standard of living, we can get

Fisher's ideal price indexð Þ � Fisher's ideal quantity indexð Þ ¼ ð1:525Þ � ð1:055Þ
¼ 1:61

¼ total cost index:

15.5.7 Inflation

The price index shows the movement of prices. Associated within this is the term
“Inflation.” Inflation means general rising level of prices. However, it does not
mean that all prices are rising. In fact over a specific period of time some prices may
rise, some prices may remain constant, and some prices may even fall. If the prices
fall, we call it deflation.

Inflation is measured by price index numbers. As such, it would be useful to
understand what is the meaning of price index. Suppose in 1990 the consumer price
index was 125 with 1985 as the base year. This means the price in the base year
1985 was taken to be 100. Relative to this, the price level rose to 125 in 1990. This
means an increase of price by 25 % over the base year price. If a bundle of
commodities would cost $100 in 1985, it costs $125 in 1990.

Like price index, inflation also involves setting up a base year and measuring the
rate. The rate of inflation is calculated for any given year by subtracting the pre-
vious year’s price index from the current year’s price index and dividing this
difference by the previous year’s price index. Usually, it is expressed in percentage.
To illustrate how inflation is measured, suppose that the consumer price indexes
were 255 in 1989 and 265 in 1990 relative to certain base year. Then

Inflation rate ¼ 265� 255
255

� 100
¼ 3:92%

If the price indexes for two consecutive years are not available, then the inflation
rate should be calculated using the formula:

r ¼ anti Ln
LnP2 � LnP1

n

� �
� 1

where
r annual inflation rate (multiply r by 100 to get it in percentage),
P2 price index in the latter period,
P1 price index in the former period,
n number of years between the two periods.
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Suppose the price indexes in 1986 and 1991 were 260 and 320, respectively.
Then the rate of inflation is calculated as follows:

r ¼ anti Ln
LnP2 � LnP1

n

� �
� 1

r ¼ anti Ln
Ln320� Ln260

5

� �
� 1

¼ anti Ln
5:768� 5:561

5

� �
� 1

¼ anti Ln 0:0414ð Þ � 1

¼ 1:0423� 1

¼ 0:0423

¼ 4:23%

The same formula may be rearranged and used to calculate the number of years
after which the price level will be double. The above formula, if rearranged, stands
as follows:

ð1þ rÞn ¼ P2=P1

In the present context P2 = 2P1. Therefore,

1þ rð Þn¼ 2P1=P1 ¼ 2

Taking logarithm of both sides we can get

n lnð1þ rÞ ¼ ln 2 ¼ 0:693

Therefore,

n ¼ 0:693
lnð1þ rÞ

¼ 0:693
rþ r2=2þ r3=3þ � � �

¼ 0:70
r

ðapproximatelyÞ

¼ 0:70 � 100
r � 100

¼ 70
r ðin %Þ

This means dividing 70 by the annual inflation rate we get the number of years
after which the price level will be double the present price level. Thus, if the
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inflation rate is 3.5, the number of years after which the price level will be double is
70/3.5 = 20 years. Similarly, an inflation rate of 8 % will double the price level in
70/8, i.e., about 9 years. This is known as the so-called RULE OF 70.

Problems

15:1 In a sample survey for food sufficiency in a rural community, 61 households
reported that the food they produced was sufficient, while 108 households
reported that it was insufficient. Construct a suitable scale, and calculate the
sufficiency index and comment.

15:2 The unit prices of three commodities and the quantities sold during 1988 and
1991 are as follows:

Commodities 1988 1991

Q0 P0 Qt Pt

Rice (kg) 400 $0.40 400 $0.50

Meat (kg) 80 $1.25 64 $1.50

Gasoline (l) 400 $0.40 480 $0.33

(a) Calculate the Laspeyres, Paasche, and Fisher’s Price and Quantity
indexes.

15:3 Three items of food in a restaurant were checked during 12 months of a year.
The average prices (in $/kg) for the period are shown in the following table.

Table: Prices ($) of three items of food

Month Rice Fish Chicken

January 0.32 2.40 1.41

February 0.33 2.38 1.19

March 0.35 2.00 1.20

April 0.38 2.61 1.40

May 0.39 2.60 1.40

June 0.40 2.76 1.60

July 0.42 2.78 1.44

August 0.45 2.75 1.58

September 0.48 2.80 1.60

October 0.48 3.10 1.61

November 0.50 3.11 1.90

December 0.51 3.15 2.21
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The following table shows the quantities of the three items of food sold during the
same 12 months.

Take January as the base period and calculate Laspeyres, Paasche, and
Fisher’s Price and Quantity Indexes.

15:4 For data in problems 15.2 and 15.3 run the factor reversal test.
15:5 The consumer price index (CPI) rose 40 % in 1980 and again 80 % in 1990.

How much did the CPI rise over the entire period? Suppose, this overall rise
of CPI was steady at 7.6 % per year. What was the base year? Calculate the
indexes for all the three years, taking 1980 as the base year.

15:6 The price index was 190 last year and 210 this year.

(a) Calculate the rate of inflation
(b) What is the RULE OF 70?
(c) How long will it take for the price level to be double?
(d) How long will it take for the price level to be double if the annual

inflation rates are 4, 7.5, and 10 %?

15:7 The unit prices of three commodities and the quantities sold during 1988 and
1991 are shown below:

Commodities 1988 1991

Q0 P0 Qt Pt

Rice (kg) 400 $0.40 400 $0.50

Meat (kg) 80 $1.25 64 $1.50

Gasoline (l) 400 $0.40 480 $0.33

Table: Quantities (kg) of three items of food ordered

Month Rice Fish Chicken

January 180 247 355

February 170 234 370

March 175 264 387

April 160 222 336

May 168 204 385

June 150 188 345

July 140 188 325

August 135 263 300

September 179 240 428

October 185 247 439

November 187 257 475

December 190 282 510
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Use the data and show that
(Fisher’s ideal price index) * (Fishers’ ideal quantity index) = Total cost
index.

Answers

15:1 −1 ≤ I ≤ +1; −0.28
15:2 LPI = 107.6; PPI = 105.2; LQI = 79.0; PQI = 100.5
15:3 The indexes are summarized in the following table.

Month LPI PPI LQI PQI

January 100.00 100.00 100.00 100.00

February 92.94 92.58 98.84 98.46

March 85.41 85.29 107.32 107.18

April 105.13 104.99 91.90 91.78

May 105.07 104.48 94.37 93.84

June 114.83 104.48 85.63 85.56

July 110.60 109.97 82.91 82.41

August 114.78 114.63 95.34 95.22

September 116.94 116.65 107.45 107.18

October 123.69 122.84 110.43 109.66

November 133.16 133.34 116.98 117.13

December 143.74 145.00 126.56 127.67

15:5 152 %; 1977; CPI of 1977 = 71; CPI of 1980 = 100;
CPI of 1990 = 180

15:6 (a) 10.535;
(b) if 70 is divided by the inflation rate (in %), a figure is obtained. This

figure represents the number of years when the price index will be double
the base year price. This is known as the Rule of 70.

(c) 6.65 years; (d) 17.5 years; 9.33 years; 7 years
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Chapter 16
Analysis of Financial Data

Abstract The chapter shows the techniques for analysis of financial data which
usually entail time series data. Examples are provided to show how to analyze
project investment data and to get financial terms such as NPVC, NPVB, and BCR.
Technique for statistical estimation of IRR is demonstrated. Qualitative and
quantitative assessment of risk is shown. It is shown how to do trend analysis using
time series data. The popular autoregressive model is developed. The technique for
forecasting with and without the use of a model is demonstrated. Examples are
used.

Keywords Financial data � NPVC � NPVB � BCR IRR � Statistical estimation of
IRR � Autoregressive model � Risk assessment

16.1 Financial Terms

There are some terms that will be necessary to study the analysis of financial data.
These terms are explained hereafter.

Time Value of Money: The concept says that the value of money changes over
time. Suppose we have $100 and we deposit in the bank. The interest rate is 5 %.
After one year, the value of $100 will be equal to $100 + interest for one
year = $100 + $100 * 0.05 = $100 + $5 = $105. This is the future value.

Present Value, Future Value and Discounting Rate: In the example above, the
present value is $100 and the future value is $105. If we know the amount of money
we want to invest, we can calculate the future value using the interest rate (this rate
is discounting rate). From the future value we can calculate the present value. The
relation between present value and future value is

Pn ¼ P0 1þ rð Þn

where,
P0 present value
Pn future value at the end of nth period

© Springer Science+Business Media Singapore 2016
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n number of period (years)
r discounting rate

This r is a fractional number and not percentage. For example, if the discounting
rate is 5 %, r = 0.05. Here n and r are to match. For example, if yearly rate is
counted, n will be in years and r will also be per year. If quarterly rate is counted,
n will be in quarter and r will also be per quarter.

Net Present Value: In financial appraisal or feasibility, there are several figures
for income or expenditure. All of these are converted to their respective present
values. All these present values are added. The figure we get is the net present
value.

IRR: This is internal rate of return. The IRR of an investment is the discount rate
at which the following happens.

Net present value of costs (negative cash flows of the investment)—net present
of benefits (positive cash flows of the investment) = 0.

It is used to evaluate the desirability of the investment. It is the break-even
interest rate.

Benefit Cost Ratio (BCR): It is a ratio showing net present value of benefit
divided by net value of cost as shown hereafter.

BCR ¼ Net present value of benefit
Net present value of cost

Break-Even Point: The break-even point of an investment is the time at which
the present value of cost equals the present value of benefits.

ROI (Return on Investment also ROR Rate of Return): The formula for calcu-
lating ROI is given below:

ROI ¼ Gain from investment � Cost of investment
Cost of investment

ROE (Return on Equity) = Defined by the following:

ROE ¼ Net income
Shareholder Equity

Cash Flow: Cash flow is the movement of cash in and out of the investment
project.

Depreciation: Depreciation is the apportionment of cost of capital during the life
expectancy of the building/structure/asset. There are different ways of calculating
depreciation. Of these, the straight-line method is popular and widely used.
Suppose there is a building constructed with capital cost of $50,000 and the life
expectancy is assumed to be 40 years. According to the straight-line method, the
depreciation rate will be 50,000/40 = $1250/year. This means that the building will
depreciate at the rate of $1250 per year.
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16.2 Calculation of Net Present Values

Refer to Sect. 3.1.1 (Geometric Mean) wherein it was shown by deduction that

Pn ¼ P�
0 1þ rð Þn

where,
Pn future population
P0 present population
R growth rate
n number of years

The same concept can be applied for calculating the future value of money if we
know the present value of money and the interest rate. Conversely, we can calculate
the present value of money if its future value and the interest rate are known. It is
the basic concept in financial appraisal of a project. Look at the following example.

The estimated breakdown of estimated cost and benefits of an industrial estate in
Shanghai are shown in the following table. The cost and benefits are in current
prices. Using the Excel spread sheet, the present values have been calculated using
an interest rate known here as ‘discount rate’ of 10 % per annum.

Each future value has been converted to respective present values using the
discount rate of 10 % per annum. Calculation proceeds as follows:

Example 1
Amounts are in thousand US$

Year Estimated
cost

Estimated
benefit

Present value of cost
(PVC)

Present value of benefit
(PVB)

1995 – – – –

1996 32,312 – 26,704 –

1997 40,604 35,171 30,506 26,424

1998 42,634 40,604 29,120 27,733

1999 3534 42,541 2194 26,415

2000 92,638 86,455 52,292 48,802

2001 34,198 92,016 17,549 47,219

2002 38,639 96,477 18,025 45,007

2003 83,276 61,323 35,317 26,007

2004 48,534 63,684 18,712 24,553

2005 2950 66,046 1034 23,149

2006 72,950 68,360 23,244 21,782

2007 57,932 70,721 16,781 20,485

2008 150,183 72,309 39,548 19,041

2009 306,320 302,657 73,331 72,454
(continued)
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(continued)

Year Estimated
cost

Estimated
benefit

Present value of cost
(PVC)

Present value of benefit
(PVB)

2010 165,577 312,130 36,034 67,929

2011 173,869 321,616 34,399 63,630

Total 1,346,150 1,732,110 454,790 560,629

In 2000, the estimated cost is US$92,638 thousand dollars. This is expenditure to
the project. Number of years beginning from 1995 to 2000 is n = 6, r = 0.10
(discount rate). So the present value is given by PVC = 92,638/(1 + 0.10)6 = 52,292.
The estimated benefit = 86,455. So the PVB = 86,455/(1 + 0.10)6 = 48,802.
Calculation for other years is similar.

The NPVC (net present value of cost) = US$454,790,000
The NPVB (net present value of benefit) = US$560,629,000

We may notice that in this example, the benefit is more than the cost. So the
project is profitable. Furthermore, the BCR (benefit cost ratio) = NPVB/
NPVC = 560,629/454,790 = 1.23. This means that based on the NPV, the pro-
ject is expected to provide a profit of 23 %.

16.3 Project Investment Data

Before making a decision whether to invest in a particular project, a thorough
analysis is done. One criterion is to examine whether the IRR is above or equal to a
pre-set IRR. Application of this concept is demonstrated with the help of an
example. The following example is a real-world example. This is the example of an
industrial estate project in China. Here the analysis is made considering the project
life of 16 years (1995–2011). Project life could be considered longer than this. But
one thing is to be kept in mind that the maintenance cost increases over time and
may offset the IRR. Furthermore, the investor may not like to wait for long time to
get his return.

Project cost includes capital cost of construction but does not include the cost of
land. Land cost usually goes up over time and may distort the rate of return.
Revenue comes from the sale/or lease of the developed industrial estate.

The analysis is made using Excel. Discount rate used is 10 %. Normally the
discount rate is the short time lending rate that the Federal Bank charges to other
banks. If discount rate is taken to be different, the calculated IRR will not be
affected. Discount rate is only a reference rate to start with.
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Example 2
Amounts are in US$ million (rounding)

1 Construction schedule Total 1995 1996 1997 1998 1999 2000

2 Pre-investment 4.50 4.50

3 Project cost 1346 32.31 40.60 42.63 3.53 92.64

4 O & M cost 80.88 1.14 1.69 1.77 6.91

5 Depreciation 34.13 2.44 2.44 2.44

6 Revenue 1732 35.17 40.60 42.54 86.46

7 Taxes 72.05

8 ROI

Inflow 1651 34.03 38.92 40.77 79.55

Outflow 1346 32.31 40.60 42.63 3.53 92.64

IRR 32 % NPVB 533.64 NPVC 454.79 BCR 1.17

9 ROE

Inflow 1545 34.03 36.48 38.33 77.11

Outflow 1346 32.31 40.60 42.63 3.53 92/64

IRR 25 % NPVB 500.44 NPVC 454.79 BCR 1.10

Amounts are in US$ million (rounding)

1 Construction schedule Total 2001 2002 2003 2004 2005 2006

2 Pre-investment 4.50 4.50

3 Project cost 1346 34.20 38.64 83.28 48.53 2.95 72.95

4 O & M cost 80.88 7.15 3.44 2.53 2.57 2.68 2.88

5 Depreciation 34.13 2.44 2.44 2.44 2.44 2.44 2.44

6 Revenue 1732 92.02 96.48 61.32 63.68 66.05 68.36

7 Taxes 72.05 3.80 5.71 2.26 10.88

8 ROI

Inflow 1651 84.86 93.04 58.80 61.11 63.37 65.48

Outflow 1346 34.20 38.64 83.28 48.53 2.95 72.95

IRR

9 ROE

Inflow 1545 78.63 84.89 56.36 56.41 50.06 63.05

Outflow 1346 34.20 38.64 83.28 48.53 2.95 57.93

IRR
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Amounts are in US$ million (rounding)

1 Construction schedule Total 2007 2008 2009 2010 2011

2 Pre-investment 4.50

3 Project cost 1346 57.93 150.18 306.32 165.58 173.87

4 O & M cost 80.88 2.89 2.98 12.49 14.61 15.16

5 Depreciation 34.13 2.44 2.44 2.44 2.44 2.44

6 Revenue 1732 70.72 72.31 302.66 312.13 321.62

7 Taxes 72.05 1.78 23.75 23.87

8 ROI

Inflow 1651 67.83 69.33 290.16 297.52 306.46

Outflow 1346 57.93 150.18 306.32 165.58 173.87

IRR

9 ROE

Inflow 1545 63.61 66.90 287.73 271.33 280.15

Outflow 1346 57.93 150.18 306.32 165.58 173.87

IRR

The analysis above gives the following results:
ROI
IRR = 32 %; BCR = 1.17
ROE
IRR = 25 %; BCR = 1.10
In both the cases of ROI and ROE, the IRR is attractive. The BCR is more than

1.00, which shows benefit is more than the cost measured at present value, which
also shows that the investment is attractive.

The IRR shows the rate of return the investor is expected to get. It does not,
however, show the absolute value (amount) the investor will get during the period.
The NPV does not show the rate of return but shows the absolute value (amount)
the investor is expected get. While the IRRs are comparable for different projects of
different sizes, the NPVs are not.

16.4 Risk and Statistical Estimation of IRR

16.4.1 Risk

Risks are future problems in a project that can be avoided or mitigated. Risks are
not the current problems that must immediately be resolved.

Risks involve probability of occurring at a certain time in future in a project.
In many projects requiring financial investment, there remain some uncertainties.

The uncertainties create risks to the investor. So calculating the risks and their
financial burden on the part of the investor are important. We shall demonstrate here
how to assess the risks. Suppose that a building is going to be constructed.
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Risk may be measured qualitatively and quantitatively. Qualitative assessment of
risk does not give a good idea. For risks may be stated to be low risk, medium risk,
and high risk. From these we do not get a good idea of the risk. Quantitative
assessment involves statistical methods. Mathematically it can be stated in the
following way:

Risk ¼ probability of occurring of the eventð Þ � expected value of the eventð Þ

Example 3
As another illustration, suppose you are going to construct a building. It will cost
$850,000. If the earthquake effect is taken into consideration, the design will be
stronger, but the building costs an additional amount of $7000. The probability of
earthquake occurring is 0.005.

Do you want to consider earthquake effect in the design and construct
accordingly?

Calculate the risk involved and then decide.
If the earthquake occurs then the estimated relevant costs are

Cost of rebuilding the building $850,000

Damage to other properties $400,000

Injury to people residing $700,000

Fine by government agency for not complying earthquake regulations $50,000

Total $2,000,000

R ¼ 0:005� 2;000;000

¼ $10;000 lossð Þ

So, if earthquake is not taken into account, risk is $10,000.
If earthquake is taken into account the loss is $7000.
Note: Probability values lie between 0.00 and 1.00. In any case, probability

cannot be negative. Also in no case probability can be greater than 1.00.
Furthermore, probability 0.00 means that the event cannot occur and probability
1.00 means that the event is certain to occur.

16.4.2 Statistical Estimation of IRR

IRR is an important tool for making a project investment decision. The IRR is
calculated based on costs and benefits spread over a certain period of time and by
converting to present values. If any cost or benefit is changed any time, the IRR
may change. So there is a risk in using this tool (IRR). For this reason an interval
(range) estimation of IRR is useful. This technique may be demonstrated with the
help of an example. We shall use here the example provided in the previous section.
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In this example, the cost is changed by 2.5, 5, 7.5, and 10 % upward and
downward. The resulting IRRs and NCFs (net cash flow) are as follows:

Example 4
Cash flow is in NPV

IRR (%) NCF (net cash flow in 000 $)

44 439.694

40 406.040

38 372.387

35 338.733

32 305.079

29 271.425

26 237.772

23 204.118

20 170.464

By linear regression, we can get the following model (R2 = 0.999; α < 0.05).

IRR ¼ 5:146þ 0:088 NCF

The interpretation is simple. If net cash flow in present value is by $200 (actually
$200,000 since the units are in thousand $), the IRR will be as follows:

IRR ¼ 5:146þ 0:088 NCF

IRR ¼ 5:146þ 0:088� 200 ¼ 5:146þ 17:6 ¼ 22:70 ! 22:75%

This model is a particular case for a particular cash flow. It cannot be used for all
cash flow systems. The above analysis is to be made for the particular project. For
any project investment, different situation will be considered that may affect the
cash flow. Then in each of the situation, the resulting IRR and NCF are to be
recorded. Thereafter, run the regression using SPSS for Windows. The interval
estimation of the IRR will be made. The IRR may be assumed to follow normal
distribution. Note that in this example, t-value is used not the z-value. This is done
because the sample size is small. The technique is an example to show how to
analyze any case. In this case we may provide the interval estimation (range) of IRR
associated with its probability, instead of a single value. The interval estimate of
IRR is given by the following:

�x� ta=2;n�1 � sffiffiffi
n

p � l��xþ ta=2;n�1 � sffiffiffi
n

p

Here,
�x sample mean = 31.8889
t-value at α/2 2.306 (α = 0.05, level of significance)
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s standard deviation of sample = 2.2949
n sample size = 9
µ IRR being estimated

Putting these values we get

30:00� l� 33:40

This means that the IRR will lie between 30.00 and 33.40 and the probability of
this is 95 %. When we say that its probability is 95 %, it means the risk is 100.00–
95.00 = 5 → 5.00 %.

Risk is of more concern to any investor. In the above example, the interval
estimation of IRR with 95 % confidence level is 30.00–33.40 %. This is quite
attractive. However, in analyzing the risk further, the investor may want to know
something more. Let us suppose he may want to see ‘what is the probability that the
IRR may fall below 20 %’.

This may be calculated as follows:
For t distribution we know

t ¼ �x� l
s=

ffiffiffi
n

p

Note that µ is the mean of �x: Therefore, from original data we can get

t ¼ x� �x
s=

ffiffiffi
n

p

Our task is to calculate the value of α and p(α) for x ≤ 20. First we need to
calculate the t value. In our example, x = 20, �x ¼ 31:889, s = 2.2949, and n = 9.
Putting these values we get t = −16.90. From t table the corresponding α value
is <0.001 (df is 10 − 1 = 9). This means that the probability of IRR falling below 20
is less than 0.001 or 0.10 %. In other words, the chance of the IRR falling below 20 is
extremely low. With this information, the investor can take a better decision.

16.5 Time Series Financial Data

A time series is a sequence of data points, measured typically at successive points in
time spaced at uniform time intervals. Two points are important here. The data
points must be measured at successive intervals of time and the time intervals must
be same. Index of a stock exchange is an example of a time series data.

The purpose of analyzing time series data is generally: (i) extracting meaningful
statistics and other characteristics of the data, and (ii) modeling and forecasting
future values.
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16.5.1 Trend Analysis

Trend can better be understood by plotting the records. Since the data are time
series, the x-axis will always be time. The other set of records will be along the y-
axis. If the series shows many ups and downs, trend can be analyzed by some
treatment to the data. One way is to smooth the data by use of the technique of
moving average. The plot with the smoothened data may make it easier to have an
idea of the trend.

The moving average may be 2-period, 3-period, 4-period, 5-period, etc.
The table hereafter shows the 3-period moving averages of index values of Stock
Exchange of Thailand (SET) data for March 2013. The calculation may be
explained by an example. The first average of 3-period moving aver-
age = (1st record + 2nd record + 3rd record)/3 and it will be placed along the 3rd
record. In the following table, this value is 1543.28. The next moving
average = (2nd record + 3rd record + 4th record)/3. In the table it is 1549.79 and it
is placed along the 4th record.

Example 5
Moving Average of SET Index Data

Date Index Moving average Date Index Moving average

1 1539.80 18 1591.65 1592.19

4 1540.72 19 1568.25 1586.01

5 1549.31 1543.28 20 1543.67 1567.86

6 1559.35 1549.79 21 1529.52 1547.15

7 1560.98 1556.55 22 1478.97 1517.39

8 1566.92 1562.42 25 1523.95 1510.81

11 1577.64 1568.51 26 1544.03 1515.65

12 1576.68 1573.75 27 1560.87 1542.95

13 1578.70 1577.67 28 1544.57 1549.82

14 1586.79 1580.72 29 1561.06 1555.50

15 1598.13 1587.87

Note Dates refer to March 2013. Moving average is 3-period moving average

Another treatment to the data is exponential smoothening. This technique pro-
vides more weight to the current and records those that are near the current record.
However, there is no fixed rule how much weight is to be given and where.

For analysis of the trend, Fig. 16.1 showing the Stock Exchange of Thailand
index during March 2013 is plotted and may be used. There is no clear trend of the
index. However, during the first half of the month, the trend is rising of the index.
Thereafter, the index in general starts dropping and then again rising.

Further, we can draw a moving average line. Figure 16.2 shows the moving
average (3 period moving average) line (thin line). This also does not show
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anything clear. However, the regression line (shown in straight line) shows a clear
line with regression equation. The straight line shows a clear trend. The trend is ‘the
index is decreasing’. The negative coefficient of x also indicates the trend that the
index is decreasing.

16.6 Models for Time Series Financial Data

There are a few models for the time series data such as autoregressive (AR) models,
integrated (I) models, moving average models, and combinations of these models
such as autoregressive moving average (ARMA) model and autoregressive inte-
grated moving average ARIMA models, etc. Here we shall discuss the autore-
gressive model. It is quite popular with the users.

16.6.1 Autoregressive Model

Generally, the autoregressive model is given by

Yt ¼ b0 þ b1Yt�1 þ b2Yt�2 þ b3Yt�3 þ b4Yt�4 þ b5Yt�5 þ � � � þ et
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Fig. 16.1 Plot of Stock Exchange of Thailand Index During March 2013

Fig. 16.2 SET Index Trend during March 2013
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where,
Yt dependent variable at the time t
Yt−i independent variable at the time t − i (i = 1, 2, 3, …)
b0, bi (i = 1, 2, 3 …) regression coefficients; b0 is a constant or intercept
ei error term (residual)

The coefficients are to be estimated.
Analysis shown here used SPSS for Windows. For using the SPSS for Windows

programme, the following sequence is provided for guidance to those who are not
quite conversant with SPSS for Windows.

Enter the data exactly in the same sequence as in the model. Then follow this:

SPSS →Analysis → Time Series → Variables

→ Dependable variable (highlight and press arrow)

→ Independent variables (highlight and press arrow)

→ Method → Prais–Winsten

→ Constant term (may include, later if found not significant, omit it)

→ Option → create variables → do not include

→ Predict cases → predict from estimation period through last case → Continue

→ Option → Display → Initial and final parameters without iteration summary or
initial and final parameters with iteration details or final parameters only (if you want
all details, any one; otherwise last one only preferably)

→ Continue → OK

The SPSS for Windows programme will run and provide results.

(a) Model Fitting

Important indicators for checking the model fitting: One is R2. If R2 value is high
(say 0.90 or more), the model is ok. If the significance of any parameters including
the constant term is less than 0.05 (α ≤ 0.05), the parameter is ok. If it is greater than
0.05 (α ≥ 0.05), the corresponding variable should be omitted. In practice main-
taining this precisely may not be workable. If the significance level is not far above
0.05, it may be accepted. In such a case the error in the model may slightly be
higher; but the model is workable. Do not remove all the variables at a time.
Remove first the one whose α value is far above 0.05. Then check the result. Next
remove the variable whose α value is far this time. Continue this until the α value is
found acceptable. Then write down the model with the estimated parameters.

(b) Checking Autocorrelation (Durbin–Watson Statistic)

In Autoregressive model, the autocorrelation between the errors is an important
item to check. In running the model our assumption is that the errors are inde-
pendent or in other words, there is no correlation between the errors (residuals). The
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Durbin–Watson d statistic is an important tool for checking this correlation. The
statistic is given by

d ¼
Pn

t¼2ðei � ei�1Þ2Pn
i¼1 e

2
1

Interpretation of Durbin–Watson d statistic:

0 < d < dl: there is positive autocorrelation
dl < d < du: inconclusive
du < d < 2 + dl: there is positive autocorrelation
2 + dl < d < 4: there is negative autocorrelation
d = Durbin–Watson d statistics obtained from computer run
dl = lower limit
du = upper limit

Durbin–Watson d statistics table provides the two values dl and du.
If the Durbin–Watson table is not readily available, the following simplified

interpretation may be used:

d = 0: in this case, ρ = 1; it indicates positive correlation
d = 2: in this case, ρ = 0; it indicates no correlation
d = 4: in this case, ρ = −1; it indicates negative correlation

Correlation here means the correlation between errors or residuals.
In general the assessment of correlation between errors (residuals) can also be

made from the following general criteria:

1. If d is closer to 2, there is no correlation or we can say the errors are
independent.

2. If d is closer to 0 or 4 (two extreme values), there is correlation or we can say the
errors are not independent.

Example 6
Consumer Price Index (CPI) Autoregression Data

Year Quarter Yt Yt−1 Yt−2 Yt−3 Yt−4 Yt−5 Yt−6 Yt−7 Yt−8 Yt−9 Yt−10

2001 1 226.7 220.2 216.7 211.1 211.1 202.4 198.3 190.7 185.2 181.7 177.1

2001 2 227.7 221.3 216.7 212.2 211.7 203.5 198.7 191.8 186.2 183.1 177.8

2001 3 229.4 223.5 217.6 212.7 213.5 205.4 199.8 193.3 187.4 184.2 178.8

2001 4 230.1 224.9 218 213.2 214.8 206.7 201.5 194.6 188 183.8 179.8

2001 5 229.8 226 218.2 213.9 216.6 207.9 202.5 194.4 189.1 183.5 179.8

2001 6 229.5 225.7 218 215.7 218.8 208.4 202.9 194.5 189.7 183.7 179.9

2001 7 229.1 225.9 218 215.4 220 208.3 203.5 195.4 189.4 183.9 180.1

2001 8 230.4 226.5 218.3 215.8 219.1 207.9 203.9 196.4 189.5 184.6 180.7

(continued)
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(continued)

Year Quarter Yt Yt−1 Yt−2 Yt−3 Yt−4 Yt−5 Yt−6 Yt−7 Yt−8 Yt−9 Yt−10

2001 9 231.4 226.9 218.4 216 218.8 208.5 202.9 198.8 189.9 185.2 181

2001 10 231.3 226.4 218.7 216.2 216.6 208.9 201.8 199.2 190.9 185 181.3

2001 11 230.2 226.2 218.8 216.3 212.4 210.2 201.5 197.6 191 184.5 181.3

2001 12 229.6 225.7 219.2 215.9 210.2 210 201.8 196.8 190.3 184.3 180.9

Yt 2012

Data Source Raw Data from Federal Reserve Bank of Dallas: re-arranged by author. Index 2005 = 100

Results (computer output) of the autoregressive model using SPSS for Windows
are summarized here.

Model Description:

Variable Yt (2012); dependent variables

Regressors Yt−1 (2011)

Yt−2 (2010)

Yt−3 (2009)

Yt−4 (2008)

Yt−5 (2007)

Yt−7 (2005)

Yt−8 (2004)

Yt−9 (2003)

Yt−6 was not significant, so it was removed. All others were included in the
model.

Summary of the computer output (result) is provided hereafter.
Result Description
All the variables were entered in the SPSS run. The dependent variable, as

always the case, was Yt.

Estimation of autocorrelation coefficient

Rho 0

Prais–Winsten estimates

Multiple R 0.99998464

R-squared 0.99996928

Standard error 12.148562

Durbin–Watson 0.95602977
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Analysis of Variance:

DF Sum of squares Mean square

Regression 2 48046536.1 24023268.1

Residuals 10 1475.9 147.6

Variables in the Equation:

B SEB BETA T Sig T

Yt−1 −6.870162 1.0387128 −0.0252689 −6.61411 0.0000592

Yt−9 10.474562 0.0391419 1.0223705 267.60478 0.0000000

(c) Interpretation of the result

Based on the output as shown above, the autoregressive model may now be
written as follows:

Yt ¼ � 6:70162Yt�1 þ 10:474562 Yt�9

(a) The constant term is not significant, so it does not appear in the model.
(b) The coefficients of Yt−1 (−6.870162) and Yt−9 (10.474562) are significant

(α ≤ 0.05), so only these two independent variables appear in the model.
(c) Value of R2 is 0.99996928 which means that more than 99.99 % variation in

the dependent variable (Yt) is explained by these two independent variables
(Yt−1 and Yt−9). Thus, the model is a good fit.

(d) Durbin–Watson d statistic is 0.95602977 which is closer to one. This means
that there is some autocorrelation between errors.

(e) Other things being constant, if CPI in the year Yt−1 increases by 1, the CPI of
the current year would be decreased by 6.70162. If CPI in the year Yt−9
increases by one, the current year CPI would be increased by 10.474562.

Example 7
Personal consumption expenditure (PCE) inflation rate data for Dallas from 2001 to
2012 are shown in the following table. Establish an autoregressive model and
interpret the results.

Yt Yt−1 Yt−2 Yt−3 Yt−4 Yt−5 Yt−6 Yt−7 Yt−8 Yt−9 Yt−10 Yt−11

Month 2012 2011 2010 2009 2008 2007 2006 2005 2004 2003 2002 2001

January 2.08 0.98 1.31 2.42 2.56 2.88 2.47 2.41 1.87 2.08 2.24 2.47

February 2.02 1.12 1.19 2.40 2.45 3.03 2.37 2.45 1.92 2.04 2.23 2.48

March 2.02 1.27 1.10 2.28 2.52 2.97 2.39 2.48 1.92 2.03 2.24 2.44
(continued)
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(continued)

Yt Yt−1 Yt−2 Yt−3 Yt−4 Yt−5 Yt−6 Yt−7 Yt−8 Yt−9 Yt−10 Yt−11

April 1.94 1.43 1.00 2.22 2.56 2.86 2.49 2.39 2.13 1.88 2.21 2.53

May 1.89 1.55 0.95 2.09 2.63 2.70 2.63 2.32 2.25 1.85 2.16 2.55

June 1.87 1.62 0.89 1.97 2.72 2.60 2.78 2.23 2.38 1.79 2.05 2.64

July 1.82 1.71 0.93 1.68 2.85 2.54 2.83 2.21 2.39 1.80 2.07 2.59

August 1.74 1.78 0.95 1.67 2.79 2.46 2.91 2.24 2.36 1.83 2.06 2.62

Sept 1.75 1.81 0.96 1.62 2.65 2.56 2.77 2.43 2.30 1.79 2.13 2.50

October 1.72 1.91 0.83 1.65 2.54 2.62 2.71 2.52 2.32 1.77 2.13 2.47

Nov 1.67 1.97 0.85 1.54 2.47 2.76 2.63 2.55 2.34 1.75 2.12 2.44

Dec 1.58 2.06 0.88 1.50 2.35 2.70 2.76 2.53 2.35 1.79 2.12 2.36

Data Source Raw Data from Federal Reserve Bank of Dallas: re-arranged by author
The Output from the computer run is shown hereafter

Model Description:

Variable Yt Dependent variable

Regressors Yt−1
Yt−3
Yt−4
Yt−7

Final Parameters:

Estimate of autocorrelation coefficient

Rho 0

Prais–Winsten estimates

Multiple R 0.99997356

R-squared 0.99994712

Standard error 0.01645571

Durbin-Watson 2.4941414

Analysis of Variance:

DF Sum of squares Mean square

Regression 4 40.963834 10.240958

Residuals 8 0.002166 0.000271
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Variables in the Equation:

B SEB BETA T Sig T

Yt−1 −0.1852705 0.04832493 −0.16384964 −3.833849 0.00499057

Yt−3 0.28084766 0.04515018 0.29621570 6.220299 0.00025376

Yt−4 0.37198087 0.03132903 0.52234736 11.873361 0.00000232

Yt−7 0.37198087 0.04499271 0.34424727 5.891641 0.00036517

The model is therefore,

Yt ¼ �0:18527050Yt�1 þ 0:28084766Yt�3 þ 0:37198087Yt�4 þ 0:26508091Yt�7

Interpretation
The dependent variable is Yt;

1. The R2 value is 0.99994712. This is close to 1.00. Therefore, the model has a
good fitting;

2. Coefficients of the independent variables Yt−1, Yt−3, Yt−4, and Yt−7 are significant
(α ≤ 0.05). Therefore, only these variables are in the model.

3. Durbin–Watson statistic d = 2.4941414. This is closer to 2. So practically there
is no autocorrelation between the errors.

The coefficients of Yt−1, Yt−3 and Yt−4 and Yt−7 are the quantity increase or
decrease in the value of Yt for one unit change in the respective variables. By partial
differentiation, it can also be shown that these are the rates of changes in Yt with
respect to the respective variables.

16.7 Forecasting

16.7.1 Forecasting Without a Model

Forecasting is the process of making prediction on some future values of an event
based on past or present values of the event. This refers to time series dimension.
Forecasting for some period based on time series data can be done in a simple way
using some trend. However, this simple way of forecasting has some limitation. Let
us use an example to show the technique.

CPI for first quarter and second quarter of USA during 2012 were as follows:

Quarter I 227.9066

Quarter II 224.7790
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Between Quarter I & II

Per Cent Change ¼ 100� ð227:9066� 224:7790Þ=227:9066 ¼ 1:3723

If this is accepted, then CPI for the whole year will be
227.9066 * (1 + 0.013723) = 231.03. Actually the average CPI of the whole year
was 229.594.

Based on the principle we can also calculate the returns on financial investment.
Returns may be expressed in two ways—simple return (usually denoted by R) and
log return (usually denoted by r). The calculation is as follows:

Let us suppose that in a time series data price of an asset was $227.9066 (Pt) at a
time t and $224.7790 (Pt−1) at a time t − 1. The simple return is defined by

R ¼ Pt � Pt�1

Pt�1

!
R ¼ 227:9066� 224:7790

224:7790
¼ 3:1276

224:7790
¼ 0:0139

In percentage form we can say that the simple return is 1.39 %. The other form is
log return (r) to be calculated as

r ¼ Log
Pt

Pt�1
¼ LogPt � Pt�1

Another expression,

Logð1þRÞ ¼ Log 1þ Pt � Pt�1

Pt�1

� �
¼ Pt�1 þPt � Pt�1

Pt�1
¼ Pt

Pt�1
¼ r

So,

r ¼ Log227:9066� Log224:7790 ¼ 2:357757� 2:351756 ¼ 0:006001

In percentage form we can say that the log return (r) is 0.060 %.
Note that the simple return (R) and log return (r) do not produce the same

figures. These are two items and so the figures are different. Usually in financial
investment log return is used.

16.7.2 Forecasting Using a Model

Forecasting is the most important application of model. In the previous sections
only exploratory analyses have been done. This section will deal with the
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forecasting. There are different ways to forecast. We shall discuss the ones which
are easy to apply. We shall use the inflation rate example. The data structure is as
follows:

Example 8
Yt Yt−1 Yt−2 Yt−3 Yt−4 Yt−5 Yt−6 Yt−7 Yt−8 Yt−9 Yt−10 Yt−11
2012 2011 2010 2009 2008 2007 2006 2005 2004 2003 2002 2001

The model is

Yt ¼ � 0:18527050 Yt�1 þ 0:28084766Yt�3 þ 0:37198087Yt�4 þ 0:26508091Yt�7

If we want to forecast the inflation rate in 2013, the time lag will be as follows:

Variable Year Average inflation rate

Yt 2013

Yt−1 2012 1.81

Yt−3 2010 0.88

Yt−4 2009 1.92

Yt−7 2006 2.65

Putting these values we get

Yt ¼ � 0:18527050 � 1:84þ 0:28084766 � 0:88
þ 0:37198087� 1:92þ 0:26508091 � 2:65

Or,

Yt ¼ �0:3408þ 0:2471þ 0:7142þ 0:7024 ¼ 1:3229

So the inflation rate in 2013 is likely to be 1.3229.
If you want to estimate the inflation rate in 2014, you will have to estimate it for

2013 and then 2014.

16.8 Seasonal Variation

Different authors have explained some techniques to calculate the seasonal variation
in time series data. Some of those techniques are too technical and theoretical.
These are complicated and in practical field these are difficult to apply. In this
section we shall explain how easily the seasonal variation can be calculated by
using dummy variables.
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Suppose we want to estimate the seasonal variation occurring due to change in
quarters of the year. In such a case, appropriate dummy variables may be intro-
duced. These dummy variables may be taken to be D1 (1st quarter), D2 (2nd
quarter), D3 (3rd quarter), and D4 (4th quarter). Values of these dummy variables
are as follows:
D1 1, if the record falls in first quarter;

0, otherwise
D2 1, if the record falls in second quarter;

0, otherwise
D3 1, if the record falls in third quarter;

0, otherwise
D4 1, if the record falls in fourth quarter;

0, otherwise

This may be explained further with the help of an example.

Example 9
Consumer price indexes for USA for 2008–2012 are shown in the following table.
The example shows how to estimate the seasonal variation by use of dummy
variables.

The data structure is shown in the following table.

Year 2012 2011 2010 2009 2008

Variable Yt Yt−1 Yt−2 Yt−3 Yt−4 D1 D2 D3 D4

Jan 226.7 220.2 216.7 211.1 211.1 1 0 0 0

Feb 227.7 221.3 216.7 212.2 211.7 1 0 0 0

Mar 229.4 223.5 217.6 212.7 213.5 1 0 0 0

Apr 230.1 224.9 218.0 213.2 214.8 0 1 0 0

May 229.8 226.0 218.2 213.9 216.6 0 1 0 0

June 229.5 225.7 218.0 215.7 218.8 0 1 0 0

July 229.1 225.9 218.0 215.4 220.0 0 0 1 0

August 230.4 226.5 218.3 215.8 219.1 0 0 1 0

Sept 231.4 226.9 218.4 216.0 218.8 0 0 1 0

Oct 231.3 226.4 218.7 216.2 216.6 0 0 0 1

Nov 230.2 226.2 218.8 216.3 212.4 0 0 0 1

Dec 229.6 225.7 219.2 215.9 210.2 0 0 0 1

Data Source Raw data from Consumer Price Index (CPI-U), Department of Labor, Bureau of
Labour Statistics, Washington D.C., 20212; rest arranged by author

Summary of the output appears below. The output is obtained from the run of
SPSS Windows (time series data; autoregressive model).

Model Description:
All the variables were entered into the run.
Final Parameters:

322 16 Analysis of Financial Data



Estimate of autocorrelation coefficient

Rho 0

Prais–Winsten estimates

Multiple R 0.99999355

R-squared 0.99998709

Adjusted R-squared 0.99998064

Standard error 1.0102265

Durbin-Watson 1.3061489

Analysis of Variance:

DF Sum of squares Mean square

Regression 4 632572.39 158143.10

Residuals 8 8.16 1.02

Variables in the equation:

B SEB BETA T Sig T

D2 229.79267 0.58325454 0.500422486 393.98350 0.0000000

D1 227.90667 0.58325454 0.49631767 390.74992 0.0000000

D3 230.29667 0.58325454 0.50152243 394.84762 0.0000000

D4 230.37967 0.58325454 0.50170318 394.98992 0.0000000

Interestingly, the lag variables (Yt−1, Yt−2, Yt−3, Yt−4) were not significant (α not
≤0.05). All the four dummy variables (D1, D2, D3, and D4) were significant.
Remember that this situation has occurred with the particular set of data. If the data
contain different figures, the estimation and consequently the seasonal variation
may be different. The estimated model is

Yt ¼ 227:90667� D1 þ 229:79267� D2 þ 230:29667� D3 þ 230:37967� D4

If we want to estimate the CPI in the third quarter, we can do it in the following
way:

CPI3 ¼ 227:90667 � 0þ 229:79267� 0þ 230:29667� 1þ 230:37967� 0

¼ 230:29667

Note that since there is no lag variable in the estimated model, the estimated CPI
for any quarter of any year will remain the same for that particular quarter.
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Chapter 17
Experimental Design

Abstract Technical terms such as experimental design, factor, treatment, controlled
experiment, and factorial design (full, half, fractional, balanced/unbalanced,
contrast/orthogonal) are explained. A systematic procedure is set. A flow chart
showing the commonly used designs of experiments is provided. Full illustrations
are provided showing development of completely randomized design and a 23 full
factorial design. It is shown how the concept of ANOVA is utilized in the analysis.
A chart is provided. Using SPSS, the techniques of how the concept of ANOVA is
utilized to design single factor experiments are demonstrated. Examples are
provided.

Keywords Design of experiment � Flow chart � Factorial design � Randomized
design � ANOVA � SPSS � Diagram � Factor action
Scientists and engineers conduct experiments to examine certain phenomena and to
conclude how good or useful the outcomes of the experiments are.

17.1 Definition of Design of Experiments

As per Sigma (Sigma, isixsigma.com/dictionary/Design_of_Experiments 22
October 2009), three definitions of design of experiments (DOE) may be cited as
follows:

(a) DOE is a structured, organized method for determining the relationship
between factors (xs) affecting a process and the output of that process (y).

(b) Design is conducting and analyzing controlled tests to evaluate the factors that
control the value of a parameter or group of parameters.

(c) DOE refers to the experimental methods used to quantify indeterminate
measurements of factors and interactions between factors statistically through
observance of forced changes made methodically as directed by mathemati-
cally systematic tables.
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In an experiment, the design is made, the experiment is conducted and the result
is analyzed to conclude to test the hypotheses that were perceived beforehand.

17.2 Terms Related to Experimental Design

(i) Experimental Design
The experimenter conducts an experiment to get an answer to his question.
He generates data and runs the experiment and analyzes the results. He is to
ensure that he collects right type of data, enough data, and analyze the results
in such a way that it provides efficient and clear interpretation. The whole
process is called experimental design.

(ii) Factor
A factor in an experiment is a controlled independent variable whole levels
are set by the experimenter.

(iii) Treatment
A treatment is something that an experimenter administers to the experimental
units. For example, an experimenter wants to study the effect of alloy con-
centration on the product. The factor is alloy concentration. He administers
three concentrations 10, 20, and 30 % to study the effect. These 10, 20, and
30 % of concentration are three treatments on the factor. The treatments may
also be called levels. Treatments are subdivisions of a factor.

(iv) Controlled Experiment
A controlled experiment is one in which controlled treatments are applied.

(v) Factorial Design
A factorial design is one in which two or more factors are tested. In each
factor, two or more levels (treatments) are chosen.
Effect on the response variable (experimental unit) may come from level 1,
level 2, or combination of levels 1 and 2 and interaction). This interaction
may be studied if the experimenter thinks that there may be significant effect
of the interaction on the response variable.
A factorial design helps us in the following ways:

(a) We can identify which factor has a significant effect on the response
variable.

(b) We can examine whether the interaction among the factors is
significant.

(c) We can identify which factor has the most important effect on the
response variable.

(d) Based on the above, we can decide whether we need further
investigation.

(vi) Full Factorial Design
Number of runs in a full factorial design depends on the number of factors
and the levels. For example, 23 is a full factorial design. In this design there
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are three factors and each factor has two levels. Total number of runs in this
design = 23. If there are k factors and two levels in each factor, then total
number of runs = 2k.

(vii) Half Factorial Design
In a half factorial design, number of runs = half of the runs in the full factorial
design. For example, in a 24 half factorial design, we test 8 experiments
instead of 16.

(viii) Fractional Factorial Design
It is a factorial design where the number of tests is less than that in a full
factorial design.

(ix) Balanced/Unbalanced Factorial Design
If the number of levels in all the factors is the same, the design is called a
balanced design. If the number of levels in all the factors is not same, then
the design is called an unbalanced design.

(x) Contrast/Orthogonal
A contrast is a linear combination of two or more factor level means with
coefficients that sum to zero.
Two contrasts are orthogonal if the sum of the products of corresponding
coefficients (i.e., coefficients for the same means) adds to zero.
Mathematically,

C ¼ c1l1 þ c2l2 þ c3l3 þ � � � þ cklk

where

Xk
j¼1

cj ¼ c1 þ c2 þ c3 þ � � � þ ck ¼ 0

17.3 Procedure for Design of Experiments

(i) Identification of the Problem
Problem identification is the first step in the experimental design. Once the
problem is identified, other steps will follow. If the problem can be iden-
tified precisely, the volume of works will be reduced and the results can be
pinpointed. The design should be as simple as possible so that the results or
outcomes of the experiments can be correctly interpreted.

(ii) Response Variable
Two types of variables are involved. One is the response or dependent
variable and the other is the independent variable. This is also called factor.
A response variable or dependent variable is one which depends on the
measurements of other variables called independent variables. If a mistake
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is made in determining the dependent variable, the whole experiment may
go wrong. The dependent variable must be measurable.
Get a clear understanding of the inputs and outputs under investigation.

(iii) Factors or Independent Variables
In the experimental design, the independent variables may also be called
“factors.” Factors are independent variables. The factors influence the
response or dependent variables. For example, compressive strength of
concrete depends on the curing method. So compressive strength is a
dependent variable and the curing method is an independent variable. The
independent variables must also be measurable.

(iv) Factor Levels
Determine the number of levels of the factors. The number of levels also
called treatments will depend on the type and the objective of the experi-
ment. For example, if we want to study the effect of curing time on com-
pressive strength of concrete, then the levels of the factor (curing time) may
be three (7, 10, and 15 days). The levels should be realistic. Avoid attribute
measures such as yes/no, pass/fail. If necessary, categorical measures may
be numerically coded, for example, 1 for low and 2 for high.

(v) Possible Interactions
The main effect comes from the factors individually. The effect on the
response variable may also come from various combinations of the factors.
For example, if there are two independent variables A and B, then the
meaningful effect may come from A, B, and AB together.

(vi) Replicates
Set the number of replicates for the experiment. This will however depend
on the type of the experiment. The purpose is to obtain statistically sig-
nificant data for interpretable outcomes.

(vii) Randomization
In the statistical theory of DOE, randomization involves randomly allo-
cating the experimental units across the treatment groups. Randomization
provides reliable data and the results.

(viii) Design Matrix
It is important to create a design matrix for the factors under investigation.
In the design matrix, the main effects of the factors as well as interactions
are shown. It is very useful to develop a specific mathematical model for the
specific experiment. This will make the experiment valid and eliminate the
anomalies otherwise possible.

(ix) Running the Experiment
The experiment should be supported by actual and factual data. Collect and
use the actual and relevant data. Avoid collection of unnecessary data. If
unnecessary data are used, the model may produce erroneous results.
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17.4 Types of Designs

The type of design depends on the particular experiment and the objective set out
by the experimenter before the experiment is conducted. The chart appearing
hereafter shows the commonly used designs. An explanation of each of these
designs is provided after the design chart.

Flow Chart Showing the Commonly Used Designs of Experiments.

Completely 
Randomized Design

One Factor 
Design
(Effect of 
treatment;
Compare 
treatment 
means)

Randomized Block 
Design
(Sub-divided into 
blocks)

Design of 
Experiment
(Randomization;
Replicates)

Full Factorial Design

(Main effect;
Interaction effect)

Factorial Design
(2 or more 
factors)

Fractional Factorial 
Design

(a) Regression (not shown in the chart)
We can also call it as a traditional design. This is particularly useful if there are
several factors perhaps four or more) involved. However, it cannot be con-
trolled for a few factors. Regression may be used for estimating the statistical
relationship between the factor and the response variable. But it is not efficient
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to measure the changes caused to the response variable as a result of certain
level change of the factor values.

(b) One Factor design
The design involves one factor (independent variable) that is expected to affect
the response variable. The treatment effect can be tested. Also the individual
treatment means can be tested.

(c) Completely Randomized design
This is a specific case of one factor design. This is the primary factor. We are
primarily interested in studying the effect of this factor on the response vari-
able. There may be other variables which may be nuisance variables. We
control those nuisance variables. As the name indicates, the design will also
involve randomization. The sequence of the experimental units is determined
at random. Randomization provides the validity of the results.
In a completely randomized design, the sample size (number of runs) is
given by

N ¼ k � L� n

where
N sample size (number of runs)
K number of factors (=1 for completely randomized design)
L number of levels
N number of replications

If the design is a balanced design, the number of replications should be same in
all levels of the factor.

17.5 Illustration of a Completely Randomized Design

The following is a layout of a completely randomized design with three levels and
five replicates. The X values are responses. In the experiment, replace the X values
by the actual responses and the level 1, 2, and 3 by the actual values of the levels.

T. level Replicate Replicate total

1 2 3 4 5

1 X11 X12 X13 X14 X15 X1

2 X21 X22 X23 X24 X25 X2

3 X31 X32 X33 X34 X35 X3
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If this is translated into the SPSS spreadsheet, it will look like the following:

Treatment X value

1 X11

1 X12

1 X13

1 X14

1 X15

2 X21

2 X22

2 X23

2 X24

2 X25

3 X31

3 X32

3 X33

3 X34

3 X35

The SPSS output for ANOVA will look like the following:
ANOVA

Source of variation Sum of squares Degrees of freedom Mean square F

Model (treatment)

Error

Total

With the help of F value, results can be interpreted and a conclusion can be
drawn whether the treatment effect is significant or not.

(d) Randomized Block Design
Sometimes the experimental units may not be homogeneous. There may be some

grouping that may cause some effect on the analysis. However, grouping may be
incorporated into the design if it is clear that certain grouping is available in the
experimental units. Example of such a situation is the income of the people. When
we want to study the income of the people, the grouping in terms of sex (male and
female) may be evident. In this case we should introduce the block design involving
two blocks (male and female). The analysis will reveal the effect of the treatments
as well as blocks on the response variable.

Illustration of a Randomized Block Design.
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The following is an illustration layout for a randomized block design. In this
illustration, number of treatment (level) is 3 and number of block is 4.

T. level Block Replicate total

1 2 3 4

1 X11 X12 X13 X14 X1

2 X21 X22 X23 X24 X2

3 X31 X32 X33 X34 X3

Block total

When the values are translated into SPSS spreadsheet, it will look like the
following:

Treatment Block X value

1 1 X11

1 2 X12

1 3 X13

1 4 X14

2 1 X21

2 2 X22

2 3 X23

2 4 X24

3 1 X31

3 2 X32

3 3 X33

3 4 X34

The SPSS output for ANOVA will appear like the following:
ANOVA

Source of variation Sum of squares Degrees of freedom Mean square F

Model (treatment)

Block

Error

Total

With the help of the calculated F values, we can interpret the result and conclude
whether the treatment and block effects are significant or not.
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(e) Factorial Design
Factorial Design is one in which there are two or more factors involved. This

design can be divided into two sets. One is full factorial design and the other is
fractional factorial design. There is no limitation as to how many factors can be.
Also, the number of levels can be 2 or more. In a full factorial design, we can test
the main effect as well as the interaction effect. Main effect is the effect of a factor
that it provides to the response variable. Interaction effect is the effect of two or
more factors jointly. This may be explained in the following way.

Let us suppose there are two factors A and B in an experiment. In addition to the
direct effect of A and B to the response variable, A may have some effect on B and
B may have some effect on A. These are interaction effects. These interaction effects
may have some effect on the response variable.

17.6 Illustration of a 23 Full Factorial Design

The layout of the 23 Full Factorial Design is given in the following table. The
design has three factors and two levels as indicated by 23. The figures shown inside
the table are levels. Each of the three factors has two levels (1 and 2). The
interaction levels are automatically set by the computer (SPSS Window). The
experimenter does not need to set it. These are shown in the table for completeness.
Note the following:

Levels 1 and 2 are not the actual level values. These are only notations. In the
experiment actual values are to be used.

Level 1 represents the lower value of the factor.
Level 2 represents the higher value of the factor.
Lower value of factor 1 × lower value of factor 2 = higher value of interaction 1 × 2.
Lower value of factor 1 × higher value of factor 2 = lower value of interaction 1 × 2.
Higher value of factor 1 × higher value of factor 2 = higher value of interaction
1 × 2.

The concept is like (when + represents higher value and—represents lower
value):

ð�Þ � ð�Þ ¼ ðþ Þ
ð�Þ � ðþ Þ ¼ ð�Þ
ðþ Þ � ð�Þ ¼ ð�Þ
ðþ Þ � ðþ Þ ¼ ðþ Þ
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Run Factor Interaction Response

1 2 3 1 × 2 1 × 3 2 × 3 1 × 2 × 3

1 1 1 1 2 2 2 1

2 1 1 2 2 1 1 2

3 1 2 1 1 2 1 2

4 1 2 2 1 1 2 1

5 2 1 1 1 1 2 2

6 2 1 2 1 2 1 1

7 2 2 1 2 1 1 1

8 2 2 2 2 2 2 2

The interactions act like factors. Whether some or all interactions produce sig-
nificant effect on the response variable will be evident after testing with the help of
ANOVA.

If this design is translated into the SPSS spreadsheet, it will look like the
following:

Factor 1 Factor 2 Factor 3 Response

1 1 1
1 1 2
1 2 1
1 2 2
2 1 1
2 1 2
2 2 1
2 2 2

If this is run into SPSS with appropriate ANOVA options, then the output for
ANOVA will look like the following:

ANOVA

Source of variation Sum of squares Degrees of freedom Mean
square

F

Model

Factor 1

Factor 2

Factor 3

Factor 1 * factor 2

Factor 1 * factor 3

Factor 2 * factor 3

Factor 1 * factor 2 * factor 3

Error

Total
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By calculating the respective F values, it can be concluded which factor has
significant effect on the response variable.

(f) Fractional Factorial Design
A fractional factorial design is one in which the sample size (number of runs) is

less than that in a full factorial design. An example may be given here to explain the
concept. The number of runs for a 23 full factorial design is 8 (23 = 8). If we talk of
a half factorial design, the number of runs will be 4. If in a design, the experimenter
is confident that the interaction effect will not be significant, then the interaction
terms may be omitted. In such a case the design will be a fractional factorial design.

17.7 Concept of Anova

17.7.1 Procedure in the Analysis

Main purpose of an analysis in a factorial design is to study the effect of the selected
factors on the response variable. In other words, we want to see whether the
selected factors have statistical significant effect on the response variable. We may
also want to see the change in the effect of the response variable as a result of
change in the treatment (level) of a factor.

The effect of factors on the response variable is studied with the help of Analysis
of Variance (ANOVA). We have seen in case of regression-based ANOVA that the
total sum of squares is divided into sum of squares due to model and sum of squares
due to error. But in the case of ANOVA for factorial design, the sums of squares are
partitioned into sums of squares due to model, each of the factors and error. From
these sums of squares, the respective mean square is calculated. From the mean
squares, the corresponding F statistic is calculated. This F statistic is compared with
the tabulated critical F values. Then we conclude whether a certain factor has
significant effect on the response variable or not. Follow the steps as outlined
hereafter.

Run the analysis program such as SPSS.
Prepare the ANOVA

State the null hypothesis.
Partition the sums of squares (variability).
Calculate the mean squares.
Calculate the F ratios.
Decide whether the null hypothesis is rejected or not based on a preset α level.
Interpret the result.
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The concept of factor action and the analysis may be summarized as per fol-
lowing diagram.

Concept 

Response 
Variable

Factor 1 

Factor 2 

Factor 3 
SSF3

....

SSFk

ANOVA

Total 
Sums of 
Squares 
(SST)

SSF1

SSF2

....

Factor k

SST = sum of squares total; SSF1 = sum of squares due to factor 1; SSF2 = sum
of squares due to factor 2; SSF3 = sum of squares due to factor 3; SSFk = sum of
squares due to factor k; SSE = sum of squares due to error.

SST ¼ SSF1þ SSF2þ SSF3þ � � � þ SSFk ¼ SSE

17.7.2 Test with ANOVA

We have used Z test and t test for comparing the population means. It may be noted
that in these tests, we could compare the two population means. We can compare
population means of more than two populations by analysis of variance (ANOVA).
We shall do it with the help of an example.

Example 1
Randomly selected students of a course were assigned four different teaching
methods (assignment, tutorial, group discussion, none) in addition to lecture. Their
scores were found as shown in the following table:
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1 (None) 2 (Assignment) 3 (Tutorial) 4 (Group discussion)

56 60 70 68

58 65 75 80

45 54 68 75

60 60 74 82

55 66 82 90

Col total = 274 305 369 395

Here,

n1 ¼ 5; n2 ¼ 5; n3 ¼ 5; n4 ¼ 5:

n ¼ n1 þ n2 þ n3 þ n4 ¼ 20:

x ¼ 67:15:

Our interest is to see whether the four teaching methods produce the same result.
In other words, whether the mean scores produced by the four different teaching
methods are same. In order to test this, we formulate the following hypotheses:

H0 : l1 ¼ l2 ¼ l3 ¼ l4

H1: All the means are not same.
For the test let us assume α = 0.05.
In order to test the null hypothesis, we calculate the sums of squares as follows:

SSTotal ¼
X4
i¼1

Xni
j¼1

x2ij � nðxÞ2

¼ sum of squares of all x valuesð Þ � nðxÞ2

¼ ð56Þ2 þð58Þ2 þð45Þ2 þ . . .þð90Þ2 � 20ð67:15Þ2
¼ 92,669.00�90,182.45

¼ 2486.55

SSTreatment ¼
X4
i¼1

fðcolÞitotalg2=ni � nðxÞ2

¼ sum of squares of treatment totals; each square divided by its n valueð Þ�nðxÞ2

¼ 274ð Þ2=5þ 305ð Þ2=5þ 369ð Þ2=5þ 395ð Þ2=5� 20 67:15ð Þ2
¼ 92,057.40�90,182.45

¼ 1874.95

SSerror ¼ SStotal � SSTreatment

¼ 2,486.55�1874.95

¼ 611.60
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These may be arranged in the following ANOVA table:

Source of variation SS df MS F0 value

Treatment 1874.95 3 624.98 16.36

Error 611.60 16 38.23

Total 2486.55 19

Here the calculated value of F0 is 16.38. The F0 value F0.05,3,16 is 3.239. This is
less than the calculated F0 value. In other words, F0 > F0.05,3,16. The calculated
value of F falls in the rejection region of H0. The null hypothesis is, therefore,
rejected. This means that the means are not same. In other words, four different
teaching methods produce different results. In this example, it has been demon-
strated how analysis of variance helps to conclude whether the treatments have
significant effects on the students’ performance.

The main concept in the ANOVA concept is to calculate the sums of squares of
the items of our interest and/or partition the sums of squares, calculate the mean
squares (MS), calculate the F0 value, and compare this F0 value with that in the
table for the given degrees of freedom and α. Then based on the F values, either
reject the null hypothesis or do not reject it. Thereafter, make inference or
interpretation. This procedure can be shown in the following sequence:

(i) Formulate the null hypothesis. The null hypothesis is “there is no difference
between the means.”

(ii) Calculate the sums of squares (for total, treatments, errors).
(iii) Calculate the degrees of freedom for all items.
(iv) Calculate the mean squares.
(v) Calculate the F values.
(vi) Based on the F values, decide whether to reject or not to reject the null

hypothesis.
(vii) Interpret the results.

17.8 Single Factor Experiments

A single factor experiment is one in which the number of factor is one. In the
following sections, the techniques are explained with the help of examples how to
analyze the variance and interpret the test results.

17.8.1 Analysis of Variance

In a manufacturing process, an experimenter wanted to study the effect of content of
an element on the hardness of an alloy which uses the element to manufacture
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the alloy. Four content levels (5, 10, 15, and 20 %) were used. For each concen-
tration, six measurements (replicates) were used. The experiment is shown in the
following table:

Example 2

Content of an Element in an Alloy

Cont. Measurement Total

1 2 3 4 5 6

5 8 10 19 13 11 12 73

10 14 20 16 22 23 18 113

15 17 22 23 20 19 22 123

20 22 30 26 28 22 24 152

Total 461

The calculations proceed in the following way:

SST ¼ sum of squares of observationsð Þ� sum of squares of observationsð Þ2= no. of observationsð Þ

SST ¼ ð8Þ2 þð14Þ2þð17Þ2þ � � � þ ð24Þ2 � ð451Þ2
24

¼ 9599:00�8855:04

¼ 743:96

SSTreatment ¼ sum of squares of treatment totals; divided by respective no of observationsð Þ
� sum of squares of observationsð Þ2= no of observationsð Þ

SSTreatment ¼ ð73Þ2
6

þ ð113Þ2
6

þ ð1123Þ2
6

þ ð152Þ2
6

� ð461Þ2
24

¼ 9388:50�8855:04

¼ 533:40

SSError ¼ SST� SSTreatment

¼ 743:96�533:46

¼ 210:50

The following is the format of the ANOVA table.
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ANOVA

Source of
variation

Sums of
squares

Degree of freedom Mean squares F0

Between
treatment

SSTreatment (No of
treatments) − 1

MSTreatment = SSTreatment/
DF

MSTreatment/
MSE

Error
(within
treatments)

SSE (No of
observations) − (no
of treatment)

MSE = SSE/DF

Total SST (No of
observation) − 1

The results are summarized in the following ANOVA table:
ANOVA

Source of variation SS DF MS F0

Treatment 533.46 3 177.82 16.89

Error 210.50 20 10.53

Total 743.96 23

The hypotheses may be stated as follows:
H0: μ1 = μ2 = μ3 = μ4. There is no effect of treatment levels on the experimental

units.
Ha: The means are not same.
Here treatments are contents of the element.
The F value F0.05,3,20 from table = 3.10. The calculated F value (F0) is larger

than F0.05,3,20. Therefore, the hull hypothesis (H0) is rejected. This means that the
treatments (content levels of the element in the alloy) have significant effect on the
experimental units (hardness).

17.8.2 Tests on Individual Treatment Means

In the previous example, the null hypothesis has been rejected and we concluded
that there is a significant difference between treatment means. But we could not
identify and conclude on the nature of the difference. To examine the nature of the
difference or to conclude which treatment mean is larger or less than which treat-
ment mean, we can use the concept of contrast. Hereafter, the contrast is defined
mathematically.

Let

X ¼ a1x1 þ a2x2 þ a3x3 þ a4x4
Y ¼ b1y1 þ b2y2 þ b3y3 þ b4y4
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Then X is contrast if,

a1 þ a2 þ a3 þ a4 ¼ 0

Y is a contrast if,

b1 þ b2 þ b3 þ b4 ¼ 0

X and Y are orthogonal if the above two relations are true and plus if,

a1b1 þ a2b2 þ a3b3 þ a4b4 ¼ 0

If we want to test the means at level 1 and level 2 of a factor, we may formulate
the hypothesis as follows:

H0: l1 ¼ l2
Ha: l1 6¼ l2

We can test this hypothesis using linear combination of level totals as follows:
y1 � y2 ¼ 0, where y1 and y2 are respective level (treatment) means.
Note that in the linear combination of the above sum of all the coefficients = +1

− 1 = 0. So this is a contrast.
If we want to test the hypothesis

H0: l1 þ l3 ¼ l2 þ l4
Ha: l1 þ l3 6¼ l2 þ l4

We can test this hypothesis using linear combination of level totals as follows:

y1 � y2 þ y3 � y4 ¼ 0

We use the same example as above to test the hypothesis on treatment means. In
order to do this, the null hypothesis and their point estimates for the contrasts are
shown in the following table.

Null hypothesis Point estimate

H0: μ1 = μ2
or, μ1 − μ2 = 0

y1 − y2 = 0

H0: μ2 = μ3
or, μ2 − μ3 = 0

y2 − y3 = 0

H0: μ1 + μ4 = μ2 + μ3
or, μ1 + μ4 − μ2 − μ3 = 0

y1 + y4 − y2 − y3 = 0

H0: 2μ1 + μ3 = 2μ2 + μ4
or, 2μ1 + μ3 − 2μ2 − μ4 = 0

2y1 + y3 − 2y2 − y4 = 0
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The calculations for the contrasts and their respective sums of squares are shown
hereafter.

C1: 73�123 ¼ �50 SSC1 ¼ ð�50Þ2
6ð2Þ ¼ 208:33

C2: 113�123 ¼ �10 SSC2 ¼ ð�10Þ2
6ð2Þ ¼ 8:33

C3: 73þ 152�113�123 ¼ 50 SSC3 ¼ ð50Þ2
6ð4Þ ¼ 104:17

C4: 2� 73þ 123�2x113�152 ¼ �109 SSC3 ¼ ð�109Þ2
6ð10Þ ¼ 198:02

These may be summarized in the following ANOVA table:
ANOVA

Source of variation SS df MS F0 F0.05 from table

Treatment 533.46 3 177.82 16.90 3.10

C1 (1 vs. 3) 208.33 1 208.33 19.79 4.35

C2 (2 vs. 3) 8.33 1 8.33 0.79 4.35

C3 (1,4 vs. 2,3) 104.17 1 104.17 9.90 4.35

C4 (1,3 vs. 2,4) 198.02 1 198.02 18.81 4.35

Error 210.50 20 10.53

Total 743.96 23

The sum of squares of the treatment (533.46) has been partitioned into four
contrasts (C1, C2, C3, and C4). These four contrasts explain 97.26 % of the sums of
squares of treatment.

Looking at the F values from table with α = 0.05 and appropriate degrees of
freedom, we can conclude that there are significant differences between 1 and 3
(C1), averages of 1 & 4 and 2 & 3 (C3). Their calculated F values are greater than
the respective F values from table. There is no significant difference between 2 and
3 (C2). Its calculated F value is less than the F value from the table.

17.8.3 Estimation of Treatment for Completely Randomized
Design

(a) Single Treatment Mean

Point Estimate: Population treatment mean = sample treatment mean.

342 17 Experimental Design



l ¼ T

Interval Estimate:

T � ta=2 � s=
ffiffiffi
n

p � l� T þ ta=2 � s=
ffiffiffi
n

p

where

T ¼ treatment mean;

s ¼
ffiffiffiffiffiffiffiffiffiffi
MSE

p
; df ¼ n� k

n ¼ sample size ðn ¼ n1 þ n2 þ n3 þ � � � nkÞ

(b) Difference between two treatment means

Point Estimate:

l1 � l2 ¼ T1 � T2

The interval estimate is given by

ðT1 � T2Þ � ta=2 � s=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=n1 þ 1=n2

p
� l�ðT1 � T2Þþ ta=2 � s=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=n1 þ 1=n2

p

where

T1 ¼ mean of treatment 1

T2 ¼ mean of treatment 2

df ¼ n� k

17.8.4 Multiple Factor Design

A multiple factor experiment is one in which the number of factors is 2 or more.

17.8.5 Example of a 23 Factorial Design

An experimenter wanted to test the effect of two factors on a manufacturing pro-
cess. The levels are as follows:

Factor 1: 2 levels (100 and 150)
Factor 2: 2 levels (1 and 2)
Factor 3: 2 levels (1 and 2)
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The design is shown in the following table. The responses are also shown. Our
interest is to see whether the factors have significant effect on the response variable
(α = 0.05).

The design of the experiment is shown in the following table:

No. Factor Response

Factor 1 Factor 2 Factor 3

1 100 1 1 60

2 100 1 2 65

3 100 2 1 67

4 100 2 2 69

5 150 1 1 68

6 150 1 2 67

7 150 2 1 69

8 150 2 2 74

ANOVA

Source of variation SS DF MS F0 F0.05 from table

Model 6449.500 4 1612.275 678.85 6.388

Factor 1 6373.250 2 3186.625 1341.74 6.944

Factor 2 55.125 1 55.125 23.211 7.709

Factor 3 21.125 1 21.125 8.895 7.709

Error 9.500 4 2.375

Total 6459.000 8

17.8.6 Randomized Block Design

The completely randomized design is appropriate when the experimental units are
somewhat homogeneous. Sometimes, this homogeneity is not available in certain
data sets. In those situations, there may be some groups within the experimental
units. Within the groups the experimental units may be somewhat homogeneous.
But there may be significant differences between the groups. In such a situation, we
may divide the experimental units into certain groups. These groups are called
Blocks.

As an illustration, we may think of three groups of people when studying their
income. These may be people working in the (1) farm sector, (2) industries sector,
(3) service sector, and (4) IT sector. We may want to see whether incomes of the
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people of these groups are different. Let us also say that we apply three treatments
based on the age groups: 25–35, 36–50, 50+. This may be represented as follows:

Blocks
1 2 3 4

1 (25-35) y3 y2 y1 y3

Treatments 2 (36-50) Y1 y1 y3 y1

3 (50+) Y2 y3 y2 y2

The treatments are to be assigned randomly. Each treatment will appear only
once in each block. Based on responses, we can analyze the variances and use the
ANOVA concept to test whether the blocks have significant difference. We shall
have to find out the total sums of squares and partition the total sums of squares to
treatments and blocks to test the significances of the blocks and treatments.

Treatment Block Total

1 2 3 4

1 1.00 2.00 3.00 3.50 9.50

2 1.50 2.50 2.90 4.50 11.40

3 2.00 3.00 4.00 5.00 14.00

Total 4.50 7.50 9.90 13.00 34.90

Notes Responses are in US$(100). Let T represent treatment, B represent block, y represent
observation. Also i indicates from left to right and j indicates from top to bottom.

SSTotal ¼
X4
i¼1

Xni
j¼1

y2ij �
P

y
n

¼ sum of squares of all observationsð Þ� sum of all observationsð Þ2=n
¼ ð1:0Þ2 þð1:5Þ2 þð2:0Þ2 þ � � � þ ð13:0Þ2 � ð34:90Þ2=12
¼ 117:41�101:50

¼ 15:91
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SSTreatment ¼
P4

i¼1 Ti totalð Þ2
ni

P
yð Þ2
n

¼ sum of squares of treatments; each square divided by its n valueð Þ�
P

yð Þ2
n

¼ 9:50ð Þ2=4þ 11:40ð Þ2=4þ 14:00ð Þ2=4� 34:90ð Þ2=12
¼ 104:05�101:50

¼ 2:55

SSB ¼
P4

i¼1 B
2
i

ni
�

P
yð Þ2
n

¼ 4:50ð Þ2=3þ 7:50ð Þ2=3þ 9:90ð Þ2=3þ 13:00ð Þ2� 34:90ð Þ2=12
¼ 114:05�101:50

¼ 13:00

SSE ¼ SSTotal�SSTreatment � SSBlock
¼ 15:91�2:55�13:00

¼ 0:35

These may be arranged in the following ANOVA table:

Source of variation SS DF MS F0

Block 13.00 3 4.33 73.25

Treatment 2.55 2 1.28 21.56

Error 0.35 6 0.06

Total 15.91 11

We may state the null hypotheses as follows:
For Blocks H0: There is difference between block means.
From F table, F0.05,3,6 = 4.757. Thus, F0 > F0.05,3,6. Therefore, the null

hypothesis is rejected and we may conclude that there is significant difference
between block means. In other words, blocks (sectors) have significant effect on the
experimental units.

For Treatment H0: There is no difference between treatment means.
From F table, F0.05,2,6 = 5.143. Here also, F0 > F0.05,2,6. Therefore, the null

hypothesis is rejected and we may conclude that there is significant difference
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between treatment means. In other words, treatments (age groups) have significant
effect on the experimental units.

Problems

17:1 An insurance company wants to study how total premiums obtained in the
insurance are affected by premiums from different sectors. He collects
insurance data for 3 consecutive years (2006, 2007, and 2008) for four
factors. The data area summarized in the following table.

Code:

Factor 1 = Fire
Factor 2 = Marine
Factor 3 = Automobile
Factor 4 = Miscellaneous
Response Variable = Insurance Premium (billion $)

Treatment Factor 1 Factor 2 Factor 3 Factor 4

2006 0.217 0.117 1.720 0.827

2007 0.215 0.116 1.861 0.863

2008 0.227 0.127 1.944 0.920

Prepare the ANOVA Table

(a) State the hypotheses whether treatment and block have significant effect on
the insurance premiums. Use α = 0.05.

17:2 An experimenter wants to study the compressive strength of concrete. He
believes that compressive strength varies according to grade. He collected the
data shown in the following table. Each grade has five replicates.

Grade Compressive strength (N/mm2)

30 30 32 29 32 33

40 39 40 41 40 41

50 48 48 49 50 50

Formulate the null and alternate hypotheses to test whether compressive strength
varies by grade.

Prepare the ANOVA and test the null hypothesis and conclude.

17:3 With the data given in the previous problem, test the individual means to see
whether the individual treatment means are same or not.

17:4 15 students from a school were selected at random. Again 5 students (from
the same 15 students) at random were assigned to each of the three teaching
methods (lecture, tutorial, and assignment). Their scores in percentage are
summarized in the following table:
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Teaching method Students’ score (%)

1 = Lecture 68 72 64 63 60
2 = Tutorial 75 74 71 75 76
3 = Assignment 69 70 67 66 68

Formulate hypotheses and test whether teaching methods have effect on the
students’ scores.

Test by linear contrast whether individual treatment means are same or different.

17:5 In an experiment, the effect of feeding frequency on growth of a particular
fish species was studied in Asian Institute of Technology. The results are
shown in the following table. Unit of weight is gram. Feeding frequency is 4,
5, 6 times a day (day–night). The raw data are from Baouthong, Pornpimon,
AIT Thesis no. AE-95-23.
Test whether the feeding frequency has significant effect on the weight gain.
Use α = 0.05.

Times Replicate Total

1 2 3 4

4 56.01 49.12 32.36 67.06 204.55

5 64.73 29.34 50.14 33.44 177.65

6 26.47 62.18 19.6 55.26 163.51

Total 147.21 140.64 102.1 155.76 545.71

17:6 In an experiment for the effect of speed on the walking tractor vibration, an
experimenter recorded the acceleration amplitudes (m/s2) at three speeds
1000, 1200, and 1400 as shown in the following table. Raw data are from
Sookkumnerd, Chanoknun, AIT Thesis no. AE-00-2.

Prepare the ANOVA and test the following:

(a) Is the treatment effect on the acceleration amplitude significant (α = 0.05)?
(b) Is factor effect on the acceleration amplitude significant?

Speed Factor Total

1 2 3 4 5 6 7 8

1000 1.250 0.698 0.679 0.430 0.420 0.391 0.259 0.156 4.283

1200 0.896 0.623 0.623 0.623 0.536 0.429 0.312 0.292 4.334

1400 1.172 0.762 0.762 0.547 0.449 0.449 0.449 0.254 4.844

Total 3.318 2.083 2.064 1.600 1.405 1.269 1.020 0.702 13.461
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17:7 An experimenter conducted an experiment in the Red River Delta of
Vietnam to study the rice yields with two varieties of rice and eight levels of
nitrogen. The records of rice yields from the experiment are shown in the
following table. Raw data are from Trung, Nguyen Manh, AIT Thesis no.
AE-91-43.

Rice N-Level Total

0 30 45 60 75 90 120 150

V18 2.130 5.07 5.800 6.440 6.990 7.45 8.1 8.39 50.370

IR8 2.23 6.84 7.12 7.32 7.44 7.49 7.36 6.92 52.720

Total 4.360 11.91 12.92 13.76 14.430 14.94 15.46 15.310 103.09

Prepare the ANOVA and test the following at α = 0.05.

(a) Does rice variety affect the rice yield significantly?
(b) Does nitrogen level affect rice yield significantly?

17:8 Shear Strength of soil in six different fields (A, B, C, D, E, and F) was
investigated at four treatment levels (depth) 5, 10, 15, and 20 cms. The
observed shear strength (kg/cm2) values are shown in the following table.
Raw data are from Ramalingam, Nagarajan, AIT Thesis no. AE-98-1.

Prepare the ANOVA and test at α = 0.05 whether,

(a) Depth has significant effect on shear strength.
(b) Fields have significant effect on shear strength.

Depth A B C D E F Total

5 17.5 14.0 14.2 13.5 21.0 22.5 102.7

10 30.0 28.0 19.2 22.5 27.5 36.0 163.2

15 47.5 54.0 33.5 29.5 47.5 51.5 263.5

20 68.5 69.5 50.0 56.0 76.0 73.5 393.5

Total 163.5 165.5 116.9 121.5 172.0 183.5 922.9

17:9 In an experimental design to study the water quality, the experimenter used
ammonia concentration in water. Ammonia concentration (μg/l) in water was
recorded at different experimental days and at five treatment levels (0, 25, 50,
75, and 100 open water fish culture ratio). The recorded observations are
shown in the following table. Raw data source: Begam, Rowshan Ara, AIT
Thesis AE-94-20).
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Ratio Experimental days Total

24 38 52 55 66 80 91

0 0.09 0.10 0.24 3.28 0.130 0.16 0.13 4.13

25 0.07 0.07 0.23 3.44 0.29 0.25 0.21 4.56

50 0.13 0.09 0.27 3.37 0.57 0.52 0.42 5.37

75 0.14 0.15 0.18 3.32 1.97 0.42 0.28 6.46

100 0.15 0.16 0.2 3.51 2.11 0.49 0.40 7.02

Total 0.58 0.57 1.12 16.92 5.07 1.84 1.44 27.54

Prepare the ANOVA and test at α = 0.05 whether,

(a) Ratio (treatment) has significant effect on ammonia concentration.
(b) Experimental days have significant effect on ammonia concentration.

17:10 In an experimental design for fish culture in AIT, the experimenter used
phytoplankton concentration (mg/l) at five treatment levels (0, 25, 50, 75,
and 100 open water fish culture ratio, OWFCR) on 7 experimental days of
the experiment. The observations are as shown in the following table. Raw
data source: Begam, Rowshan Ara, AIT Thesis AE-94-20.

OWFCR Experimental days Total

26 40 54 56 68 82 94

0 0.72 0.90 0.540 1.090 2.960 1.71 0.76 8.68

25 0.32 1.00 0.67 1.97 3.79 1.58 1.01 10.34

50 0.25 0.68 0.54 1.52 1.64 1.03 0.56 6.22

75 0.47 1.79 1.07 1.34 3.22 1.34 1.45 10.68

100 0.43 1.61 0.81 1.61 1.61 2.44 1.64 10.15

Total 2.19 5.98 3.63 7.53 13.22 8.10 5.42 46.07

Prepare the ANOVA and test at α = 0.05 whether,

(a) Ratio (treatment) has significant effect on ammonia concentration.
(b) Experimental days have significant effect on phytoplankton concentration.

Answers

17:1 Treatment effect is not significant; block effect is significant.
17:2 Conclusion: Compressive strength varies with grade.
17:4 1. Teaching methods have effect on students’ score.

2. μ1 ≠ μ2.
3. μ1 = μ3.
4. μ2 ≠ μ3.

17:5 Treatment effect is not significant. Growth does not vary significantly with
feeding frequency (F = 0.356).
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17:6 (a) Treatment effect is not significant (F = 1.385).
(b) Block effect is significant (F = 25.415).

17:7 1. Effect of variety on rice yield is not significant (F = 0.613).
2. Effect of nitrogen level on rice yield is significant (F = 11.864).

17:8 1. Treatment effect (depth) is significant (F = 127.9).
2. Field effect is significant (F = 9.129).

17:9 1. Treatment effect is not significant (F = 1.735).
2. Effect of experimental days on ammonia concentration is significant
(F = 56.871).

17:10 1. Treatment effect is significant at α = 0.10 (F = 1.735).
2. Effect of experimental days on phytoplankton concentration is significant
at α = 0.05 (F = 11.207).
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Chapter 18
Statistical Quality Control

Abstract Quality control deals with the subject matter of assurances and testing for
failure of the products or services in the manufacturing processes. An important tool
is control chart. Several types of control charts and their uses are explained. In each
chart, control lines showing Upper Control Limit (UCL), Centerline (CL), and
Lower Control Limit (LCL) are developed and drawn. The sequence of construc-
tion of control charts and the limits is provided. The technique for development of
“Control Zones” and the interpretations are provided. For examining the “Out of
Control” Processes, WECO rules are used. The rules are summarized. Examples are
provided in each case. Techniques for calculating tolerance limit, process capa-
bility, and sample size based on statistical process control are demonstrated with the
help of examples.

Keywords Statistical quality control � Manufacturing process � Control charts �
Control limits � Control zones � Out of control � WECO rules

18.1 History

Manufacturers are having a tough time in the competitive market environment.
Users are getting products of higher quality not only in any domestic market but
also in the international market. This situation is creating a lot of pressure on the
manufacturers not only in maintaining the quality but also improvement of the
products over time.

Quality control is a branch of engineering. It deals with the subject matter of
assurance and testing for failure of the products or services in the design and
production. The purpose is to see that the products meet or exceed users’
requirements or expectation. Quality is to be built into the process of production.
Quality controls are tools that help the manufacturers identify the quality problems
to the production process. Statistical Quality Control (SQC) is a tool that stems
from the area of statistics. Our focus is on the quality control in the manufacturing
process. Statistical Process Control (SPC) is an alternative term of SQC.
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Walter A. Shewart did the pioneering works in the statistical process control in
the early 1920s. Later during the World War II W. Edwards Deming applied SPC
methods in the US. This led to the successfully improving quality in the manu-
facture of munitions and other strategically important products. Deming was also
instrumental in introducing SPC methods to Japanese industry after war had ended
(Wikipedia, free encyclopedia, website, 19 November 2009).

18.2 Areas of Statistical Quality Control

The quality professionals view the statistical quality control as divided into three
parts (webiste: http://www.wiley.com/college/sc/reid/pdf 19 November 2009).
These are discussed hereafter.

(a) Descriptive Statistics: These are used to describe quality characteristics and
relationships. These are mean, standard deviation, range, and a measure of the
distribution of data.

(b) Statistical Process Control (SPC): This is a statistical tool. It involves a ran-
dom sample of the output from a process and deciding whether the process is
producing products with the characteristics that fall within a predetermined
range. Based on the results of the SPC, we can also see whether the process is
functioning properly or not.

(c) Accepting Sampling: This is a process of randomly inspecting a sample of
goods and deciding whether to accept the entire lot based on the results. Based
on the results, we can decide whether a batch of goods produced should be
accepted or rejected.

18.3 Variation

Variation occurs in the manufacturing process for various reasons. Due to variation,
defective items are produced and the manufacturers are concerned whether a batch
is to be accepted or rejected. They are concerned because final acceptance lies with
the end users.

Variation may occur due to two broad sets of causes. One cause is called
Common Cause Variation. This occurs due to such causes as difference in mate-
rials, workers, machines, tools and similar factors. The other set of causes is called
Assignable Cause Variation. These are variations due to such causes as poor quality
of raw materials, people with no or low training, machines that need repair but not
done.

Whatever is the source of variation, it is to be identified and corrective measures
must be taken. In practical situations, completely eliminating the variations is
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impossible. Therefore, reducing the variation is the fundamental purpose of sta-
tistical process control. In other words, it is the purpose to maintain the process
stability.

18.4 Control Chart

For control chart, considerable coverage has been provided in the website: http://
www.balancedscorecard.org/portals/o/PDF/control.pdf, 19 November 2009.
A control chart is a chart showing the limits within which the process variation is
expected to lie. Control chart is a tool to use for maintaining process stability.
Process stability may be defined as “a state in which a process has displayed a
certain degree of consistency during the past and is expected to maintain this
consistency.” This consistency refers to the state that all the data will lie within the
predetermined control limits.

We can use a control chart to monitor variation in the process over time, identify
the causes of variation, examine the effectiveness of the process, and improve the
process. It also helps us to examine how the process performed during a certain
period of time.

We shall cover in brief the theoretical part of the control charts, the methods of
their construction and their interpretation.

18.4.1 Type of Data for Control Chart

The data that are used in constructing control charts may be divided into the
following two sets:

(a) Attribute Data: These are discrete data and may also be called categorical data.
These are measured by counting. Example is defect in a process measured by
number such as how many number of items are defective. This defect may also
be measured by such counts as number of items having defects and number of
items having no defect.

(b) Variable Data: Values of these data have continuous measurements. Example
is diameter (in cm, etc.) of piston rings produced by a process.

18.4.2 Types of Control Charts

There are a number of control charts. The following are the more commonly used
charts:
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(a) X-Bar (average) Chart
(b) R (range) Chart
(c) I Chart
(d) p Chart
(e) c Chart
(f) u Chart
(g) np Chart

Different techniques are use to construct these charts. Even in constructing
X-Bar charts, there are two techniques namely ordinary averages and moving
averages. In this Chapter we shall cover the charts mentioned above. These are
more common for application in many processes.

18.4.3 Control Limits in Control Charts

Generally there are three control limits namely, Upper Control Limit (UCL),
Centerline, and Lower Control Limit (LCL). See Fig. 18.1.

An important question naturally arises how to establish or construct these control
lines. The next section will provide answer to this question.

18.4.4 Theoretical Basis of the Control Limits

In the chapter on estimation, we have shown that in case of a normal population, the
interval estimation or in other words the confidence interval is given by

�x� Za=2 � r=
ffiffiffi
n

p � l��xþ Za=2 � r=
ffiffiffi
n

p

If we use the population parameter μ, then the expression comes out to be

l� Za=2 � r=
ffiffiffi
n

p � l� lþ Za=2 � r=
ffiffiffi
n

p

UCL

Centerline

LCL

Fig. 18.1 Control limits in a
control chart
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The left hand part of this expression (l� Za=2 � r=
ffiffiffi
n

p
) represents the lower

limit (LCL) and the right side (lþ Za=2 � r=
ffiffiffi
n

p
) the upper limit (UCL). The value

of Z depends on the level of the confidence we want such as 95 % confidence level.
This is the basis of establishing the control limits. Now, the question is how to

estimate μ, σ, and set the α level. For α level, for 95 % confidence level, the z value
is set to 1.96σ. In constructing the control charts, it is generally set to 3σ. In such a
case, the z value becomes

z ¼ x� l
r

¼ lþ 3r� l
r

¼ 3r
r

¼ 3

and the UCL and LCL now may assume the form

LCL ¼ ðl� 3 � r= ffiffiffi
n

p Þ
UCL ¼ ðlþ 3 � r= ffiffiffi

n
p Þ

Note that (r=
ffiffiffi
n

p
) is the standard error. So the control limits (UCL and LCL)

may be stated as μ ± 3 * (standard error).
Now two parameters are to be estimated. These are μ and σ. The mean (μ) may

be estimated from the grand mean of the samples. The other parameter σ may be
estimated by standard deviation method or by range method. We shall show how to
estimate these two parameters in different situations.

18.4.5 Control Chart for X-Bar and R

X-Bar stands for average and R stands for range. In construction of a control chart,
three control lines are to be drawn. These are (1) Centre line (CL), (2) Upper control
limit (UCL) and (3) Lower control limit (LCL).

The sequence of construction of the control chart is as follows:

(a) Examine the data set and identify the sub-groups;
(b) Calculate the average (mean) of each subgroup;
(c) Calculate the average of the subgroup ranges and the mean of the sub-group

ranges;
(d) Calculate the locations of the three lines (CL, UCL, and LCL);
(e) Determine the appropriate scale;
(f) Plot the control lines (CL, UCL and LCL) as well as the X-bar lines.

Note that in this section subgroups are involved. Data that can be subdivided into
subgroups may be analyzed according to the principle laid down in this section. If
the are no subgroups or in other words if there is only one subgroup, then the
principle will be different.

18.4 Control Chart 357



Example 1
In a manufacturing process, five subgroups can be identified. Some sample
observations have been recorded from the process. The data set is shown in the
following table.

X1 X2 X3 X4 X5

15.0 12.5 14.2 11.8 16.1

16.0 12.8 14.8 11.1 16.8

14.5 14.0 15.2 12.3 15.6

14.0 15.5 16.2 15.1 14.3

14.8 15.0 16.1 16.0 14.0

X-bar 14.86 13.96 15.30 13.26 15.36

R 2.00 3.00 2.00 4.90 2.80

Grand average is calculated as follows:

��x ¼ �x1 þ�x2 þ�x3 þ�x4 þ�x5
5

¼ 14:86þ 13:96þ 15:30þ 13:26þ 15:36
5

¼ 14:55

Range R in a sub-group = (highest value in the sub-group) − (smallest value in
the sub-group). Average of the R’s is calculated as follows:

�R ¼ 2:00þ 3:00þ 2:00þ 4:90þ 2:80
5

¼ 14:7
5

¼ 2:94

Let us examine now how to calculate the control limits.

Centreline ¼ ��x ¼ 14:55

We know that the UCL is given as

l� 3 � ðstandard errorÞ

In calculating the standard error, the range method is more commonly used.

According to this method, the standard error is given as
�R

d2
ffiffiffi
n

p . Therefore, the UCL

may be written as

UCL ¼ ��Xþ 3�R
d2

ffiffiffi
n

p
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Here, d2 is a function of n and are usually found in the statistical tables. Setting
3

d2
ffiffiffi
n

p ¼ A2, we get

UCL ¼ ��XþA2�R

Since d2 is a function of n, A2 is also a function of n and values of A2 for various
n values can also be found in a statistical table. Thus, the UCL is calculated as
follows:

UCL ¼ ��XþA2�R

¼ 14:55þ 0:577� 2:94

¼ 14:55þ 1:70

¼ 16:25

Value of A2 is 0.577 for n = 5 from the table.
Similarly, the LCL may be calculated as follows:

LCL ¼ ��X � A2R

¼ 14:55�0:577� 2:94

¼ 14:55�1:70

¼ 12:85

Using the X-bars, the CL, UCL and LCL, the appropriate control chart is drawn
as is provided in Fig. 18.2.

For Ranges
The control chart limits are given by

UCL ¼ D4 � �R

CL ¼ �R

LCL ¼ D3 � �R

D3 and D4 are functions of n and can be found from the statistical table for various
values of n. For our particular example, the control limits are calculated as follows:

UCL ¼ D4 � �R ¼ 2:115 � 2:94 ¼ 6:22

CL ¼ �R ¼ 2:94

LCL ¼ D3 � �R ¼ 0 � 2:94 ¼ 0:

The control chart showing the control limits for the ranges is shown in Fig. 18.3.
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18.4.6 I Chart (Individual Observation Chart)

In some processes, subgroups cannot be identified. In those situations “I control
charts” are used using individual observations. Dates are to be in actual sequence
starting from the start date until the finished date. In the table that follows, 1–10
indicates the observation numbers in correct sequence.

Date 1 2 3 4 5 6 7 8 9 10

Individual X 30 29 25 28 26 32 30 31 33 35

Moving R 1 4 3 2 6 2 1 2 2

�x ¼ 30þ 29þ 25þ 28þ 26þ 32þ 30þ 31þ 33þ 35
10

¼ 299
10

¼ 29:9

Ranges for this I chart are calculated as follows:
In this case, it is moving range.

12

13

14

15

16

17

1 2 3 4 5
Sample Number

X
-B

ar

UCL

CL

LCL

X-Bar

Fig. 18.2 X-bar control chart
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Fig. 18.3 R control chart
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Range in a cell = (observation in that cell) − (observation in the immediate
previous cell). See the table above. The R-bar (moving range bar) is calculated as
follows:

�R ¼ 1þ 4þ 3þ 2þ 6þ 2þ 1þ 2þ 2
ð10� 1Þ ¼ 23

9
¼ 2:56

For X-Bar
In the processes where subgroups can be identified, the UCL is given by

UCL ¼ ��XþA2�R

For individual observation chart (I chart), the control limits for average are given
by

UCL ¼ �xþE � �R

CL ¼ �x

LCL ¼ �x� E � �R

In these formulas, E is a control chart factor and can be found from a statistical
table. For two-point average, its value is always is 2.66. For a particular value of n,
E can also be calculated from E = 3/d2. The control limits are calculated as follows:

UCL ¼ �xþE � �R ¼ 29:9þ 2:66 � 2:56 ¼ 36:71

CL ¼ �x ¼ 29:9

LCL ¼ �x� E � �R ¼ 29:9� 2:66 � 2:56 ¼ 23:09

For R (moving rage)
The control limits are calculated from the following formulas:

UCL ¼ D4 � �R

CL ¼ �R

LCL ¼ D3 � �R

The values of D3 and D4 can be obtained from the statistical table.
Therefore,
UCL = 3.267 * 2.56 = 8.364 (from table D4 = 3.267 for n = 2. Note that for two

consecutive point range n = 2)

CL ¼ �R ¼ 2:56

LCL ¼ 0:0 � 2:56 ¼ 0 (from table D3 ¼ 0 for n ¼ 2Þ

The UCL, CL, LCL, and R-bar are plotted as shown in Fig. 18.4.
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The moving range control limits in the control chart is plotted as shown in
Fig. 18.5.

18.4.7 P Chart (Proportion Defective)

A P chart is one that monitors the proportion of nonconforming units in a sample.
The appropriate data for P chart are attribute (discrete) data. Example of such data
are good/bad, defective/non-defective, conforming/nonconforming, etc. The
conforming/nonconforming should be clearly defined. It is better if the sample size
is large, say about 100. Also the observation should be recorded according to the
days of a month sequentially.

Example 2
In a manufacturing process, observations were made for checking the noncon-
forming units during a month. The data are shown in the following table.

Day of month No. observed No. defective Proportion defective

1 26 7 0.269

2 28 8 0.286

3 25 9 0.360

4 26 9 0.346

5 27 10 0.370
(continued)
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(continued)

Day of month No. observed No. defective Proportion defective

6 28 10 0.357

7 30 11 0.367

8 31 11 0.355

9 32 12 0.375

10 31 13 0.419

11 30 14 0.467

12 35 10 0.286

13 33 9 0.273

14 32 10 0.313

15 28 8 0.286

16 29 7 0.241

17 30 9 0.300

18 29 10 0.345

19 31 8 0.258

20 25 7 0.280

21 26 8 0.308

22 28 7 0.250

23 29 7 0.241

24 31 6 0.194

25 31 5 0.161

26 27 7 0.259

27 29 8 0.276

28 30 9 0.300

29 32 10 0.313

30 30 8 0.267

Average proportion 0.304
�P ¼ 0:304

If the process proportion (population proportion) P is known, then the following
formulas may be used for determining the control limits:

UCL ¼ Pþ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1� PÞ

n

r

CL ¼ P

LCL ¼ P� 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pð1� PÞ

n

r

If the process proportion (population proportion) P is not known, then it has to
be estimated from the sample proportion. It is identified as follows:
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�p ¼ average of the individual sample proportions

Thus the control limits are given by

UCL ¼ �pþ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�pð1� �pÞ

n

r

CL ¼ �p

LCL ¼ �p� 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�pð1� �pÞ

n

r

In the example that we are working on, the population proportion P is not
known. So, we have to use the second set of formulas as follows:

UCL ¼ �pþ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�pð1� �pÞ

n

r

¼ 0:304þ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:304ð1� 0:304Þ

30

r

¼ 0:304þ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:304 � 0:896

30

r

¼ 0:304þ 3 � 0:084
¼ 0:304þ 0:252

¼ 0:556

CL ¼ �p

¼ 0:304

LCL ¼ �p� 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�pð1� �pÞ

n

r

¼ 0:304�0:252

¼ 0:052

The control limits are shown in the following Fig. 18.6.

18.4.8 c Chart (Control Chart for Defects)

A c chart is a technique by which the number of defects in a process is intended to
be controlled. In a chart, c stands for “counts.” In some situations, it is necessary to
control the number of defects in the manufacturing process rather than the per-
centage of defects. In c charts, it is assumed that the sample sizes of the subgroups
are equal. However, no assumption is made regarding the size of the sample.
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Let
ci the number of defects in a manufacturing unit
k number of units

Then, the average of the number of defects �c ¼ 1
k

Xk

i¼1
ci

The control limits are given by

UCL ¼ �cþ 3
ffiffiffi
�c

p

CL ¼ �c

LCL ¼ �c� 3
ffiffiffi
�c

p

Example 3
In a process, 20 observations are made and the corresponding number of defects
(nonconforming) is recorded. This is shown in the following Table. We shall cal-
culate the control limits and draw the control chart. This is demonstrated hereafter.

Sample No. of defects Sample No. of defects

1 5 11 12

2 6 12 10

3 4 13 9

4 8 14 9

5 7 15 7

6 9 16 9

7 12 17 6

8 12 18 8

9 7 19 8

10 5 20 7

Average number of defects = 8
The control limits are calculated as follows:
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Fig. 18.6 Control chart for
proportion
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UCL ¼ �cþ 3
ffiffiffi
�c

p ¼ 8þ 3
ffiffiffi
8

p
¼ 8þ 3 � 2:828 ¼ 8þ 8:484 ¼ 16:828

CL ¼ �c ¼ 8

LCL ¼ �c� 3
ffiffiffi
�c

p ¼ 8� 3
ffiffiffi
8

p
¼ 8� 3 � 2:828 ¼ 8� 8:484 ¼ 0

If the value of LCL is zero or minus, it is set to zero (Fig. 18.7).

18.4.9 u Chart (Defects Per Unit)

In c chart, we have worked with the total number of defects. But in some manu-
facturing processes, it may be necessary to work with the number of defects per unit
rather than the total number of defects. In such a case u chart is used. A u chart is
for number of defects per unit. The u stands for “units.” The distribution of number
of units is assumed to be a Poisson distribution.

Let,
n sample size, and
c total number of defects in the sample
k number of samples

Then, the average number of units per unit (sample) is given by

u ¼ c
n

The average of the k number of samples is given by

�u ¼ 1
k

Xk
i¼1

ui
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The control limits are given by

UCL ¼ �uþ 3

ffiffiffi
�u
n

r

CL ¼ �u

UCL ¼ �u� 3

ffiffiffi
�u
n

r

Similar to a c chart, the distribution of number of defects is assumed to be a
Poisson distribution. In a u chart, it is not necessary that the sample sizes in each
unit be equal. Also there is no assumption regarding the size of the sample.

Example 4
Sample Sample size n No of defects Defects/Unit

1 5 8 1.60

2 6 8 1.33

3 8 10 1.25

4 8 10 1.25

5 7 8 1.14

6 9 10 1.11

7 10 15 1.50

8 10 14 1.40

9 11 12 1.09

10 12 16 1.33

11 8 10 1.25

12 8 14 1.75

13 9 10 1.11

14 10 12 1.20

15 11 16 1.45

16 10 12 1.20

17 9 10 1.11

18 8 11 1.38

19 11 15 1.36

20 12 18 1.50

21 12 15 1.25

22 12 16 1.33

23 10 8 0.80

24 10 15 1.50

25 11 9 0.82

Sum 32.03

Average n 9.48 1.28
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Control limits are calculated as follows. Since the sample sizes are not constant,
we have used average sample size. This is simple, provides a straight line and easy
to interpret. However, if this is not done, UCL and LCL for each observation
(sample) may be calculated and plotted. In this case, the UCL and LCL will not be
straight lines.

ffiffiffi
u

p ¼ 32:03
25

¼ 1:28

UCL ¼ �uþ 3

ffiffiffi
�u
n

r

¼ 1:28þ 3 �
ffiffiffiffiffiffiffiffiffi
1:28
9:48

r

¼ 1:28þ 3 � 0:367 ¼ 1:28þ 1:101 ¼ 2:381

CL ¼ �u ¼ 1:28

UCL ¼ �u� 3

ffiffiffi
�u
n

r

¼ 1:28�1:101

¼ 0:179

With these, the control chart is plotted as shown in the following figure
(Fig. 18.8).

18.4.10 np Control Chart

In industrial statistics, the np control chart is a type of control chart in which the
total number of nonconforming items is of importance. There are some similarities
between an np chart and a p chart. In a p chart the proportions of nonconforming
units are of interest. In an np chart, the total number of defective units
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(nonconforming) is of interest. Essentially, in np chart construction and interpre-
tation, the subgroup sample sizes must be equal. Otherwise, there is no point in
comparing. In “np”, n stands for number and p stands for proportion. So the product
of n and p np equals the average number of nonconforming units.

The control limits are set as follows:

UCL ¼ npþ 3 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
npð1� �pÞ

q

CL ¼ np

LCL ¼ np� 3 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
npð1� �pÞ

q
; if this value is 0 or negative; use 0:

Consider the following example.

Example 5
From a process, 20 subgroups were identified. From each subgroup, number of
defective units was recorded. Sample size in each subgroup was 25. The data
recorded and calculated are as follows:

Sample No. observed No. defective Proportion defective

1 25 7 0.280

2 25 8 0.320

3 25 9 0.360

4 25 9 0.360

5 25 10 0.400

6 25 10 0.400

7 25 11 0.440

8 25 11 0.440

9 25 12 0.480

10 25 13 0.520

11 25 14 0.560

12 25 10 0.400

13 25 9 0.360

14 25 10 0.400

15 25 8 0.320

16 25 7 0.280

17 25 9 0.360

18 25 10 0.400

19 25 8 0.320

20 25 7 0.280

Average 25 9.6 0.384
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The control limits are calculated as follows (see Fig. 18.9):

UCL ¼ 25 � 0:384þ 3 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25 � 0:384ð1� 0:384Þ

p

¼ 9:6þ 3 � 2:43
¼ 9:6þ 7:29

¼ 16:89

CL ¼ np ¼ 9:6

LCL ¼ np� 3 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
npð1� �pÞ

q

¼ 9:6�7:29

¼ 2:31

The control limits are plotted and shown in Fig. 18.10.
Interpretation: All the observations fall within the control limits (UCL and LCL).

So, the process is running within control.
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18.4.11 Control Chart Zones

Control zones may be divided into three zones for interpreting purposes. The zones
are as follows. See Fig. 18.10.

Zone C: It is the next to centre line zone. There are two C zones, one each on
either side of the centre line. Its width is one σ.

Zone B: This is next to C. Its width is also one σ. Like zone C, Zone B also lies
on both sides of the centre line.

Zone A: It is the farthest zone. There are 2 zones A, one each on either side of
the centre line. Its width is also one σ.

Note the following:

(a) Zone C lies between centre line and one σ limit of the CL.
(b) Zone B lies between 1σ and 2σ limit from the CL.
(c) Zone A lies between 2σ and 3σ limit from the CL.

Generally, if any point lies outside the control limits (UCL and LCL), the
process is said to be out of control. If more observations fall close to the centre line,
this is an indication of less variability in the design.

For examining the “Out of Control” processes, WECO rules may be applied.
WECO stands for Western Electric Company. The rules are summarized in the
following table.

Zone Observation Remark

A A single point falls outside 3σ (Zone A) Process out of
control

A Two out of three successive points fall in Zone A or beyond; the
odd point may be anywhere

Process out of
control

B Four out of five successive points fall in Zone B; the odd point may
be anywhere

Process out of
control

C Eight successive points fall in Zone C or beyond Process out of
control

Further, to WECO rules, note also the interpretations summarized hereafter.
These relate to the comments regarding the process (ref.: website: www.stasoft.
com/textbook/stqacon.html dated 11 December 2009).

Sl.
no.

Observation Remark

1 Nine points fall in Zone C or beyond (on one
side of centre line)

The process average has probably
changed

2 Eight points in a row steadily increasing or
decreasing

Perhaps drift in process average

(continued)
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(continued)

Sl.
no.

Observation Remark

3 Fourteen points in a row alternatively up and
down

Two systematically alternating
causes are producing different
results

4 Two out of three points in a row in Zone or
beyond

Early warning of a process shift

5 Four out of five points in a row in Zone B or
beyond

Early warning of potential process
shift

6 Fifteen points in a row in Zone C (above and
below the centre line

Smaller variability than expected

7 Eight points in a row in Zone B, A or beyond, on
either side of the centre line (without points in
Zone C)

An indication that different
samples are affected by different
factors

18.4.12 Guide for Using Type of Control Chart

The situations in which case which chart may be used are summarized in the
following table. This is for guide only. Before deciding the type of chart to be
constructed more pros and cons need to be considered.

Sl.
No.

Chart type Description Use Type of data

1 X-bar and
R

Average and
range chart

If 2 or more sub-groups
are available

Measurement
(continuous
measurement)

2 I chart Average and
moving range

If one group/sub-group Measurement
(continuous
measurement)

3 P chart Proportion If proportion is of
interest

Attribute/discrete

4 C chart Number of
defects

If number of defects is
of interest

Attribute/discrete

5 U chart Defects per
unit

If number of defects per
unit is of interest

Attribute/discrete

6 Np chart Total no. of
defective units

If total no. of defective
units is of interest

Attribute/discrete
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18.4.13 Special Topics

(a) Tolerance Limits

Sometimes it is necessary to know the capability of the process. In this effort, the
tolerance chart may be useful. Tolerance chart, histogram and regression analysis
may be used to assess the process capability. In the tolerance chart, the upper
specification limit (USL) and lower specification limit (LSL) are set. These USL
and LSL are not the same as UCL and LCL. The UCL and LCL are the limits
showing the proportion of samples would lie in. The proportion such as about
99.99 % (for 6σ) is fixed by the control limits. In case of USL and LSL, the limits
are determined to indicate to include a specified proportion of the samples.

The USL and LSL for the normally distributed population may be set by the
following:

USL ¼ �Xþ k2s

LSL ¼ �X � k2s

where, k2 = a factor and s = sample standard deviation.
The value of k2 may be determined by the following (NIST/SEMATECH

e-Handbook of Statistical Methods, http://www.itl.nist.gov/div898/handbook/, 14
December 2009)

k2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N � 1ð Þ 1þ 1

N

� �
z2ð1�pÞ=2

� �

v2c;N�1

vuut

where,
N sample size,
P proportion of the parameter will lie (this is pre-set),
γ probability
N − 1 degree of freedom for χ2

K2 is for two-sided tolerance limit

Example 6
See the data in the example of Sect. 17.4.6 (I chart). We need to calculate the USL
and LSL.

In the said example, we have the following:

N ¼ 10
�X ¼ 29:9

s ¼ 3:0714 ðcalculated now)
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Let us assume that we want to set the limit that 90 % of the observations will fall
within the limits (USL and LSL) This means that we setting p = 0.90.

Probability that the observations will fall within 90 is 99 %. This means that
γ = 0.99.

Now,
P = 0.90
Therefore,
(1 − p)/2 = (1 − 0.90)/2 = 0.10/2 = 0.05.
Therefore, z = 1.645 (from the table)
Again,
γ = 0.99
Therefore,
v2ð0:99;9Þ ¼ 2:0879 (from the table)

k2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N � 1ð Þ 1þ 1

N

� �
z2ð1�pÞ=2

� �

v2c;N�1

vuut

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð10� 1Þ 1þ 1

10

� �
1:645ð Þ2

2:0897

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9 11

10

� �
1:645ð Þ2

2:0897

s
¼ 3:582

Therefore,

USL ¼ �X þ k2s

¼ 29:9þ 3:582� 3:0714

¼ 29:9þ 11:00

¼ 40:90

LSL ¼ �X � k2s

¼ 29:9� 3:582� 3:0714

¼ 29:90�11:00

¼ 18:90

Note that standard deviation was not calculated in the example of Sect. 17.4.6. It
is now calculated and used in this example.

From the example of Sect. 17.4.6, we know

UCL ¼ 36:71

LCL ¼ 23:09

Therefore, USL, LSL, UCL, and LCL are shown here for comparison
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USL ¼ 40:90

UCL ¼ 36:71

LCL ¼ 23:09

LSL ¼ 18:90

UCL and LCL are natural control limits.
The limits are plotted and shown in Fig. 18.11.
Note that in this particular example, the USL and LSL fall outside UCL and LCL

(b) Process Capability

In a manufacturing process, quite often it becomes necessary to check the
capability of the process when the process is operating in control. Tolerance chart,
histogram and process capability ration (PCR) are the tools that may be used for the
purpose. We shall discuss here only the PCR.

Process capability Ratio (PCR) is given by

PCR ¼ USL� LSC
6r

The USL and LSL will be known from the specific process set by the man-
agement or the process design engineer, the spread 6σ will need to be calculated.
The sigma (σ) may be estimated by

r ¼
�R
d2

For the previous example, we calculate the PCR as follows:

r ¼
�R
d2

¼ 2:56
2:97

¼ 0:862
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Therefore,

PCR ¼ USL� LSC
6r

¼ 40:90� 18:90
6 � 0:862

¼ 22:00
5:172

¼ 4:254

Interpretation:
The interpretation of the PCR may be made in the following way:

1. If the PCR = 1.00, there will be a good number of nonconforming units.
2. If PCR < 1.00, a large number of nonconforming units will be produce.
3. If PCR > 1, very few nonconforming units will be produced.
4. Percentage of tolerance band used by the process = (1/PCR) * 100.

In the previous example,

(a) The PCR is greater than one. Therefore, very few nonconforming units will be
produced.

(b) Percentage of tolerance band used by the process = (1/PCR)*100 =
(1/4.254) * 100 = 23.51 % only.

The previous calculations were made based on the assumption that the process
centered (normal population). For the non-centered process, the PCR should be
calculated in the following way (Hines and Montgomery 1990).

Two PCRk need to be calculated, one based on the USL and the other based on
LSL. Note that in this case we are using the notation PCRk. See the following
calculations.

First (based on USL)

PCRk ¼ USL� ��X
3r

¼ 40:90� 29:90
3 � 3:0714

¼ 40:90� 29:90
3 � 3:0714 ¼ 1:194
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Second (based on LCL)

PCRk ¼
��X � LSL

3r

¼ 29:90� 18:90
3 � 3:0714

¼ 29:90� 18:90
3 � 3:0714 ¼ 1:194

The minimum of the two is to be taken as PCRk. In this case both the PCks are
equal. So accepted the PCRk = 1.194.

If PCR = PCRk, the process is centered. In this particular example, PCR ≠ PCRk.
Therefore, the process is off centered. The percentage band may now be recalcu-
lated as follows:

Percentage band = (1/PCRk) * 100 = (1/1.194) * 100 = 83.75 %. This means that
the process is using 83.75 % of the tolerance band.

(c) Sampling based on Statistical Process Control

The principle for determining the sample size is for nonparametric tolerance
limits (Himes and Montgomery 1990). This is not the exact figure but is an
approximate one and alright for practical purposes.

The formula for determining the required sample size is

n ¼ 1
2
þ 1þ p

1� p
� v

2
a;4

4

Example 7
In our previous example, the following calculation is made for the sample size.

n ¼ 1
2
þ 1þ p

1� p
� v

2
a;4

4

n ¼ 1
2
þ 1þ 0:90

1� 0:90
� 13:28

4

n ¼ 0:50þ 1:90
0:10

� 13:28
4

¼ 0:50þ 63:08

¼ 63:58; say 64:

This means that if we want to see that 90 % of the process units will be within
the specified tolerance limits with 99 % probability, we need to select the sample
size of 64 to examine the validity.
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18.4.14 Summary of Control Chart Formulas

For easy reference, the control chart formulas are summarized here. However, the
user should study the details first before using these summary formulas. This is a
summary only and it does not cover many important details.

No. Chart type Mean/R UCL CL LCL

1 X-bar chart Mean ��X þA2�R ��X X � A2�R

Range D4�R �R D3�R

2 I chart Mean �X þE � �R �X �X � E � �R

Range D4�R �R D3�R

3 p chart Mean
�pþ 3

ffiffiffiffiffiffiffiffiffiffiffi
�pð1��pÞ

n

q
�p

�p� 3
ffiffiffiffiffiffiffiffiffiffiffi
�pð1��pÞ

n

q

4 c chart Mean �cþ 3
ffiffiffi
�c

p
�c �c� 3

ffiffiffi
�c

p

5 u chart Mean �uþ 3
ffiffi
�u
n

q
�u �u� 3

ffiffi
�u
n

q

6 np chart Mean
npþ 3 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
npð1� �pÞ

q
np

np� 3 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
npð1� �pÞ

q

7 Tolerance
limits

Mean USL ¼ �X þ k2s LSL ¼ �X � k2s

The interrelationships of the control chart constants are given here.

A ¼ 3ffiffiffi
n

p

A2 ¼ 3
d2

ffiffiffi
n

p

D1 ¼ d2 � 3d3; if negative;D1 ¼ 0

D2 ¼ d2 þ 3d3

D3 ¼ 1� 3
d3
d2

; if negative;D3 ¼ 0

D4 ¼ 1þ 3
d3
d2

E ¼ 3
d2

D3 þD4 ¼ 2
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Problems

18:1 In a manufacturing process observations of a particular product were
recorded five times a day for 10 days. The observations are shown in the
following table.

Sample x1 x2 x3 x4 x5
1 6.00 7.00 6.00 5.50 5.90

2 6.30 6.90 7.00 8.00 8.50

3 5.50 7.20 6.90 8.10 7.80

4 5.90 6.50 6.90 6.30 7.00

5 7.80 7.00 5.80 8.00 6.50

6 8.00 9.00 7.00 6.20 7.10

7 8.00 9.00 6.90 7.50 8.10

8 6.70 6.80 7.50 7.70 8.20

9 7.20 7.10 7.80 6.80 8.10

10 6.90 7.50 7.20 6.50 6.80

(a) Calculate ��X; �R, and UCL, CL, and LCL for mean.
(b) Calculate UCL, CL. and LCL for Range.
(c) Plot the control chart for average and Range.

18:2 Is the process in 18.1 running within control?
18:3 Based on 20 days observations, each day five observations, in a manu-

facturing process, the process design engineer calculated the following:

��X ¼ 5:56
�R ¼ 1:80

(a) Calculate the UCL, CL, and LCL for mean.
(b) Calculate UCL, CL, and LCL for Range.

18:4 In a fish culture pond, pH values were observed during a period of 20 days
in a month. The observations are shown hereafter.

Day 1 2 3 4 5 6 7 8 9 10

x value 6.2 6.0 5.9 5.5 6.0 5.8 6.1 6.5 7.0 7.1

Day 11 12 13 14 15 16 17 18 19 20

x value 6.5 6.1 7.0 7.4 7.0 5.5 6.6 6.8 7.1 7.4
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(a) Calculate the UCL, CL, and LCL for the average.
(b) Calculate the UCL, CL, and LCL for the moving range.
(c) Plot the control charts for average and moving range.

18:5 In a manufacturing process, the designer has calculated the following for
the average:

UCL ¼ 23:55

LCL ¼ 18:85

(a) What is CL?
(b) What is the control limit bandwidth?
(c) What is the value of ��X?

18:6 How an �X chart differs from an I chart?
18:7 In a process the number of nonconforming units was recorded during a

month of operation. The number of items checked and the corresponding
nonconforming units were recorded. The data are shown in the following
table.

Day No. observed No. nonconforming Day No. observed No. nonconforming

1 25 6 16 29 4

2 30 8 17 30 5

3 26 9 18 31 6

4 25 7 19 25 6

5 29 6 20 27 9

6 19 6 21 19 7

7 22 5 22 22 6

8 27 9 23 28 5

9 28 6 24 25 6

10 23 5 25 22 8

11 26 7 26 26 9

12 23 8 27 23 7

13 28 7 28 24 5

14 22 6 29 25 4

15 25 5 30 22 4

(a) Calculate the p-bar.
(b) Calculate the UCL, CL, and LCL.
(c) Draw the control chart.
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18:8 In a process the process design engineer wanted to check whether the
number of defect items were within control. During one month, he counted
the number of defective units by using equal number of sample units every
day. The number of defective units was counted as shown in the following
table.

Sample
no.

No. of defective
units

Sample
no.

No. of defective
units

Sample
no.

No. of defective
units

1 8 11 7 21 9

2 7 12 8 22 10

3 9 13 9 23 11

4 10 14 5 24 8

5 12 15 6 25 7

6 12 16 7 26 11

7 14 17 3 27 8

8 11 18 4 28 9

9 10 19 7 29 6

10 9 20 6 30 5

(a) Calculate the average number of defective units counted.
(b) Calculate the control limits.
(c) Draw the control chart.
(d) Interpret the result.

18:9 In a process, the number of defects per unit was of interest to the man-
agement. Thirty samples were drawn in sequence of time during the pro-
cess was running in a month. The sample sizes and the number of defects
found are shown in the following table.

(a) Calculate the average number of defects per unit.
(b) Calculate the control limits.
(c) Draw the control chart.
(d) Interpret the result.

18:10 The management of a manufacturing process wants to study the total
number of nonconforming units being produced. A team was assigned to
study the situation. They took a sample of size 20 in each case every day
for 15 days. The number of nonconforming units was observed as shown
in the following table.

(a) Calculate the control limits.
(b) Draw the control chart.
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Sample No. nonconforming Sample No. nonconforming Sample No. nonconforming

1 4 6 5 11 3

2 3 7 3 12 4

3 3 8 4 13 2

4 4 9 2 14 4

5 2 10 1 15 3

18:11 What is the main difference between control limits and tolerance limits?
18:12 In a manufacturing process the management wants to set the tolerance

limits in such a way that 90 % of the observations will fall within the
tolerance limits and the probability of this happening will be 99.00 %.
In an exercise, 15 samples were drawn sequentially from the process as per
days of months. The individual measurements as observed are shown in
the following table.

(a) Calculate the tolerance limits.
(b) Draw the tolerance limits chart.

Date x value Date x value Date x value

1 41 6 38 11 43

2 39 7 44 12 41

3 42 8 46 13 39

4 44 9 39 14 37

5 38 10 38 15 38

18:13 Use the data for problem 18.12 and assume that the process centers on the
normal population. Then,

(a) Calculate the PCR.
(b) Interpret the result.
(c) Find out the percentage of tolerance band used by the process.

18:14 In the problem 18.13, check the assumption made by calculating the PCRk.
And find out the new percentage band of the tolerance band used by the
process.

18:15 In a process, it is intended that 90 % of the observations should fall within
the tolerance limits with a probability of 95 % (see data in problem 18.12).
Calculate the sample size required.
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Answers

18:2 no
18:3 Mean

UCL = 8.80
CL = 5.56
LCL = 2.32
Range
UCL = 2.855
CL = 1.80
LCL = 0.745

18:4 Average
UCL = 7.90
CL = 6.52
LCL = 5.14

(a) Range
UCL = 0.825
CL = 0.52
LCL = 0.215

18:5 (a) 21.2
(b) 4.70
(c) 21.2

18:6 (a) 0.256
(b) UCL = 0.495
CL = 0.256
LCL = 0.017

18:8 (a) c-bar = 8.267
(b) UCL = 16.893, CL = 8.267; LCL = 0
(d) The process is running within control.

18:9 (a) 0.903
(b) UCL = 1.783; CL = 0.903; LCL = 0.023
(d) The process is not running within control.

18:10 (a) UCL = 8.021; CL = 3.14; LCL = 0
18:12 (a) USL = 47.360; LSL = 33.574
18:13 (a) 2.672

(b) PCR > 1, so very few nonconforming units will be produced.
(c) 37.43 %.

18:14 PCRk = 2.672. So assumption ok; Process centers around the normal
population.
% of t band = 37.43 %

18:15 n = 46.
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Chapter 19
Summary for Hypothesis Testing

Abstract Some topics in brief considered to be understood before testing of
hypotheses are explained. A summary table is attached. This table shows the relevant
type of data, tests, application for tests, and the hypotheses to serve as examples.

Keywords Variable � Hypothesis � Testing � Types of tests � Measurement of
data � Distributions � Probability � Data collection � Sample size � Parameter and
statistics � SPSS

19.1 Prerequisite

Whenwemake an analysis of data, the researchers/users sometimes become confused
or do not know which type of analysis is to be done with the data available on their
hand. This chapter has been prepared to help them in this respect. But it should be kept
in mind that this chapter does not show everything necessary. This chapter should be
used only as guides. For detailed procedures the respective chapters should be read.

For analysis of data and working on the hypothesis some concepts are required
to be known. Read these concepts first unless you have already in the knowledge of
these concepts. The required concepts are in short explained in the following
sections.

19.1.1 Variable

Variable in simple language means the one that varies (not fixed). Actually, the
value of a variable is not the variable itself. In a formal language it may be said that
a variable is any factor, trait, or condition that can exist in differing amounts
or types.

On the basis of vales a variable is of two types: a continuous variable and a
categorical variable. On the basis of an experiment a variable may be of three kinds:
an independent variable, a dependent variable and a controlled variable. The
independent variable is the one that is changed by the scientist.
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19.1.2 Hypothesis

A hypothesis may be termed in different ways based on its application. Our concern
is a statistical hypothesis. A statistical hypothesis is an assumption about a popu-
lation parameter. This assumption may or may not be true.

19.1.3 Hypothesis Testing

Testing refers to the formal procedures used by statisticians to accept or reject
statistical hypotheses. It is a method how statistical inference is drawn.

Two hypotheses are formulated—a null hypothesis and an alternative hypoth-
esis. Testing is concentrated on the null hypothesis. Based on the test result, we
either say the null hypothesis is rejected or we say the null hypothesis is not
rejected. Based on this we make the inference (conclusion). Remember, interpre-
tation of the result is a crucial point.

Testing of hypothesis is sometimes called confirmatory data analysis because the
tests confirm or disconfirm the preliminary findings.

19.1.4 Measurement of Data

For analysis purpose data are to be measured. How to measure data depends on the
purpose and the objectives. The level of measurement is of importance. Statisticians
categorize measurements according to levels. Each level corresponds to how this
measurement can be treated mathematically.

There are four levels of measurements: nominal, ordinal, interval, and ratio.
Each level is explained hereafter.

Nominal: Nominal level indicates namely of categories only, such as names of
cities, categories of industries, etc. There is no order.

Ordinal: Ordinal data have order. The interval between measurements is not
meaningful. Example is first, second, third, etc. There is no distance property.

Interval: In interval data there is interval property; distance between two suc-
cessive intervals is meaningful. There is no zero in the measurement.

Ratio: Ratio level of measurement is the highest level. This measurement has the
property of interval measurement and in addition there is defined zero.

19.1.5 Objective

Data should be accepted (secondary data) or collected. Only such data should be
collected as are useful to match the objective. The collection of data should be done
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in such a way that the objectives can be met by analyzing. A lot depends on the
possibility of analyzing the data and a lot of analysis depends on the type mea-
surements of the data.

19.1.6 Distributions

A good idea is required regarding the distributions commonly used in statistical
analysis. The following distributions have been explained in this book:

Discrete Probability Distribution

Binomial distribution
Multinomial distribution
Hypergeometric distribution
Poisson distribution.

Continuous Distribution

Normal distribution
Student t-distribution
F-distribution.

Other Distribution

Chi-square distribution

Test of hypotheses using chi-square distribution is very simple. It is easy to
understand and calculate. As such it is very popular in testing hypothesis. The
chi-square test makes very few assumptions about the underlying population. For
this reason, it is sometimes called a nonparametric test.

19.1.7 Sample Size

Data are collected based on samples. It would be best approach to collect from the
entire population not using samples. But due to time, budget and practicability it is
not feasible. Hence, we have to go for sample. Therefore, it is imperative to see that
the conclusions based on sample data are valid for the entire population.

Two items are important. One is sample size. Generally, larger the sample size,
better are the conclusions. The other is the method of sampling such as random
sampling. Usually, random sampling is adopted.

19.1 Prerequisite 387



19.1.8 Probability

In hypothesis testing the test is always associated with probability. The error
acceptable is also called significance level. Although it is not fixed, usually the
acceptable significance level (α) is taken to be 0.05 (5 %).

19.1.9 Data Collection

Data collection is the process of collecting and measuring the information on
targeted variables in an established systematic way, which then enables us to
answer relevant questions and evaluate outcomes. Data can be collected from
secondary sources and direct collection from the field.

Whatever method is used in collection of data some items must be kept in mind
when collection. The following is a guide:

1. Make a systematic design and planning of data collection. Data are to be col-
lected according to the need only. No information that is not necessary to
achieve the objectives will be collected. Otherwise, the purpose will be defeated.

2. Collect continuous measurable data whenever possible. For example, income
data can be collected using the actual amount. This is a continuous data. Income
can also be collected using group such as amount between $1000 and 5000. This
becomes categorical. If you collect categorical data, in analysis some very much
necessary information (such as mean, standard deviation) is lost and analysis is
restricted. It is important to note that continuous data, if wanted, can be con-
verted to categories later. The reverse is not true.

3. Before collection of data think what type of analysis you are going to use in data
analysis to match your objective.

19.1.10 Graph for Initial Idea

During analysis if you do not have a god of what type of analysis is to be done, it is
better for you to plot the data in graph such as scatter plot. Looking at the graph you
may have a good idea of what type of relationship seems to be between two or more
variables.

19.1.11 Type of Test

In one way, there are two types of tests—parametric test and nonparametric test.
In parametric test, distribution is associated such as normal distribution test (z test).
In nonparametric test, no assumption is necessary for distribution of population.
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Another type when some distribution is used, the tests are divided into two
types—one tail test and two tail test. If one tail of the distribution is involved, it is a
one tail test. If two tails of a distribution is involved, it is a two tail test.

Tests using chi-square distribution are called chi-square test. Tests using normal
distribution is called z test. Tests using t-distribution are called t test. Tests using
F-distribution are called F test. Tests using ANOVA are called ANOVA tests.

Yet in another type, hypotheses are null hypothesis and alternative hypothesis.

19.1.12 Parameter and Statistics

Parameter is a characteristic of population. Examples are population mean µ,
population standard deviation σ. A statistic is a characteristic of a sample. Examples
of statistics are sample mean x, sample standard deviation s.

19.1.13 Model Fitting

In Regression model (statistical and econometric model), fitting of the model is
important. If the model fitting is not good, it may hardly be possible to use it for
prediction/forecasting.

As a guide, R2 value should be as high as possible, 0.90 or 90 % for example;
F-value should be as small as possible, say close to zero; significance level (α)
should be as small as possible, for example, α < 0.05.

19.1.14 Dummy Variable

Categorical data have limitations. One limitation is that these cannot generally be
used in the analyses that are applicable for continuous data. Regression is one
important analysis for continuous data. Fortunately, categorical data can be used in
the regression analysis by converting these into dummy variables. For this tech-
nique, see the chapter on multiple regression.

19.1.15 SPSS

SPSS means Statistical Package for Social Sciences. There are other few packages.
But SPSS is versatile and it is very useful. In examples in this book SPSS has been
used. So the analyses that have been used are according to SPSS.
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19.2 Summary

Data Types of test What is tested Example of hypothesis

Cat-georgical Chi-square

Goodness-of-fit
test

Comparing a set of observed
frequencies to a set of
expected frequencies

Null: two distributions are
Similar; alternative: two
distributions are different

Test of
independence

Testing the difference
between the observed
frequencies of several
classifications of two
variables

Null: the two variables are
independent (no
relationship).
Alternative: the two
variables are not
independence (related)

Continuous Parametric test

(1) Z test; t test
for small sample
(n < 30)

Tests one population mean Null: population mean has a
specific value; alternative:
population mean does not
have the same value

Tests equality of two
population means

Null: two population means
are same/equal; alternative:
the two population means
are not same.

Tests one population
proportion

Null: the population
proportion has a specific
value; alternative: the
population proportion does
not have the same value

Tests equality of two
population proportions

Null: two population
proportions are the same;
alternative: the two
population proportions are
not same

Power of test Calculation of type I error
(α) and type II error (ß).
Cannot do for open ended
hypothesis

Calculation of power

Nonparametric
test—the sign
test

Test the medians of a
continuous variable

Null: the median is a
specified value; alternative:
the median is not equal to
that specified value (greater
or less)

Nonparametric
test—the rank
test

(continued)
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(continued)

Data Types of test What is tested Example of hypothesis

(1) The
wilcoxon
rank-sum test

Compare two population
means

Null: incomes of two
population groups are equal;
alternative: incomes of the
same two population groups
are not equal (greater or less)

(2) Spearman
rank correlation

Measure the degree to which
two numerical variables are
monotonically related or
associated

Null: there is no spearman
correlation between the
populations; alternative:
spearman correlation
coefficient between the two
populations is not zero
(greater or less)

Kruskal–Wallis
test

Analysis of variance
(ANOVA) is carried out by
this method. It is
nonparametric method and
does not assume normal
population. It uses ranks

Null: there is no difference
between groups (all group
rank means are same);
alternative: there is
difference between groups
(all group rank means are
not same)

Simple
regression

It uses the dependent
variable and one
independent variable

Used in statistical estimation
and model building. Can be
used for prediction also.
Check the model fitting

Multiple
regression

It uses the dependent
variable and two or more
independent variables. Can
use categorical data also as
dummy variables

Used in statistical
estimation. Can be used for
prediction/forecasting also.
Check the model fitting
(R2, α value, F-value)

19.2 Summary 391



Statistical Tables

© Springer Science+Business Media Singapore 2016
A.Q. Miah, Applied Statistics for Social and Management Sciences,
DOI 10.1007/978-981-10-0401-8

393



T
ab

le
A
1

A
re
as

un
de
r
th
e
no

rm
al

cu
rv
e

Z
0

0.
01

0.
02

0.
03

0.
04

0.
05

0.
06

0.
07

0.
08

0.
09

0.
0

0.
50

00
0

0.
49

60
1

0.
49

20
2

0.
48

80
3

0.
48

40
5

0.
48

00
6

0.
47

60
8

0.
47

20
0

0.
46

81
2

0.
46

41
4

0.
1

0.
46

01
7

0.
45

62
0

0.
45

22
4

0.
44

82
8

0.
44

43
3

0.
44

03
8

0.
43

64
4

0.
43

25
1

0.
42

85
8

0.
42

46
5

0.
2

0.
42

07
4

0.
41

68
3

0.
41

29
3

0.
40

90
5

0.
40

51
7

0.
40

12
9

0.
39

74
3

0.
39

35
8

0.
38

97
4

0.
38

59
1

0.
3

0.
38

20
9

0.
37

82
8

0.
37

44
8

0.
37

07
0

0.
36

69
3

0.
36

31
7

0.
35

94
2

0.
35

56
9

0.
35

19
7

0.
34

82
7

0.
4

0.
34

45
7

0.
34

09
0

0.
33

72
4

0.
33

36
0

0.
32

99
7

0.
32

63
6

0.
32

27
6

0.
31

91
8

0.
31

56
1

0.
31

20
7

0.
5

0.
30

85
4

0.
30

50
2

0.
30

15
3

0.
29

80
6

0.
29

46
0

0.
29

11
6

0.
28

77
4

0.
28

43
4

0.
28

09
6

0.
27

75
9

0.
6

0.
27

42
6

0.
27

09
3

0.
26

76
3

0.
26

43
5

0.
26

10
9

0.
25

78
5

0.
25

46
3

0.
25

14
3

0.
24

82
5

0.
24

51
0

0.
7

0.
24

19
6

0.
23

88
5

0.
23

57
6

0.
23

27
0

0.
22

96
5

0.
22

66
3

0.
22

36
3

0.
22

06
5

0.
21

77
0

0.
21

47
6

0.
8

0.
21

18
6

0.
20

89
8

0.
20

61
1

0.
20

32
7

0.
20

04
5

0.
19

76
6

0.
19

48
9

0.
19

21
5

0.
18

94
3

0.
18

67
3

0.
9

0.
18

40
6

0.
18

14
3

0.
17

87
9

0.
17

61
9

0.
17

36
1

0.
17

10
6

0.
16

85
3

0.
16

60
2

0.
16

35
4

0.
16

10
9

1.
0

0.
15

86
6

0.
15

62
5

0.
15

38
7

0.
15

15
0

0.
14

91
7

0.
14

68
6

0.
14

45
7

0.
14

23
1

0.
14

00
7

0.
13

78
6

1.
1

0.
13

56
7

0.
13

35
0

0.
13

13
6

0.
12

92
4

0.
12

71
4

0.
12

50
7

0.
12

30
2

0.
12

10
0

0.
11

90
0

0.
11

70
2

1.
2

0.
11

50
7

0.
11

31
4

0.
11

12
3

0.
10

93
5

0.
10

74
9

0.
10

56
5

0.
10

38
3

0.
10

20
4

0.
10

02
6

0.
09

85
0

(c
on

tin
ue
d)

394 Statistical Tables



T
ab

le
A
1

(c
on

tin
ue
d)

Z
0

0.
01

0.
02

0.
03

0.
04

0.
05

0.
06

0.
07

0.
08

0.
09

1.
3

0.
09

77
9

0.
09

51
1

0.
09

34
0

0.
09

17
9

0.
09

01
3

0.
08

84
9

0.
08

69
0

0.
08

53
4

0.
08

37
8

0.
08

22
6

1.
4

0.
08

07
5

0.
07

92
8

0.
07

78
0

0.
07

63
6

0.
07

49
3

0.
07

35
3

0.
07

21
3

0.
07

07
8

0.
06

94
2

0.
06

81
1

1.
5

0.
06

67
9

0.
06

55
1

0.
06

42
4

0.
06

30
0

0.
06

17
6

0.
06

05
7

0.
05

93
7

0.
05

82
1

0.
05

70
5

0.
05

59
0

1.
6

0.
05

47
8

0.
05

37
0

0.
05

26
3

0.
05

15
5

0.
05

05
1

0.
04

94
7

0.
04

84
6

0.
04

74
6

0.
04

64
8

0.
04

55
1

1.
7

0.
04

45
6

0.
04

36
3

0.
04

27
2

0.
04

18
1

0.
04

09
4

0.
04

00
6

0.
03

92
2

0.
03

83
4

0.
03

75
5

0.
03

67
1

1.
8

0.
03

59
5

0.
03

51
5

0.
03

43
9

0.
03

36
4

0.
03

28
8

0.
03

21
6

0.
03

14
4

0.
03

07
2

0.
03

00
5

0.
02

93
6

1.
9

0.
02

87
3

0.
02

80
5

0.
02

74
1

0.
02

68
1

0.
02

61
8

0.
02

55
8

0.
02

50
2

0.
02

44
2

0.
02

38
5

0.
02

33
0

2.
0

0.
02

27
5

0.
02

22
1

0.
02

16
9

0.
02

11
8

0.
02

06
7

0.
02

01
8

0.
01

97
0

0.
01

92
3

0.
01

87
6

0.
01

83
1

2.
1

0.
01

78
7

0.
01

74
3

0.
01

70
0

0.
01

65
9

0.
01

61
8

0.
01

57
8

0.
01

54
0

0.
01

50
1

0.
01

46
5

0.
01

42
5

2.
2

0.
01

38
9

0.
01

35
7

0.
01

32
1

0.
01

28
9

0.
01

25
3

0.
01

22
1

0.
01

18
9

0.
01

16
1

0.
01

13
0

0.
01

10
2

2.
3

0.
01

07
4

0.
01

04
6

0.
01

01
8

0.
00

99
0

0.
00

96
6

0.
00

93
8

0.
00

91
4

0.
00

89
0

0.
00

86
6

0.
00

84
2

2.
4

0.
00

81
8

0.
00

79
8

0.
00

77
5

0.
00

75
5

0.
00

73
5

0.
00

71
5

0.
00

69
5

0.
00

67
5

0.
00

65
9

0.
00

63
9

2.
5

0.
00

62
3

0.
00

60
3

0.
00

58
7

0.
00

57
1

0.
00

55
5

0.
00

53
9

0.
00

52
3

0.
00

50
7

0.
00

49
5

0.
00

47
9

2.
6

0.
00

46
7

0.
00

45
1

0.
00

43
9

0.
00

42
7

0.
00

41
5

0.
00

40
3

0.
00

39
2

0.
00

38
0

0.
00

36
8

0.
00

35
6

2.
7

0.
00

34
8

0.
00

33
6

0.
00

32
8

0.
00

31
6

0.
00

30
8

0.
00

30
0

0.
00

28
8

0.
00

28
0

0.
00

27
2

0.
00

26
4

2.
8

0.
00

25
6

0.
00

24
8

0.
00

24
0

0.
00

23
2

0.
00

22
4

0.
00

22
0

0.
00

21
2

0.
00

20
4

0.
00

20
0

0.
00

19
2

2.
9

0.
00

18
8

0.
00

18
0

0.
00

17
6

0.
00

16
8

0.
00

16
4

0.
00

16
0

0.
00

15
2

0.
00

14
5

0.
00

14
4

0.
00

14
0

3.
0

0.
00

13
6

0.
00

13
2

0.
00

12
8

0.
00

12
4

0.
00

12
0

0.
00

11
6

0.
00

11
2

0.
00

10
8

0.
00

10
4

0.
00

10
0

3.
1

0.
00

09
6

0.
00

09
2

0.
00

09
2

0.
00

08
8

0.
00

08
4

0.
00

08
2

0.
00

08
0

0.
00

07
6

0.
00

07
2

0.
00

07
2

3.
2

0.
00

06
8

0.
00

06
8

0.
00

06
4

0.
00

06
2

0.
00

06
0

0.
00

05
6

0.
00

05
4

0.
00

05
2

0.
00

05
0

0.
00

04
8

3.
3

0.
00

48
0

0.
00

04
6

0.
00

04
4

0.
00

04
2

0.
00

04
0

0.
00

04
0

0.
00

03
8

0.
00

03
6

0.
00

03
6

0.
00

03
4

3.
4

0.
00

03
2

0.
00

03
2

0.
00

03
0

0.
00

02
8

0.
00

02
8

0.
00

02
7

0.
00

02
6

0.
00

02
5

0.
00

02
4

0.
00

02
5

(c
on

tin
ue
d)

Statistical Tables 395



T
ab

le
A
1

(c
on

tin
ue
d)

Z
0

0.
01

0.
02

0.
03

0.
04

0.
05

0.
06

0.
07

0.
08

0.
09

3.
5

0.
00

02
2

0.
00

02
1

0.
00

02
1

0.
00

02
0

0.
00

02
0

0.
00

01
9

0.
00

01
8

0.
00

01
7

0.
00

01
7

0.
00

01
6

3.
6

0.
00

01
6

0.
00

01
5

0.
00

01
5

0.
00

01
4

0.
00

01
4

0.
00

01
3

0.
00

01
3

0.
00

01
2

0.
00

01
2

0.
00

01
1

3.
7

0.
00

01
1

0.
00

01
1

0.
00

01
0

0.
00

00
9

0.
00

00
9

0.
00

00
9

0.
00

00
9

0.
00

00
8

0.
00

00
8

0.
00

00
8

3.
8

0.
00

00
7

0.
00

00
7

0.
00

00
7

0.
00

00
7

0.
00

00
6

0.
00

00
6

0.
00

00
6

0.
00

00
6

0.
00

00
6

0.
00

00
6

3.
9

0.
00

00
5

0.
00

00
5

0.
00

00
5

0.
00

00
5

0.
00

00
4

0.
00

00
4

0.
00

00
4

0.
00

00
4

0.
00

00
4

0.
00

00
3

396 Statistical Tables



T
ab

le
A
2

Pe
rc
en
ta
ge

po
in
ts
of

th
e
t
di
st
ri
bu

tio
n

df
α 0.
25

0.
20

0.
15

0.
10

0.
05

0.
02

5
0.
01

0
0.
00

5
0.
00

1

1
1.
00

0
1.
37

6
1.
96

3
3.
07

8
6.
31

4
12

.7
06

31
.8
21

63
.6
57

31
8.
30

9

2
0.
81

6
1.
06

1
1.
38

6
1.
88

6
2.
92

4.
30

3
6.
96

5
9.
93

22
.3
27

3
0.
76

5
0.
97

8
1.
25

0
1.
63

8
2.
35

3
3.
18

2
4.
54

1
5.
84

1
10

.2
15

4
0.
74

1
0.
94

1
1.
19

0
1.
53

3
2.
13

2
2.
77

6
3.
74

7
4.
60

4
7.
17

3

5
0.
72

7
0.
92

0
1.
15

6
1.
47

6
2.
01

5
2.
57

1
3.
36

5
4.
03

2
5.
89

3

6
0.
71

8
0.
90

6
1.
13

4
1.
44

0
1.
94

3
2.
44

7
3.
14

3
3.
70

7
5.
20

8

7
0.
71

1
0.
89

6
1.
11

9
1.
41

5
1.
89

5
2.
36

5
2.
99

8
3.
49

9
4.
78

5

8
0.
70

6
0.
88

9
1.
10

8
1.
39

7
1.
86

0
2.
30

6
2.
89

6
3.
35

5
4.
50

1

9
0.
70

3
0.
88

3
1.
10

0
1.
38

3
1.
83

3
2.
26

2
2.
82

1
3.
25

4.
29

7

10
0.
70

0
0.
87

9
1.
09

3
1.
37

2
1.
81

2
2.
22

8
2.
76

4
3.
16

9
4.
14

4

11
0.
69

7
0.
87

6
1.
08

8
1.
36

3
1.
79

6
2.
20

1
2.
71

8
3.
10

6
4.
02

5

12
0.
69

5
0.
87

3
1.
08

3
1.
35

6
1.
78

2
2.
17

9
2.
68

1
3.
05

5
3.
93

0

13
0.
69

4
0.
87

0
1.
07

9
1.
35

0
1.
77

1
2.
16

0
2.
65

0
3.
01

2
3.
85

2

14
0.
69

2
0.
86

8
1.
07

6
1.
34

5
1.
76

1
2.
14

5
2.
62

4
2.
97

7
3.
78

7
(c
on

tin
ue
d)

Statistical Tables 397



T
ab

le
A
2

(c
on

tin
ue
d)

df
α 0.
25

0.
20

0.
15

0.
10

0.
05

0.
02

5
0.
01

0
0.
00

5
0.
00

1

15
0.
69

1
0.
86

6
1.
07

4
1.
34

1
1.
75

3
2.
13

1
2.
60

2
2.
94

7
3.
73

3

16
0.
69

0
0.
86

5
1.
07

1
1.
33

7
1.
74

6
2.
12

0
2.
58

3
2.
92

1
3.
68

6

17
0.
68

9
0.
86

3
1.
06

9
1.
33

3
1.
74

2.
11

0
2.
56

7
2.
89

8
3.
64

6

18
0.
68

8
0.
86

2
1.
06

7
1.
33

1.
73

4
2.
10

1
2.
55

2
2.
87

8
3.
61

0

19
0.
68

8
0.
86

1
1.
06

6
1.
32

8
1.
72

9
2.
09

3
2.
53

9
2.
86

1
3.
57

9

20
0.
68

7
0.
86

0
1.
06

4
1.
32

5
1.
72

5
2.
08

6
2.
52

8
2.
84

5
3.
55

2

21
0.
68

6
0.
85

9
1.
06

3
1.
32

3
1.
72

1
2.
08

0
2.
51

8
2.
83

1
3.
52

7

22
0.
68

6
0.
85

8
1.
06

1
1.
32

1
1.
71

7
2.
07

4
2.
50

8
2.
81

9
3.
50

5

23
0.
68

5
0.
85

8
1.
06

0
1.
31

9
1.
71

4
2.
06

9
2.
50

0
2.
80

7
3.
48

5

24
0.
68

5
0.
85

7
1.
05

9
1.
31

8
1.
71

1
2.
06

4
2.
49

2
2.
79

7
3.
46

7

25
0.
68

4
0.
85

6
1.
05

8
1.
31

6
1.
70

8
2.
06

0
2.
48

5
2.
78

7
3.
45

0

26
0.
68

4
0.
85

6
1.
05

8
1.
31

5
1.
70

6
2.
05

6
2.
47

9
2.
77

9
3.
43

5

27
0.
68

4
0.
85

5
1.
05

7
1.
31

4
1.
70

3
2.
05

2
2.
47

3
2.
77

1
3.
42

1

28
0.
68

3
0.
85

5
1.
05

6
1.
31

3
1.
70

1
2.
04

8
2.
46

7
2.
76

3
3.
40

8

29
0.
68

3
0.
85

4
1.
05

5
1.
31

1
1.
69

9
2.
04

5
2.
46

2
2.
75

6
3.
39

6

30
0.
68

3
0.
85

4
1.
05

5
1.
31

0
1.
69

7
2.
04

2
2.
45

7
2.
75

0
3.
38

5

40
0.
68

1
0.
85

1
1.
05

0
1.
30

3
1.
68

4
2.
02

1
2.
42

3
2.
70

4
3.
30

7

50
0.
67

9
0.
84

9
1.
04

7
1.
29

9
1.
67

6
2.
00

9
2.
40

3
2.
67

8
3.
26

1

60
0.
67

9
0.
84

8
1.
04

6
1.
29

6
1.
67

1
2.
00

0
2.
39

0
2.
66

0
3.
23

2

70
0.
67

8
0.
84

7
1.
04

4
1.
29

4
1.
66

7
1.
99

4
2.
38

1
2.
64

8
3.
21

1

80
0.
67

8
0.
84

6
1.
04

3
1.
29

2
1.
66

4
1.
99

0
2.
37

4
2.
63

9
3.
19

5

90
0.
67

7
0.
84

6
1.
04

2
1.
29

1
1.
66

2
1.
98

7
2.
36

8
2.
53

2
3.
18

3

10
0

0.
67

7
0.
84

5
1.
04

2
1.
29

0
1.
66

0
1.
98

4
2.
36

4
2.
62

6
3.
17

4

12
0

0.
67

7
0.
84

5
1.
04

1
1.
28

9
1.
65

8
1.
98

0
2.
35

8
2.
61

7
3.
16

0

So
ur
ce

C
al
cu
la
te
d
w
ith

th
e
he
lp

of
St
aT

ab
le
,
So

ft
w
ar
e
fr
om

C
yt
el

So
ft
w
ar
e,

C
am

br
id
ge
,
M
A

(0
8
O
ct
ob

er
20

09
)

398 Statistical Tables



T
ab

le
A
3(
1)

C
hi
-s
qu

ar
e
(χ

2 )
cr
iti
ca
l
po

in
ts

df
α 0.
99

99
0.
99

0.
98

0.
97

5
0.
95

0.
92

5
0.
90

0.
85

0.
80

1
0.
00

0
0.
00

02
0.
00

06
0.
00

1
0.
00

4
0.
00

9
0.
01

6
0.
03

6
0.
06

4

2
0.
00

02
0.
02

0
0.
04

0
0.
05

1
0.
10

3
0.
15

6
0.
21

1
0.
32

5
0.
44

6

3
0.
00

5
0.
11

5
0.
18

5
0.
21

6
0.
35

2
0.
47

2
0.
58

4
0.
80

0
1.
00

5

4
0.
02

8
0.
29

7
0.
42

9
0.
48

4
0.
71

1
0.
89

7
1.
06

4
1.
36

6
1.
64

9

5
0.
08

2
0.
55

4
0.
75

2
0.
83

1
1.
14

5
1.
39

4
1.
61

0
1.
99

4
2.
34

3

6
0.
17

2
0.
87

2
1.
13

4
1.
23

7
1.
63

5
1.
94

1
2.
20

4
2.
66

1
3.
07

0

7
0.
30

0
1.
23

9
1.
56

4
1.
69

0
2.
16

7
2.
52

8
2.
83

3
3.
35

8
3.
82

2

8
0.
46

3
1.
64

6
2.
03

2
2.
18

0
2.
73

3
3.
14

4
3.
49

0
4.
07

8
4.
59

4

9
0.
66

1
2.
08

8
2.
53

2
2.
70

0
3.
32

5
3.
78

5
4.
16

8
4.
81

6
5.
38

0

10
0.
88

9
2.
55

8
3.
05

9
3.
24

7
3.
94

0
4.
44

6
4.
86

5
5.
57

0
6.
17

9

11
1.
14

5
3.
05

3
3.
60

9
3.
81

6
4.
57

5
5.
12

4
5.
57

8
6.
33

6
6.
98

8

12
1.
42

7
3.
57

1
4.
17

8
4.
40

4
5.
22

6
5.
81

8
6.
30

4
7.
11

4
7.
80

7

13
1.
73

4
4.
10

7
4.
76

5
5.
00

9
5.
89

2
6.
52

4
7.
04

2
7.
90

1
8.
63

4

14
2.
06

1
4.
66

0
5.
36

8
5.
62

9
6.
57

1
7.
24

2
7.
79

0
8.
69

6
9.
46

7

15
2.
40

8
5.
22

9
5.
98

5
6.
26

2
7.
26

1
7.
36

9
8.
54

7
9.
49

9
10

.3
07

(c
on

tin
ue
d)

Statistical Tables 399



T
ab

le
A
3(
1)

(c
on

tin
ue
d)

df
α 0.
99

99
0.
99

0.
98

0.
97

5
0.
95

0.
92

5
0.
90

0.
85

0.
80

16
2.
77

4
5.
81

2
6.
61

4
6.
90

8
7.
96

2
8.
70

7
9.
31

2
10

.3
09

11
.1
52

17
3.
15

6
6.
40

8
7.
25

5
7.
56

4
8.
67

2
9.
45

2
10

.0
85

11
.1
25

12
.0
02

18
3.
55

5
7.
01

5
7.
50

6
8.
23

1
9.
39

0
10

.2
05

10
.8
65

11
.9
46

12
.8
57

19
3.
96

7
7.
63

3
8.
56

7
8.
90

6
10

.1
17

10
.9
65

11
.6
51

12
.7
73

13
.7
16

20
4.
39

5
8.
26

0
9.
23

7
9.
59

1
10

.8
51

11
.7
32

12
.4
43

13
.6
04

14
.5
78

25
6.
70

7
11

.5
24

12
.6
97

13
.1
20

14
.6
11

15
.6
45

16
.4
73

17
.8
18

18
.9
40

30
9.
25

8
14

.9
53

16
.3
06

16
.7
91

18
.4
93

19
.6
64

20
.5
99

22
.1
10

23
.3
64

35
11

.9
96

18
.5
09

20
.0
27

20
.5
69

22
.4
65

23
.7
63

24
.8
00

26
.4
60

27
.8
36

40
14

.8
83

22
.1
64

23
.8
38

24
.4
33

26
.5
09

27
.9
26

29
.0
51

30
.8
56

32
.3
45

45
17

.8
94

25
.9
01

27
.7
20

28
.3
66

30
.6
12

32
.1
40

33
.3
50

35
.2
90

36
.8
84

50
21

.0
09

29
.7
07

31
.6
64

32
.3
57

34
.7
64

36
.3
97

37
.6
89

33
.7
54

41
.4
49

55
24

.2
14

33
.5
70

35
.6
59

36
.3
98

38
.9
58

40
.6
91

42
.0
60

44
.2
45

46
.0
36

60
27

.4
97

37
.4
85

39
.6
99

40
.4
82

43
.1
88

45
.0
16

46
.4
59

48
.7
59

50
.6
41

65
30

.8
48

41
.4
44

43
.7
79

44
.6
03

47
.4
50

49
.3
70

50
.8
83

53
.2
93

55
.2
62

70
34

.2
61

45
.4
42

47
.8
93

48
.7
57

51
.7
39

53
.7
48

55
.3
29

57
.8
44

59
.8
98

75
37

.7
28

49
.4
75

52
.0
39

52
.9
42

56
.0
54

58
.1
48

59
.7
95

62
.4
12

64
.5
47

80
41

.2
44

53
.6
40

56
.2
13

57
.1
53

60
.3
91

62
.5
67

64
.2
78

66
.9
94

69
.2
07

85
44

.8
06

57
.6
34

60
.4
12

61
.3
89

64
.7
49

67
.0
05

68
.7
77

71
.5
89

73
.8
78

90
48

.4
08

61
.7
54

64
.6
35

65
.6
47

69
.1
26

71
.4
60

73
.2
91

76
.1
95

78
.5
58

95
52

.0
49

65
.8
98

68
.8
79

69
.9
25

73
.5
20

75
.9
29

77
.8
18

80
.8
13

83
.2
48

10
0

55
.7
25

70
.0
65

73
.1
42

74
.2
22

77
.9
29

80
.4
12

82
.3
58

85
.4
41

87
.9
45

So
ur
ce

C
al
cu
la
te
d
w
ith

he
lp

of
on

lin
e
ca
lc
ul
at
or
:
ht
tp
://
w
w
w
.d
an
ie
ls
op

er
.C
om

/s
ta
tc
al
c/
ca
lc
12

.a
sp
x,

(2
9
D
ec
em

be
r
20

09
)

400 Statistical Tables



T
ab

le
A
3(
2)

C
hi
-s
qu

ar
e
(v

2
)
cr
iti
ca
l
po

in
ts

df
α 0.
25

0.
20

0.
15

0.
10

0.
05

0.
02

5
0.
01

0
0.
00

5
0.
00

1

1
1.
32

1.
64

2.
07

2.
71

3.
84

5.
02

6.
63

7.
88

10
.8
3

2
2.
77

3.
22

3.
79

4.
61

5.
99

7.
38

9.
21

10
.6
0

13
.8
2

3
4.
11

4.
64

5.
32

6.
25

7.
81

9.
35

11
.3
4

12
.8
4

16
.2
7

4
5.
39

5.
99

6.
74

7.
78

9.
48

11
.1
4

13
.2
8

14
.8
6

18
.4
7

5
6.
63

7.
29

8.
12

9.
24

11
.0
7

12
.8
3

15
.0
9

16
.7
5

20
.5
2

6
7.
84

8.
56

9.
45

10
.6
4

12
.5
9

14
.4
5

16
.8
1

18
.5
5

22
.4
6

7
9.
04

9.
80

10
.7
5

12
.0
2

14
.0
7

16
.0
1

18
.4
8

20
.2
8

24
.3
2

8
10

.2
2

11
.0
3

12
.0
0

13
.3
6

15
.5
1

17
.5
3

20
.0
9

21
.9
6

26
.1
2

9
11

.3
9

12
.2
4

13
.2
9

14
.6
8

16
.9
2

19
.0
2

21
.6
7

23
.5
9

27
.8
8

10
12

.5
5

13
.4
4

14
.5
3

15
.9
9

18
.3
1

20
.4
8

23
.2
1

25
.1
9

29
.5
9

11
13

.7
0

14
.6
3

15
.7
7

17
.2
8

19
.6
8

21
.9
2

24
.7
2

26
.7
6

31
.2
6

12
14

.8
5

15
.8
1

16
.9
9

18
.5
5

21
.0
3

23
.3
4

26
.2
2

28
.3
0

32
.9
1

13
15

.9
8

16
.9
8

18
.2
0

19
.8
1

22
.3
6

24
.7
4

27
.6
9

29
.8
2

34
.5
3

14
17

.1
2

18
.1
5

19
.4
1

21
.0
6

23
.6
8

26
.1
2

29
.1
4

31
.3
2

36
.1
2

15
18

.2
5

19
.3
1

20
.6
0

22
.3
1

25
.0
0

27
.4
9

30
.5
8

32
.8
0

37
.7
0

16
19

.3
7

20
.4
7

21
.7
9

23
.5
4

26
.3
0

28
.8
5

32
.0
0

34
.2
7

39
.2
5

(c
on

tin
ue
d)

Statistical Tables 401



T
ab

le
A
3(
2)

(c
on

tin
ue
d)

df
α 0.
25

0.
20

0.
15

0.
10

0.
05

0.
02

5
0.
01

0
0.
00

5
0.
00

1

17
20

.4
9

21
.6
1

22
.9
8

24
.7
7

27
.5
9

30
.1
9

33
.4
1

35
.7
2

40
.7
9

18
21

.6
0

22
.7
6

24
.1
6

25
.9
9

28
.8
7

31
.5
3

34
.8
1

37
.1
6

42
.3
1

19
22

.7
2

23
.9
0

25
.3
3

27
.2
0

30
.1
4

32
.8
5

36
.1
9

38
.5
8

43
.8
2

20
23

.8
3

25
.0
4

26
.5
0

28
.4
1

31
.4
1

34
.1
7

37
.5
7

40
.0
0

45
.3
2

25
29

.3
4

30
.6
8

32
.2
8

34
.3
8

37
.6
5

40
.6
5

44
.3
1

46
.9
3

52
.6
2

30
34

.8
0

36
.2
5

37
.9
9

40
.2
6

43
.7
7

46
.9
8

50
.8
9

53
.6
7

59
.7
0

35
40

.2
2

41
.7
8

43
.6
4

46
.0
6

44
.8
0

53
.2
0

57
.3
4

60
.2
7

66
.6
2

40
45

.6
2

47
.2
7

49
.2
4

51
.8
0

55
.7
6

59
.3
4

63
.6
9

66
.7
7

73
.4
0

45
50

.9
8

57
.2
3

54
.8
1

57
.5
1

61
.6
6

65
.4
1

69
.9
6

73
.1
7

80
.0
8

50
56

.3
3

58
.1
6

60
.3
5

63
.1
7

67
.5
0

71
.4
2

76
.1
5

79
.4
9

86
.6
6

55
61

.6
7

63
.5
8

65
.8
6

68
.8
0

73
.3
1

77
.3
8

82
.2
9

83
.7
5

93
.1
7

60
66

.9
8

68
.9
7

71
.3
4

74
.4
0

79
.0
8

83
.3
0

88
.3
8

91
.9
5

99
.6
1

65
72

.2
9

74
.3
5

76
.8
1

79
.9
7

84
.8
2

89
.1
8

94
.4
2

98
.1
1

10
5.
99

70
77

.5
8

79
.7
2

82
.2
6

85
.5
3

90
.5
3

95
.0
2

10
0.
40

10
4.
20

11
2.
30

75
82

.8
6

86
.0
7

87
.6
9

91
.0
6

96
.2
2

10
0.
84

10
6.
39

11
0.
29

11
8.
60

80
88

.1
3

90
.4
1

93
.1
1

96
.5
8

10
1.
80

10
6.
60

11
2.
30

11
6.
30

12
4.
80

85
93

.3
9

95
.7
3

98
.5
1

10
2.
08

10
7.
52

11
2.
39

11
8.
24

12
2.
33

13
1.
04

90
98

.6
5

10
1.
05

10
3.
90

10
7.
60

11
3.
10

11
8.
10

12
4.
10

12
8.
30

13
7.
20

95
10

3.
90

10
6.
36

10
9.
29

11
3.
04

11
8.
75

12
3.
86

12
9.
97

13
4.
25

14
3.
34

10
0

10
9.
10

11
1.
67

11
4.
66

11
8.
50

12
4.
30

12
9.
60

13
5.
80

14
0.
20

14
9.
50

So
ur
ce

C
al
cu
la
te
d
w
ith

he
lp

of
St
aT

ab
le
,
So

ft
w
ar
e
fr
om

C
yt
el

So
ft
w
ar
e,

C
am

br
id
ge
,
M
A

(0
8
O
ct
ob

er
20

09
)

402 Statistical Tables



T
ab

le
A
4(
1)

F
di
st
ri
bu

tio
n
(F

va
lu
es

fo
r
α
=
0.
10

)

d 2
d 1 1

2
3

4
5

6
7

8
9

10

1
39

.8
63

49
.5
00

53
.5
93

55
.8
33

57
.2
40

58
.2
04

58
.9
06

59
.4
39

59
.8
58

60
.1
95

2
8.
52

6
9.
00

0
9.
16

2
9.
24

3
9.
29

3
9.
32

6
9.
34

9
9.
36

7
9.
38

1
9.
39

2

3
5.
53

8
5.
46

2
5.
39

1
5.
34

3
5.
30

9
5.
28

5
5.
26

6
5.
25

2
5.
24

0
5.
23

0

4
4.
54

5
4.
32

5
4.
19

1
4.
10

7
4.
05

1
4.
01

0
3.
97

9
3.
95

5
3.
93

6
3.
92

0

5
4.
06

0
3.
78

0
3.
61

9
3.
52

0
3.
45

3
3.
40

5
3.
36

8
3.
33

9
3.
31

6
3.
29

7

6
3.
77

6
3.
46

3
3.
28

9
3.
18

1
3.
10

8
3.
05

5
3.
01

4
2.
98

3
2.
95

8
2.
93

7

7
3.
58

9
3.
25

7
3.
07

4
2.
96

1
2.
88

3
2.
82

7
2.
78

5
2.
75

2
2.
72

5
2.
70

3

8
3.
45

8
3.
11

3
2.
92

4
2.
80

6
2.
72

6
2.
66

8
2.
62

4
2.
58

9
2.
56

1
2.
53

8

9
3.
36

0
3.
00

6
2.
81

3
2.
69

3
2.
61

1
2.
55

1
2.
50

5
2.
46

9
2.
44

0
2.
41

6

10
3.
28

5
2.
92

4
2.
72

8
2.
60

5
2.
52

2
2.
46

1
2.
41

4
2.
37

7
2.
34

7
2.
32

3

11
3.
22

5
2.
86

0
2.
66

0
2.
53

6
2.
45

1
2.
38

9
2.
34

2
2.
30

4
2.
27

4
2.
24

8

12
3.
17

7
2.
80

7
2.
60

6
2.
48

0
2.
39

4
2.
33

1
2.
28

3
2.
24

5
2.
21

4
2.
18

8

13
3.
13

6
2.
76

3
2.
56

0
2.
43

4
2.
34

7
2.
28

3
2.
23

4
2.
19

5
2.
16

4
2.
13

8

14
3.
10

2
2.
72

6
2.
52

2
2.
39

5
2.
30

7
2.
24

3
2.
19

3
2.
15

4
2.
12

2
2.
09

5

15
3.
07

3
2.
69

5
2.
49

0
2.
36

1
2.
27

3
2.
20

8
2.
15

8
2.
11

9
2.
08

6
2.
05

9

16
3.
04

8
2.
66

8
2.
46

2
2.
33

3
2.
24

4
2.
17

8
2.
12

8
2.
08

8
2.
05

5
2.
02

8

17
3.
02

6
2.
64

5
2.
43

7
2.
30

8
2.
21

8
2.
15

2
2.
10

2
2.
06

1
2.
02

8
2.
00

1

18
3.
00

7
2.
62

4
2.
41

6
2.
28

6
2.
19

6
2.
13

0
2.
07

9
2.
03

8
2.
00

5
1.
97

7

19
2.
99

0
2.
60

6
2.
39

7
2.
26

6
2.
17

6
2.
10

9
2.
05

8
2.
01

7
1.
98

4
1.
95

6

20
2.
97

5
2.
58

9
2.
38

0
2.
24

9
2.
15

8
2.
09

1
2.
04

0
1.
99

9
1.
96

5
1.
93

7

21
2.
96

1
2.
57

5
2.
36

5
2.
23

3
2.
14

2
2.
07

5
2.
02

3
1.
98

2
1.
94

8
1.
92

0

22
2.
94

9
2.
56

1
2.
35

1
2.
21

9
2.
12

8
2.
06

0
2.
00

8
1.
96

7
1.
93

3
1.
90

4

23
2.
93

7
2.
54

9
2.
33

9
2.
20

7
2.
11

5
2.
04

7
1.
99

5
1.
95

3
1.
91

9
1.
89

0
(c
on

tin
ue
d)

Statistical Tables 403



T
ab

le
A
4(
1)

(c
on

tin
ue
d)

d 2
d 1 1

2
3

4
5

6
7

8
9

10

24
2.
92

7
2.
53

8
2.
32

7
2.
19

5
2.
10

3
2.
03

5
1.
98

3
1.
94

1
1.
90

6
1.
87

7

25
2.
91

8
2.
52

8
2.
31

7
2.
18

4
2.
09

2
2.
02

4
1.
97

1
1.
92

9
1.
89

5
1.
86

6

26
2.
90

9
2.
51

9
2.
30

7
2.
17

4
2.
08

2
2.
01

4
1.
96

1
1.
91

9
1.
88

4
1.
85

5

27
2.
90

1
2.
51

1
2.
29

9
2.
16

5
2.
07

3
2.
00

5
1.
95

2
1.
90

9
1.
87

4
1.
84

5

28
2.
89

4
2.
50

3
2.
29

1
2.
15

7
2.
06

4
1.
99

6
1.
94

3
1.
90

0
1.
86

5
1.
83

6

29
2.
88

7
2.
49

5
2.
28

3
2.
14

9
2.
05

7
1.
98

8
1.
93

5
1.
89

2
1.
85

7
1.
82

7

30
2.
88

1
2.
48

9
2.
27

6
2.
14

2
2.
04

9
1.
98

0
1.
92

7
1.
88

4
1.
84

9
1.
81

9

40
2.
83

5
2.
44

0
2.
22

6
2.
09

1
1.
99

7
1.
92

7
1.
87

3
1.
82

9
1.
79

3
1.
76

3

50
2.
80

9
2.
41

2
2.
19

7
2.
06

1
1.
96

6
1.
89

5
1.
84

0
1.
79

6
1.
76

0
1.
72

9

60
2.
79

1
2.
39

3
2.
17

7
2.
04

1
1.
94

6
1.
87

5
1.
81

9
1.
77

5
1.
73

8
1.
70

7

70
2.
77

9
2.
38

0
2.
16

4
2.
02

7
1.
93

1
1.
86

0
1.
80

4
1.
76

0
1.
72

3
1.
69

1

80
2.
76

9
2.
37

0
2.
15

4
2.
01

6
1.
92

1
1.
84

9
1.
79

3
1.
74

8
1.
71

1
1.
68

0

90
2.
76

2
2.
36

3
2.
14

6
2.
00

8
1.
91

2
1.
84

1
1.
78

5
1.
73

9
1.
70

2
1.
67

0

10
0

2.
75

6
2.
35

6
2.
13

9
2.
00

2
1.
90

6
1.
83

4
1.
77

8
1.
73

2
1.
69

5
1.
66

3

d 2
d 1 12

15
20

25
30

40
60

80
10

0
12

0

1
60

.7
05

61
.2
20

61
.7
40

62
.0
55

62
.2
65

62
.5
29

62
.7
94

62
.9
27

63
.0
07

63
.0
61

2
9.
40

8
9.
42

5
9.
44

1
9.
45

1
9.
45

8
9.
46

6
9.
47

5
9.
47

9
9.
48

2
9.
48

3

3
5.
21

6
5.
20

0
5.
18

4
5.
17

5
5.
16

8
5.
16

0
5.
15

1
5.
14

7
5.
14

4
5.
14

3

4
3.
89

6
3.
87

0
3.
84

4
3.
82

8
3.
81

7
3.
80

4
3.
79

0
3.
78

2
3.
77

8
3.
77

5

5
3.
26

8
3.
23

8
3.
20

7
3.
18

7
3.
17

4
3.
15

7
3.
14

0
3.
13

2
3.
12

6
3.
12

3

6
2.
90

5
2.
87

1
2.
83

6
2.
81

5
2.
80

0
2.
78

2
2.
76

2
2.
75

2
2.
74

6
2.
74

2

7
2.
66

8
2.
63

2
2.
59

5
2.
57

1
2.
55

6
2.
53

5
2.
51

4
2.
50

4
2.
49

7
2.
49

3
(c
on

tin
ue
d)

404 Statistical Tables



T
ab

le
A
4(
1)

(c
on

tin
ue
d)

d 2
d 1 12

15
20

25
30

40
60

80
10

0
12

0

8
2.
50

2
2.
46

4
2.
42

5
2.
40

0
2.
38

3
2.
36

1
2.
33

9
2.
32

8
2.
32

1
2.
31

6

9
2.
37

9
2.
34

0
2.
29

8
2.
27

3
2.
25

5
2.
23

2
2.
20

9
2.
19

7
2.
18

9
2.
18

4

10
2.
28

4
2.
24

4
2.
20

1
2.
17

4
2.
15

5
2.
13

2
2.
10

7
2.
09

5
2.
08

7
2.
08

2

11
2.
20

9
2.
16

7
2.
12

3
2.
09

5
2.
07

6
2.
05

2
2.
02

6
2.
01

3
2.
00

5
2.
00

0

12
2.
14

7
2.
10

5
2.
06

0
2.
03

1
2.
01

2
1.
98

6
1.
96

0
1.
94

6
1.
93

8
1.
93

2

13
2.
09

7
2.
05

3
2.
00

7
1.
97

8
1.
95

8
1.
93

2
1.
90

4
1.
89

0
1.
88

2
1.
87

6

14
2.
05

4
2.
01

0
1.
96

2
1.
93

3
1.
91

2
1.
88

5
1.
85

7
1.
84

3
1.
83

4
1.
82

8

15
2.
01

7
1.
97

2
1.
92

4
1.
89

4
1.
87

3
1.
84

5
1.
81

7
1.
80

2
1.
79

3
1.
78

7

16
1.
98

5
1.
94

0
1.
89

1
1.
86

0
1.
83

9
1.
81

1
1.
78

2
1.
76

6
1.
75

7
1.
75

1

17
1.
95

8
1.
91

2
1.
86

2
1.
83

1
1.
80

9
1.
78

1
1.
75

1
1.
73

5
1.
72

6
1.
71

9

18
1.
93

3
1.
88

7
1.
83

7
1.
80

5
1.
78

3
1.
75

4
1.
72

3
1.
70

7
1.
69

8
1.
69

1

19
1.
91

2
1.
86

5
1.
81

4
1.
78

2
1.
75

9
1.
73

0
1.
69

9
1.
68

3
1.
67

3
1.
66

6

20
1.
89

2
1.
84

5
1.
79

4
1.
76

1
1.
73

8
1.
70

8
1.
67

7
1.
66

0
1.
65

0
1.
64

3

21
1.
87

5
1.
82

7
1.
77

6
1.
74

2
1.
71

9
1.
68

9
1.
65

7
1.
64

0
1.
63

0
1.
62

3

22
1.
85

9
1.
81

1
1.
75

9
1.
72

6
1.
70

2
1.
67

1
1.
63

9
1.
62

2
1.
61

1
1.
60

4

23
1.
84

5
1.
79

6
1.
74

4
1.
71

0
1.
68

6
1.
65

5
1.
62

2
1.
60

5
1.
59

4
1.
58

7

24
1.
83

2
1.
78

3
1.
73

0
1.
69

6
1.
67

2
1.
64

1
1.
60

7
1.
59

0
1.
57

9
1.
57

2

25
1.
82

0
1.
77

1
1.
71

8
1.
68

3
1.
65

9
1.
62

7
1.
59

3
1.
57

6
1.
56

5
1.
55

7

26
1.
80

9
1.
76

0
1.
70

6
1.
67

1
1.
64

7
1.
61

5
1.
58

1
1.
56

3
1.
55

1
1.
54

4

27
1.
79

9
1.
74

9
1.
69

5
1.
66

0
1.
63

6
1.
60

3
1.
56

9
1.
55

0
1.
53

9
1.
53

1

28
1.
79

0
1.
74

0
1.
68

5
1.
65

0
1.
62

5
1.
59

3
1.
55

8
1.
53

9
1.
52

8
1.
52

0

29
1.
78

1
1.
73

1
1.
67

6
1.
64

0
1.
61

6
1.
58

3
1.
54

7
1.
52

9
1.
51

7
1.
50

9

30
1.
77

3
1.
72

2
1.
66

7
1.
63

2
1.
60

7
1.
57

3
1.
53

8
1.
51

9
1.
50

7
1.
49

9
(c
on

tin
ue
d)

Statistical Tables 405



T
ab

le
A
4(
1)

(c
on

tin
ue
d)

d 2
d 1 12

15
20

25
30

40
60

80
10

0
12

0

40
1.
71

5
1.
66

2
1.
60

5
1.
56

8
1.
54

1
1.
50

6
1.
46

7
1.
44

7
1.
43

4
1.
42

5

50
1.
68

0
1.
62

7
1.
56

8
1.
52

9
1.
50

2
1.
46

5
1.
42

4
1.
40

2
1.
39

0
1.
37

9

60
1.
65

7
1.
60

3
1.
54

3
1.
50

4
1.
47

6
1.
43

7
1.
39

5
1.
37

2
1.
35

8
1.
34

8

70
1.
64

1
1.
58

7
1.
52

6
1.
48

6
1.
45

7
1.
41

8
1.
37

4
1.
35

0
1.
33

5
1.
32

5

80
1.
62

9
1.
57

4
1.
51

3
1.
47

2
1.
44

3
1.
40

3
1.
35

8
1.
33

4
1.
31

8
1.
30

7

90
1.
62

0
1.
56

4
1.
50

3
1.
46

1
1.
43

2
1.
39

1
1.
34

6
1.
32

1
1.
30

4
1.
29

3

10
0

1.
61

2
1.
55

7
1.
49

4
1.
45

3
1.
42

3
1.
38

2
1.
33

6
1.
31

0
1.
29

3
1.
28

2

d 1
de
gr
ee
s
of

fr
ee
do

m
,
nu

m
er
at
or
;
d 2

de
gr
ee
s
of

fr
ee
do

m
,
de
no

m
in
at
or

So
ur
ce

C
al
cu
la
te
d
us
in
g
di
st
ri
bu

tio
n
ca
lc
ul
at
or

(d
os
ta
t.s
ta
t.s
c.
ed
u/
pr
ot
ot
yp

e/
ca
lc
ul
at
or
s/
in
de
x.
ph

p3
?d
is
t=
F;

12
O
ct
ob

er
20

09
)

406 Statistical Tables



T
ab

le
A
4(
2)

F
di
st
ri
bu

tio
n
(F

va
lu
es

fo
r
α
=
0.
05

)

d 2
d 1 1

2
3

4
5

6
7

8
9

10

1
16

1.
45

19
9.
5

21
5.
71

22
4.
58

23
0.
16

23
3.
99

23
6.
77

23
8.
88

24
0.
54

24
1.
88

2
18

.5
13

19
.0
0

19
.1
64

19
.2
47

19
.2
96

19
.3
3

19
.3
53

19
.3
71

19
.3
85

19
.3
96

3
10

.1
28

9.
55

2
9.
27

7
9.
11

7
9.
01

3
8.
94

1
8.
88

7
8.
84

5
8.
81

2
8.
78

6

4
7.
70

9
6.
94

4
6.
59

1
6.
38

8
6.
25

6
6.
16

3
6.
09

4
6.
04

1
5.
99

9
5.
96

4

5
6.
60

8
5.
78

6
5.
40

9
5.
19

2
5.
05

0
4.
95

0
4.
87

6
4.
81

8
4.
77

2
4.
73

5

6
5.
98

7
5.
14

3
4.
75

7
4.
53

4
4.
38

7
4.
28

4
4.
20

7
4.
14

7
4.
09

9
4.
06

0

7
5.
59

1
4.
73

7
4.
34

7
4.
12

0
3.
97

2
3.
86

6
3.
78

7
3.
72

6
3.
67

7
3.
63

7

8
5.
31

8
4.
45

9
4.
06

6
3.
83

8
3.
68

7
3.
58

1
3.
50

0
3.
43

8
3.
38

8
3.
34

7

9
5.
11

7
4.
25

6
3.
86

3
3.
63

3
3.
48

2
3.
37

4
3.
29

3
3.
23

0
3.
17

9
3.
13

7

10
4.
96

5
4.
10

3
3.
70

8
3.
47

8
3.
32

6
3.
21

7
3.
13

5
3.
07

2
3.
02

0
2.
97

8

11
4.
84

4
3.
98

2
3.
58

7
3.
35

7
3.
20

4
3.
09

5
3.
01

2
2.
94

8
2.
89

6
2.
85

4

12
4.
74

7
3.
88

5
3.
49

0
3.
25

9
3.
10

6
2.
99

6
2.
91

3
2.
84

9
2.
79

6
2.
75

3

13
4.
66

7
3.
80

6
3.
41

1
3.
17

9
3.
02

5
2.
91

5
2.
83

2
2.
76

7
2.
71

4
2.
67

1

14
4.
60

0
3.
73

9
3.
34

4
3.
11

2
2.
95

8
2.
84

8
2.
76

4
2.
69

9
2.
64

6
2.
60

2

15
4.
54

3
3.
68

2
3.
28

7
3.
05

6
2.
90

1
2.
79

0
2.
70

7
2.
64

1
2.
58

8
2.
54

4

16
4.
49

4
3.
63

4
3.
23

9
3.
00

7
2.
85

2
2.
74

1
2.
65

7
2.
59

1
2.
53

8
2.
49

4

17
4.
45

1
3.
59

2
3.
19

7
2.
96

5
2.
81

0
2.
69

9
2.
61

4
2.
54

8
2.
49

4
2.
45

0

18
4.
41

4
3.
55

5
3.
16

0
2.
92

8
2.
77

3
2.
66

1
2.
57

7
2.
51

0
2.
45

6
2.
41

2

19
4.
38

1
3.
52

2
3.
12

7
2.
89

5
2.
74

0
2.
62

8
2.
54

4
2.
47

7
2.
42

3
2.
37

8

20
4.
35

1
3.
49

3
3.
09

8
2.
86

6
2.
71

1
2.
59

9
2.
51

4
2.
44

7
2.
39

3
2.
34

8

21
4.
32

5
3.
46

7
3.
07

2
2.
84

0
2.
68

5
2.
57

3
2.
48

8
2.
42

0
2.
36

6
2.
32

1

22
4.
30

1
3.
44

3
3.
04

9
2.
81

7
2.
66

1
2.
54

9
2.
46

4
2.
39

7
2.
34

2
2.
29

7

23
4.
27

9
3.
42

2
3.
02

8
2.
79

6
2.
64

0
2.
52

8
2.
44

2
2.
37

5
2.
32

0
2.
27

5
(c
on

tin
ue
d)

Statistical Tables 407



T
ab

le
A
4(
2)

(c
on

tin
ue
d)

d 2
d 1 1

2
3

4
5

6
7

8
9

10

24
4.
26

0
3.
40

3
3.
00

9
2.
77

6
2.
62

1
2.
50

8
2.
42

3
2.
35

5
2.
30

0
2.
25

5

25
4.
24

2
3.
38

5
2.
99

1
2.
75

9
2.
60

3
2.
49

0
2.
40

5
2.
33

7
2.
28

2
2.
23

6

26
4.
22

5
3.
36

9
2.
97

5
2.
74

3
2.
58

7
2.
47

4
2.
38

8
2.
32

1
2.
26

5
2.
22

0

27
4.
21

0
3.
35

4
2.
96

0
2.
72

8
2.
57

2
2.
45

9
2.
37

3
2.
30

5
2.
25

0
2.
20

4

28
4.
19

6
3.
34

0
2.
94

7
2.
71

4
2.
55

8
2.
44

5
2.
35

9
2.
29

1
2.
23

6
2.
19

0

29
4.
18

3
3.
32

8
2.
93

4
2.
70

1
2.
54

5
2.
43

2
2.
34

6
2.
27

8
2.
22

3
2.
17

7

30
4.
17

1
3.
31

6
2.
92

2
2.
69

0
2.
53

4
2.
42

1
2.
33

4
2.
26

6
2.
21

1
2.
16

5

40
4.
08

5
3.
23

2
2.
83

9
2.
60

6
2.
44

9
2.
33

6
2.
24

9
2.
18

0
2.
12

4
2.
07

7

50
4.
03

4
3.
18

3
2.
79

0
2.
55

7
2.
40

0
2.
28

6
2.
19

9
2.
13

0
2.
07

3
2.
02

6

60
4.
00

1
3.
15

0
2.
75

8
2.
52

5
2.
36

8
2.
25

4
2.
16

7
2.
09

7
2.
04

0
1.
99

3

70
3.
97

8
3.
12

8
2.
73

6
2.
50

3
2.
34

6
2.
23

1
2.
14

3
2.
07

4
2.
01

7
1.
96

9

80
3.
96

0
3.
11

1
2.
71

9
2.
48

6
2.
32

9
2.
21

4
2.
12

6
2.
05

6
1.
99

9
1.
95

1

90
3.
94

7
3.
09

8
2.
70

6
2.
47

3
2.
31

6
2.
20

1
2.
11

3
2.
04

3
1.
98

6
1.
93

8

10
0

3.
93

6
3.
08

7
2.
69

6
2.
46

3
2.
30

5
2.
19

1
2.
10

3
2.
03

2
1.
97

5
1.
92

7

d 2
d 1 12

15
20

25
30

40
60

80
10

0
12

0

1
24

3.
9

24
6.
0

24
8.
0

24
9.
3

25
0.
1

25
1.
1

25
2.
2

25
2.
7

25
3.
0

25
3.
3

2
19

.4
13

19
.4
29

19
.4
46

19
.4
6

19
.4
62

19
.4
71

19
.4
79

19
.4
8

19
.4
9

19
.4
87

3
8.
74

5
8.
70

3
8.
66

0
8.
63

4
8.
61

7
8.
59

4
8.
57

2
8.
56

1
8.
55

4
8.
54

9

4
5.
91

2
5.
85

8
5.
80

3
5.
76

9
5.
74

6
5.
71

7
5.
68

8
5.
67

3
5.
66

4
5.
65

8

5
4.
67

8
4.
61

9
4.
55

8
4.
52

1
4.
49

6
4.
46

4
4.
43

1
4.
41

5
4.
40

5
4.
39

9

6
4.
00

0
3.
93

8
3.
87

4
3.
83

5
3.
80

8
3.
77

4
3.
74

0
3.
72

2
3.
71

2
3.
70

5

7
3.
57

5
3.
51

1
3.
44

5
3.
40

4
3.
37

6
3.
34

0
3.
30

4
3.
28

6
3.
27

5
3.
26

8
(c
on

tin
ue
d)

408 Statistical Tables



T
ab

le
A
4(
2)

(c
on

tin
ue
d)

d 2
d 1 12

15
20

25
30

40
60

80
10

0
12

0

8
3.
28

4
3.
21

8
3.
15

0
3.
10

8
3.
07

9
3.
04

3
3.
00

5
2.
98

6
2.
97

5
2.
96

7

9
3.
07

3
3.
00

6
2.
93

6
2.
89

3
2.
86

4
2.
82

6
2.
78

7
2.
76

8
2.
75

6
2.
74

8

10
2.
91

3
2.
84

5
2.
77

4
2.
73

0
2.
70

0
2.
66

1
2.
62

1
2.
60

1
2.
58

8
2.
58

0

11
2.
78

8
2.
71

9
2.
64

6
2.
60

1
2.
57

1
2.
53

1
2.
49

0
2.
46

9
2.
45

7
2.
44

8

12
2.
68

7
2.
61

7
2.
54

4
2.
49

8
2.
46

6
2.
42

6
2.
38

4
2.
36

3
2.
35

0
2.
34

1

13
2.
60

4
2.
53

3
2.
45

9
2.
41

2
2.
38

0
2.
33

9
2.
29

7
2.
27

5
2.
26

1
2.
25

2

14
2.
53

4
2.
46

3
2.
38

8
2.
34

1
2.
30

8
2.
26

6
2.
22

3
2.
20

1
2.
18

7
2.
17

8

15
2.
47

5
2.
40

3
2.
32

8
2.
80

0
2.
24

7
2.
20

4
2.
16

0
2.
13

7
2.
12

3
2.
11

4

16
2.
42

5
2.
35

2
2.
27

6
2.
22

7
2.
19

4
2.
15

1
2.
10

6
2.
08

3
2.
06

8
2.
06

9

17
2.
38

1
2.
30

8
2.
23

0
2.
18

1
2.
14

7
2.
10

4
2.
05

8
2.
03

5
2.
02

0
2.
01

1

18
2.
34

2
2.
26

9
2.
19

1
2.
14

1
2.
10

7
2.
06

3
2.
01

7
1.
99

3
1.
97

8
1.
96

8

19
2.
30

8
2.
23

4
2.
15

5
2.
10

6
2.
07

1
2.
02

6
1.
98

0
1.
95

5
1.
94

0
1.
93

0

20
2.
27

8
2.
20

3
2.
12

4
2.
07

4
2.
03

9
1.
99

4
1.
94

6
1.
92

2
1.
90

7
1.
89

6

21
2.
25

0
2.
17

6
2.
09

6
2.
04

5
2.
01

0
1.
96

5
1.
91

7
1.
89

1
1.
87

6
1.
86

6

22
2.
22

6
2.
15

1
2.
07

1
2.
02

0
1.
98

4
1.
93

8
1.
88

9
1.
86

4
1.
84

9
1.
83

8

23
2.
20

4
2.
12

8
2.
04

8
1.
99

6
1.
96

1
1.
91

4
1.
86

5
1.
83

9
1.
82

3
1.
81

3

24
2.
18

3
2.
10

8
2.
02

7
1.
97

5
1.
93

9
1.
89

2
1.
84

2
1.
81

6
1.
80

0
1.
79

0

25
2.
16

5
2.
08

9
2.
00

7
1.
95

5
1.
91

9
1.
87

2
1.
82

2
1.
79

6
1.
77

9
1.
76

8

26
2.
14

8
2.
07

2
1.
99

0
1.
93

8
1.
90

1
1.
85

3
1.
80

3
1.
77

6
1.
76

0
1.
74

9

27
2.
13

2
2.
05

6
1.
97

4
1.
92

1
1.
88

4
1.
83

6
1.
78

5
1.
75

8
1.
74

2
1.
73

1

28
2.
11

8
2.
04

1
1.
95

9
1.
90

6
1.
86

9
1.
82

0
1.
76

9
1.
74

2
1.
72

5
1.
71

4

29
2.
10

4
2.
02

7
1.
94

5
1.
89

1
1.
85

4
1.
80

6
1.
75

3
1.
72

6
1.
71

0
1.
69

8

30
2.
09

2
2.
01

5
1.
93

2
1.
87

8
1.
84

1
1.
79

2
1.
74

0
1.
71

2
1.
69

5
1.
68

4
(c
on

tin
ue
d)

Statistical Tables 409



T
ab

le
A
4(
2)

(c
on

tin
ue
d)

d 2
d 1 12

15
20

25
30

40
60

80
10

0
12

0

40
2.
00

3
1.
92

4
1.
83

9
1.
78

3
1.
74

4
1.
69

3
1.
63

7
1.
60

8
1.
58

9
1.
57

7

50
1.
95

2
1.
87

1
1.
78

4
1.
72

7
1.
64

9
1.
63

4
1.
57

6
1.
54

4
1.
52

5
1.
51

1

60
1.
91

7
1.
83

6
1.
74

8
1.
69

0
1.
64

9
1.
59

4
1.
53

4
1.
50

2
1.
48

1
1.
46

7

70
1.
89

3
1.
81

2
1.
72

2
1.
66

4
1.
62

2
1.
56

6
1.
50

5
1.
47

1
1.
45

0
1.
43

5

80
1.
87

5
1.
79

3
1.
70

3
1.
64

4
1.
60

2
1.
54

5
1.
48

2
1.
44

8
1.
42

6
1.
41

1

90
1.
86

1
1.
77

9
1.
68

8
1.
62

9
1.
58

6
1.
52

8
1.
46

5
1.
42

9
1.
40

7
1.
39

1

10
0

1.
85

0
1.
76

8
1.
67

6
1.
61

6
1.
57

3
1.
51

5
1.
45

0
1.
41

5
1.
39

2
1.
37

6

d 1
de
gr
ee
s
of

fr
ee
do

m
,
nu

m
er
at
or
;
d 2

de
gr
ee
s
of

fr
ee
do

m
,
de
no

m
in
at
or

So
ur
ce

C
al
cu
la
te
d
us
in
g
di
st
ri
bu

tio
n
ca
lc
ul
at
or

(d
os
ta
t.s
ta
t.s
c.
ed
u/
pr
ot
ot
yp

e/
ca
lc
ul
at
or
s/
in
de
x.
ph

p3
?d
is
t=
F;

12
O
ct
ob

er
20

09
)

410 Statistical Tables



T
ab

le
A
4(
3)

F
D
is
tr
ib
ut
io
n
(F

va
lu
es

fo
r
α
=
0.
01

)

d 2
d 1 1

2
3

4
5

6
7

8
9

10

1
40

52
.2

49
99

.5
54

03
.3

56
24

.6
57

63
.7

58
59

.0
59

28
.3

59
81

.1
60

22
.5

60
55

.9

2
98

.5
02

99
.0
00

99
.1
66

99
.2
49

99
.3
00

99
.3
33

99
.3
56

99
.3
74

99
.3
88

99
.3
99

3
34

.1
16

30
.8
16

29
.4
57

28
.7
10

28
.2
37

27
.9
11

27
.6
72

27
.4
89

27
.3
45

27
.2
29

4
21

.1
98

18
.0
00

16
.6
94

15
.9
77

15
.5
22

15
.2
07

14
.9
76

14
.7
99

14
.6
59

14
.5
46

5
16

.2
58

13
.2
74

12
.0
60

11
.3
92

10
.9
67

10
.6
72

10
.4
56

10
.2
89

10
.1
58

10
.0
51

6
13

.7
45

10
.9
25

9.
78

0
9.
14

8
8.
74

6
8.
46

6
8.
26

0
8.
10

2
7.
97

6
7.
87

4

7
12

.2
46

9.
54

7
8.
45

1
7.
84

7
7.
46

0
7.
19

1
6.
99

3
6.
84

0
6.
71

9
6.
62

0

8
11

.2
59

8.
64

9
7.
59

1
7.
00

6
6.
63

2
6.
37

1
6.
17

8
6.
02

9
5.
91

1
5.
81

4

9
10

.5
61

8.
02

2
6.
99

2
6.
42

2
6.
05

7
5.
80

2
5.
61

3
5.
46

7
5.
35

1
5.
25

7

10
10

.0
44

7.
55

9
6.
55

2
5.
99

4
5.
63

6
5.
38

6
5.
20

0
5.
05

7
4.
94

2
4.
84

9

11
9.
64

6
7.
20

6
6.
21

7
5.
66

8
5.
31

6
5.
06

9
4.
88

6
4.
74

4
4.
63

2
4.
53

9

12
9.
33

0
6.
92

7
5.
95

3
5.
41

2
5.
06

4
4.
82

1
4.
64

0
4.
49

9
4.
38

8
4.
29

6

13
9.
07

4
6.
70

1
5.
73

9
5.
20

5
4.
86

2
4.
62

0
4.
44

1
4.
30

2
4.
19

1
4.
10

0

14
8.
86

2
6.
51

5
5.
56

4
5.
03

5
4.
69

5
4.
45

6
4.
27

8
4.
14

0
4.
03

0
3.
93

9

15
8.
68

3
6.
35

9
5.
41

7
4.
89

3
4.
55

6
4.
31

8
4.
14

2
4.
00

4
3.
89

5
3.
80

5

16
8.
53

1
6.
22

6
5.
29

2
4.
77

3
4.
43

7
4.
20

2
4.
02

6
3.
89

0
3.
78

0
3.
69

1

17
8.
40

0
6.
11

2
5.
18

5
4.
66

9
4.
33

6
4.
10

2
3.
92

7
3.
79

1
3.
68

2
3.
59

3

18
8.
28

5
6.
01

3
5.
09

2
4.
57

9
4.
24

8
4.
01

5
3.
84

1
3.
70

5
3.
59

7
3.
50

8

19
8.
18

5
5.
92

6
5.
01

0
4.
50

0
4.
17

1
3.
93

9
3.
76

5
3.
63

1
3.
52

3
3.
43

4

20
8.
09

6
5.
84

9
4.
93

8
4.
43

1
4.
10

3
3.
87

1
3.
69

9
3.
56

4
3.
45

7
3.
36

8

21
8.
01

7
5.
78

0
4.
87

4
4.
36

9
4.
04

2
3.
81

2
3.
64

0
3.
50

6
3.
39

8
3.
31

0

22
7.
94

5
5.
71

9
4.
81

7
4.
31

3
3.
98

8
3.
75

8
3.
58

7
3.
45

3
3.
34

6
3.
25

8

23
7.
88

1
5.
66

4
4.
76

5
4.
26

4
3.
93

9
3.
71

0
3.
53

9
3.
40

6
3.
29

9
3.
21

1
(c
on

tin
ue
d)

Statistical Tables 411



T
ab

le
A
4(
3)

(c
on

tin
ue
d)

d 2
d 1 1

2
3

4
5

6
7

8
9

10

24
7.
82

3
5.
61

4
4.
71

8
4.
21

8
3.
89

5
3.
66

7
3.
49

6
3.
36

3
3.
25

6
3.
16

8

25
7.
77

0
5.
56

8
4.
67

5
4.
17

7
3.
85

5
3.
62

7
3.
45

7
3.
32

4
3.
21

7
3.
12

9

26
7.
72

1
5.
52

6
4.
63

7
4.
14

0
3.
81

8
3.
59

1
3.
42

1
3.
28

8
3.
18

2
3.
09

4

27
7.
67

7
5.
48

8
4.
60

1
4.
10

6
3.
78

5
3.
55

8
3.
38

8
3.
25

6
3.
14

9
3.
06

2

28
7.
63

6
5.
45

3
4.
56

8
4.
07

4
3.
75

4
3.
52

8
3.
35

8
3.
22

6
3.
12

0
3.
03

2

29
7.
59

8
5.
42

0
4.
53

8
4.
04

5
3.
72

5
3.
49

9
3.
33

0
3.
19

8
3.
09

2
3.
00

5

30
7.
56

2
5.
39

0
4.
51

0
4.
01

8
3.
69

9
3.
47

3
3.
30

5
3.
17

3
3.
06

7
2.
97

9

40
7.
31

4
5.
17

9
4.
31

3
3.
82

8
3.
51

4
3.
29

1
3.
12

4
2.
99

3
2.
88

8
2.
80

1

50
7.
17

1
5.
05

7
4.
19

9
3.
72

0
3.
40

8
3.
18

6
3.
02

0
2.
89

0
2.
78

5
2.
69

8

60
7.
07

7
4.
97

7
4.
12

6
3.
64

9
3.
33

9
3.
11

9
2.
95

3
2.
82

3
2.
71

8
2.
63

2

70
7.
01

1
4.
92

2
4.
07

4
3.
60

0
3.
29

1
3.
07

1
2.
90

6
2.
77

7
2.
67

2
2.
58

5

80
6.
96

3
4.
88

1
4.
03

6
3.
56

3
3.
25

5
3.
03

6
2.
87

1
2.
74

2
2.
63

7
2.
55

1

90
6.
92

5
4.
84

9
4.
00

7
3.
53

5
3.
22

8
3.
00

9
2.
84

5
2.
71

5
2.
61

1
2.
52

4

10
0

6.
89

5
4.
82

4
3.
98

4
3.
51

3
3.
20

6
2.
98

8
2.
82

3
2.
69

4
2.
59

0
2.
50

3

d 2
d 1 12

15
20

25
30

40
60

80
10

0
12

0

1
61

06
.4

61
57

.3
62

08
.7

62
39

.8
62

60
.6

62
86

.8
63

13
.0

63
26

.2
63

34
.1

63
39

.4

2
99

.4
16

99
.4
32

99
.4
49

99
.4
60

99
.4
66

99
.4
74

99
.4
82

99
.4
90

99
.4
90

99
.4
91

3
27

.0
52

26
.8
72

26
.6
90

26
.5
80

26
.5
04

26
.4
11

26
.3
16

26
.2
70

26
.2
40

26
.2
21

4
14

.3
74

14
.1
98

14
.0
20

13
.9
10

13
.8
38

13
.7
45

13
.6
52

13
.6
10

13
.5
80

13
.5
58

5
9.
88

8
9.
72

2
9.
55

3
9.
44

9
9.
37

9
9.
29

1
9.
20

2
9.
15

7
9.
13

0
9.
11

1

6
7.
71

8
7.
55

9
7.
39

6
7.
29

6
7.
22

9
7.
14

3
7.
05

7
7.
01

3
6.
98

7
6.
96

9

7
6.
46

9
6.
31

4
6.
15

5
6.
05

8
5.
99

2
5.
90

8
5.
82

4
5.
78

1
5.
75

5
5.
73

7
(c
on

tin
ue
d)

412 Statistical Tables



T
ab

le
A
4(
3)

(c
on

tin
ue
d)

d 2
d 1 12

15
20

25
30

40
60

80
10

0
12

0

8
5.
66

7
5.
51

5
5.
35

9
5.
26

3
5.
19

8
5.
11

2
5.
03

2
4.
98

9
4.
96

3
4.
94

6

9
5.
11

1
4.
96

2
4.
80

8
4.
71

3
4.
64

9
4.
56

7
4.
48

3
4.
44

1
4.
41

5
4.
39

8

10
4.
70

6
4.
55

8
4.
40

5
4.
31

1
4.
24

7
4.
16

5
4.
08

2
4.
03

9
4.
01

4
3.
99

6

11
4.
39

7
4.
25

1
4.
09

9
4.
00

5
3.
94

1
3.
86

0
3.
77

6
3.
73

4
3.
70

8
3.
69

0

12
4.
15

5
4.
01

0
3.
85

8
3.
76

5
3.
70

1
3.
61

9
3.
53

5
3.
49

3
3.
46

7
3.
44

9

13
3.
96

0
3.
81

5
3.
66

5
3.
57

1
3.
50

7
3.
42

5
3.
34

1
3.
29

8
3.
27

2
3.
25

5

14
3.
80

0
3.
65

6
3.
50

5
3.
41

2
3.
34

8
3.
26

6
3.
18

1
3.
13

8
3.
11

2
3.
09

4

15
3.
66

6
3.
52

2
3.
37

2
3.
27

8
3.
21

4
3.
13

2
3.
04

7
3.
00

4
2.
97

7
2.
95

9

16
3.
55

3
3.
40

9
3.
25

9
3.
16

5
3.
10

1
3.
01

8
2.
93

3
2.
88

9
2.
86

3
2.
84

5

17
3.
45

5
3.
31

2
3.
16

2
3.
06

8
3.
00

3
2.
92

0
2.
83

5
2.
79

1
2.
76

4
2.
74

6

18
3.
37

1
3.
22

7
3.
07

7
2.
98

3
2.
91

9
2.
83

5
2.
74

9
2.
70

5
2.
67

8
2.
66

0

19
3.
29

7
3.
15

3
3.
00

3
2.
90

9
2.
84

4
2.
76

1
2.
67

4
2.
63

0
2.
60

2
2.
58

4

20
3.
23

1
3.
08

8
2.
93

8
2.
84

3
2.
77

9
2.
69

5
2.
60

8
2.
56

3
2.
53

5
2.
51

7

21
3.
17

3
3.
03

0
2.
88

0
2.
78

5
2.
72

0
2.
63

6
2.
54

8
2.
50

3
2.
47

5
2.
45

7

22
3.
12

1
2.
97

8
2.
82

7
2.
73

3
2.
66

7
2.
58

3
2.
49

5
2.
45

0
2.
42

2
2.
40

3

23
3.
07

4
2.
93

1
2.
78

1
2.
68

6
2.
62

0
2.
53

5
2.
44

7
2.
40

1
2.
37

3
2.
35

4

24
3.
03

2
2.
88

9
2.
73

8
2.
64

3
2.
57

7
2.
49

2
2.
40

3
2.
35

7
2.
32

9
2.
31

0

25
2.
99

3
2.
85

0
2.
69

9
2.
60

4
2.
53

8
2.
45

3
2.
36

4
2.
31

7
2.
28

9
2.
27

0

26
2.
95

8
2.
81

5
2.
66

4
2.
56

9
2.
50

3
2.
41

7
2.
32

7
2.
28

1
2.
25

2
2.
23

3

27
2.
92

6
2.
78

3
2.
63

2
2.
53

6
2.
47

0
2.
38

4
2.
29

4
2.
24

7
2.
21

8
2.
19

8

28
2.
89

6
2.
75

3
2.
60

2
2.
50

6
2.
44

0
2.
35

4
2.
26

3
2.
21

6
2.
18

7
2.
16

7

29
2.
86

8
2.
72

6
2.
57

4
2.
47

8
2.
41

2
2.
32

5
2.
23

4
2.
18

7
2.
15

8
2.
13

8

30
2.
84

3
2.
70

0
2.
54

9
2.
45

3
2.
38

6
2.
29

9
2.
20

8
2.
16

0
2.
13

1
2.
11

1
(c
on

tin
ue
d)

Statistical Tables 413



T
ab

le
A
4(
3)

(c
on

tin
ue
d)

d 2
d 1 12

15
20

25
30

40
60

80
10

0
12

0

40
2.
66

5
2.
52

2
2.
36

9
2.
27

1
2.
20

3
2.
11

4
2.
01

9
1.
96

9
1.
93

8
1.
91

7

50
2.
56

2
2.
41

9
2.
26

5
2.
16

7
2.
09

8
2.
00

7
1.
90

9
1.
85

7
1.
82

5
1.
80

3

60
2.
49

6
2.
35

2
2.
19

8
2.
09

8
2.
02

8
1.
93

6
1.
83

6
1.
78

3
1.
74

9
1.
72

6

70
2.
45

0
2.
30

6
2.
15

0
2.
05

0
1.
98

0
1.
88

6
1.
78

5
1.
73

0
1.
69

5
1.
67

2

80
2.
41

5
2.
27

1
2.
11

5
2.
01

5
1.
94

4
1.
84

9
1.
74

6
1.
69

0
1.
65

5
1.
63

0

90
2.
38

9
2.
24

4
2.
08

8
1.
98

7
1.
91

6
1.
82

0
1.
71

6
1.
65

9
1.
62

3
1.
59

8

10
0

2.
36

8
2.
22

3
2.
06

7
1.
96

5
1.
89

3
1.
79

7
1.
69

2
1.
63

4
1.
59

8
1.
57

2

d 1
de
gr
ee
s
of

fr
ee
do

m
,
nu

m
er
at
or
;
d 2

de
gr
ee
s
of

fr
ee
do

m
,
de
no

m
in
at
or

So
ur
ce

C
al
cu
la
te
d
us
in
g
di
st
ri
bu

tio
n
ca
lc
ul
at
or

(d
os
ta
t.s
ta
t.s
c.
ed
u/
pr
ot
ot
yp

e/
ca
lc
ul
at
or
s/
in
de
x.
ph

p3
?d
is
t=
F;

12
O
ct
ob

er
20

09
)

414 Statistical Tables



T
ab

le
A
5

W
ilc
ox

on
ra
nk

-s
um

ta
bl
e

n 1
n 2

L
ow

er
ta
il
pr
ob

ab
ili
ty

U
pp

er
ta
il
pr
ob

ab
ili
ty

0.
01

0.
01

0.
03

0.
05

0.
10

0.
20

0.
20

0.
10

0.
05

0.
02

5
0.
01

0.
00

5

4
4

10
11

13
14

22
23

25
26

5
10

11
12

14
15

25
26

28
29

30

6
10

11
12

13
15

17
27

29
31

32
33

34

7
10

11
13

14
16

18
30

32
34

35
37

38

8
11

12
14

15
17

20
32

35
37

38
40

41

9
11

13
14

16
19

21
35

37
40

42
43

45

10
12

13
15

17
20

23
37

40
43

45
47

48

11
12

14
16

18
21

24
40

43
46

48
50

52

12
13

15
17

19
22

26
42

46
49

51
53

55

5
5

15
16

17
19

20
22

33
35

36
38

39
40

6
16

17
18

20
22

24
36

38
40

42
43

44

7
16

18
20

21
23

26
39

42
44

45
47

49

8
17

19
21

23
25

28
42

45
47

49
51

53

9
18

20
22

24
27

30
45

48
51

53
55

57

10
19

21
23

26
28

32
48

52
54

57
59

61

11
20

22
24

27
30

34
51

55
58

61
63

65

12
21

23
26

28
32

36
54

58
62

64
67

69

6
6

23
24

26
28

30
33

45
48

50
52

54
55

7
24

25
27

29
32

35
49

52
55

57
59

60

8
25

27
29

31
34

37
53

56
59

61
63

65

9
26

28
31

33
36

40
56

60
63

65
68

70

10
27

29
32

35
38

42
60

64
67

70
73

75

11
28

30
34

37
40

44
64

68
71

71
78

80

12
30

32
35

38
42

47
67

72
76

79
82

84
(c
on

tin
ue
d)

Statistical Tables 415



T
ab

le
A
5

(c
on

tin
ue
d)

n 1
n 2

L
ow

er
ta
il
pr
ob

ab
ili
ty

U
pp

er
ta
il
pr
ob

ab
ili
ty

0.
01

0.
01

0.
03

0.
05

0.
10

0.
20

0.
20

0.
10

0.
05

0.
02

5
0.
01

0.
00

5

7
7

32
34

36
39

41
45

60
64

66
69

71
73

8
34

35
38

41
44

48
64

68
71

74
77

78

9
35

37
40

43
46

50
69

73
76

79
82

84

10
37

39
42

45
49

53
73

77
81

84
87

89

11
38

40
44

47
51

56
77

82
86

89
93

95

12
40

42
46

49
54

59
81

86
91

94
98

10
0

8
8

43
45

49
51

55
59

77
81

85
87

91
93

9
45

47
51

54
58

62
82

86
90

93
97

99

10
47

49
53

56
60

65
87

92
96

99
10

3
10

5

11
49

51
55

59
63

69
91

97
10

1
10

5
10

9
11

1

12
51

53
58

62
66

72
96

10
2

10
6

11
0

11
5

11
7

9
9

56
59

62
66

70
75

96
10

1
10

5
10

9
11

2
11

5

10
58

61
65

69
73

78
10

2
10

7
11

1
11

5
11

9
12

2

11
61

63
68

72
76

82
10

7
11

3
11

7
12

1
12

6
12

8

12
63

66
71

75
80

86
11

2
11

8
12

3
12

7
13

2
13

5

10
10

71
74

78
82

87
93

11
7

12
3

12
8

13
2

13
6

13
9

11
73

77
81

86
91

97
12

3
12

9
13

4
13

9
14

3
14

7

12
76

79
84

89
94

10
1

12
9

13
6

14
1

14
6

15
1

15
4

11
11

87
91

96
10

0
10

6
11

2
14

1
14

7
15

3
15

7
16

2
16

6

12
90

94
99

10
4

11
0

11
7

14
7

15
4

16
0

16
5

17
0

17
4

12
12

10
5

10
9

11
5

12
0

12
7

13
4

16
6

17
3

18
0

18
5

19
1

19
5

So
ur
ce

w
w
w
.s
ta
t.a
uk

la
nd

.a
c.
nz
/-
w
ild

E
nc
/C
h1

0.
w
ilc
ox

on
.p
df

(3
0
Se
pt
em

be
r
20

09
)

416 Statistical Tables

http://www.stat.aukland.ac.nz/-wildEnc/Ch10.wilcoxon.pdf


Table A6 Spearman rank correlation
Use t test for test of hypothesis related to Spearman Rank Correlation. This is

simpler and is valid. Percentage Points of the t distribution are provided in
Table A2.
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Index

A
Advantages, 245, 255
Agreement, 286–288
ANOVA, 196, 325, 331, 332, 334–336,

338–340, 342, 344–350
Arithmetic mean, 30
Autoregressive model, 313, 314, 316, 317, 322
Axiom of probability, 61

B
Basic principle, 257
BCR IRR, 304, 307, 308
Bimodal, 40
Binomial

distribution, 70
experiment, 70

C
Central limit theorem, 104
Central tendency, 30, 38, 40, 43, 55, 58
Chart

bar, 17
pie, 17
pareto, 19
histogram, 19
frequency curve, 23
frequency polygon, 19
line diagram, 23

Chi-square
distribution, 86
properties, 86
test, 171, 174, 175, 177

Class
width, 14
number, 13
range, 14

Cluster, 249, 254, 255
Coefficient

of determination, 224, 226, 228

of variation, 51
Combination, 65
Composite hypothesis, 128
Concept ANOVA, 335
Confidence interval, 107-124

difference of two normal populations, 110
difference of two population proportions,

114
mean of single population, 107
population proportion, 113
variance of a normal population, 112

Continuous data, 258
Consistency, 104
Contingency coefficient, 177
Contingency table, 175
Contrast, 327
Control Charts, 353, 355–357, 359–362,

364–366, 368, 370, 371, 378–381
C chart, 364
chart average, 321
control chart zones, 370
control limits, 356
guide, 372
I control chart, 360
moving average, 356
p chart, 362
process capability, 375
np chart, 369
special topics, 373
summary of formulas, 378
tolerance limit, 373
type of control charts, 356
type of data, 355
u chart, 367
x-bar and R, 357

Control limits, 355–359, 361–365, 367–371,
373, 375, 380–382

Control zones, 353, 371
Coordination schema, 246
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Correlation, 203–204
circular, 204
coefficient, 205
interpretation, 205
linear, 205
negative, 205
population, 204
positive, 205
sample, 206
spearman, 194
spearman rank, 194
test, 194

Cost of living, 292, 294–298
Cross tabulation, 14
Curve

F distribution, 84
normal distribution, 80
t distribution, 82
chi square distribution, 87

D
Data, 2–6, 10

categorical, 3
collection, 2, 388
grouping guidelines, 12
metric, 3
qualitative/quantitative, 247
primary, 3
ranked, 3
secondary, 3
summarization, 2

Data fitting to distributions, 91
Data transformation, 225, 226
Degrees of freedom, 83
Dependent and independent variables, 215, 216
Descriptive statistics, 29, 30
Design

balanced/unbalanced, 327
chart, 329
definition, 325
of experiment, 325, 327, 328
experimental, 325
factorial, 325
fractional factorial, 327
full factorial, 326
half factorial, 327
procedure, 327
randomized, 329
single factorial, 343

Deviation
mean, 47
standard, 48

Diagram, 336
line, 23

stem and leaf, 51
Dispersion, 30, 43, 44, 47, 48, 51, 54, 56, 58

measures of, 43
types, 44

Distribution, 387, 390
binomial, 70
chi square, 86
continuous joint probability, 90
continuous probability, 78
continuous random variable, 78
data fitting, 91
discrete joint probability, 89
discrete probability, 70
discrete random variable, 69
hypergeometric probability, 75
important features, 78
joint probability, 89
multinomial, 72
skewed, 42
normal probability, 78
poisson probability, 76
probability, 69
sample, 102
student t, 82
symmetric, 42

Dummy variables, 236

E
Efficiency, 103
Error

standard, 263
type I/type II, 130

Estimate, 102, 104, 106
interval, 107–109
point, 102

Estimation, 105
least square, 234

Estimator, 102, 103
pooled, 111
properties, 102

Event, 60
dependent, 63
independent, 62
mutually exclusive, 61
non-mutually exclusive, 63
probability, 63

Examples in probability, 59–63, 65

F
Factor action, 336
Factorial design, 325–327, 333, 335
Financial data, 303, 311, 313
Fisher’s ideal price, 292, 295, 297, 298, 302
Flow chart, 325, 329
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Flow chart of hypothesis testing, 157
Frequency

cumulative, 12
curve, 23
distribution, 13
expected, 172
observed, 172
polygon, 19
relative, 12

F distribution, 84
properties, 84

Finite population
correction factor, 115

G
Goodness-of-fit test, 171, 172, 174, 175
Graphical presentation, 17, 19
Growth rate, 36–38, 55, 56

H
Histogram, 19
Hypothesis, 386–391

acceptance, 131
alternative, 128
composite, 128
errors in hypothesis testing, 129
flow chart in hypothesis testing, 157
formulation, 203, 208–210
null, 128
power of hypothesis testing, 157
rejection, 131
testing, 127–130, 132, 133, 135, 137, 141,

144, 157
simple, 128
statistical, 127

I
Important features, 78
Index number, 298

agreement, 286
cost of living/standard of living, 295
performance, 288
price, 290
priority, 278
quantity, 292
satisfaction, 282
laspeyres price, 289
paasche price, 291
Fisher’s ideal price, 292
total cost, 293
inflation, 298

present value, 303
future value, 303
NPVB, 306
NPVC, 306
scale, 277
total cost, 298

Inference
population mean, 101
statistical, 101

Inferential, 59
Inferential statistics, 29, 30
Inflation, 298
Interpretation, 235, 241

graph, 17
tabular presentation, 12

Interval estimate, 102, 107, 121–123
Interview

standardized questionnaire, 2

K
Kurtosis, 54

L
Laspeyres, 291–295, 297, 300, 301
Linear relationship, 203, 205, 206
Line diagram, 23

M
Manufacturing process, 353, 354, 358, 362,

364, 375, 379, 380–382
Mean

arithmetic, 30
classes, 39
comparison, 42
deviation, 47
geometric, 35
population, 102
sample, 102
short method, 33
square error, 218
square regression, 218
types, 30
weighted, 31

Measurements, 2–6
Median

class, 39
comparison, 42
formula, 39
test, 166
ungrouped observation, 38

Measurement
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Measurement (cont.)
data, 3
direct, 2
interval, 5
level, 5
nominal, 5
ordinal, 5
qualitative, 6
quantitative, 6
ratio, 5

Measurement of data, 386
Mode, 40

bimodal, 40
comparison, 42
formula, 40
unimodal, 40

Multiple regression model, 233

N
Nonparametric test, 183, 189, 196, 198
Normal

curve, 79
distribution, 78

NPVB, 306, 307
NPVC, 306, 307
Null and alternative hypothesis, 128–137,

139–141, 143–145, 147–150,
152–156

O
Observation

paired, 188
One-tail test, 129, 131–134, 136–138, 141,

142, 151
Orthogonal, 327
Other regression model, 236
Outcome, 60
Out of control, 371

P
Paasche price, 291, 292, 295, 297
Parameter, 101, 102, 106, 107, 113, 114

definition, 101
estimation, 218, 221
population, 97

Parameter and statistics, 389
Performance, 288–290
Permutation, 65
Point estimate, 102, 106, 107, 123, 125
Population

finite population correction factor, 115

definition, 59
growth rate calculation, 36
parameter, 101
proportion, 113

Power of test, 130, 157, 158, 169
Precision, 247, 257
Prediction/forecasting, 233, 235, 236
Presentation, 11, 12, 14, 15, 17–19

guidelines, 11
graphical, 17
tabular, 11

Price, 290–302
Price index

Fisher's ideal, 292
Laspeyres, 291
Paasche, 291

Priority, 278–281
Probability, 59–67, 387, 388

approaches, 60
a priori, 60
axioms, 61
binomial distribution, 70
calculus, 1
conditional/unconditional, 63
definition, 60
density function, 79
dependent events, 63
distribution, 69, 70, 72, 74, 75, 78, 89–92
empirical, 61
independent events, 62
mutually exclusive events, 61
no of possible samples, 64
non-mutually exclusive events, 63

Properties
chi square, 86
F distribution, 84
normal distribution, 78
t distribution, 82

Proportion, 260–262, 267, 268, 272–274
population, 113
pooled, 154
sample, 149

Q
Quality Control

Areas, 354
Control chart, 355
History, 353
Limits control charts, 356
Statistical, 353
Type of control chart, 355
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Variation, 354
Quantity, 291–295, 297, 298, 300–302
Quantity index, 292

Fisher's ideal, 292
Laspeyres, 293
Paasche, 293

Questionnaire
standardized, 2
pretesting, 247

R
Random, 249–256

number, 250
variable, 69

Randomized design, 325, 330, 344
Range, 44

interquartile, 44
Rank test, 183, 189, 190, 196, 198, 199
Rate of inflation, 298, 299, 301
Region

acceptance/rejection, 131
critical, 131
rejection region, 131

Regression
adequacy of model, 221
coefficient of determination, 224
data transformation, 225
dummy variable, 236
hypothesis testing, 127
interpretation, 227
lack of fit, 222
multiple, 233
multiple model, 233
other nonlinear model, 236
prediction, 235
residual analysis, 222
simple, 215
simple linear model, 215

Reliability, 257
Risk assessment, 309
Rule of 70, 300–302

S
Sample

definition, 59
random, 110
paired, 186
possible no, 64
probability of no of possible, 64
space, 60
variance, 86
Sample size, 86, 387
allocation, 262
basic principle, 257

cluster sampling, 270
continuous data, 257
determination, 257
proportion, 260
random sampling, 249
stratified sampling, 255
survey, 246
stratified sampling, 255

Sampling, 245–249, 251, 253–256, 258, 260,
262–264, 267, 268, 270–274

advantage, 245
cost, 248
distribution, 108
methods, 249
prior consideration, 246
simple random, 249
stratified random, 255
survey, 246
systematic, 253
unit, 245

with replacement, 64
without replacement, 64

Satisfaction, 282–286
Significance level, 132
Sign test, 183–186
Simple hypothesis, 128
Simple regression, 215, 216, 218, 226
Skewness, 54
Spearman rank correlation test, 183, 194, 199,

201
SPSS, 325, 331–335, 389
Standard

deviation, 48
error, 257
of living indices, 294–297

Statistic
definition, 101
t, 141
z, 131

Statistical estimation of IRR, 308, 309
Statistical quality control, 353, 354
Statistics, 1, 2, 6, 8

contents, 2
definition, 2
descriptive, 29
history, 1
inferential, 2

Stratified sampling, 249, 255
Stem and leaf diagram, 51
Sufficiency, 103
Summation notation, 8
Sum of squares

error, 218
regression, 218
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total, 218
Systematic, 249, 253

T
Table presentation, 12
Table r x c, 174
Test

chi square, 171
contingency table, 174
factor reversal, 294
goodness of fit, 171
non-parametric, 183
of homogeneity, 174
of independence, 171, 174
one tail, 137
power, 157
procedure, 131, 135, 137, 141, 149
rank, 189
relationship, 174
sign, 183
spearman rank correlation, 194
statistic, 132
two tail, 135
wilcoxon rank, 190

Testing, 386–388, 390
Tolerance limit, 373
Total cost, 291–295, 297, 298, 302
Two-tail test, 128, 129, 133, 135, 137, 139,

140, 143, 144, 146, 152, 155
Types of tests, 388
Types of presentation, 11
Types of sampling, 249

U
Unbiasedness, 103
Unimodal, 40

V
Variable, 5–10, 385, 388–391

categorical, 7
continuous, 7
continuous random, 69
definition, 7
dependent, 216
discrete, 7
discrete random, 69
independent, 216
numerical, 7
random, 69
rank, 7

Variance, 47
desirable, 263
maximum, 261
pooled estimate, 145
population, 84
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Variation
coefficient of, 51

W
WECO rules, 353, 371
Wilcoxon rank-sum test, 190
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