—A A

LIBRARY

Pierre Y. Bely, Editor

The Design and
Construction of
Large Optical
Telescopes




AN

LIBRARY

Series Editors:

Springer
New York
Berlin
Heidelberg
Hong Kong
London

Milan

Paris

Tokyo

ASTRONOMY AND
ASTROPHY SICS LIBRARY

I. Appenzeller, Heidelberg, Germany

G. Borner, Garching, Germany

M.A. Dopita, Canberra, ACT, Australia

M. Harwit, Washington, DC, USA

R. Kippenhahn, Gottingen, Germany

J. Lequeux, Paris, France

A. Maeder, Sauverny, Switzerland

P.A. Strittmatter, Tucson, AZ, USA

V. Trimble, College Park, MD, and Irvine, CA, USA



This page intentionally left blank



Pierre Y. Bely
Editor

The Design and
Construction of
Large Optical
Telescopes

With 327 Illustrations

rey Springer



Pierre Y. Bely, Space Telescope Science Institute, Science and Engineering Systems

Department, Baltimore, MD 21218, USA

Series Editors

Immo Appenzeller
Landessternwarte, Konigstuhl
D-69117 Heidelberg

Germany

Martin Harwit
Department of Astronomy
Space Sciences Building
Cornell University

Ithaca, NY 14853-6801
USA

André Maeder
Observatoire de Geneéve
CH-1290 Sauverny
Switzerland

Gerhard Borner

MPT fiir Physik und Astrophysik

Institut fiir Astrophysik
Karl-Schwarzschild-Str. 1
D-85748 Garching
Germany

Rudolf Kippenhahn
Rautenbreite 2

D-37077 Gottingen
Germany

Peter A. Strittmatter
Steward Observatory

The University of Arizona
Tuscon, AZ 85721

USA

Library of Congress Cataloging-in-Publication Data
The design and construction of large optical telescopes / editor Pierre Y. Bely.
p. cm. — (Astronomy and astrophysics library)
Includes bibliographical references and index.
ISBN 0-387-95512-7 (alk. paper)

1. Large astronomical telescopes—Design and construction.

II. Series
QB90 .D48 2002
522’.29—dc21

ISBN 0-387-95512-7

Printed on acid-free paper.

© 2003 Springer-Verlag New York, Inc.

Michael A. Dopita

The Australian National University

Institute of Advanced Studies
Research School of Astronomy
and Astrophysics
Cotter Road, Weston Creek
Mount Stromlo Observatory
Canberra, ACT 2611
Australia

James Lequeux
Observatoire de Paris

61, Avenue de I’Observatoire
75014 Paris

France

Virginia Trimble
Astronomy Program
University of Maryland
College Park, MD 20742
and Department of Physics
University of California
Irvine, CA 92717

USA

I. Bely, Pierre-Yves.

2002070552

All rights reserved. This work may not be translated or copied in whole or in part without the
written permission of the publisher (Springer-Verlag New York, Inc., 175 Fifth Avenue, New
York, NY 10010, USA), except for brief excerpts in connection with reviews or scholarly analysis.
Use in connection with any form of information storage and retrieval, electronic adaptation,
computer software, or by similar or dissimilar methodology now known or hereafter developed is
forbidden.

The use in this publication of trade names, trademarks, service marks, and similar terms, even if
they are not identified as such, is not to be taken as an expression of opinion as to whether or
not they are subject to proprietary rights.

Printed in the United States of America.
987654321 SPIN 10881149
Typesetting: Pages created by the author in LaTeX2e.
WWW.springer-ny.com

Springer-Verlag New York Berlin Heidelberg
A member of BertelsmannSpringer Science+Business Media GmbH



To dreamers,
then, now, and always

George W thchey s proposed 8-meter telescope at the Grand Canyon, 1929.

Reproduced from L’évolution de l’astrophotographie et
les grands télescopes de l’avenir, by permission of the
Société Astronomique de France.



This page intentionally left blank



Preface

There is no dearth of books on telescope optics and, indeed, optics is clearly a
key element in the design and construction of telescopes. But it is by no means
the only important element. As telescopes become larger and more costly,
other aspects such as structures, pointing, wavefront control, enclosures, and
project management become just as critical.

Although most of the technical knowledge required for all these fields is
available in various specialized books, journal articles, and technical reports,
they are not necessarily written with application to telescopes in mind. This
book is a first attempt at assembling in a single text the basic astronomical and
engineering principles used in the design and construction of large telescopes.
Its aim is to broadly cover all major aspects of the field, from the fundamentals
of astronomical observation to optics, control systems, structural, mechanical,
and thermal engineering, as well as specialized topics such as site selection and
program management.

This subject is so vast that an in-depth treatment is obviously impracti-
cal. Our intent is therefore only to provide a comprehensive introduction to
the essential aspects of telescope design and construction. This book will not
replace specialized scientific and technical texts. But we hope that it will be
useful for astronomers, managers, and systems engineers who seek a basic
understanding of the underlying principles of telescope making, and for spe-
cialists who wish to acquaint themselves with the fundamental requirements
and approaches of their colleagues in other disciplines.

We have deliberately chosen to treat ground and space telescopes with a
common perspective. Scientific institutes and industrial companies working
on such observatories have historically been compartmentalized, so that the
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design and fabrication of ground and space telescopes have mostly been carried
out by scientists, engineers, and industries of different “cultures.” In practice,
however, many of the problems are similar and we feel that there is actually
a great advantage in understanding how each of these cultures solves them.

Since our subject is so broad, it has been our approach to invite contribu-
tions from a number of scientists, engineers, and managers. However, rather
than using the traditional one section/one author format, these contributions
were then edited so as to adhere to a common structure in the interest of
consistency of approach and treatment. Finally, to ensure objectivity and
completeness, the manuscript was then reviewed and sometimes expanded by
yet other specialists. Overall, this book is therefore the product of a large
number of individuals currently active in the field. Their names are listed in
the following pages.

As the editor of this work, I am grateful to the Space Telescope Science Insti-
tute and the European Southern Observatory for their support and, in partic-
ular, to Ann Feild of the Space Telescope Science Institute for the preparation
of the graphics. I must also thank Louise Farkas, senior editor at Springer-
Verlag, and her staff for their valuable assistance in the manuscript prepa-
ration. Above all, I wish to express my gratitude to my colleagues at many
institutions and in industry who have generously contributed their time to
the making of this book, and to my wife Sally for much help with the text.

Baltimore, Maryland Pierre Y. Bely
October 2002

Corrections: Although this text has passed through the hands of many re-
viewers, some errors undoubtedly persist. Readers are requested to bring such
errors or possible misinterpretations that they may note to the attention of
Pierre Y. Bely care of Springer-Verlag, or via e-mail to bely@stsci.edu.



Contents

Preface vii
Contributors and Reviewers xix
Credits for Figures and Tables xxiii
Introduction 1
1 Astronomical Observations 5
1.1 Role of astronomical telescopes . . . . . . ... ... ... ... )
1.2 Source characteristics . . . . . . . ... ... ... 5
1.2.1 Imtensity . . . . . . . .. ... 5

1.2.2 Distribution of sources of interest in the sky . . . . . . . 7

1.3 Observing through the atmosphere . . . . . . . ... ... ... 9
1.3.1 Atmospheric extinction . . .. ... ... 9

1.3.2  Atmospheric emission . . . . ... ... 0oL 11

1.3.3  Atmospheric refraction . . .. .. ..o 12

1.3.4 Atmospheric turbulence: basic notions . . . . . ... .. 13

1.3.5 Atmospheric turbulence: the physics of seeing . . . . . 17

1.4 Background sources . . . . . .. ... L oo 19
1.4.1 Celestial backgrounds . . . . . ... ... ... ..... 19

1.4.2  Atmospheric background . . . ... ... ... ... .. 22

1.4.3 Stray light and detector background . . . . . ... ... 22

1.4.4 Coping with atmospheric and telescope thermal emission 22



Contents

1.5 Signal-to-noise ratio . . . . . . ... ... L.
1.6 Time . . . . . . . o e
1.6.1 Sidereal time . . . . ... ... ... .. ... ......
1.6.2 Juliandate ... ... .. ... ... ... ........
1.7 Coordinate systems . . . . . . . . . ...
1.8 Pointing corrections . . . . ... ..o
1.8.1 Precession and nutation . . . .. .. ... ... ... ..
1.8.2 Propermotion . .. .. ... ... oL
1.83 Parallax . . ... .. ... oo
1.8.4 Aberration of starlight . . . . . ... ... ... .....
1.8.5 Atmospheric refraction . . . . .. ... .. .. ... ...
1.9 Telescope pointing and tracking procedure . . . . . . .. .. ..
1.9.1 Target acquisition . . . ... .. ... ... ... ...
1.9.2 Guiding . . . . . ..
1.9.3 Guide star catalogs . . . . . . .. ...
1.10 Telescopes and interferometers . . . . . .. ... ... ... ..
References . . . . . .. . . . ...
Bibliography . . . . . ...
Instruments
2.1 Main types of instrument . . . ... ..o oL
2.1.1 Cameras. . . . . . . . . e
2.1.2 Photometer . . . . .. ... ...
2.1.3 Polarimeters . . ... ... ... ... L.
2.1.4 Dispersing spectrometers . . . . .. ... .. ... ...
2.1.5  Fabry-Perot spectrometer . . . . .. .. ... ... ...
2.1.6  Fourier transform spectrometer . . . . . . . ... .. ..
2.2 Optical through mid-infrared detectors . . . . . . .. ... ...
2.2.1 Photon detection in semiconductors . . . . .. ... ..
2.2.2 CCD detectors . . . . . ... ..
2.2.3 Infrared array detectors . . . . . .. .. ... ... ...
2.2.4  Specific detector characteristics . . . . . . . .. ... ..
23 Relayoptics . . . . .. L
2.4 Cryogenic systems . . . . . .. ..o e
References . . . . . .. . . . ...
Bibliography . . . . . ...
Design Methods and Project Management
3.1 The project lifecycle . . . . . . ... ... L.
3.2 The tools of systems engineering . . . . .. ... .. ......
3.2.1 Design reference program . . . . .. .. ... ... ...
3.2.2 Requirements “flowdown” . . . . .. .. ... ... ...
3.23 Errorbudgets . . .. .. ... ...
3.2.4 End-to-end computer simulations . . . . . .. ... ...

3.2.5 Design testability and forgiveness . . . . . . . . ... ..



Contents xi

3.2.6 Scalinglaws . . .. .. ... ... ... 76
327 Costmodels. . .. ... ... 78
3.2.8 Cost as a design variable. . . . . .. ... ... ... .. 79
3.2.9 Observatory performance metrics . . . . . . .. ... .. 81

3.3 Project management . . . .. .. ... oL oL 86
3.3.1 General principles . . . ... ... 87
3.3.2 Project organization . . . . .. .. ... 0L 88
3.3.3 Work breakdown structure . . . . ... .. ... ... 89
3.34 Projectdatabase. . . ... .. ... oL 90
3.3.5 Procurement strategy . . . .. .. ... L. 90
3.3.6 Technology development . . . . .. ... ... ... ... 91
3.3.7 Reliability . . . ... ... 93
3.3.8 Quality assurance, verification, and validation . . . . . . 94
3.3.9 Interface documents . . . . ... ... ... ... ... 95
3.3.10 Configuration management . . . . ... ... ... ... 95

3.4 Project scheduling . . .. ... ... .. 0oL 96
3.5 Riskanalysis . ... ... ... o 99
3.6 Cost estimates and budgeting . . . . . ... ... ... ... .. 100
3.6.1 Approaches to cost estimating . . .. ... .. ... .. 100
3.6.2 Budgets of main funding agencies . . . . . . .. ... .. 101
3.6.3 Cost estimate accuracy . . . . . ... ... ... ... 101
3.6.4 Construction of multiple units . . . . . .. .. .. ... 102
3.6.5 Budgeting and resource planning . . . . .. .. .. ... 103
References . . . . . . . . . ... 104
Bibliography . . . . . . ... 105

4 Telescope Optics 106
4.1 Optical design fundamentals . . . . . . . ... ... ... .... 106
4.1.1 Fundamental principles . . . . .. .. ... .. ... .. 106
4.1.2 Equations of conic surfaces . . . . ... ... ... ... 108
4.1.3 Stopsand pupils . . .. ... oL oo 108
4.1.4 Primary aberrations . . . .. ... ... 0L 110
4.1.5 Wavefront errors . . . . . . . ... L. 111
4.1.6 Diffractioneffects . . . . . . .. ... oL 114
4.1.7 Image formation . . .. .. .. .. ... ... ..., 115

4.2 Telescope optical configurations . . . . .. .. ... ....... 121
4.2.1 Single-mirror systems . . . .. ... ... oL 121
4.2.2 Two-mirror systems . . . . . . . ... ... ... 122
4.2.3 Three- and four-mirror systems . . . . . ... ... ... 124
4.2.4 Systems with spherical mirrors . . . . . ... ... ... 126
4.2.5 Auxiliary optics. . . . . . ..o 126

4.3 Optical error budget . . . . . .. ... ... . L. 127
4.4 Criteria for image quality . . . . . ... ... ... ... ..., 129
4.5 System issues . . . . ... 134

4.5.1 Focusselection . . . . . . . .. ... ... 134



xii

Contents

4.5.2 Selection of f-ratio . . . . . ... ... 136
4.5.3 Matching plate scale to the detector resolution . . . . . 137

4.6 Mirror blank materials . . . . .. ... 0oL 139
4.6.1 Generalities . . . . . .. ..o 139
4.6.2 Borosilicateglass . . . .. ... o000 142
4.6.3 ULE fused silica . . .. ... ... ... ......... 143
4.6.4 Low-thermal-expansion glass ceramic . . . . . . . . . .. 143
4.6.5 Silicon Carbide . . . .. .. .. ... L L. 144
4.6.6 Beryllium . ... .. ... ... L 0oL 145
4.6.7 Aluminum . . . . ... 146

4.7 Mirror structural design . . . . . . ... L 146
4.7.1 Lightweighted mirrors . . . . ... ... ... ... ... 150
4.7.2 Segmented mirror systems . . . . .. ... ... 151
4.7.3 Thermaleffects . . . . . ... .. ... L. 155

4.8 Mirror production . . . . ... L Lo 157
4.8.1 Computer-controlled lapping . . . . .. ... ... ... 160
4.8.2 Stressed mirror figuring . . . . ... ..o 161
4.8.3 Active lap figuring . . . .. ..o 162
4.8.4 Ultraprecision machining . . . . ... ... ... .... 162
4.8.5 Ton beam figuring . . . .. ... ... ... ... 163
4.8.6 Postfiguring mechanical deforming . . . . . ... .. .. 164

4.9 Optical surface testing during manufacture . . . .. ... ... 165
4.9.1 Testing philosophy . . . . . ... ... ... ... ... 165
4.9.2 Main testing techniques . . . . . .. ... ... ... 167
4.9.3 Testing the figure of primary mirrors . . . . . .. .. .. 171
4.9.4 Testing secondary mirrors . . . . . . .. ... ... ... 172
4.9.5 Measuring the radius of curvature . . . ... ... ... 173
4.9.6 Eliminating the effect of gravity . . .. ... ... ... 173
4.9.7 Testing cryogenic mirrors . . . . . . ... .. ... ... 173

4.10 Mirror coatings and washing . . . . . . . .. ... ... 174
4.10.1 Mirror cleaning . . . . . .. ... ... 174
4.10.2 Coating plant . . . . . . .. ... oL 176
References . . . . . . . . ... 177
Bibliography . . . . . ... o 181
Stray Light Control 183
5.1 Causes of stray light . . . . .. ... ... ... ... ...... 183
5.2 Finding and fixing stray light problems . . ... .. ... ... 184
5.3 Bafflesandstops . ... .. .. ... ... 185
5.3.1 Aperturestop . . . . ... ... Lo 185
532 Fieldstop . . .. ... . ... o . 186
533 Lyotstop . ... ... . ... 186
534 Baffles . ... ... 187
5.3.5 Baffles for Cassegrain systems . . . . . . ... ... ... 187

5.4 Scattering processes . . . . . . . . ... 188



Contents

5.5 Stray light analysis . . . . ... ... ... ... .
5.6 Surface scattering properties. . . . . . .. .. ...
5.6.1 Scatter from mirrors . . . . . ... ...
5.6.2 Scatter from diffuse black surfaces . . . .. .. ... ..
5.7 An example of protection against off-axis sources: HST . . . . .

xiii

197

5.8 An example of minimizing stray light from self-emission: NGST 198

5.9 Minimizing thermal background in ground-based telescopes . .
References . . . . . . . ..
Bibliography . . . . . .. .. . . ...

Telescope Structure and Mechanisms

6.1 General principles . . . . . ... oL oL oL
6.1.1 Kinematic mounting . . . . . . .. ... oL
6.1.2 Minimizing decollimation . . . .. ... ... ... ...
6.1.3 Useofpreload .. ... ... ... ... ... ....
6.14 Loadpaths . ... .. ... .. ... .. .. ...
6.1.5 Designing out “stick-slip” and “microlurches” . . . ..
6.1.6 Choice of materials . . . . . . .. ... ... .. .....
6.1.7 Athermalization . . . ... ... ... ... ... ....
6.1.8 Structural design . . . . . ... ...

6.2 Design requirements . . . . . .. ... oL oL
6.2.1 Operational requirements . . . . ... ... ... ....
6.2.2 Survival conditions . . . . ... ..o

6.3 Mirror mounts . . . . .. ..o L
6.3.1 Mounts for single mirrors . . . . . ... ... ... ...
6.3.2 Mounts for segmented-mirror systems . . . .. ... ..

6.4 Telescope “tube” . . . . . ...
6.4.1 Tubetruss . ... .. ... ... .
6.4.2 Tripod and tower-type supports for secondary mirrors .
6.4.3 Thermal effects . . . . .. ... ... ... ...
6.4.4 Cassegrain mirror “spider” . . . . ... ... ... ...
6.4.5 Primary mirrorcell . . . . . .. .. Lo 0L

6.5 Mounts for ground-based telescopes. . . . . .. ... ... ...
6.5.1 Equatorialmount. . . . . ... .. .. ... ...
6.5.2 Altitude-azimuth mount . . . . . . .. ... ... .. ..
6.5.3 Altitude-altitude mount . . . . . .. ... ... ... ..
6.5.4 Fixed-altitude and fixed-primary-mirror mounts

6.6 Bearings for ground telescopes . . . . . . ... ... L.
6.6.1 Rolling bearings . . . ... .. ... . L.
6.6.2 Hydrostatic bearings . . . . . . .. ... 0.

6.7 Miscellaneous mechanisms . . . . . .. ... ... 0L
6.7.1 Overall telescope alignment . . . . ... ... ... ...
6.7.2 Optics alignment and focusing devices . . . . . ... ..
6.7.3  Active secondary mirror for infrared chopping and field

stabilization . . . . .. ... .. ... L.

199
200



Contents

6.7.4 Balancing systems . . .. .. ... .o oo
6.7.5 Cable wrap and cable twist . . . .. .. ... ... ...
6.7.6 Mirror cover . . . .. ...
6.8 Safety devices . . . . . . ... o
6.8.1 Brakes . . .. . ... ... o
6.82 Endstops . ... ... ... .
6.8.3 Lockingdevices . . . . . .. ... ... L.
6.8.4 Earthquake restraints . . . . ... ... ... .. ... .
References . . . . . . . . ..
Bibliography . . . . . . . . .. ...

Pointing and Control
7.1 Pointing requirements . . . . . .. ... L oL
7.2 System modeling . . . ... .. ...
7.2.1 First-order lumped-mass models . . .. .. ... .. ..
7.2.2 Medium-size lumped-mass optomechanical models
7.2.3 Integrated models . . ... .. ... ... ... ..
7.3 Pointing servosystem . . . .. .. ..o L Lo
7.3.1 Fundamentals of servo systems . . . .. .. ... .. ..
7.3.2 Telescope control system implementation . . . ... ..
7.3.3 Disturbance rejection . . . . ... ..o
7.4 Attitude actuators . . . .. ...
7.4.1 Drives for ground-based telescopes . . . . ... ... ..
7.4.2 Space telescope attitude actuators . . . . ... ... ..
7.5 Attitude sensors and guiding system . . . . ... ... ...
7.5.1 Position encoders . . . ... ...
7.5.2 Tachometers . . ... ... ... .. ... .. .. ... .
7.5.3  GYToSCOPES . . v v v v v e i e
7.5.4  Star trackers and Sun sensors . . . ... ... ... ..
7.5.5 Guiding system . . . . .. ... Lo
7.6 Ground-based telescope disturbances . . ... ... ... ...
7.6.1 Effects of wind: Generalities . . .. .. ... ... ...
7.6.2 Effects of wind on telescope structure . . . ... .. ..
7.6.3 Effect of wind on primary mirror . . . ... ... ...
7.6.4 Effect of wind on telescope pier . . . . . . ... ... ..
7.7 Disturbances in space . . . . . .. ... L Lo
7.7.1 Gravity gradient torque . . . . ... ... L.
7.7.2 Aerodynamic torque . . . . ... ...
7.7.3 Solar radiation torque . . . . .. ... ... L.
7.7.4 Magnetic torque . . . ... ..o
7.7.5 Reaction wheel disturbances. . . . . . . . ... ... ..
7.7.6  Other internally generated disturbances . . .. .. ...
7.8 Active and passive vibration control . . .. ... ... ...
7.8.1 Passive isolation of the vibration source . . . ... ...
7.8.2 Activeisolation . . . ... ... ... ... ... ...



Contents XV

7.9 Observatory control software . . . .. ... ... ... ..... 306
References . . . . . . . .. . 308
Bibliography . . . . . ... o 310

Active and Adaptive Optics 311

8.1 Fundamental principles . . . . . ... .. ... ... ... ... 311
8.1.1 Respective roles of active and adaptive optics . . . . . . 311
8.1.2 Active and adaptive optics architectures . . . . . . . .. 313

8.2 Wavefront sensors . . . . . ... ... 315
8.2.1 Shack-Hartmann sensor . . . ... ... ......... 315
8.2.2 Curvature sensing . . . . . . . . ... ... 316
8.2.3 Phase retrieval techniques . . . . ... ... ... ... 318

8.3 Internal metrology devices . . . . ... ... ... ... ... 319
8.3.1 Edgesensors . .. .. ... ... ... . 319
8.3.2 Holographic grating patches and retroreflector systems 322
8.3.3 Laser metrology systems . . . . .. ... .. ... ... 324
8.3.4 IPSRU . ... . . . . 324

8.4 Wavefront correction systems . . . . . . ... ... ... 325
8.4.1 Fine steering mirrors . . . . . .. .. ... .. ... 325
8.4.2 Deforming the main optics . . . . .. ... ... .. .. 327
8.4.3 Dedicated deformable mirror . . . .. .. ... ... .. 330

8.5 Control techniques . . . . . . .. .. ... ... L. 331

8.6 Typical active optics system implementations . . . . . . .. .. 332
8.6.1 The VLT active optics system . . . .. ... ... ... 332
8.6.2 Coaligning, cofocusing, and cophasing segmented sys-

tems ... 333

8.7 Correction of seeing . . . . ... ... oL 338
8.7.1 Historical developments . . . . . . ... ... ... ... 339
8.7.2 Adaptive optics using natural guide stars . . . . . . .. 340
8.7.3 Adaptive optics with laser stars . . . . . ... ... .. 340
References . . . . . . . .. o 342
Bibliography . . . . . .. .. o 344

Thermal Control 345

9.1 General requirements . . . . . . . ... .. 345

9.2 Thermal environmental conditions . . . . .. ... .. ... .. 346

9.3 Temperature control techniques . . . .. ... ... ... ... 346

9.4 Thermal control for dimensional control . . . ... .. .. ... 348
9.4.1 Mirror figure control . . . . . .. ... ... oL L. 348
9.4.2 Controlling optics separation and alignment . . . . . . . 349

9.5 Avoiding locally induced seeing . . . . ... ... ... ..... 351
9.5.1 Thermal control of the enclosure during the day . . . . 352
9.5.2 Seeing caused by a warmer floor . . ... ... ... .. 353

9.5.3 Seeing due to heat sources or sinks in the telescope
chamber . . ... .. ... 354



xvi Contents

9.5.4 Seeing due to telescope structure cold areas . . . . . . . 356
9.5.5 Mirrorseeing . . . . . . .. ... 356
References . . . . . . . . ... 360
Bibliography . . . . . . ... o 360
10 Integration and Verification 361
10.1 Integration and verification program, methods, and techniques 362
10.1.1 Verification methods . . . . . ... .. ... ... ... 363
10.1.2 Incremental verification . . . . . .. .. ... ... ... 363
10.1.3 Verification requirements matrix . . ... .. ... ... 364
10.1.4 Verification based on end-to-end computer modeling . . 365
10.2 Observatory validation . . . . . .. ... ... ... ... 366
10.2.1 Engineering verification . . . . . .. ... ... 366
10.2.2 Science verification . . . . ... ..o oL 366
References . . . . . . . . ... 367
Bibliography . . . . . ... 367
11 Observatory Enclosure 368
11.1 Enclosure functions and requirements . . . . . ... .. .. .. 369
11.2 Overall enclosure configuration . . . . . .. ... ... ..... 369
11.3 Height of telescope chamber above the ground . . . . ... .. 372
11.4 Wind protection and flushing . . . . . ... ... ... ... .. 372
11.4.1 Basic principles . . . . . . . .. ... 372
11.4.2 Windscreens and louvers . . . . . ... .. .. ... ... 374

11.4.3 Wind- and water-tunnel studies and numerical model-
INE . . o e 375
11.4.4 Acoustic modes in the enclosure . . . ... ... .. .. 376
11.5 Thermal design . . . . . . . . ... . .. 376
11.5.1 Basic principles . . . . . . .. ... oL 376
11.5.2 Enclosure external skin emissivity . . .. .. ... ... 380
11.6 Structural and mechanical design . . . . . . ... ... ... .. 380
11.6.1 Loadingcases . . . . . . . .. .. ... .. .. 380
11.6.2 Enclosure shape . . . . ... .. ... ... ... ... 381
11.6.3 Shutter . . . . . .. .. ... 382
11.6.4 Bogiesand drive . . . . .. ... .. ... ... 383
11.6.5 Weatherseals . . . . .. ... .. ... ... ... .. .. 384
11.7 Telescope pier . . . . . . . . . . 385
11.8 Handling equipment . . . . . . . . . .. .. ... ... ..... 386
References . . . . . . . . .. 387
12 Observatory Sites 389
12.1 Ground Versus Space . . . . . . . ..ot ii e 389
12.1.1 Advantages of ground-based facilities . . .. .. .. .. 389
12.1.2 Advantages of space-based facilities . . ... ... ... 390

12.1.3 Aircraft and balloons . . . . . . .. . .. .. ... .... 392



A

Contents

12.1.4 Capabilities of various observatory platforms . . . . ..
12.2 Desirable characteristics for ground-based sites . . . . . . . ..
12.2.1 Seeing . . . . . . ..o
12.2.2 Criteria for extremely large telescopes of the future
12.3 Location and characteristics of the best observing sites
12.3.1 Characteristics of the major observatory sites . . . . .
12.4 Evaluation methods for ground-based sites . . . . . . . .. . ..
12.4.1 Methods for testing image quality . . . ... ... ...
12.4.2 Microthermal sensors. . . . . . . . ... ... ......
12.4.3 Acoustic sounder . . . . ... ... L.
12.4.4 Site flow visualization . . . .. .. .. ... ... .. ..
12.4.5 Radiosondes . . . . ... ... .. ...
12.4.6 Numerical modeling of the atmosphere . . . . . . . . ..
12.4.7 Optical seeing monitors . . . . . . . ... ... ... ..
12.5 Space orbits and the moon . . . . .. .. ... ... ... ...
12.5.1 Low-inclination low Earth orbit . . .. ... ... ...
12.5.2 Sun-synchronous orbits . . . . .. ... ... ... ...
12.5.3 Geostationary and geosynchronous orbits . . . . . . ..
12.5.4 High Earth orbits . . ... ... ... ... ... ..
12.5.5 Sun-Earth Lagrangian point 2 . . . .. ... ... ...
12.5.6 Drift-away orbit . . . . . . .. ... ... L.
12.5.7 Heliocentric elliptical orbit . . . . ... ... ... ...
125.8 Moon . . . . . . ..
12.5.9 Sun-Jupiter Lagrangian point 2 . . . . . . . .. ... ..
12.6 Radiation in the space environment . . . . .. ... . ... ..
12.6.1 Sources of radiation . . . . . ... ... ... ... ...
12.6.2 Radiation effects . . . . . .. ... ... L.
12.6.3 Dependence of radiation levels on observatory location .
12.7 Launchers . . . . . . . . ...
References . . . . . . . . . ..
Bibliography . . . . . ...

Commonly Used Symbols

Basic Data and Unit Conversions

The Largest Telescopes

Sharpness

Derivation of the Equation of Motions
Glossary

Index

429

433

436

439

486



This page intentionally left blank



Contributors and Reviewers

This book is the result of a team effort. A great many scientists and engineers
active in the field and possessing a vast and diverse experience have partic-
ipated in its making. The list below gives the names and institution of the
contributors and reviewers together with the main topics to which each has
contributed. The main contributors are identified with an asterisk.

Greg Andersen, Lockheed Martin: space systems pointing control

Roger Angel, Steward Observatory: mirror fabrication, gemeral telescope
concepts

Charles Atkinson, TRW: optical design and fabrication
Janet Barth,* NASA, Goddard Space Flight Center: space environment
Christopher Benn,* Isaac Newton Group: telescope performance metrics

Pierre Bely,* Space Telescope Science Institute (retired): contributions to
all topics and general editor

Daniel Blanco,* EOS Technologies, Inc.: mechanical design

Allen Bronowicki,* TRW Space & Electronics Group: space system dynam-
ics, isolation, attitude control

Richard Burg*, NASA, Goddard Space Flight Center: astronomical obser-
vations, general review

James Burge, Optical Science Center, University of Arizona: mirror fabri-
cation, optical shop testing

Robert Burke, TRW Space & Defense: project management

Christopher Burrows, Consultant, previously at the Space Telescope Sci-
ence Institute: image quality



XX

Contributors and Reviewers

Marvin (Tim) Campbell* Vertex RSI: control systems

Stefano Casertano, Space Telescope Science Institute: astronomical obser-
vations

Marc Cayrel,* REOSC, France: mirror material and mirror manufacture
Gary Chanan, University of California, Irvine: phasing of segmented systems

Jingquan Cheng, National Radio Astronomy Observatory: general telescope
design

Martin Cullum,* European Southern Observatory: thermal control of ground-
based telescopes

Larry Daggert, NOAO, Gemini Observatory: systems engineering and project
management

Phillipe Dierickx,* European Southern Observatory: optical design, mirror
manufacture

Rodger Doxsey, Space Telescope Science Institute: project management

Scott Ellington, Space Science and Engineering Center, University of Wis-
consin: control systems

Toomas Erm, European Southern Observatory: control systems

Fred Forbes, NOAO (retired): atmospheric seeing and seeing control
George Frederick, Meteorological Systems URS Radian: acoustic sounding
Paul Gillett, NOAO, Gemini Observatory: enclosures

Paul Giordano, European Southern Observatory: mirror washing and coat-
ing

Gary Golnik, Schafer Corporation: systems engineering and project man-
agement

Peter Gray, European Southern Observatory: assembly and integration
Hashima Hasan, NASA Headquarters: image quality

Thomas Hawarden, UK Astronomy Technology Centre, Royal Observatory,
UK: astronomical observations, thermal issues, infrared telescopes

John Hill* Large Binocular Project, Steward Observatory: telescope con-
cepts, mirror manufacture

James Janesick, Advanced Sensors Group, Sarnoff Corporation: solid-state
detectors

Helmutt Jenkner, Space Telescope Science Institute: astronomical observa-
tions, guide star catalog

Debora Katz, U.S. Naval Academy: astronomical observations
Philip Kelton, Hobby Eberly Telescope, University of Texas: telescope design

Michael Krim, Raytheon (retired): space structures, mirror fabrication and
support

John Krist, Space Telescope Science Institute: image modeling
Mark Lake, Jet Propulsion Laboratory: microdynamics

Marie Levine, Jet Propulsion Laboratory: microdynamics, damping



Contributors and Reviewers xxi

Richard Lyon, University of Maryland: diffraction-limited optics

Barney Magrath, Canada France Hawaii Telescope Corp.: mirror washing
and coating

Jean-Pierre Maillard, Institut d’Astrophysique, France: astronomical ob-
servations, instruments

Terry Mast,* University of California, Santa Cruz: segmented optics, optical
fabrication and testing, active optics

Rebecca Masterson, TRW Space & Electronics Group: disturbances and
isolation

John Mather, NGST Project Scientist, Goddard Space Flight Center: gen-
eral review

Craig McCreight, NASA, Ames: detectors, instruments

Stefan Medwadowski, Consulting structural engineer: telescope structural
design, dome and building design

Aden Meinel,* Optical Science Center, University of Arizona (retired): op-
tical design, telescope concepts

Marjorie Meinel,* Optical Science Center, University of Arizona (retired):
optical design, telescope concepts

Mike Menzel, Lockheed Martin: project management, systems engineering

Luciano Miglietta, Observatorio Astrofisico di Arcetri, Italy: mechanical
systems

Gary Mosier,* NASA, Goddard Space Flight Center: space telescope point-
ing systems

Jerry Nelson,* Keck Observatory: mirror design and fabrication, telescope
systems, observatory concepts

Lothar Noethe,* European Southern Observatory: mirror support systems,
wind action

James Oschmann, NOAO, Gemini Observatory: project management
Mette Owner-Petersen,* Lundt Observatory, Sweden: optical design

Roger Paquin, Advanced materials consultant: material properties and fab-
rication

Thomas Parsonage, Brush Wellmann: beryllium materials and fabrication
Earl Pearson, Kitt Peak National Observatory: mechanical design
Charles Perrygo,* Swales Associates: mechanical and structural design
Gary Peterson,* Breault Engineering: stray light

Larry Petro, Space Telescope Science Institute: astronomical observations
Joe Pitman,* Lockheed Martin: space systems structures

Marco Quattri,* European Southern Observatory: telescope and dome struc-
tures

Bernard Rauscher,* Space Telescope Science Institute: detectors

Martin Ravensbergen,* AMSL, Netherlands, previously at the European
Southern Observatory: control systems



xxii

Contributors and Reviewers

David Redding, Jet Propulsion Laboratory: active optics, phase retrieval
techniques

Francois Rigault, Gemini Observatory: adaptive optics

Massimo Robberto,* Space Telescope Science Institute: infrared telescopes
and instruments

Francois Roddier,* Institute for Astronomy, University of Hawaii (retired):
atmospheric turbulence, image quality, optical testing, adaptive optics

Joseph Rothenberg, NASA Headquarters (retired): management of large
space projects

Marc Sarazin,* European Southern Observatory: site selection, seeing
Daniel Schroeder,* Beloit College (retired): optical design

Bernard Seery, Goddard Space Flight Center: system issues, project man-
agement

Michael Schneermann, European Southern Observatory: telescope mechan-
ics, domes

David Shuckstes, TRW Space & Defense: project management

Walter Siegmund,* University of Washington: telescope structure and mech-
anisms, dome design

Mark Sirota, Corning, Inc.: pointing control system

Alessandro Spagna, Osservatorio Astronomico di Torino, Italy: guide star
counts

Philip Stahl, NASA, Marshall Space Flight Center: optics fabrication and
testing

Larry Stepp,* NOAO, Gemini Observatory: optical design and fabrication
Mark Stier, Goodrich: space telescopes, optics fabrication
Conrad Sturch Space Telescope Science Institute: astronomical observations

Marco Venturini, Phase Motion Control S.r.l., Italy: direct drives, control
systems

Merle Walker, Lick Observatories, University of California (retired): site
testing

Mark Warner, National Solar Observatory: telescope structure and mechan-
ics

Robert Williams, Space Telescope Science Institute: project management,
science metrics

Krister Wirenstrand European Southern Observatory: observatory control
software

Eve Woolridge, NASA, Goddard Space Flight Center: space optics contam-
mnation
James Wyant, Optical Science Center, University of Arizona: optical testing

Lorenzo Zago,* Swiss Federal Institute of Technology, previously at Euro-
pean Southern Observatory: atmospheric turbulence, dome and mirror seeing



Credits for Figures and Tables

Acknowledgment and grateful thanks are due to the following publishers for permis-
sion to use figure material from their books. In all cases, the relevant figures have
been redrawn and sometimes modified to correspond to the content of the text.

Academic Press: Fig. 4.10 (right), adapted from Schroeder, D.J., Astronomical
Optics, figure 10.5.

Dover Publications: Figure 12.13 from Bate, R.B., Mueller, D.D., and White,
J.E., Fundamentals of Astrodynamics, 1971, p. 157.

International Society for Optical Engineering (SPIE): Figures 3.12, 4.52, 5.10,
7.37, 8.24, 9.2, 11.6, 11.8, and 11.16 (references cited in figure captions).

John Wiley € Sons, Inc. and Praxis Publishing Ltd.: Figure 2.9 adapted from
McLean, I. S., Electronic Imaging in Astronomy: Detectors and Instrumenta-
tion, 1997, figure 6.3.

Nature: Figure 3.16 adapted from Leverington, D., “Star-gazing funds should
come down to Earth,” Nature, Vol. 387, p. 12, figure 1, 1997.

Publications of the Astronomical Society of the Pacific: Figure 4.12 adapted
from Hasan, H. and Burrows, C.J., “Telescope image modeling (TIM),” PASP,
Vol. 107, p. 291, 1995, figure 1.

Scientific American, Inc.: Figure 2.8 adapted from Kristian, J. and Blourke,
M., “Charge-coupled devices in astronomy,” Scientific American, Vol. 247, No.
4, second figure on p. 70, 1982.

We also thank the following corporations and institutions for providing or per-
mitting the use of drawings, data, and plots. Once again, the original drawings or
plots have been redone and, at times, modified to better illustrate the text.



XXiv

Credits for Figures and Tables

Canada-France-Hawaii Telescope Corporation: Figures 6.20, 6.35 (left), 6.49,
and 6.51 (left), and 9.7, and Table 3.5.

Draper Laboratory: Figure 8.13.

European Southern Observatory: Figures 4.18, 6.15, 6.33 (left), 6.35 (right),
6.43 (left), 7.13, 7.27 (left), 7.28, 7.29, 8.19, 8.22, 11.5, 11.7, and 12.4, also
Table 3.5 and part of the cover illustration.

Gemini Observatory: Figures 3.8, 3.21, 3.22, 4.20, 6.27 (right), 6.48 (left),
9.11, 11.2, and 11.16, and Tables 3.5 and 7.3.

Goodrich Corporation: Figure 7.20 (right).
Heidenhain Corporation: Figure 7.22.

W.M. Keck Observatory: Figures 4.40, 6.18, 6.23, 6.24, 6.27 (center), 6.33
(right), 6.43 (right), 7.15, 8.9 (right), 8.10, 8.24, and 8.25, and Table 3.5.

Jet Propulsion Laboratory: Figures 7.4 and 7.41.
McDonald Observatory: Figure 6.39.
Multiple Mirror Telescope Observatory: Figure 6.4 (center).

Next Generation Space Telescope Project Office: Figures 3.1, 3.18, 4.17, 4.42
(right), 5.17, 6.30, 7.12, 7.25, 7.33, 7.35, 8.18, 8.26, and 10.3, and part of the
cover illustration.

Observatoire Midi-Pyrénées: Figure 11.9 (right).

Phase Motion Control, Inc.: Figure 7.16.

REOSC: Figures 4.39, 4.42 (left), and 4.20.

SKF USA, Inc.: Figure 6.42.

Societé Astronomique de France: Illustration on page v.

Space Telescope Science Institute: Figures 1.1, 1.2, 4.11, 4.24, 4.27 (left), 5.7,
5.16, 6.27 (left), 7.26, 7.36, 7.37, and 7.42, and Table 3.5.

Subaru Telescope National Astronomical Observatory of Japan: Figure 6.45
and Table 6.2.1.

University of Arizona Mirror Lab: Figure 4.41.
Isaac Newton Group, La Palma: Figure 4.51 and Table 3.5.



Introduction

Since the inception of research in astronomy some 400 years ago, the need to
study fainter and fainter objects has naturally led to telescopes of ever larger
diameter (Fig. 1). Early in the nineteenth century, George Hale recognized
the significant advantage to be gained from locating to better sites (e.g., Cal-
ifornia), but found that instruments at even the best sites were still limited
by flux. He therefore began championing the use of large mirrors, a concept
which culminated with the Mount Palomar 5-meter telescope, conceived in
the 1930s and completed in 1949. For the next 40 years, 4- to 6-meter class
telescopes were to remain the norm, on one hand because telescope technol-
ogy had reached a plateau, and on the other because alternative means of
increasing sensitivity without increasing mirror size were available.

Indeed, existing and new telescopes of this size saw a manyfold increase in
sensitivity thanks to the following advances in understanding and technology:

— Observatory sites were found (Chile, Hawaii) where seeing was approxi-
mately twice as good as before, affording a gain in sensitivity comparable
to that obtained with telescopes twice as large.

— The importance of dome and mirror seeing became understood and elim-
inating most of it led to improvement in sensitivity of the same order of
magnitude as that obtained from going to better sites.

— Fast automatic guiding replaced the inherently slow visual guiding, thus

eliminating most of the tilt component in the image blur and increasing
sensitivity accordingly.
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Fig. 1. Evolution of telescope aperture diameter over the last four centuries. Ac-
cording to the trend line shown, the diameter of the largest telescopes doubles about
every 40 years. The 20- to 30-meter class telescopes planned for the 2015 time frame
display a somewhat faster growth rate than the historical trend.

— Finally and most importantly, photoelectric detectors replaced the pho-
tographic plate, creating a dramatic improvement (with a quantum effi-
ciency of up to 80% compared to 4% for the photographic plate, roughly
equivalent to a fourfold gain in telescope diameter).

Eventually though, a new barrier in sensitivity was reached in the mid-
1980s, and with photon-hungry cosmology being the most active field of as-
tronomy at the time, there was no escape from going to larger telescope di-
ameters or eliminating the atmospheric limitations altogether by going to
space. This led to the current crop of 8 and 10-meter telescopes and to the
immensely successful Hubble Space Telescope that, although quite small by
today’s standards, benefits from quasi-perfect imaging unaffected by the at-
mosphere.

This increase in telescope size was made affordable by a series of technolog-
ical advances that substantially reduced costs and schedule. These included
computerized design, faster and improved optical figuring techniques, the use
of the altitude-azimuth configuration to reduce the mass and cost of telescope
mounts, and faster f-ratios for smaller domes and buildings.

Next to sensitivity, angular resolution is arguably the most important fac-
tor in astronomical observations, and many important discoveries have indeed
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been made as a result of improvements in this capability. Theoretically, angu-
lar resolution is proportional to telescope size but, unfortunately, increasing
aperture size has not led directly to better angular resolution because of at-
mospheric turbulence limitations (Fig. 2). Still, slow gains in resolution have
been made by employing better and larger optics, by moving to better sites
and, more recently, by compensating for atmospheric turbulence and going
into space.
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Fig. 2. The evolution of angular resolution in imaging optical astronomy.
Ground-based telescopes never achieved their angular resolution potential because
of atmospheric turbulence, but gains were progressively made by going to better
sites. Now, atmospheric turbulence compensation techniques promise to approach
the theoretical limit over at least part of the sky. Interferometry techniques, which
consist of combining the light of several telescopes, make it possible to reach much
higher resolution than that afforded by a single telescope, albeit with limited sensi-
tivity. When completed, the Very Large Telescope Interferometric array (VLTI) and
the Keck interferometer will reach milliarcsecond resolution.

In this book, we present the state of the art in astronomical optical telescope
design and construction as it stands at the beginning of the new century. We
have limited our treatment to optical telescopes, that is to say, those covering
the optical wavelength domain, defined not just as the visible region but also
including the adjoining spectral regions: the ultraviolet and the infrared up
to about 500 pm. In the X-ray domain, optical systems are driven only by
geometric effects (diffraction is negligible), whereas in the radio domain, dif-
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fraction is dominant (antenna beam theory applies). But from 100 nm to the
submillimetric, the laws of geometric optics (reflection, refraction) apply and
diffraction effects are neither negligible nor dominant. This results in telescope
design principles that are essentially identical.

In the first two chapters, we review the notions of astronomy and princi-
ples of instruments needed to understand the function of telescopes and the
conditions they have to satisfy.

Chapter 3 presents the methods used in the design and management of a
large telescope project. Chapters 4 to 9 then cover the various engineering
disciplines involved in telescope design and construction: optical, structural,
mechanical, control, and thermal. Because of its growing importance, an entire
chapter, Chapter 8, is devoted to active and adaptive optics.

The approaches followed for assembly and verification of the telescope sys-
tem during manufacture and for commissioning are described in Chapter 10.
The remaining two chapters address environmental issues. The design and
construction of enclosures for ground-based telescopes is covered in Chap-
ter 11, and site or orbit selection and environmental conditions are presented
in Chapter 12.

A list of basic reference books and journal articles is supplied at the end of
each chapter for those who wish to pursue their study further. Finally, basic
astronomical and engineering data, a list of the major telescopes now extant,
and an extensive glossary are provided in the Appendixes.

It is our hope that this text will serve as a foundation for the astronomers
and engineers who face the challenge of building the ever larger telescopes,
both in space and on the ground, that are needed to work at the forefront of
knowledge.



1

Astronomical Observations

1.1 Role of astronomical telescopes

Unlike all other branches of science, astronomy is limited to observations.
Aside from the analysis of meteorites, and perhaps the use of space probes,
no experimentation is possible; the astronomer on Earth is a passive observer.
Except for specific particles (cosmic rays, neutrinos), the only carrier of cosmic
information is the electromagnetic radiation received on or near Earth, and
the purpose of telescopes is to collect as much of this radiation as possible
and measure it with ever greater sensitivity and accuracy.

In this chapter, we examine the main characteristics of astronomical sources
and the complex background radiation that must be dealt with. We also cover
the basic astronomical concepts with which the telescope designer needs to be
familiar.

1.2 Source characteristics

1.2.1 Intensity

Astronomical sources cover an extremely wide range of brightness. To quan-
tify this range, it is conventional to use a scale which, in astronomy, is called
“magnitude.” The magnitude system was established in the second century
B.C.E. by Hipparchus, who classified the stars visible to the naked eye into
six categories, with stars in one category appearing to be about twice as
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bright as those in the next. Since the response of the eye to brightness is
roughly logarithmic, Hipparchus’s categories constituted a logarithmic scale.
The magnitude scale in use today was formalized in the nineteenth century
using precise intensity measurements and was adjusted so that its first six
levels would correspond to Hipparchus’s categories. Because the ancient sys-
tem attributed the first category to the brightest stars, the magnitude scale
follows a counterintuitive progression, with the larger numbers representing
fainter brightness. In the magnitude system, two objects with apparent flux
density ¢; and ¢2 have magnitudes m; and mso such that

mi — Mo =2.5log@. (1.1)
¢
Conversely, one has
¢2 _ 100.4(m1—ﬂ12) . (12)

o1
Table 1.1 illustrates the correspondence between magnitude differences and
brightness ratios.

Table 1.1. Magnitude and brightness

Magnitude difference 0.5 0.75 1. 2. 2.5 5 10
Brightness ratio 1.58 2. 2.51 6.31 10. 100 10 000

By convention, at all wavelengths, magnitude 0 has been attributed to the
bright star Vega (a blue main-sequence star of spectral type A0). Objects
brighter than Vega (Sun, bright planets) have negative magnitudes.

Accurate photometry is accomplished with photoelectric and solid-state
devices and filters which accept only certain wavelength bands. One widely
used photometric system is the UBV system, which has been extended to
cover bands in the red and infrared (see Section 1.3.1). The characteristics of
these bands and the flux of a magnitude zero source in each of these bands
are listed in Table 1.2.1. It should be noted that several photometric systems
are in use which differ in central wavelength and bandwidth and which also
depend on instrumental responses particular to each observatory. The data
supplied here are for quick approximations, not for actual observational work.

A flux-density unit less esoteric than the magnitude system has been im-
ported from radioastronomy and is becoming widely accepted. It is the Jansky,
which is defined as

1 Jansky(Jy) = 1072 Wm2Hz ' . (1.3)

For those astronomers who prefer to think in magnitudes but want to use
measurements in Janskys, the “AB magnitude” has been devised. It is based
on the Jansky, but expresses the result in magnitude format. It is defined as

ABmag = —2.5log(Jansky) + 8.90, (1.4)
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with the constant defined so as to correspond to the normal magnitude in the

V (“visual”) band.

Table 1.2. Photometric wavelength bands and flux densities for a mag-

nitude zero object. Approximate values — see text

P v AN Fy F,
photons/

Band wm 10** Hz um  (m?um s) Jy
U (ultraviolet) 0.365 8.3 0.068  7.9-10"°° 1810
B (blue) 0.440 7.0 0.098  1.6-10" 4260
V (visible) 0.550 5.6 0.089  9.6-10"° 3540
R (red) 0.700 4.3 0.22 6.2.10'° 2870

I (near infrared) 0.880 3.7 0.24 4.9-10° 2250
J (near infrared) 1.25 2.4 026  2.02-10"° 1520
H (near infrared) 1.65 1.8 0.29  9.56-10° 1050
K (near infrared) 220 14 0.41  4.53-10° 655
L (near infrared)  3.40  0.86 0.57  1.17-10° 276
M (near infrared) 5.0 0.63 0.45  5.06-10° 160
N (mid-infrared)  10.4 0.30 5.19  5.07-107 35.2
Q (mid-infrared)  20.1 0.14 7.8 7.26-10° 9.70

Source: Refs. [1] and [2]

Table 1.3 gives apparent magnitudes and flux densities outside the at-

mosphere in the V-band (visible) for a few typical sources.

Table 1.3. Apparent magnitude and flux density of typical objects in V

. Flux in Flux in
Object Magnitude  photons/(m*um s)  Janskys
Sun —26.5 3.8-10% 1.4-10*
Full Moon —12.7 1.1-10'6 4.2.108
Jupiter —2.6 1.0-10*2 3.9-10*
Sirius -1.5 3.8-10!1 1.4-10*
Faintest galaxies ~ 30 ~0.1 ~3.107°

1.2.2 Distribution of sources of interest in the sky

A number of factors must be considered when selecting targets for a given
scientific program. Certain targets are unique or nearly so and leave little
leeway for optimizing observations. But in the case of “generic” objects that
may be found in many locations in the sky, observations gain from being
optimized by the proper choice of the time of year (so that the source appears
high enough in the sky) and Moon phase (e.g., new Moon for a darker sky) and
by selecting regions with reduced background from zodiacal light and galactic
dust. Figure 1.1 shows a near-infrared map of the whole sky, illustrating the
regions of high zodiacal background and the band of galactic emission from
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stars and nebulas in the Milky Way. Both of these regions must be avoided
if sensitivity is to be maximized. The map also shows the location of those
regions which are especially important for extragalactic research.

Fig. 1.1. Sky map in ecliptic coordinates showing the region of high zodiacal back-
ground and galactic emission in the near infrared, as well as several selected regions
of interest. The numbers correspond to (1) Lockman hole (a region of especially low
far-infrared galactic emission), (2) Virgo cluster of galaxies, (3) Hubble Deep Field
(an HST long-exposure target area), (4) Coma cluster of galaxies, (5) Small Mag-
ellanic Cloud (a satellite of the Milky Way galaxy), (6) Fornax cluster of galaxies,
(7) Large Magellanic Cloud. GN and GS are the north and south galactic poles,
respectively; GC is the galactic center.

It is interesting to note that when constraints related to observing from the
surface of the Earth are eliminated, as in the case of space telescopes, the
distribution on the sky of targets selected by observers is surprisingly random
(Fig. 1.2), except for those specific regions of high interest referred to above.

Fig. 1.2. Distribution of the targets observed by the Hubble Space Telescope (HST)
over a period of 11 years. (Data from the Multimission Archive at the Space Tele-
scope Science Institute.)
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1.3 Observing through the atmosphere

The atmosphere affects observations in several ways: (1) extinction, which
reduces the flux of the source, (2) line and thermal emission, which creates
unwanted background, especially in the infrared, (3) refraction, which alters
the apparent position of the source and disperses its image spectrally, and (4)
turbulence, which blurs the image of the observed object. These effects are
quantified and described in more detail below.

1.3.1 Atmospheric extinction

Atmospheric extinction results from the absorption and scattering of incoming
photons by collision with air molecules or particles. In the absorption process,
the photon is destroyed and its energy transfered to the molecule, which may
lead to subsequent emission. The primary absorbers are HoO, CO3, O3, and
O3. In the scattering process, the photon is not destroyed, but its direction
and energy are changed. Scattering by air molecules having a typical size much
smaller than the wavelength of light, ), is roughly proportional to A~* and is
called Rayleigh scattering. Scattering by small solid particles with sizes close
to A is proportional to A~! and is referred to as Mie scattering.

The combination of absorption and scattering essentially prevents the de-
tection of electromagnetic radiation from extraterrestrial sources, except for
a few spectral regions called “windows,” the most important of which are (1)
the optical window, which includes the visible range, the near ultraviolet, and
the infrared up to ~ 25 pm, and (2) the radio window (Fig. 1.3).

nanometers i micrometers millimeters meters
0.01 O‘.1 1 10 100 | 1 19 1q0 1 19 190 1 19 190 1090

! ! L

Infrared Microwaves Radio waves
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Fig. 1.3. Electromagnetic spectrum (top) and absorption of the atmosphere as a
function of wavelength (bottom) with an indication of absorbing molecules.

In the visible, extinction is only about 10-15%, but the atmosphere be-
comes opaque below 300 nm due to the ozone layer, which is at an altitude
of about 20 to 30 km. In the near infrared, between 0.8 and 1.35 wm, there
are some absorption bands caused by water vapor and oxygen, but the at-
mosphere is never completely opaque. Beyond 1.3 um, there begin to occur
absorption bands where the atmosphere is completely opaque, especially at
low-altitude sites. The transparent wavelength regions (windows), which cor-
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Fig. 1.4. Atmospheric transmission in the visible and infrared as a function of
wavelength. The letters identify the infrared windows.

respond to the photometric bands listed in Table 1.2.1, are shown in Fig. 1.4.
Beyond ~ 25 pm, the atmosphere at low-altitude sites is totally opaque up to
a wavelength of about 1 mm.

The particle number density for most absorbers falls off almost exponen-
tially with altitude. For HoO, the dominant absorber in the near infrared, the
scale height is 2 km, hence the enormous advantage afforded by high altitude
sites. For example, the top of the Hawaiian mountain Mauna Kea (4200 m)
is above 95% of the atmospheric water vapor, with a remaining HoO column
depth (the equivalent thickness of a layer containing all precipitable water
in the upper atmosphere) of only 1.5 mm. Much lower values can be found
in the Antarctica plateau, where precipitable water vapor is typically in the
0.1-0.3 mm range. At both of these locations, markedly wider wavelength
ranges are usable for astronomy. The very low amount of precipitable water
above 10 km in altitude is also a major incentive for observing from high-flying
platforms such as balloons and airplanes (Fig. 1.5).
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Fig. 1.5. Precipitable water as a function of altitude.

Obviously, extinction also depends on the zenith angle, since the path
through the atmosphere increases with that angle. This effect is tradition-
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ally expressed in terms of “air mass,” which is the ratio of the quantity of air
along the observed direction to that in the zenith direction. For zenith angles
of less than 60°, the atmosphere may be considered a flat slab, and the air
mass is then simply proportional to the inverse of the cosine of the zenith
angle (i.e., sec z) [3].

1.3.2 Atmospheric emission

During daytime, atmospheric radiation is dominated by scattering of sunlight,
which prevents observations in the visible and near infrared. At night, aside
from the possible contribution of moonlight scattering, the major source of
atmospheric emission at these wavelengths is fluorescence (“airglow”). Atoms
and radicals in the upper atmosphere (~ 100 km) undergo radiative de-
excitation, emitting characteristic spectral lines. This phenomenon is most
important in the near infrared due to the strong intensity of the OH™ spec-
trum. The spatial and temporal fluctuations of the airglow lines limit the
photometric accuracy of ground-based near-infrared observations.
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Fig. 1.6. Typical infrared background emission for a ground-based telescope at a
good, high-altitude site (Mauna Kea). Thermal emission from the telescope and
atmosphere dominates the background beyond 2.3 pwm, whereas OH airglow lines
dominate at shorter infrared wavelengths. Also shown is the minimum sky back-
ground from space as measured by COBE (dots). (From Ref. [4].)

Beyond about 2.3 um, day or night, atmospheric radiation is dominated
by its thermal emission. The effective temperature of the various atmospheric
components is in the 230 — 280 K range, but the atmosphere actually radiates
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less than a corresponding blackbody because of its gaseous nature. The emis-
sion will approach that of a blackbody, which peaks at about 12 pm, only in
those bands which have strong absorption and thus strong emission. A typ-
ical background flux measured by an infrared-optimized telescope is plotted
in Fig. 1.6. It shows low emission compared to that of a blackbody except in
the strong bands of CO2 at 15 wm and H2O at 6.3 pm. This has the fortunate
result that thermal emission will be low in those bands where the atmosphere
is relatively transparent. On the other hand, beyond 2 pum, observations from
the ground become increasingly difficult because of thermal emission by the
telescope itself. It is clear, in any case, that the exponential rise of background
flux with wavelength dramatically reduces sensitivity at those wavelengths.

1.3.3 Atmospheric refraction

Atmospheric refraction is the bending of incoming light due to variable at-
mospheric density along the light path, making the source appear higher in
the sky than it actually is (Fig. 1.7). The effect is a strong function of the
zenith angle, being 0 at the zenith and close to half a degree at the horizon
(Fig. 1.7, right), and also varies with altitude, humidity, and wavelength. The
overall error in pointing direction can be corrected in the pointing control
system, but the differential refraction across the field induces field rotation
and can be significant for wide fields [5].
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Fig. 1.7. Refraction in the atmosphere of the Earth (left). The variation of the
atmospheric refraction with the zenith distance at Mauna Kea is shown on the
right.

One secondary effect of atmospheric refraction results from the variation of
the index of refraction of air with wavelength, with shorter wavelengths being
more refracted than longer ones. At large zenith angles, the differential refrac-
tion between red and blue can be as much as several arcseconds. This effect
can be corrected by introducing a dispersing element in the instruments. Since
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this dispersion varies with the zenith angle, correction is usually implemented
by installing two rotating prisms to adjust the total refraction angle.

1.3.4 Atmospheric turbulence: basic notions

The atmosphere is never totally calm. Wind and convection induce turbulence
which can mix layers with slightly different refraction indexes, causing changes
in the direction of the light passing through. As a result, the amount of light
reaching the aperture of a telescope varies constantly, both in intensity and
direction. This phenomenon is referred to as “seeing.”

The index of refraction of air depends on its density, which is proportionally
much more affected by the temperature fluctuations likely to occur in the free
atmosphere or near a telescope than by the aerodynamic pressure variations
associated with wind. Thus, “seeing” is strongly dependent on temperature
fluctuations but negligibly on wind effects. Such temperature fluctuations re-
sult from turbulent mixing of air layers at different temperatures caused by
natural convection or mechanical turbulence. Convection is essentially lim-
ited to the ground layer and to the troposphere below the inversion layer, but
mechanical turbulence exists throughout the lower and upper atmosphere. Me-
chanical turbulence is most pronounced in the weakly stratified troposphere,
especially in the regions of high wind shear just above and below the jet
streams. The stratosphere, the layer above the troposphere, is, as its name
implies, much more stratified and is generally very stable.

During turbulent mixing, the temperature of an air parcel will change adi-
abatically as the parcel rises or descends. If the local temperature gradient
is equal to the adiabatic lapse rate! (74 = —9.8 °C/km), the parcels of air
displaced by mechanical turbulence will always be at the same temperature as
the surrounding air, and no optical distortion will occur. But the greater the
difference between the actual temperature gradient and the adiabatic lapse
rate, the greater the risk of optical distortion due to mechanical turbulence.
This situation is common at the tropopause in the mid-latitudes because of
the temperature profile upturn and the wind shear created by jet streams.

In general, turbulence occurs in very thin layers just a few meters deep.
A typical profile of the intensity of turbulence contributing to seeing as a
function of altitude is shown in Fig. 1.8.

The effect of turbulence on optical distortion naturally decreases with the
index of refraction of air, which is proportional to density, which itself is pro-
portional to pressure and inversely proportional to absolute temperature. In
practice then, turbulence-generated optical disturbance above 20 km altitude
is negligible because the index of refraction has become very small.

IThe adiabatic lapse rate is the rate of change of temperature with altitude of a particle
of dry air which is raised or lowered in the atmosphere without exchanging heat.
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Fig. 1.8. Representative profile of the contribution to seeing as a function of altitude.
The intensity of the fluctuations is expressed in terms of the index-of-refraction
structure coefficient as defined in Section 1.3.5. Most of the fluctuations occur near
the ground and in relatively thin turbulent layers generated by wind shear. (From
Ref. [6].)

The “Fried length,” also called “Fried parameter” or “coherence length,”
is a statistical parameter which permits a simple characterization of seeing.
Simply stated, rq is the diameter of the bundle of rays issuing from a source
at infinity which travel together through the various turbulent atmospheric
layers and arrive, still parallel and in phase, at the telescope entrance.

A telescope with an aperture equal to ro would primarily suffer from image
motion (as the tilt of the ray bundle changes), but not much from image
blur. To reach diffraction-limited performance, that is to say the imaging
performance of a quasi-perfect system limited only by diffraction (see Chapter
4), ro must be somewhat larger than the telescope diameter, about 1.6 times.
Then, with an adequate guiding system to remove wavefront tilt, the telescope
would essentially be free of atmospheric turbulence effects, as if it were in
space. For a telescope with an aperture which is large compared to r¢, the full
width at half-maximum (FWHM) of the image is given by [7]

FWHM = 0.98 A , (1.5)
To

where ) is the wavelength. Note, however, that rq is itself a function of A with
ro ox A6/% (see equation 1.12), so that seeing varies as A~1/% and is thus most
pronounced at the lower end of the optical range. In the visible, ry varies from
a typical value of 10 cm to 30 cm at the best sites, which results in seeing of
1" t0 0.35”, respectively. Under the same conditions, seeing would be between
0.75” and 0.25” in the near infrared at around 2 pm.
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In general, seeing will degrade an image in two ways: image motion and
image blur. At any one time, the apparent direction of an observed object is
determined by the average direction of the wavefront entering the telescope.
Small-aperture telescopes experience greater image motion than larger tele-
scopes because wavefront distortions tend to have larger slope changes over
small scales (Fig. 1.9). The reverse is true for image blur: larger telescopes
suffer from a larger image spread than smaller ones.
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wavefront
rms error

Small
wavefront

rms error .
Distorted wavefront

\ ) e TN |

Large aperture

Large angular Small angular
displacement displacement

Fig. 1.9. Image motion decreases as telescope size increases, whereas the reverse is
true for image blur. (Adapted from Ref. [8].)

Scintillation is the variation in intensity of the image. It is due to the cur-
vature of the wavefront over the surface of the aperture, which tends to focus
or defocus the image and results in brightness variations. Scintillation affects
only small telescopes in which the aperture size is o or less.? Large apertures
average out the effect and the image brightness does not vary much with time.

The characteristic time of optical turbulence, 79, called “coherence time,”3
is the transit time of the statistical coherence region of diameter rg over the
line of sight. To the first order, it is determined by the wind speed, v, at the
level where the main turbulence occurs (Fig. 1.10, left) and is thus given by

7o
~ —, 1.6
o (1.6)

Another characteristic of seeing is the angle on the sky over which the
incoming beam remains coherent (i.e., within which the effects of turbulence
are correlated). This angle, called the “isoplanatic angle” (Fig. 1.10, right), is

given by

To
E )
where h is the altitude of the main turbulence layer above the telescope.

2The pupil of the eye being much smaller than rg, stars seen with the naked eye “twinkle”
noticeably under almost all conditions.
3The inverse of 79 is known as the Greenwood frequency.
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Fig. 1.10. Assuming that the turbulence is occuring in a single layer, seeing effects
can be viewed as resulting from the passage of atmospheric coherent cells of diam-
eter ro. The characteristic time of optical turbulence is a function of atmospheric
coherence cell size and the speed of wind carrying these cells (left). The isoplanatic
angle is a function of the size of the atmospheric cells and the height of the turbulent
layer above the telescope (right).

The typical distribution of seeing at an excellent observatory site (Mauna
Kea, Hawaii) is shown in Fig. 1.11, and typical values for the seeing charac-
teristic parameters at that same site are given in Table 1.4.

Table 1.4. Typical seeing parameters at an excellent site

Visible IR
Parameter 0.5 pm 2.2 pm
Fried’s parameter ro (m) 0.20 1.35
Seeing disk (arcsecond) 0.5 0.33
Coherence time 79 (milliseconds) 10 50
Isoplanatic angle 0y (arcseconds) 2 10

0.2 0.4 0.6 0.8
FWHM (arcsec)

Fig. 1.11. Histogram (0.1” bins) of natural seeing on Mauna Kea at 0.55pum. (From
Ref. [9].)
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1.3.5 Atmospheric turbulence: the physics of seeing

As indicated in the preceeding subsection, seeing is due to turbulent fluctu-
ations of the index of refraction. The index of refraction, n, varies with the
density and composition of the medium. For air, this may be expressed by
Cauchy’s formula (extended by Lorenz for humidity)

776107
TT

where X is the wavelength, p is the atmospheric pressure (mb), T is the ab-
solute temperature (K), and v is the water vapor pressure (mb).

Fluctuations in humidity are only significant in extreme cases, such as in
fog or in proximity to the sea surface, and are not normally relevant to seeing
at astronomical sites, which generally experience very low humidity values
(< 20%). Large pressure fluctuations also have negligible effects on the index
of refraction. Thus, for all practical purposes, the refractive index is affected
only by air temperature, so that fluctuations in the index of refraction are most
intimately linked to the structure of thermal turbulence in the atmosphere.

Turbulent energy in the atmosphere is produced by buoyancy and wind
shear over relatively large dimensions, on the order of several tens of meters.
These large turbulent eddies set up wind shears on a smaller scale, and these
give rise to still smaller eddies. As the process is repeated, smaller and smaller
eddies are created. Finally, eddies with linear dimensions on the order of a few
millimeters are produced. The shears in such eddies are so large that the air
viscosity, although small, is sufficient to transform their kinetic energy into
heat. There, the process of turbulence decay stops. The spectrum of turbulence
can thus be divided into three ranges:

_ 1073\ 2 v
n—1 (1+752:107072) (p+4810 ). (18)

(1) the energy-producing range, the characteristics of which are controlled
by the energy-producing process (this range is called the “outer scale of
turbulence,” Lo, which has values between 1 and 100 m);

(2) the “inertial” subrange, in which energy is neither created or destroyed,
simply transferred from larger to smaller scales; in this range local
isotropy exists;

(3) the dissipation subrange, [, in which energy is destroyed by viscosity (I
being on the order of millimeters).

It is in the inertial subrange that thermal fluctuations occur. In this isotrop-
ically turbulent region, the spatial variation of temperature has a spectrum
proportional to k~%/3, where k is the wave number. This very general law
is referred to as the “Kolmogorov spectrum” [10]. The law is conveniently
expressed by means of a statistical “structure function,” which is a measure
of the mean squared fluctuation (i.e., the variance) over a span r. For the
temperature field, for one dimension, it is defined as

Dr(r) =< (T(x+7r) - T(x))* >, (1.9)
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where T'(z) is the temperature at a given point in the field and T'(x +r) is the
temperature at another point at a distance r from the first one; angle brackets
denote an average. For a turbulent medium with a Kolmogorov spectrum, the
temperature structure function, Dr(r), has the form

Dr(r) = C2r%/3, (1.10)

where C% is called the “temperature structure coefficient.”
From equation 1.8, ignoring the very minor effects of humidity and pressure,
the structure coefficient for the index of refraction, C2, is related to CZ by

_ e PP
C2=C7|77.6-107°(1+7.521073\ 2)ﬁ . (1.11)

From this law, the photometric profile of the so-called seeing disk (long-
exposure stellar image) can be predicted, and the theory is found to be in
excellent agreement with observations [11]. The seeing profile can be fully
described with a single parameter, the Fried parameter, rg, introduced in
the previous subsection, which is related to the index-of-refraction structure
coefficient as a function of altitude by

—3/5
ro = 1.67)\_2(c08'y)_1/0721(z)dz} , (1.12)

where z is the altitude and <y is the zenith angle. Thus, image quality depends
only on the integral of C2 over the light path. The full width at half-maximum
(FWHM) of the seeing disk, 6, can be derived from ry and is given in arcsec-
onds by

3/5
6 =259-10"°\"1/° {(cosy)l/cg(z)dz] . (1.13)

For a vertical direction and A = 500 nm, the FWHM angle in typical con-
ditions of astronomical mountain sites (pressure 770 mb, temperature 10 °C)
is expressed as

0 = 0.94 U Cﬁ(z)dz} " : (1.14)

The theory of atmospheric seeing summarized above was developed in the
1960-1980s and is now well proven: measuring the profiles of CZ or C2 does
yield reliable estimates of image quality. Detailed treatment of the subject can
be found in the works listed in the bibliography at the end of this chapter.



1.4 Background sources 19

1.4 Background sources

“Background sources” are those that affect an observation but do not origi-
nate in the source being observed. They include natural sources in the sky,
atmospheric emission, thermal emission from the telescope, and side effects
in the detector itself. These sources are schematically illustrated in Fig. 1.12,
and the brightness of the celestial and atmospheric backgrounds is shown in
Fig. 1.13.
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Fig. 1.12. The various sources of background.

1.4.1 Celestial backgrounds

Galactic

The galactic background is due to faint stars and dust. Down to the smallest
resolvable scale the galactic background due to dust is characterized by highly
irregular patches of emission, and for this reason, this component is commonly
known as galactic cirrus.

Zodiacal

The zodiacal light is due to dust grains orbiting the Sun and concentrated
in the ecliptic plane. It is the result of two effects: scattering of sunlight and
thermal emission by the dust grains heated by the Sun (Fig. 1.14). The scatter
component has a spectrum close to that of the Sun, whereas the thermal emis-
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Fig. 1.13. Brightness of the celestial background sources and of the atmosphere as
a function of wavelength. (After Leinert et al. [12].)

sion component approximates that of a blackbody. Between these two regimes,
there is a minimum at ~ 3.5 pm that defines a cosmological window permitting
observation from space with the lowest possible celestial background.*
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Fig. 1.14. Scatter and thermal emission by dust particles in the zodiacal disk (left).
Schematic view of the zodiacal disk (right).

Zodiacal background is not uniform. It is at a maximum toward the Sun and
also, at short wavelengths, directly away from the Sun due to backscattering
(the “gegenschein”). The minimum occurs away from the Sun at around 60° of
ecliptic latitude, due to the combination of minimum thickness of the zodiacal
cloud and cooler dust temperature.

The zodiacal light has been well characterized by measurements from space
by the DIRBE experiment on board the COBE spacecraft and a detailed

4The zodiacal cloud extends to about 3 astronomical units from the Sun, and a space
telescope would have to be located that far away to be essentially free of the zodiacal light
background.
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model is available [13]. A simple model, valid above 1 pm in wavelength, is
given by

15.1 2 1
Z(\) = —= +6.0-1078 =

A? \E ohe/ (65N — 1 7 (1.15)

where Z is the zodiacal light flux from the antisun direction at about 45°above
the ecliptic expressed in photons per m? per second per steradian and for a
bandpass (AX/A) of 1, A is the wavelength in meters, ¢ is the velocity of light
in m/s, h is the Planck constant in J-s, and k is the Boltzman constant in
J/K [14]. One recognizes the first term as being the fall-off of the scatter
component, whereas the second term corresponds to the thermal emission of
a diluted blackbody at a temperature of 265 K.

Cosmic rays

Cosmic rays are atomic nuclei (mostly protons) and electrons that have been
accelerated to extremely high energies and permeate space and the Earth’s
environment (technically they are not rays, but particles). They travel at
about 0.9 the velocity of light and have energies up to 102! eV. Some cosmic
rays come from the surface of the Sun, but most originate in our galaxy or
other galaxies, with the most energetic ones thought to come from supernovas.
Some of these particles are trapped by the magnetic field of the Earth forming
zones of high radiation called the “Van Allen radiation belts.”

Cosmic rays are attenuated by the atmosphere, but reactions take place
and generate secondary particles. The cosmic rays at ground level (0 to 4 km)
consist almost entirely of secondary particles (mostly muons). The rates of
these secondary particles depend slightly on latitude and strongly on altitude.

Cosmic rays are an important source of degradation of astronomical obser-
vations, especially in space where they produce spurious charges in detectors.
They affect single pixels primarily, but, at times, cosmic rays with grazing inci-
dences can affect several adjacent pixels. Spurious counts can also be generated
within the instruments themselves, either by the electronics or by Cerenkov
radiation in refractive optics.

On the ground, the rate of these events is approximately 50 per cm? per
hour at sea level and twice that at 4000 m altitude. In space, the rate is much
higher, about 1 per cm? per second. Cosmic rays can be subtracted from the
data by splitting the observation into subexposures and comparing the frames.

A dip in the lower Van Allen belt caused by a reduced magnetic field above
Brazil increases the cosmic ray rate there to such an extent that low-Earth-
orbit space telescopes passing through that zone essentially have to shut down
(see Chapter 12). This zone is known as the South Atlantic Anomaly (SAA).
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1.4.2 Atmospheric background

As discussed in Section 1.3.2, the background created by the atmosphere falls
into three regimes: the “optical regime” below about 1 pwm, which is domi-
nated by Moon scatter, the “nonthermal infrared regime,” from 1 to 2.5 pm,
which is dominated by narrow OH emission lines, and the “thermal regime,”
3.0 pm and above.

Typical values for the brightness of the night sky at a dark, high altitude
site are given in Table 1.5. Moonlight scatter results in nights being classified
according to the phase of the Moon. “Dark time” is when the Moon is less
than a quarter full, “bright time” is when the Moon is more than half full,
and other nights are classified as “gray time.” Dark time is reserved for the
most demanding observations in the visible, while bright time is generally used
for high resolution spectrographic or infrared observations, which are almost
unaffected by Moon scatter.

Table 1.5. Typical brightness of the night sky for each photometric band at a
high-altitude site, in magnitude per arcsecond square

Days from

New Moon U B \Y% R I J H K L M
0 21.3 221 21.3 204 19.1 157 140 12.0 34 0.5
7 19.2 209 207 199 189 157 140 120 34 0.5

14 150 175 180 179 183 157 140 120 34 0.5

1.4.3 Stray light and detector background

Stray light affecting observations has two origin: light from celestial sources
outside the field of view and thermal emission from the telescope and instru-
ments. These effects will be studied in detail in Chapter 5.

Although not a true source of background, detectors can produce effects
with similar characteristics to those of natural background. They are due to
unwanted photoelectrons generated by the detector itself or by the readout
process. These sources will be discussed in detail in Chapter 2, Section 2.2.4.

1.4.4 Coping with atmospheric and telescope thermal
emission

Ground-based observing in the infrared differs from observing in the optical
because of the very large atmospheric and telescope thermal background flux
that peaks near 10 pm. To observe sources which can be several orders of mag-
nitude fainter than the background per square arcsecond, one must subtract
the background.

Up to about 2.5 um, the background is still manageable, and if the object
is small compared to the field of view, it is not necessary to observe the sky



1.4 Background sources 23

with a separate exposure. One can “dither” around the source and use the field
surrounding the source to subtract the sky background. Dithering is simply
the operation of placing the object in different positions on the detector by
moving the telescope. Beyond 2.5 pm, on the other hand, the sky brightness
is so high and so variable with position and time that it cannot be modeled
and subtracted in this straightforward manner to better than 1 part in 10 000.
Special modulation techniques must be used.

The background fluctuates on a time scale of minutes or less due to turbu-
lent motion of the atmosphere and temperature drift in the telescope. Since
most sources are much fainter than the range of the associated sky fluctu-
ations, any small error in the estimate of the background will dramatically
affect extraction of the signal. The solution is to repeatedly point at the source
and then at a nearby empty sky area, switching back and forth at a rate com-
mensurate with the temporal variations in the sky background.

The choice of the pointing shift frequency depends on various factors, such
as observing wavelength, weather conditions, telescope location, but is typi-
cally between 3 and 10 Hz. Since it is virtually impossible to move a telescope
at these frequencies, the solution is to rapidly modulate a single optical ele-
ment between two slightly different positions. To minimize pupil misalignment
at the cold stop (which thermal infrared instruments all have, see Chapter 4),
it is usually the secondary mirror of the telescope that is modulated. This
classic technique is called “chopping” (Fig. 1.15).

Sky\ / Sky + target
Signal
Chopping
secondary
mirror TSky only |Sky + target
Time

Detector

Fig. 1.15. Chopping with the secondary mirror for background subtraction.

Chopping is often complicated by the presence of astronomical sources in
the “sky beam,” so that a judicious choice of chopping amplitude and angle
is generally necessary to avoid background-subtraction problems in crowded
fields. The chopping system must thus allow for changes in the direction of
chopping and for variable amplitude, usually up to 30 arcseconds. The chop-
ping profile should be as close to a square wave as possible. In general, the
maximum chopping frequency is constrained by the settling time of the sec-
ondary mirror, which is typically in the 20-50 ms range.

The problem with moving an internal optical element is that the detector
sees the high-emissivity surfaces in the telescope, such as the central obstruc-
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tion, mirror edges and spider, from a slightly different angle on the two sides
of the chop. This results in a residual background variation which limits the
accuracy of the background subtraction.

To remove this residual background difference, which is stable over time
scales of minutes, one must repoint the telescope as a whole. This is the so-
called “beam-switching” or “nodding” technique. This operation needs to be
done often enough, usually on the order of 60 seconds, to eliminate telescope
thermal variations.

1.5 Signal-to-noise ratio

Modern astronomical detectors are “linear,” or almost linear, meaning that the
recorded signal will be proportional to the number of photons received. But,
as we have seen above, there are several “background” sources of radiation,
besides the object of interest, that affect the detector. The problem, then, is
to extract the true signal coming from the source from this additional flow of
unwanted electrons.

At first thought, one might assume that a signal should be stronger than
the background and that this would be the condition for detecting it. This
is not the case, however, because the average value of the background can
be subtracted from the signal and is, thus, irrelevant. What matters are the
fluctuations around the mean value of the background, called “background
noise,” by analogy with radiobroadcast “static” (Fig. 1.16).

Signal

Background § x

noise Background

Fig. 1.16. Detection of a signal in the presence of background.

All background noise processes, being the result of independent events (i.e.,
photon arrivals) occuring at a constant rate, can be described by Poisson
statistics. If IV is the average rate (electrons/s) at which photoelectrons are
collected, the probability for n photoelectrons to be collected in a given area
of the detector in a time ¢ is then given by

(Nt)n e*Nt

- (1.16)

p(n,t) =
An important property of the Poisson distribution is that its standard devia-
tion (rms of the fluctuation) is simply the square root of the average number
of events:

o=VNt. (1.17)
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A common way to express the reality of a detected signal and the preci-
sion of its measurement is to compare the signal S to the fluctuation of the
background (i.e., the “noise” of the background). Traditionally, this is done
by taking the ratio of the two quantities forming the “signal-to-noise ratio,”
usually written S/N, which is the strength of the measured result expressed
in units of its standard deviation. If the errors inherent in a measurement
have a Gaussian distribution, which is generally the case, then if the result-
ing measurement has S/N = 1, there is a 68% probability that the signal is
real (often referred to as the “significance” of the result). Conversely, there is
about one chance in three that it is not real. Hence, an S/N of 1, also referred
to as “1-0” detection, is not regarded as a credible detection of a signal.

At a S/N of 3 (“3-0” detection), however, the probability that the signal is
not real (i.e., that an unfortunate combination of the natural statistical scatter
in the measured quantities has combined to simulate a true signal) is reduced
to 0.003. This means that a spurious result of this strength should only occur
thrice in a 1000 measurements. This is often used as a reasonably safe level
at which to believe the result to be real. Because there are often unquantified
or unexpected error sources in even the most carefully studied experiments,
however, many workers prefer to achieve a S/N of 5 (i.e., a 5-0 result), at
which stage the formal statistical likelihood that the result is spurious is less
than 1 in 10°.

The reason for wanting to go beyond an S/N of 3 or 5 is dynamic range.
As a rule of thumb, the signal-to-noise ratio should be equal to the dynamic
range desired in the object being observed. With an S/N of 10, for example,
one would be able to measure on the order of 10 levels in the intensity of an
extended object, with the faintest level having an S/N of only 1.

Taking into account the common sources of noise, and using equation 1.17
to calculate the fluctuation of the background noise, the signal-to-noise ratio
for a point source or an extended source covering npix pixels on the detector
can be expressed as

St
V(S + Bnpix + Ianpix) t + R2 npix + var(Binpix t)

S/N = . (L18)

where S is the total number of photoelectrons received from the source per
unit time, ¢ is the integration time, B is the number of photoelectrons received
from the background (zodiacal light, atmospheric emission, and telescope ther-
mal emission) per pixel and unit time, I; is the dark current of the detector
expressed in electrons per pixel and unit time, R, is the readout noise per
pixel (i.e., the standard deviation of the readout electrons collected per pixel
for each read), and var(B;npixt) is the variance of the estimate of the total
background, B; (B; = B+ I+ R, /t), per pixel per unit time. This last term
reflects the uncertainty in the estimate of the background which does not arise
from photon statistics; in other words, this term accounts for true variations
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in the measured background level generated by changes in that level itself or
by inadequacies in the method by which it is measured.

One notes that the signal also appears in the denominator. This is because
the source signal itself has a statistical variation which is indistinguishable
from other fluctuations. This noise in the signal is referred to as “source
noise.” One also notes that the background can generally be estimated over a
large number of pixels, or long integration times, so that the term var(Bnpixt)
is often negligible. But this term must be included when using detectors with
a small number of pixels and when the background is variable (e.g., infrared
observations on the ground). Estimation of this term can be very difficult and
it is generally better to attempt to eliminate it by stabilizing the signal from
all background sources.

The S/N formulation defined above is fundamental to all astronomical ob-
servations. It incorporates all “instrumental features” of the observation. It
includes the detector’s efficiency and noise characteristics as well as through-
put of the telescope and instrument optics, via the fact that S and B are the
number of photoelectrons received at the detector, not those impinging on the
telescope aperture. It is this formulation that permits the determination of
the limiting attainable magnitude and the exposure time required for a given
observation.

Depending on the relative importance of each of the terms, one can distin-
guish three types of observation:

— source-photon-noise limited where the source of interest is bright
and its photon noise dominates all other fluctuations. In this case, S/N
simplifies to

S/N=+VSt, (1.19)

and increased exposure time will bring a proportional increase in sen-
sitivity. Since S is proportional to the telescope’s collecting area (i.e.,
to D%, D being the telescope diameter), increasing the telescope diam-
eter will bring large gains in exposure time (¢ o< 1/D?). This is a rare
case for large telescopes, as such “easy” observations are generally more
cost-effective on smaller telescopes.

— detector-noise limited where the source and background signals are
faint and the noise of the detector dominates. In this case, the signal-
to-noise ratio simplifies to

St
\/Id npixt + RIQI TNpix .

S/N = (1.20)

This case is typical of mid- to high-resolution spectroscopy because the
fraction of the background noise per spectral element diminishes as the
spectral resolution increases. Note that, for this case (and the following
background-limited case), S/N is proportional to the total number of
source photons detected. This gives rise to two important considerations.
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First, the individual integrations (between reads) should be as long as
possible: S/N will improve linearly with time until the accumulated
background signal is large enough so that its fluctuations are larger than
R, (but other factors such as cosmic ray hits on the detector set limits
to the practicable length of individual exposures). Second, the limiting
sensitivity of a telescope used under these conditions will improve with
the collecting area (i.e., as the square of the diameter D), and the time
required to carry out a given observation will scale as the inverse fourth
power of D.

background limited, also called “sky limited” when observing from
the ground. This occurs when the source is faint and the natural back-
ground (zodiacal light and, if applicable, atmospheric emission) domi-
nates the noise. In this case, the signal-to-noise ratio simplifies to

SVt

\/ Bnpix ’
and the accuracy of the measurement scales as the square root of the
exposure time and inversely as the square root of the background. This
is the ultimate case, where all instrumental effects (detector, instrumen-
tal thermal emission) have been minimized and the only remedies are
to increase the diameter of the telescope, improve the image quality
(via adaptive optics, for example), or reduce the background (e.g., by
avoiding airglow emission or reducing thermal emission of the optics).

S/N = (1.21)

To the first order, the background term, B, is given by
B~ (bbkgd 0’2At 5 (1.22)

where ®pigq is the background flux per arcsecond square, o is the an-
gular diameter on the sky of the image of the source, A is the area of
the telescope aperture (proportional to D?), and t is the exposure time.

For a large telescope on the ground, the angular size of the image of
a point source, o, is driven by seeing and does not depend on the aper-
ture size. The solid angle from which source photons arrive, and from
which background photons come and must be coped with, is constant:
increasing the telescope aperture increases both source and background
signals at the same rate. Since noise is proportional to the square root
of their sum, S/N increases only linearly with aperture, as in the source-
photon-noise-limited case.

If, on the other hand, the telescope is diffraction limited and the
detector pixels are matched to the point source image size, ¢ ~ \/D
(see Chapter 4, Section 4.5.3), D cancels out and

S/N ~ D/t (1.23)
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In this latter regime (background- and diffraction-limited), the time
needed to reach a given S/N scales with the fourth power of the telescope
diameter. A 10-meter telescope is ~ 10 000 times faster than a 1-meter
telescope. In practice, this means that large telescopes will have ready
access to limiting magnitudes that are essentially unattainable with a
small telescope. But both conditions, celestial background-limited and
diffraction-limited optics, must be satisfied. This is the case of space-
based telescopes with diffraction-limited optics as long as detector noise
is negligible. This is also the case on the ground in the mid-infrared
(e.g., 10 um) because detectors are almost perfect (at least with respect
to the huge background), and imaging is quasi-diffraction-limited (the
image size produced by the optics increases with wavelength, whereas
seeing goes down).

1.6 Time

1.6.1 Sidereal time

Common time is determined by the position of the Sun with respect to the
local meridian. A day has elapsed when the Sun returns to the local meridian.
Since the Earth is rotating around the Sun, however, a distant celestial object
which was on the meridian will have returned to the meridian slightly less
than a day later (Fig. 1.17), by roughly 1/365 of a day or about 4 minutes. A
sidereal day is the time interval between successive passages at the meridian
of a given star, and is equal to 23 h 56 min 4 s, or 86 164 s.

/ Earth

/Q Local noon OSun

Direction of
a distant star

Fig. 1.17. Sidereal time (see text).

1.6.2 Julian date

It is sometimes convenient to use a system in which days are numbered consec-
utively rather than being measured in months and years. This is the case with
research on variable stars, and for space observatories, which are in continu-
ous operation and do not depend on a human-based schedule. In such cases,
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it is common practice to use “Julian dates,” counting in days and fractions
of days from an arbitrary day which has been set as 1 January, 4713 B.C.E.,
with each day beginning at noon rather than midnight. Julian day numbers
(JD) are listed in the Astronomical Almanac or can be calculated from the
following formula:

JD = 2451544 + 365(Y — 2000) + N + L — 0.5, (1.24)

where Y is the current year C.E., N is the number of days elapsed since the
beginning of that year, and L is the number of leap years which have occurred
between 2000 and the current year.

1.7 Coordinate systems

The most common coordinate systems used to locate the position of celestial
objects are listed in Table 1.6.

Table 1.6. Coordinate systems

Reference  Reference Latitude Longitude
System plane direction coordinate coordinate
Horizontal = Horizon North Altitude (h) Azimuth (A)
Equatorial ~ Celestial Vernal Declination Right ascension

equator equinox (6 or DEC) (c or RA)
Ecliptic Earth orbit  Vernal Ecliptic Ecliptic

equinox latitude (3) longitude ()

Galactic Galaxy Galaxy Galactic Galactic

plane center latitude (brr) longitude (I11)

Observers may select the most convenient system for their field of research
(e.g., galactic coordinates for galactic studies). But when it comes to defining
the location of an object to be observed, only the equatorial system is used
because it is defined with respect to Earth, yet is independent of the time
of day and exact location of the telescope on Earth. The system is centered
on the Earth and uses the celestial equator, the plane perpendicular to the
rotation axis of Earth, as a reference plane (Fig. 1.18). The latitude angle is
called “declination” and abbreviated as DEC or §. It is measured in degrees,
starting from the celestial equator, and is positive for objects in the north-
ern hemisphere. The longitude angle is called “right ascension,” abbreviated
as RA or «, and is measured in hours, minutes and seconds, with eastward
being the positive direction. The reference direction for the right ascension is
arbitrary and has been selected as the vernal equinox (), the point on the
sky where the Sun crosses the celestial equator at the spring equinox.
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Zenith
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Celestial equator

North South

Vernal equmox

Horizon

Fig. 1.18. Equatorial coordinates.

For an observer on Earth, the position of a given celestial object is found
by determining its hour angle (HA) at that time. The hour angle is the angle
measured westward along the celestial equator from the local meridian to the
hour circle passing through the object. HA is expressed in hours, minutes and
seconds and is given by

HA = ST —RA, (1.25)

where ST is the sidereal time at the moment of observation and RA is the
right ascension of the object. If the object has a positive hour angle, it is in
the western part of the sky, and if it is negative, it is in the eastern part.

In the case of an equatorial telescope, which can be rotated around an
axis parallel to Earth’s rotation axis, the hour angle and declination can be
used directly to point to the object. If the telescope is an “alt-az,” with its
rotation axes vertical and horizontal, one needs to convert the hour angle and
declination of the object to be observed to altitude and azimuth. In addition,
because the field rotates in this type of mount, one needs to know how the
orientation of the field varies as the telescope tracks. This is defined by the
“parallactic angle,” ¢, which is the position angle (measured north through
east at the target) of the arc that connects the target to the zenith, or loosely
speaking, the position angle of “straight-up.” The parallactic angle is zero for
an object on the meridian (Fig. 1.19). The conversion is given by

sin h = sin ¢ sin § + cos p cos§ cos HA | (1.26)
in HA
tan A = — S , (1.27)
sin ¢ cos HA — cos p tan §
in HA
tang = o (1.28)

tan p cosd — sin d cos HA ’

where h is the altitude, A is the azimuth measured eastward from due north,
HA is the local hour angle measured westward from the south, ¢ is the dec-
lination, and ¢ is the observatory’s latitude [15]. The inverse transformation
for the target coordinates is
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o_q _ Zenith - Meridian

Fig. 1.19. Alt-az coordinates. Angles are defined in the text. The zenith angle, z,
is the complement of altitude, h.

sind = sin psin h + cos pcoshcos A, (1.29)

sin h — sin psin §
cosHA =

1.30
€08 cos ( )

1.8 Pointing corrections

The coordinates given in catalogs for celestial bodies need to be corrected
for the time at which the observation is actually made and for various other
effects. These corrections used to be the observer’s responsibility, but are now
performed automatically by telescope pointing software. They must be applied
for both the target to be observed and the guide stars used. The origin and
order of magnitude of the effects to be corrected are briefly described below
and summarized in Table 1.7. The formulas for making the corresponding
corrections can be found in textbooks and astronomical almanacs.

Table 1.7. Order of magnitude of pointing corrections

Atmospheric refraction 2" at 60° zenith distance
Precession 50" per year

Annual aberration 20"

Velocity aberration (spacecraft only) 5"

Stellar parallax <1”

Proper motion <1”

Diurnal aberration 0.3”

Differential velocity aberration (spacecraft only) 20 mas (LEO)
Note: mas = milliarcsecond; LEO=Ilow-Earth orbit
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1.8.1 Precession and nutation

The positions of celestial objects are normally referenced to the barycenter of
the solar system and are given in RA and DEC coordinates, with RA having
its origin at the vernal equinox. But the rotation axis of Earth is not fixed in
space. The Sun’s gravity field interacts with the Earth’s equatorial bulge to
generate a torque which causes the axis to precess around the normal to the
orbit (to which it is currently inclined by 23°27’) with a period of 26 000 years.
Consequently, the vernal equinox moves around the celestial equator with the
same period, advancing by 50.25" per year. To specify a celestial coordinate
system, it is therefore necessary to specify its date. This date is referred to as
the “equinox” and is always given along with the RA and DEC (as, e.g., 1900,
1950, or 2000).

The equinox is quite distinct from the epoch of an observation, which is
the absolute time at which it takes place. Because stars (and other objects)
move, even relative to an inertial coordinate system, the full definition of a
measured position (or a specified position) must include both equinox and
epoch; a position may therefore be given as “equinox 1950, epoch 2001.456,”
the latter referring to the true date of observation. It should be stressed that
epoch and equinox are rarely the same, and much confusion in the location
of fast-moving objects such as dwarf stars is caused by a widespread habit of
conflating the two terms as epoch.

Superimposed on the precession is a much smaller “nodding” motion of the
rotational axis, caused by the Moon’s gravity pulling on the equatorial bulge.
This effect is variable in amplitude and has a period of 18.7 years. It is referred
to a the “nutation” of the axis.

1.8.2 Proper motion

The proper motion of stars results from their intrinsic motion through space
with respect to the Sun. Several hundred stars have proper motions greater
than 1” per year.

1.8.3 Parallax

The orbital motion of Earth around the Sun creates a parallax (Fig. 1.20)
that is negligible for extragalactic objects and distant stars, but needs to
be corrected for the closest stars, particularly potential guide stars, since the
effect can be a significant fraction of an arcsecond. When known, star catalogs
give the heliocentric distance to the star expressed in “parsecs” (a star at 1
parsec has an annual parallax of 1”), from which the annual parallax can be
calculated.
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Fig. 1.20. Parallax due to the rotation of the Earth. The position of the nearby
star moves with respect to background stars as the Earth rotates around the Sun.

1.8.4 Aberration of starlight

The aberration of starlight is the apparent displacement of a celestial object
from its true position on the sky due to the finite velocity of light. As shown
in Fig. 1.21 (left), a telescope moving through space with a velocity v has to
be tilted forward by the angle v/c radian, where c is the velocity of light, in
order to point to the target’s apparent position. The main component of a
telescope’s velocity through space is due to the velocity of the Earth around
the Sun (annual aberration), which is about 30 km/s. The effect is greatest
when the target is in the direction perpendicular to the Earth’s motion and
reaches 20.5”. Aberration for any point on the celestial sphere forms an ellipse
throughout the year. This ellipse is a circle at the ecliptic poles and collapses
to a line along the ecliptic (Fig. 1.21, right).

For ground-based telescopes, a secondary component is due to the rotation
of Earth around its axis (diurnal aberration). The effect is greatest at the
equator (velocity of 0.46 km/s) and leads to a maximum aberration of 0.3”.

For space-based telescopes in low Earth orbit, there is an additional com-
ponent due to the orbital velocity of the spacecraft. This orbital velocity is
about 7 km/s and produces an aberration of up to 5”.

Since starlight aberration is a function of field angle, the aberration will not
be the same for all points in the field, especially for the primary target vis-
a-vis guide stars which may be several arcminutes away. This must be taken
into account if guide stars are used to refine the pointing of the telescope.

Over the typical duration of an observation (a few hours), the velocity
component due to Earth’s motion in space remains essentially unchanged,
so that once the pointing has been corrected for the overall effect as well as
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Fig. 1.21. At left, aberration of starlight due to the motion of the observer. At
right, velocity aberration due to Earth’s rotation around the Sun. The corresponding
apparent motion of a star is a circle at the ecliptic poles and an ellipse elsewhere.

for any difference between target and guide stars, the apparent positions of
the target and guide stars do not change. This is not the case, however, for
space observatories in low Earth orbit, since the spacecraft’s orbital period is
of the same order of magnitude as that of observation durations. This effect,
referred to as “differential velocity aberration,” requires that the position of
the guide stars in the field be continuously adjusted in order to maintain the
target’s position in the focal plane (Fig. 1.22). It must be emphasized that
this effect is significant only for observatories in close orbit around the Earth.
It is negligible for observatories in drift orbit or at the second Lagrange point

of the Sun—Earth system.

Fine guiding sensors
field of view

t
arge
\V

Track of guide stars

Fig. 1.22. Example of differential velocity aberration in the focal plane of HST.
The long axis of the ellipse is about 20 milliarcseconds and is grossly exaggerated
in this diagram for clarity. The guiding system must correct for this effect in order
to keep a target at the same location in an instrument aperture.
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1.8.5 Atmospheric refraction

As explained in Section 1.3.3, atmospheric refraction raises targets above their
true position by as much as several arcminutes. The pointing system must
correct for this absolute effect as well as for the differential effect in the field
when guide stars are used as references.

1.9 Telescope pointing and tracking
procedure

Once calibrated, telescopes can typically point to a new field with an absolute
accuracy of about 1” for ground-based telescopes and about 10" for space
telescopes. This may be enough for wide-field imaging, but small-field imaging
and spectrographs need more precise pointing. This is accomplished by various
techniques referred to as “target acquisition.” Once pointed as desired, the
telescope must “track” to compensate for inertial drifts in the case of space
telescopes, or for the Earth’s rotation in the case of ground-based telescopes.
Tracking is an “open-loop” procedure, however, meaning that it relies on
information provided by attitude sensors or encoders. For improved pointing
accuracy and the compensation of optical, thermal, or gravity effects that vary
with time, it is necessary to close the pointing system loop on the observed
field itself. This is generally done with the use of relatively bright stars in the
field of view, referred to as “guide stars.” We briefly examine these procedures
next.

1.9.1 Target acquisition

There are many possible acquisition schemes depending on the precision re-
quired, the brightness of the target, the availability of precise target coordi-
nates, whether or not the instrument has an imaging mode, and so forth, but
a common approach is as follows.

When the accuracy needed for locating the target is not demanding (e.g.,
several arcseconds, as in the case of wide-field imaging), the telescope is simply
pointed using its attitude sensors or encoders. This is referred to as “blind
pointing.”

If the accuracy required is better than the pointing system is capable of,
but still not too great (e.g., a fraction of an arcsecond), all that is needed is
to refine the pointing of the telescope by identifying an object in the field. If
the target itself can be observed, one can simply move the telescope so that
the target falls on the desired fiducial position. If the target is extended or too
faint, one must identify a bright star of known coordinates in the field. Such a
star is called a “reference star.” The exact position of the reference star in the
focal plane is then measured and the pointing is corrected by the difference
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between the star’s expected and actual position. This procedure, referred to
as “offsetting,” requires that the telescope’s small open-loop maneuvers be
accurate enough (e.g., 100 mas over a 10 arcminute offset).

When a higher precision is required, as for spectrography using very small
slits (e.g., 10 mas), then it is necessary to “view” the science target using
the imaging mode of the instrument if there is one, or with a “peak-up” ob-
servation. Peak-up consists of making slight pointing changes in a prescribed
pattern, recording the flux received in the instrument’s aperture, and deter-
mining the pointing direction that maximizes the flux, hence centers the target
in the aperture.

If the target is too faint for the imaging mode or the peak-up procedure
to work, the only remaining possibility consists of determining the position
of the target with respect to a nearby reference star with high accuracy (e.g.,
by measurement of a previously taken long-exposure image of the field). The
telescope is then pointed to that reference star, peaked-up on it, and then offset
by the target/reference-star vector. This procedure is called “blind offset.”

In the days of visual acquisition, the target would be acquired first and guid-
ing would be turned on afterward. But with modern automation and the need
for increased pointing accuracy, it is more efficient, sometimes indispensable,
to have the telescope tracking and guiding before initiating target acquisi-
tion. This ensures that the above procedures are not defeated by pointing
drifts during the acquisition phase.

1.9.2 Guiding

Although it is sometimes possible to guide on the target itself, the general pro-
cedure consists of using a dedicated focal plane instrument, called a “guider,”
to image one or possibly two bright stars in the field and correct the pointing
accordingly. The technique will be studied in detail in Chapter 7, Section 7.5.5.

1.9.3 Guide star catalogs

Until recently, the selection of guide stars for guiding was “opportunistic”;
that is, the stars to be used for guiding would be determined after pointing
the telescope to the intended field. When planning the Hubble Space Tele-
scope in the 1980s, it was realized that efficient operation would require the
automation of the entire process. This led to the creation of a complete, all-sky
catalog of stars up to a magnitude of about 14.5, called the “Hubble Space
Telescope Guide Star Catalog” [16]. This catalog is based on a photographic
survey performed with Schmidt telescopes at Mt. Palomar in California for
the northern hemisphere and in Siding Spring in Australia for the southern
hemisphere. The plates were digitized by scanning microdensitometers and the
resulting digital images were processed to determine the location and bright-
ness of all stars in the 7 to 16 magnitude range in a computerized form. This
catalog, which contains about 19 million objects, gives the right ascension and
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declination of each one with an absolute accuracy of about 1 arcsecond and a
relative accuracy with respect to neighboring objects of about 0.3”. Brightness
is given in eight spectral bandpasses with an accuracy of 0.01 magnitude.

A second catalog, Guide Star Catalog—II, is currently in the making and
will provide positions, proper motions, and colors for stars up to the 18th
magnitude in V, based on multicolor and multiepoch Schmidt surveys.

Other catalogs are available, such as the Tycho and Hipparcos catalogs,
which provide more accurate positions (in the 1 to 10 mas range), but for
brighter stars (V < 11). These two catalogs are based on data obtained by
the Hipparcos astrometric satellite.

1.10 Telescopes and interferometers

This book deals essentially with single-aperture, single-mount telescopes. This
means that telescopes with a complete or almost complete primary mirror,
that primary mirror having a single optical figure, whether segmented or not,
and using a single mount for pointing.

There is another means of collecting celestial light, emphasizing angular
resolution at the expense of sensitivity, which consists of dispersing the col-
lecting area into two or more widely separated apertures. These astronomical
instruments are referred to as “interferometers.”

There is no fundamental difference between the two types of instrument. As
shown conceptually in Fig. 1.23, an interferometer can be viewed as an incom-
plete traditional telescope. The information provided by an interferometer is
referred to as “interference fringes” as opposed to an “image,” but the physics
is the same. An image is nothing other than the cumulation of interference
fringes that would be produced by a series of subapertures. The difference,

—
Telescope
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Fig. 1.23. Interferometers can be viewed as telescopes with incomplete apertures
(left). As shown on the right, they are generally implemented as separate instruments
the light of which is recombined. Delay lines are used to keep the optical paths of the
individual telescopes the same: the length of the path in the delay line compensates
for the optical path difference (OPD) in the incoming beams.
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however, is that the telescope does provide a true and direct image of the field
observed, whereas the information produced by an interferometer is encoded
in the fringes and needs to be processed.

To the first order, the two types of instruments have the same angular
resolution, which is a function of the aperture diameter (the diameter of the
circumscribed circle, in the case of the interferometer). But the interferometer
achieves that resolution with a much smaller collecting surface. Conversely,
for a given total primary mirror area, the interferometer can have a resolution
several orders of magnitude higher than that of a conventional, full-aperture
telescope.

Interferometers with only two apertures are very limited in their astro-
nomical application because they provide information only in the direction of
the vector joining the two apertures. But true imaging (i.e., two-dimensional
imaging), can be obtained by using several apertures (typically a minimum of
six) and making sequential measurements after spatial rearrangement of the
individual apertures. The rearrangement can be made by physically changing
the geometry of the aperture distribution, by rotating the entire set of sub-
apertures around the line of sight (on the ground, this rotation is obtained
“gratis,” thanks to the Earth’s rotation), or by a combination of both. Such
a procedure is called “aperture synthesis,” because one essentially reconsti-
tutes in a sequential fashion the full aperture of the equivalent single-aperture
telescope.

The notion of “aperture dilution” is used to quantify the fullness of the
aperture. Aperture dilution is the ratio of the collecting area to the area of
the circle circumscribing the individual apertures. A traditional telescope has
a dilution close to 1. Typical interferometers have a dilution on the order
of 1%.

The drawback of interferometers is a loss of sensitivity. This can be appre-
ciated by comparing the image formed by a full aperture compared to that of
an unfilled aperture with the same collecting area (Fig. 1.24). The core of the
diluted aperture is narrower (hence, a better angular resolution), but the peak
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Fig. 1.24. Comparison of the image of a point source formed by a filled aperture
and a diluted aperture with the same collecting area (here in a nonredundant con-
figuration referred as a “Golay,” with nine subapertures [17]). For faint objects, the
light in the wings of the diluted aperture image is likely to be lost in the background.
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intensity is lower and the nonnegligible amount of light in the wings may be
lost in the background noise and is difficult to recover by image processing.

Interferometers composed of separate telescopes impose particularly diffi-
cult optical and mechanical requirements: the optical path of the individual
telescopes must be kept the same to a fraction of wavelength. This calls for
optical and mechanical techniques that will not be covered in this book, but
the basic principles and techniques of interferometry can be found in the ref-
erences listed in the bibliography.

References

[1] Cox, A.N., ed., Allen’s Astrophysical Quantities, Springer-Verlag, 2000.

[2] Zombek, M.V., Handbook of Space Astronomy and Astrophysics, Cambridge
Univ. Press, 1990.

[3] Hardie, R.B., in Astronomical techniques, Vol. II of Star and Stellar Systems,
Hiltner, W.A., ed., Univ. of Chicago Press, 1962, p. 180.

[4] Gillett, F.C. and Mountain, M., On the comparative performance of an 8 m
NGST and a ground-based 8 m optical/IR telescope, in Science with the NGST,
ASP Conf. Series, Vol. 133, p. 42, 1998.

[5] Smart, W.M., Textbook on Spherical Astronomy, Cambridge Univ. Press, 1977,
pp- 36 and 291.

[6] Coulman, C.E., The physics of seeing, in Proceedings of the Flagstaff Confer-
ence on Identification, Optimization, and Protection of Optical Telescope Sites,
1986, p. 2.

[7] Dierickx, P., Optical performances of large ground-based telescopes, J. Mod.
Opt., Vol. 39, No. 3, p. 569, 1992.

[8] Young, A.T., Seeing and scintillation, Sky and Telescope, Sept. 1971, p. 139.

[9] Racine, R., Salmon, D., Cowley, D., and Sovka, J., Mirror, dome and natural
seeing at CFHT, PASP, Vol. 103, p. 1020, 1991.

[10] Léna, P., Lebrun., F., and Mignard, F., Observational Astrophysics, Springer-
Verlag, 1998, p. 42.

[11] Roddier, F., The effects of atmospheric turbulence in astronomy, in Progress
in Optics, Wolf, E.; ed., North-Holland, Vol. 19, 1981, p. 281.

[12] Leinert, C., et al., The 1997 reference of diffuse night sky brightness, Astron.
Astrophys. Suppl. Ser., Vol. 127, No. 1, p. 1, 1998.

[13] Kelsall, T. et al., The COBE Diffuse Infrared Background Experiment search
for the cosmic infrared background: II. Model of the interplanetary dust cloud,
Ap. J., Vol. 508, p. 44, 1998.

[14] Thompson, R.I., Infrared detectors for a 10 m space or lunar telescope, in
Proc. of The Next Generation Space Telescope, Bely, P.Y., Burrows, C.J. and
Iingworth, G.D., eds., STScI, p. 310, 1989.

[15] Smart, W.M., Textbook on Spherical Astronomy, Cambridge Univ. Press, 1977,
pp- 35 and 49.

[16] Lasker, B., Sturch, C., McLean, B., Russel, J., Jenkner, H., and Shara, M., The
guide star catalog I, astronomical foundations and image processing, Astron.
J., Vol. 99, p. 2019, 1990.



40 1. Astronomical Observations

[17] Golay, M.J.E., Point arrays having compact nonredundant autocorrelations,
J.0.S.A.; Vol. 61, p. 272, 1971.

Bibliography

Astronomical observations
Baum W., Astrophysical Techniques, Stars and Stellar Systems, Vol. II, Univ.
of Chicago Press, Chicago, Illinois, 1962, Chap.1.
Birney, D.S., Observational Astronomy, Cambridge Univ. Press, 1991.
Cox, A.N., ed., Allen’s Astrophysical Quantities, Springer-Verlag, 2000.

Léna, P, Lebrun, F., and Mignard, F., Observational Astrophysics, Springer-
Verlag, 1998.

Nicklas, H., Optical telescopes and instrumentation, in Compendium of Prac-
tical Astronomy, Vol. I, Instrumentation and Reduction Techniques, Roth,
G.D., ed., Springer-Verlag, 1994.

Smart, W.M., Textbook on Spherical Astronomy, Cambridge Univ. Press, 1977.

Sterken, C. and Manfroid, J., Astronomical Photometry — A Guide, Kluwer
Academic Publishers, 1992.

Walker G., Astronomical Observations, Cambridge Univ. Press, Cambridge,
1987.

Wolfe, W.L. and Zissis, G.J., eds., The Infrared Handbook, Office of Naval
Research, Department of the Navy, Washington D.C., 1989.

Zombek, M.V., Handbook of Space Astronomy and Astrophysics, Cambridge
Univ. Press, 1990.

Atmospheric turbulence
Hardy, J.W., Adaptive Optics for Astronomical Telescopes, Oxford books,
1998. (Contains a good introduction to atmospheric seeing).
Roddier, F., The effects of Atmospheric Turbulence in Astronomy, Progr.
Opt., Wolf, E, ed., North-Holland, 1981, Vol. 19, p. 281.
Roddier, F., ed., Adaptive Optics for Astronomy, Cambridge University Press,
1999. (Contains a good introduction to atmospheric seeing).
Smith, F.G., ed., Atmospheric Propagation of Radiation, The Infrared and
Electro-optical Systems Handbook, Vol. 2, SPIE Opt. Eng. Press, 1993.
Tatarskii, V.I., The effects of the turbulent atmosphere on wave propagation,
Israel Program for Scientific Translations, 1971.

Interferometers
Kilometric Baseline Space Interferometry, European Space Agency Report
SCI(96)7, 1996.
The VLT Interferometer Implementation Plan, European Southern Observa-
tory Report No. 59b, 1999.

Roddier, F., Interferometric Imaging in Optical Astronomy, Phys. Rep. 170
(2), p. 97, 1988.



2

Instruments

In the broadest sense, astronomical observations consist of gathering light
emitted or reflected from a distant source and making an image of it that is
then analyzed for intensity, size, morphology, or spectral content. Collecting
the light and forming the image is the role of the telescope. The analysis of
the image is carried out by the instruments. But the telescope/instruments
combination forms a tightly coupled system, and a telescope designer must
understand the overall picture to properly optimize the system for which he is
responsible. To that end, and although this is a book about telescopes, we give
below a brief overview of the role and nature of instruments and of detection
principles. An exhaustive treatment will be found in the voluminous literature
on the subject, with a good introduction in the books and articles listed in
the bibliography at the end of this chapter.

2.1 Main types of instrument

Astronomical observations fall into two broad classes: imaging, where one
records the image of one or more celestial objects in order to measure their
shape and relative brightness, and spectroscopy, where one disperses incom-
ing light in order to measure the intensity of the received light as a function
of wavelength. These two classes are not always clearly distinct, however, as
cameras can be used for crude analysis of intensity as a function of wavelength
by taking a series of images in various spectral bandpasses, and some spec-
trometers can be used to reconstruct an image in a narrow spectral bandpass.
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Generally, however, imaging refers to direct imaging onto a detector, using
filters to control the spectral bandpass, whereas spectroscopy refers to the
production of continuous spectra by means of a dispersing element or inter-
ferences. The corresponding instruments are called cameras and spectrometers
(or spectrographs), respectively. A special case in the spectrometer class is the
photometer, which is used to measure the light intensity of a single object in a
given spectral bandpass. The various types of corresponding instruments are
briefly described below.

2.1.1 Cameras

The simplest camera is a detector placed directly at the focal plane of the
telescope (Fig. 2.1, left). If telescope aberrations, especially field curvature,
are negligibly small, this avoids additional optics and thus benefits from high
throughput. The main disadvantage is that the filters are in the converging
beam and their optical thickness modifies the focus. This can be mitigated
either by refocusing when a different filter is installed or by choosing the
thickness of a filter as a function of its refractive index, so that the optical
pathlength of every filter is the same. Other disadvantages are that the filters
can be very large, especially in the case of wide-field cameras, and need to be
extremely good optically, since any defect will directly affect image quality at
the focus.

Focal plane of
«— the telescope

Beam
from the
telescope

Pupil stop

—] —
[ 1«———Filter

e
'/Detector V( Detector
C———

Fig. 2.1. Basic layout of cameras: direct imaging at the telescope focal plane (left)
and with reimaging, where filters are placed in a collimated beam (right). (Although
a refractive layout is shown for clarity, cameras often use mirrors to avoid chromatic
aberration or provide improved throughput, especially in the infrared.)

(Filter ] (

A better solution consists of collimating the input beam so that the filters
are in a parallel beam (Fig. 2.1, right). The focus is then unaffected by dif-
ferences in filters, and the need for high-optical-quality ones is less stringent.
This configuration also permits the creation of a physically real exit pupil.
By positioning the filters at a pupil, their size can be minimized and this also
prevents the beam from “walking” across the filter as a function of the field
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angle, which could affect transmission. A stop can also be placed at that exit
pupil to control stray light or, in the case of an infrared camera, to prevent
the surrounding infrared radiation from reaching the detector (“cold stop”,
see Chapter 5). Another advantage of this solution is that, by adjusting the
relative magnification of the two camera lenses (or mirrors), one can change
the plate scale delivered by the telescope to optimize it for the particular pixel
size of the detector used (see “pixel matching” in Chapter 4, Section 4.5.3).

2.1.2 Photometer

A photometer is an instrument that measures the brightness of a single source
within a given spectral bandpass. A single-cell detector (e.g., a photomulti-
plier tube) is all that is required. With the advent of high-efficiency two-
dimensional detectors of high photometric quality, both in the visible and
the infrared, precision photometry is now possible with modern photoelec-
tric cameras. But photometers still have the edge in very-high-precision or
high-speed photometry of bright objects and for inexpensive systems.

The main difference between a camera and a photometer is that, in a pho-
tometer, the detector is not placed at the focus. This is because the sensitivity
of a single cell may not be uniform over its entire surface. If the image were
to be at the focus, the ratio of detected photoelectrons to incoming photons
could vary depending on where the image was actually formed, thus degrading
the photometric accuracy of the system. This is avoided by inserting a lens,
called a Fabry lens, directly in front of the detector so as to reimage the pri-
mary mirror of the telescope onto the detector, in other words, by placing the
detector at the exit pupil (Fig. 2.2). A diaphragm (also called an aperture) is
placed at the telescope focal plane to block out unwanted radiation from the
sky surrounding the source and thus reduce background.

Pupil

Filter

N
|:| Detector

Aperture

Fabry lens

Telescope

Fig. 2.2. Basic layout of a photometer. A lens immediately in front of the detector
places the exit pupil on the detector so as to average out illumination of the detector
and make it insensitive to the exact direction of the source and line-of-sight jitter.
Illumination of the detector remains the same regardless of the direction of the
source (e.g., solid or dotted line).
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2.1.3 Polarimeters

Light can become polarized under a variety of conditions and this may reveal
important characteristics of the emitting source. For example, polarization ac-
companies scatter by dust particles such as those surrounding stars or found
in the interstellar medium. The effect is generally small (a few percent) and
difficult to measure. The simplest way to measure polarization would be to
place a birefringent material in the incoming beam and rotate it to deter-
mine the maximum intensity and, thus, the direction of polarization. But this
measurement could be affected by polarization caused by the optics in the in-
strument itself. A better solution is therefore to introduce a calibrated phase
shift (retarder) in the beam as far upstream as possible in the instrument, and
then use a fixed polarizer downstream to measure polarization (Fig. 2.3). The
phase-shift variation can be obtained by rotating a retardation plate or by
using fixed retard plates of various values mounted on a wheel. Such a system
can be incorporated in front of a photometer, camera, or spectrometer. The
polarization created within the telescope itself due to coatings or nonnormal
incidence mirrors must be calibrated out by observing standard sources. Care
must be taken to avoid polarization effects due to nonnormal incidence in the
optical train. For this reason, polarimeters are not placed at a Nasmyth or
coudé focus, both of which involve folding mirrors.

Pupil stop
Focal Filtel ‘/
plane
to detector
/' " Camera
- Pol
Rotating Collimator I %ﬁgrznlng lens

retarder

Fig. 2.3. Basic layout of a polarimeter with a rotatable retarder and fixed polarizer.

2.1.4 Dispersing spectrometers

Dispersing spectrometers rely on the dispersion of white light into its con-
stituent wavelengths via a prism or a diffraction grating. Diffraction gratings
are generally of the reflection type. A grating is a glass plate ruled with fine,
parallel, equally spaced linear grooves! so that light can only be reflected be-
tween the grooves. These “Young’s slits” diffract the incoming light, producing
destructive interferences, except for specific directions which are a function of
wavelength. Prisms are generally used for low spectral dispersion and gratings
for high dispersion. In both cases, the dispersing elements must be fed by a

LA typical grating has about 1200 lines per millimeter and can have as many as 6000.
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parallel beam to avoid mixing wavelengths. A hybrid device is the so-called
“grism” (a contraction of grating + prism), in which a transmission grating is
ruled or glued onto the surface of a prism; the prism deviation compensates
for the grating dispersion angle, such that the output beam remains aligned
with the input beam. Grisms are typically placed into the filter wheel of an
imaging system to add spectroscopic capabilities. Grisms can be used in a
converging beam.

The basic arrangements for the two types of spectrometer are shown in
Fig. 2.4. In both cases, light from the observed source enters the spectrometer
through a slit and is collimated to illuminate the dispersing element. The
collimating lens or mirror is also used to form a real pupil on the dispersing
element so that dispersion will be the same for all field angles.

Light emerging from the dispersing element is then captured by a lens or
mirror, which forms images of the slit on the detector, one for each dispersed
wavelength, resulting in a “spectrum.” This last part of the spectrometer is
referred to as the “camera.” The camera’s focal length is selected so that the
image of the slit on the detector is properly sampled (i.e., two pixels per slit
angular size on the sky).

Slit Collimator

Prism

Camera
lens

Green
Detector Violet

‘ Collimator

Fig. 2.4. Basic layouts of a prism (top) and diffraction grating (bottom) spectrom-
eters.

The spectral resolving power of a spectrometer, R, which measures the
capacity to distinguish between two wavelengths A\ apart, is defined as R =
AN/, where A is the mean wavelength. R < 100 is generally considered low
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spectral resolution, 100 < R < 1000 mid-resolution, and R > 10000 high
resolution.

The resolving power of a grating spectrometer is given by

R = 1AW (2.1)
0Dd
where m is an integer representing the grating’s interference “order,” W is the
width of the grating, d is the spacing between adjacent lines on the grating,
0 is the angular size of the entrance slit projected on the sky, A is the mean
wavelength, and D is the diameter of the telescope.

In a diffraction-limited system such as a space telescope, the slit width is
optimal when its angular size on the sky is equal to the angular size of the
image A/D. A larger slit would reduce resolution as well as letting in sky
background; a smaller slit would reduce the flux of the source entering the
spectrometer, hence reducing sensitivity. In this case, equation 2.1 becomes

mW
R = 7 (2.2)
and it is noted that R is independent of the telescope diameter.

This is not the case for large ground-based telescopes, which are generally
limited by atmospheric seeing. The image size being much larger than /D,
the slit has to be widened to admit more light. For a slit width equal to the
size of the seeing disk, o, the resolving power is given by

R = AW (2.3)

oDd
One notes that, in this latter case, the spectral resolving power is a function
of telescope diameter and that, as D increases, the size of the grating (W) has
to increase in the same proportion in order to maintain the same resolution.

When A is not negligible with respect to the slit width, as is often the case
for infrared spectrographs, diffraction effects become important. The resulting
blur of the slit image introduces extra background that, at thermal infrared
wavelengths, can significantly reduce instrument performance. For this reason,
good infrared spectrograph design includes a fore-optics system, producing a
cold pupil image in front of the slit. In this way, the slit sees a low-temperature
environment and the extra background admitted is minimized.

Mid- to high-resolution spectrographs produce long narrow spectra. This
was not an issue when photographic plates were in use because they could be
produced in arbitrary lengths, but it is a problem with photoelectric detectors,
which typically have square formats. The solution is to use “échelle gratings,”
which allow small portions of the spectrum to be stacked one on top of the
other. An échelle is a grating with steps rather than rulings that is used in
high order to produce high dispersion. This results in overlapping orders and
a limited spectral range in each order, but these orders can be separated with
a low-resolution cross-disperser (Fig. 2.5).
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Fig. 2.5. Schematic view of an échelle spectrometer.

Whatever type of spectrometer is used, it is generally advantageous to ar-
tificially “widen” the spectra in order to make spectral features more visible.
This is accomplished by moving the image along the slit, either by controlling
the telescope pointing or by “wobbling” a glass plate in front of the slit.

A comparison spectrum is also generally added to the detector to calibrate
the spectrum of the astronomical source. This is generated by a lamp filled
with a gas that produces a large number of lines of well-known wavelengths
(e.g., thorium). Infrared ground-based spectrometers simply use the airglow
lines (OH) as reference.

2.1.5 Fabry-Perot spectrometer

Instead of using the dispersion of light by refraction or diffraction as dispers-
ing spectrometers do, Fabry-Perot spectrometers use interferences to create
the spectrum. A Fabry-Perot spectrometer behaves like a tunable narrow-
band filter. Two highly reflective, very close plates (called an “étalon”) are
placed in a collimated beam. Multiple reflections are created in the gap be-
tween the two plates, resulting in destructive interference except for a specific
wavelength which is a function of the gap width and the incidence angle of
the incoming light. This light emerges from the étalon in a circular pattern
and is imaged onto a detector. The spectrum is explored by changing the gap
width of the étalon (Fig. 2.6). Fabry-Perot spectrometers work on extended
sources and have extremely high spectral resolutions of 10* or larger. Their
spectral coverage is very narrow and their use is generally limited to the study
of emission line profiles.
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Fig. 2.6. The basic layout of a Fabry-Perot spectrometer is shown at left. A typical
interference fringe pattern is shown at right.

2.1.6 Fourier transform spectrometer

As in the Fabry-Perot spectrometer, the Fourier transform spectrometer (FTS)
uses interferences to create the spectrum. Light from a source is fed to a
Michelson interferometer, and the output signal is recorded as one of the mir-
rors is scanned (Fig. 2.7). For monochromatic light, the intensity recorded will
vary as a cosine law of the scanning distance due to successive constructive
and destructive interferences, that is, as cos(4mz/\), where z is the distance
the scanning mirror is moved. For a polychromatic beam, the recorded inten-
sity is the sum of all these cosine terms, and its spectrum is extracted by an
inverse Fourier transform.

Fourier transform spectrometers can reach very high spectral resolutions
(R > 100 000) and still have a wide spectral coverage thanks to their “multi-
plex” advantage. Their primary disadvantage is that their signal-to-noise ratio
suffers from the photon noise of the full spectral range covered, rather than
just that of the band analyzed.

The fact that they rely on continuous motion of a mirror is also an obstacle
for space applications.

Fixed mirror

Beamsplitter

Moving
mirror

Detector

Fig. 2.7. Basic layout of a Fourier transform spectrometer.
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2.2 Optical through mid-infrared detectors

The detector’s role is to detect, as noiselessly and efficiently as possible, each
precious photon collected by the telescope and instrument. In the optical
through mid-infrared range (~0.3-30 um), most astronomical detectors are
semiconductor based.

Until the late 1970s, optical astronomers relied essentially on photographic
plates, photocathode devices, and single-pixel detectors in the infrared. Pho-
tographic plates were not particularly efficient, having quantum efficiencies
(number of photons detected per incident photon) of a few percent at best.
They were intrinsically noisy, affected by fog due to the natural formation
of silver grains even in the absence of light, and were linear for only a lim-
ited range of exposure. Moreover, any quantitative analysis required that the
plate be digitized (i.e., scanned with a microdensitometer), to turn the photo-
graphic record into computerized data, thus increasing the duration and cost
of the process.
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Fig. 2.8. Quantum efficiency of optical and near-infrared detectors. (After Kristian
and Blourke [1].)

The photocathodes used in photomultipliers and electron-beam detectors
(video type) had better quantum efficiency, but were still limited to about
20%, and were also limited in size.

All of this changed dramatically with the advent of solid state imaging de-
tectors which are close to ideal devices: they are linear, intrinsically digitized,
and have high quantum efficiency (Fig. 2.8). This breakthrough occurred first
in the optical range in the mid-1970s, when charge-coupled devices (CCDs)
were developed for astronomical application. And about a decade later, in-
frared array detectors which had been developed by the military became avail-
able for astronomy.
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In the following sections, we will discuss the underlying physics of these
detectors, then review the specific characteristics of the most common types.
Readers who seek more detail should consult the standard texts by Janesick,
McLean, and Rieke listed in the bibliography at the end of this chapter.

2.2.1 Photon detection in semiconductors

It is well known from quantum mechanics that the electrons in isolated atoms
occupy discrete, well-defined energy levels. But when atoms come together to
form a crystal, the outer energy levels distort and overlap, blending to create
bands (Fig. 2.9). The continuum of blended energy levels within each band
can allow electrons to move from one atom to another within the crystal. This
sharing of electrons in bands gives rise to the covalent bonds that hold the

crystal together.
(@ V
" 7Y
o o ¢

Empty conduction band Forbidden energy gap

Filled valence band

Fig. 2.9. As individual atoms (a) come together, the outer energy levels blend and
overlap to create bands (b). The outermost filled band (c) is called the “valence
band.” (After McLean [2].)

In semiconductors, the lowest band that would be completely filled at a tem-
perature of absolute zero is called the valence band. Above the valence band
is a forbidden energy range called the band gap, E,, and, at higher energies,
partially filled conduction bands that can be populated by thermally excited
electrons. In metals, the valence and conduction bands overlap, resulting in
high conductivity. In insulators, the band gap is much wider, resulting in no
appreciable conduction. In semiconductors, the band gap is sufficiently nar-
row, 0 < £, < 3.5 eV, that significant numbers of electrons can be thermally
excited into conduction even at room temperature or by the absorption of
individual optical-infrared photons. As such, semiconductors are intermediate
in conductivity between conductors and insulators.

The elemental semiconductors are silicon (from which CCDs are made)
and germanium. In principle, one could fabricate germanium CCDs, but be-
cause silicon semiconductor technology is much more mature, all astronomical
CCDs to date have been silicon. Silicon and germanium form crystals with
a diamond-lattice structure by sharing electrons with four neighbor atoms.
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These elements, which appear in column IV of the periodic table, each have
four valence electrons per atom.

Compounds that include elements from neighboring columns can also be
formed, and these alloys can have semiconductor properties as well. Common
examples include HgCdTe (mercury—cadmium—telluride, also called mercad—
telluride or MCT) and InSb (indium-antimonide). HgCdTe and InSb are the
bases today of the dominant detector technologies for astronomical applica-
tions in the near infrared (1-5 pm).

Silicon, germanium, HgCdTe, and InSb are all “intrinsic photoconductors,”
which means that single optical-infrared photons are sufficiently energetic to
promote their electrons into conduction. The red wavelength limit of intrinsic
photoconductors is therefore set by the wavelength of photons having energy
equal to the band gap. With photon energy being equal to he/\, where h is
the Planck constant and c is the velocity of light, the red wavelength limit is

he
Ae = £, (2.4)

Intrinsic photoconduction works well for visible and near-infrared wave-
lengths, but at longer wavelengths, some other process must be used. Fortu-
nately, by adding small amounts of impurities to a semiconductor (a process
known as “doping”), its properties can be altered. Charge carriers are then
created by promoting electrons from the doping atoms into conduction, rather
than by promoting electrons from the semiconductor atoms. These devices are
called ezxtrinsic photoconductors and are described by the notation semicon-
ductor:dopant. For example, Si:As designates silicon with arsenic as the major
impurity. Si:As technology is currently the most mature one for mid-infrared
(5-30 pm) arrays.

Doping can also be used to alter the properties of a semiconductor in less
radical ways. For example, by adding small amounts of an impurity having a
greater number of valence electrons than the semiconductor, one can create an
“n-type” semiconductor, so called because the dominant charge carriers are
electrons donated into the conduction band by the dopant. Likewise, one can
add elements having fewer valence electrons than the semiconductor. This will
create positively charged “holes” in the valence band that permit conduction.
In this case, the material is called “p-type” because the dominant carrier is
positively charged holes.

When an n-type semiconductor is butted against a p-type semiconductor, a
p/n junction (or diode) is formed. In p/n junctions, electric fields are created
by the diffusion of positively charged holes into the n-type material and by
the diffusion of negatively charged electrons into the p-type material. This
diffusion is halted by the electric field arising from the charge distribution.

As can be seen from Fig. 2.10, the resulting charge distribution is analogous
to that of a parallel-plate capacitor. If a positive voltage is applied to the
n-type material, and a negative voltage to the p-type material, the diode
will conduct when the difference is strong enough to overcome the voltage
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Fig. 2.10. A p-type semiconductor can be butted against an n-type semiconductor
to create a “p/n junction,” resulting in a diode. Charge diffusion at the junction
creates an electric field that sweeps up photoexcited charge. The region affected by
this charge diffusion is known as a “depletion region.”

established by the charge diffusion. In this case, the diode is said to be forward
biased. If, instead, we reverse the voltages, even more positive charge will pile
up in the n-type material, with correspondingly more charge accumulating in
the p-type material. In this case, the diode is said to be reverse biased. Such a
reverse-biased diode is the basic photosensitive element in modern CCD and
infrared array detectors.

As light enters the diode, it is absorbed and creates an electron/hole pair.
Because such a charge is mobile, it may migrate to the depletion region near
the p/n junction and there remove one unit of charge from the capacitor. This
process of photoexcited charges bleeding off the bias is the physical mechanism
of charge collection.

2.2.2 CCD detectors

A CCD is a two-dimensional array of p/n junctions made of silicon. Figure 2.11
(left) shows the basic construction of the popular “three-phase” CCD. In such
a CCD, a giant p/n junction is formed where the p-type silicon meets the n-
type silicon. This junction is divided into individual pixels by nonconducting
“channel stops,” which separate rows, and by voltages on control electrodes,
which define columns. In any CCD, charges are physically shuffled around on
the surface by changing these control voltages. Figure 2.11 (right) shows how
this is done in the case of the three-phase CCD. Because charge is carried to
the output amplifier, CCDs are intrinsically very quiet.

The front side of the CCD is partially obscured by metal electrodes. For
this reason, although CCDs can be illuminated from either side, for many
astronomical applications it is preferable to illuminate them from the rear.
This is known as “backside illumination.” Unfortunately, this can result in
poor sensitivity to blue light due to the blue photons being absorbed far
from the depletion region. To improve blue wavelength sensitivity, backside-
illuminated CCDs can be thinned to shorten the path to the photosensitive
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Fig. 2.11. Schematic view of a typical three-phase CCD, left. At right, in sequence
from top to bottom, the principle of charge transfer in a CCD: charges are moved
to the output amplifier by changing the electrode voltages.

depletion region. Figure 2.12 shows the spectral response of common front and
backside illuminated CCDs. Antireflection coatings can be used to modify, to
some extent, the wavelength uniformity and coverage of these curves. In the
ultraviolet (A < 300 nm), a photon may randomly create more than one
carrier, and a correction factor must be applied to estimate the quantum
efficiency in this regime.
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Fig. 2.12. Spectral response of common CCD types.

2.2.3 Infrared array detectors

Although CCDs have provided optical astronomers with nearly perfect quan-
tum-limited photon detection, the same approach cannot be used in the in-
frared. The underlying problem is silicon’s 1.12 eV band gap, which sets the
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material’s red wavelength limit at about 1.1 um. Although one might envision
making CCDs out of infrared-sensitive materials such as InSb or HgCdTe, this
is not currently possible, as the microelectronics technology for these materials
is not yet well developed.

The main detector materials for the near infrared are HgCdTe (with a
variable cutoff between 0.4 and 12 um depending on the relative concentration
of Hg and Cd) and InSb (1-5 pm). In both HgCdTe and InSb, the short-
wavelength limit is at least partially determined by the substrate on which the
detector material is grown. Once this substrate is removed, either by chemical
etching or mechanical machining, their responses extend into the optical.

In the mid-infrared (5-28 pm), arsenic-doped silicon (Si:As) is the leading
technology. Several other materials have been tried, but all currently either
have lower performance or face implementation problems.

Infrared arrays are hybrid devices in which a silicon multiplexer, often re-
ferred to as a MUX, is bonded to a photosensitive substrate. This is done
because the technology is not mature enough to provide a complex low-noise
readout circuit on materials other than silicon. To transfer out the signals,
multiplexers, which provide a direct electrical connection between each pixel
and the detector output, are preferred to CCDs because CCDs exhibit poorer
performance at the low temperatures needed by infrared detectors. The photo-
sensitive slab is bonded to this MUX by an array of pixel-sized indium bumps
that are cold-soldered under pressure (Fig. 2.13).

Infrared
illumination

Intrinsic or extrinsic
detector array

interconnects Silicion

. readout
Multiplexed array
output
Fig. 2.13. Diagram of the basic “hybrid” structure of infrared array devices. The

two slabs are bonded together by tiny indium bumps of the size of each pixel

In modern infrared arrays, unlike CCDs, charge is sensed in situ, usually
using one source follower per pixel. Although this allows the same pixel to be
read out nondestructively many times, each readout is subject to a variety of
noise mechanisms that are absent in CCDs.
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The current state of the art for these three types of detectors is shown in

Table 2.1, and the typical spectral response of InSb and Si:As detectors is
shown in Fig. 2.14.

Table 2.1. State-of-the-art infrared detector performance

Item InSb HgCdTe Si:As
Representative array “ALADDIN” “HAWAII” SIRTF
Manufacturer SBRC Rockwell SBRC and
Rockwell
Wavelength range (um) 0.6-5.5 1-2.5 5-28
Format 1024° 1024° 2567
Single sample read noise (e”) 50 34 50
Dark current (e” /s) < 0.1 < 0.1 <10
Well depth (10° e™) 3 0.9 1
Pixel size (um) 27 18.5 30
Operating temperature (K) 35 30 6
Mean quantum efficiency 85% 66% 40%
(0.9-5um) (K band) (5-25 pm)

Readout time (us/pixel) 3 3 3
Power dissipation (mW) <3 <3 <1
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Fig. 2.14. Quantum efficiency of InSb and Si:As detectors.

2.2.4 Specific detector characteristics

We now examine some of the special requirements for detectors used in astro-
nomical observations and ways of implementing them.

Pixel size

The physical size of the pixels is not, in itself, a factor as far as observations
are concerned. Only the angle subtended on the sky by each pixel matters,
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and this can be adjusted by changing the optics on the telescope and camera.
However, detector parameters such as dark current, readout noise, cross-talk,?
dynamic range, and sensitivity to cosmic rays can vary with pixel size. Overall,
performance improves with smaller pixels since (1) dynamic range decreases
exponentially with decreasing pixel size, (2) readout noise for CCDs is inde-
pendent of pixel size, and (3) dark current increases by pixel area. The main
drawback is that cross-talk increases exponentially with decreasing pixel size.
From the telescope optics point of view, too, smaller pixels are preferable,

since the magnification of the telescope/camera combination is reduced. For
approximate Nyquist sampling (see Chapter 4, Section 4.5.3), the optimal
focal ratio at the detector is given by

f_2p

D= (2.5)
where f is the final system focal length, D is the diameter of the primary
mirror, p is the pixel size, and A is the operating wavelength. At a given
wavelength, the focal ratio required is proportional to the pixel size. Hence,
the smaller the pixel size, the easier it is to package the optics. In practice, a
pixel size on the order of 20 to 30 um is adequate from this point of view, but
the smaller the better.

Elemental exposure time

With large telescopes, typically pushed to the limit, observations can be long,
lasting from several hours to several days. In practice, in order to detect and
eliminate cosmic rays effects, observations are split into shorter “elemental
exposures.” If ® is the proton flux, p the pixel side dimension, and f., is the
allowable fraction of “hit pixels,” the maximum integration time, ¢, is set by

t< Jor
= 3

In deep space, for example at the L2 orbit planned for NGST, the cosmic flux is
about 1 proton/(cm? s). For a pixel size of about 20 to 30 wm and an allowable
fraction of hit pixels of a few percent, the elemental exposure time will have to
be on the order of 1000 s. But for bright objects or for deep exposures in the
thermal infrared, where the zodiacal foreground is much higher than in the
near infrared, the elemental exposure will have to be even shorter due to the
“full-well” limitation (i.e., the maximum number of electrons that the array
can store in each pixel).

(2.6)

Dark current
Noise introduced by the detector is primarily of two kinds: dark current and

readout noise. The term “dark current” refers to the current measured when

2Cross-talk is the leaking of charges between neighboring pixels due to diffusion in the
silicon.
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no light is falling on the detector. The dark current signal increases linearly
with time and can be calibrated and subtracted. It has, however, an intrinsic
uncertainty due the statistical nature of the charge generation process. The
residual error, usually equal to the square root of the dark current signal, is
the so-called “dark current shot noise.”

In CCDs, dark current is thermally generated at the silicon—silicon dioxide
interface and in the depletion and bulk regions of the device. These effects
are strongly temperature dependent, and the dark current, d., expressed in
electrons per pixel per second, follows the general equation

d, = C T e Fa/2kT (2.7)

where T is the absolute temperature, E, is the band-gap energy, k is the
Boltzmann constant, and C' is a constant. Figure 2.15 gives an example of
dark current in CCDs as a function of the operating temperature. CCD dark
current can be essentially eliminated by cooling the detector, typically to
about —70 °C.
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Fig. 2.15. Dark current dependence on temperature. At left, CCD dark current
for 12 wm pixels as a function of temperature, and the value of the dark current in
pA/cm? at a reference temperature of 293 K. At right, typical dark current of InSh.

The dark current of infrared detectors is also strongly dependent on tem-
perature. InSb detectors must be cooled to about 30 K for the dark current
to be negligible. HgCdTe detectors with cutoff at 2.5 um need to be cooled
to about 70 K. Mid-infrared detectors are even more sensitive and must be
cooled to about 8 K. Typical dark current values for these detectors are shown
in Table 2.1.

Readout noise

When the signal collected on CCD pixels is transfered, amplified, and con-
verted to a digital value, noise is introduced at each step of the process. The
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noise added by reading the signal in each pixel is called the readout noise. This
can be dominant for short exposure times and when dark current has been
reduced to negligible levels. Typical values for infrared detectors are shown in
Table 2.1. The readout noise for infrared detectors can be large compared to
dark current noise over a typical subexposure of 1000 s. But one can take ad-
vantage of the fact that it is possible to read infrared arrays nondestructively
by reading out the array several times during the integration (“up-the-ramp
sampling”) or by making multiple readouts at