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Series Preface 

Mechanical engineering, an engineering discipline born of the needs of the 
Industrial Revolution, is once again asked to do its substantial share in the call 
for industrial renewal. The general call is urgent as we face the profound issues 
of productivity and competitiveness that require engineering solutions, among 
others. The Mechanical Engineering Series is a new series, featuring graduate 
texts and research monographs, intended to address the need for information in 
contemporary areas of mechanical engineering. 

The series is conceived as a comprehensive one that will cover a broad range 
of concentrations important to mechanical engineering graduate education and 
research. We are fortunate to have a distinguished roster of consulting editors, 
each an expert in one of the areas of concentration. The names of the consult­
ing editors are listed on page vi. The areas of concentration are applied 
mechanics, biomechanics, computational mechanics, dynamic systems and 
control, energetics, mechanics of materials, processing, thermal science, and 
tribology. 

We are pleased to present Nonlinear Analysis of Thin-Walled Structures by 
James F. Doyle. 

Austin, Texas Frederick F. Ling 



Preface 

This book is concerned with the challenging subject of the nonlinear static, 
dynamic, and stability analyses of thin-walled structures. It carries on from 
where Static and Dynamic Analysis of Structures, published by Kluwer 1991, 
left off; that book concentrated on frames and linear analysis, while the present 
book is focused on plated structures, nonlinear analysis, and a greater emphasis 
on stability analysis. 

It is worth restating the justification used for the first volume because it seems 
even truer today, nearly a decade later. As pointed out, with the widespread 
availability and use of computers, today's engineers have on their desks an anal­
ysis capability undreamt of by previous generations. However, the ever increasing 
quality and range of capabilities of commercially available software packages have 
divided the engineering profession into two groups: a small group of specialist 
program writers that know the details of the coding, algorithms, and solution 
strategies; and a much larger group of practicing engineers who use the pro­
grams. It is possible for this latter group to use this enormous power without 
really knowing anything of its source. Therein lies the potential danger - the 
engineer is seduced by the power, the litany of capabilities, the seeming ease of 
use, and forgets how to perform simple consistency and validation checks. We 
use, and we should use, commercial packages when they are available. But to 
make safe, efficient, and intelligent use of them, we need to have some idea of 
their inner workings as well as the mechanics foundations on which they are 
built. That is the purpose of this book. 

To be an intelligent user of these powerful commercial programs requires some 
appreciation of the full range of assumptions and procedures on which they are 
based. Without doubt, an understanding of the mechanics principles is essential, 
but it is not sufficient, because these principles are transformed in subtle ways 
when converted into algorithms and code. This situation is exacerbated even 
more when nonlinear dynamics and stability are involved. 

With the foregoing in mind, this book sets as its goal the treatment of non­
linear behavior of thin-walled structures starting with the basic mechanics prin­
ciples and going all the way to their implementation on digital computers. It is 
only by studying this in its complete extent do the unique difficulties of com­
putational mechanics manifest themselves. Rather than discuss particular com­
mercial packages, we use the program NonStaD: a complete (but lean) program 
to perform each of the standard procedures used in commercial programs. 



x Preface 

Most topics from that first volume are not repeated but some (such as the 
finite difference schemes) are revisited since they are affected by the nonlinear 
case. 

No source code is included in this volume, but to encourage readers to try the 
algorithms, I have posted on my Web homepage the source code to many of the 
algorithms amI problems discul::il::ied in the text. The URL is: 

http://aae.www.ecn.purdue.edu/-jfdoyle 

Look under the section on Source Code. In a similar vein, I have tried to supple­
ment each chapter with a collection of pertinent problems plus specific references 
that can form the basis for further studies. 

Lafayette, Indiana 
February, 2001 

James F. Doyle 
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Notation 
Roman letters: 

a 
A 
b, bi 

Co 

c, [C] 
D 
Ci 
eij 

E,F; 
EI 
Eij 

F, 1', 1'0 
:F 
9i(X) 
h 
hi 

I 
In 
J O , J 
I n 

k, kl, k2 
K, [k], [K] 
Kn 
L 
M, Jovix 
M, [m], [M] 
Ni 
P(t),p, {p} 
[p] 
q 
r, R 
[R] 
t, ti 
T 
[T] 
u(t) 
u, v, w 
U 
V 
W 

radius, plate width 
surface area, cross-sectional area 
thickness, depth, plate length, body force 
longitudinal wave speed, JEA/pA 
damping, damping matrix 
plate stiffness, Eh3 /12(1 - v 2 ) 

unit vectors 
Eulerian strain tensor 
Young's modulus, viscoelastic modulus 
beam flexural stiffness 
Lagrangian strain tensor 
member axial force, element nodal force 
equilibrium path 
element shape functions 
beam or rod height, plate thickness 
area coordinates 
complex A, counter 
second moment of area, I = bh3 /12 for rectangle 
modified Bessel functions of the first kind 
Jacobian, polar moment of area, J = 7rd4 /32 for circle 
Bessel functions of the first kind 
wavenumbers 
stiffness, stiffness matrices 
modified Bessel functions of the second kind 
length 
moment 
mass, mass matrix 
shape functions 
applied force history, vector of nodal loads 
projector matrix 
distributed load 
radial coordinate, radius 
rotation matrix 
time, traction 
time window, kinetic energy, temperature 
transformation matrix 
response; velocity, strain, etc. 
displacements 
strain energy 
member shear force, volume, potential, Lyapunov function 
space transform window 
original rectilinear coordinates 
deformed rectilinear coordinates 
Bessel functions of the second kind 
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Greek letters: 
a: 
(3ij 

D 
Dij 

~ 

'rf 
() 

e 
II 
pO, P 
a, E 

<p, <Px, <py 
[ <I> 1 
( 
w 

Special Symbols: 

\72 

[ 1 
{ } 

Subscripts: 
E,G,T 
i,j, k 

Superscripts: 
K 
o 

* 

Abbreviations: 
DoF 
CST 
DKT 
FEM 
MRT 

coefficient of thermal expansion 
matrix of direction cosines 
small quantity, variation 
Kronecker delta 
determimmt, increment 
small quantity, strain 
permutation symbol 
viscosity, damping, principal coordinate 
angular coordinate 
plate curvature 
Lame constant, eigenvalue 
Shear modulus, complex frequency 
Poisson's ratio 
variational coordinate 
total potential energy 
mass density 
stress, strain 
Airy stress function, rotation 
modal matrix 
damping ratio 
angular frequency 
rotation tensor 

IT a2 a2 
diuerential operator, ~ + lii? 
square matrix 
vector 

elastic, geometric, tangent stiffness matrix 
tensor components 

Kirchhoff stresses 
original configuration 
complex conjugate 
bar, local coordinates 
dot, time derivative 
hat, frequency dependent, vector 
prime, derivative with respect to argument 

degree of freedom 
constant strain triangle element 
discrete Kirchhoff triangle element 
finite element method 
membrane with rotation triangle element 

Notation 



Introduction 

Physical science has two different directions of progress, which have 
been called the ascending and the descending scale, the inductive and 
the deductive method, the way of analysis and of synthesis. In every 
physical science, we must ascend from facts to laws, by the way of 
induction and analysis; and we must descend from laws to 
consequences, by the deductive and synthetic way. 

W.R. HAMILTON [31] 

Owing to the necessity to save weight and material in the design of modern 
structures, thin-walled reinforced constructions have emerged as a dominant 
style. These light-weight structures, however, are more susceptible than their 
traditional counterparts to problems originating from large deflections, nonlinear 
vibrations, and structural instabilities, and therefore require a greater depth and 
breadth of analyses. 

This book sets as its goal the treatment of nonlinear behavior of thin-walled 
structures starting with the basic mechanics principles and going all the way to 
their implementation on computers. It is only by studying this in its complete 
extent do the unique difficulties of computational mechanics (as well as the 
limitations of the theory) fully manifest themselves. An attempt is made for this 
book to be more than just a collection of disparate topics on nonlinear structures; 
rather, topics are introduced and developed in such a way that they are given 
meaning as part of a coherent whole. The central theme and thread running 
through the book is the notion that instability of the equilibrium is synonymous 
with motion and large displacements, and therefore requires a fully nonlinear 
dynamic analysis capability. 

Types of Structures Considered 

Structures that can be satisfactorily idealized as a collection of line elements 
are called frame or skeletal structures; Figure 1.1 shows a few examples. Usually 
their members are assumed to be connected either by frictionless pins or by rigid 
joints. 

A rod member can support only axial loads, whereas a beam member supports 
bending as well as transverse loads. A truss consists of a collection of arbitrarily 
oriented rod members that are interconnected at pinned joints. They are loaded 
only at their joints and (because the joints cannot transmit bending moments) 

J. F. Doyle, Nonlinear Analysis of Thin-Walled Structures
© Springer Science+Business Media New York 2001



2 Introduction 

Space frame 
p 

Figure 1.1: Some types of skeletal structures. 

must be triangulated to avoid collapse. A frame structure, on the other hand, 
is one that consists of beam members · that are connected rigidly or by pins 
at the joints. The members can support bending (in any direction) as well as 
axial loads, and at the rigid joints the relative positions of the members remain 
unchanged after deformation. Rigidly jointed frames are often loaded along their 
members as well as at their joints. Plane frames, like plane trusses, are loaded 
only in their own plane. In contrast, grids (or grills) are always loaded normal to 
the plane of the structure. Space frames can be loaded in any plane. The space 
frame is the most complicated type of jointed framework - each member can 
undergo axial deformation, torsional deformation, and flexural deformation (in 
two planes). Its supports may be fixed, pinned, elastic, or there may be roller 
supports. 

Figure 1.2: Exploded view of a complex multicelled thin-walled structure modeled as 
a collection of flat and curved plates plus frame reinforcers. 

A plate is an extended body where one of the dimensions is substantially 
smaller than the other two. Structures that can be satisfactorily idealized as a 
collection of flat platelets are called folded plate structures. These platelets are 
usually connected by frictionless pins or by rigid joints and undergo in-plane 
deformations (called the membrane action) as well as out-of-plane bending and 
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twisting. When the plates have continuous curvature, they are called shells. 
Folded plate and shell structures are collectively called thin-walled structures 
and, when they are combined with frame members, they are called reinforced 
thin-walled structures; Figure 1.2 shows an example. 

The total possible displacement components at each point in a structure is 
known as the degrees of freedom (DoF); the degrees of freedom for different 
structural types is shown in the following table, where u, v, ware translational 
displacements and ¢x, ¢y, ¢z are rotations about the indicated axes: 

Structure Dimension u v w ¢x ¢y ¢z 

Rod I-D J 
Beam I-D J 
Shaft I-D 
Truss 2-D J J 
Frame / Membrane 2-D J J J 
Grill/ Plate 2-D J J J 
Truss 3-D J J J 
Frame/ FoldedPlate 3-D J J J J J J 
General Structure 3-D J J J J J J 

This table shows how the frame structure and folded plate structure share com-
mon types of degrees of freedom. This choice allows us to conveniently combine 
them together to form complex reinforced structures. 

Sources of Nonlinearity 

Nonlinearities can arise in numerous ways; three of the most common in struc­
tural applications are material nonlinearity, large deflections, and contact load­
ings. The plastic forming of a component is an example of the first, an example 
of the second is the bending vibration of an aircraft wing, which shows a change 
of stiffness when the skin and stringers are alternatively in tension and com­
pression, while impact loading is an example of the third. In this book we are 
primarily concerned with nonlinearities arising out of the geometry and loading, 
and give only a cursory treatment of the other two. The following four examples 
show more definitely how the nonlinearities can arise. 

I: Nonlinear Material Behavior 

Consider the load/unload cycle of a simple uniaxial specimen. If there is a one 
to one relation between the stress and strain and on unloading all the strain is 
instantaneously recovered, then the material is said to be elastic. An elastic solid 
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is characterized by 

( = f(a) 

which, of course, may be nonlinear. 

Figure 1.3: Stress-strain cycle for elastic-plastic material behavior. 

For most structural materials, it is found that beyond a certain stress level 
(called the yield stress) large deformations (flow) occur for small increments 
in load; and furthermore, much of the deformation is not recovered when the 
load is removed. On the load/unload cycle, if a > ay (ay = yield stress), this 
material cannot recover the deformation caused after yielding. This remaining 
deformation is called the permanent or plastic strain. Structures are designed 
so as not to have operational stresses that exceed the yield stress, hence we will 
not devote too much time to this type of nonlinearity. However, discussion of 
the yield criteria is important. 

II: Nonlinearity from Large Deflections 

We motivate some of the aspects by considering the simple truss structure shown 
in Figure 1.4. 

t 
v 

Figure 1.4: Pinned truss with concentrated mass. 

Ignoring the mass of the truss, dynamic equilibrium of the large concentrated 
mass gives 

P-2Fosina=Mv 
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where both 1'0 and 0: are dependent on the deflection v. From geometry consid­
erations, we obtain 

L cos 0: = Lo cos 0:0 , L sin 0: = Lo sin 0:0 + v 

where Lo and 0:0 are the original length and orientation, respectively, and v is 
the vertical deflection at the load point. Squaring both sides and adding, gives 
the new length and orientation as 

L = vi L~ + 2vLo sin 0:0 + v2 , 

The new length of the member is related to the old length by L = Lo + ii, 
consequently, the axial displacement in the member is 

ii = vlL~ + 2vLo sin 0:0 + v2 - Lo 

This gives rise to an axial force of 

- EA 
Fo=-ii 

Lo 

Note that we consider the parameters of the constitutive relation to be un­
changed during the large deflection. 

Consider the case when the deflections are somewhat small, then 

- EA [J v ( V )2] EA [ v ] Fo = Lo 1 + 2 Lo sin 0:0 + Lo - 1 Lo ~ Lo sin 0:0 + 2Lo v 

and 
. v 

smo:o + Lo . V 2 
sin 0: = --;= j===v==. ======V==2 ~ sm 0:0 + Lo cos 0:0 

VI + 2 Lo smo:o + (L) 

We can write the equation of motion in the form of a single degree-of-freedom 
oscillator as 

Mv+Kv = P(t) 

but the spring "constant" is actually a function of the deflection 

This is an example of a nonlinear system where the nonlinearity comes from the 
geometry and enters the equations as a nonlinear stiffness term; depending on 
the direction of the displacement, the stiffness can either increase or decrease. 
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As another case of geometric nonlinearity, consider the example of a driven 
pendulum governed by 

d2B dB . A 

ML dt2 + C dt + MgsmB = Psin(wt) 

Here B is the angle off the vertical. The nonlinearity comes from allowing the an­
gle to be large. There is no analytical solution to this problem. Furthermore, this 
simple looking equation is capable of exhibiting a variety of different dynamical 
phenomena (including chaos) as demonstrated in Reference [6]. For somewhat 
small angles, we can replace the sine function with its Taylor series expansion 
to get 

d2 B dB A • 

ML dt2 + C dt + Mg[B - i B3 ] = Psm(wt) 

The nonlinearity has a negative stiffness contribution, where K = M g[l - iB2] 
irrespective of angle direction. 

p nonsymmetric 
symmetric 

linear 

u 

Figure 1.5: Symmetric and non-symmetric return force behavior. 

These examples highlight the two main stiffness changes we will encounter; 
we represent these as a symmetric return force and the non-symmetric return 
force as shown in Figure I.5. Their effects on the stiffness term are given by the 
static relations 

or P = K(l + fJu)u 

The coefficients a and fJ are constants. When fJ is negative, the spring can soften 
in compression and become unstable. This quintessential nonlinear phenomenon 
is a dominant concern in the later chapters and so we discuss it more later in 
this introduction. 

III: Contact Laws 

When one object strikes another, there is a momentum transfer; this occurs 
through the exertion of a force between the two objects. In order to establish 
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the exact force history during the impact, it is necessary to know the contact law, 
that is, the relation between the contact force and the indentation. While the 
equations of motion for the two impacting objects could remain linear, invariably 
the contact relation introduces a nonlinearity into the problem. We illustrate this 
with the example of two impacting spheres. 

The stresses induced when two elastic bodies with curved surfaces are pressed 
in contact are described by the Hertzian theory of contact stresses [27]. This 
theory predicts a nonlinear contact law. For two contacting spheres as shown in 
Figure 1.6, for example, the relation is in the form 

P 

K Es 
kS=-l 2' - vs 

Here the subscripts sand t refer to the striker and target, respectively, E is the 
Young's modulus, v is the Poisson's ratio, and R is the radius. 

p 

striker 

target 

Vt 

Figure 1.6: Hertzian contact. 

There are contact forces between the two spheres that are equal and opposite. 
The equations of motion of both the striker and target are, respectively, 

where X is a proportionality factor for the amount of target mass put into motion. 
Introducing the relative indentation a == Vs - Vt, the above equations can be 
rewritten as 

Mii + Ka3/ 2 = 0, 
1 1 1 -=-+­

M ms Xmt 

Again the nonlinearity appears as a nonlinear stiffness, but its origin arose out of 
the changing geometry of contact. This is an example of a deformation-dependent 
load. 

It is worth pointing out that if the force P( t) were specified, then the equations 
of motion of the individual spheres would be linear; however, since the force 
between the two is specified as a nonlinear function of the deformation, then the 
coupled problem is nonlinear. 
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IV: Nonlinear Friction 

Our final example of nonlinearity is also that of contact, but it is frictional con­
tact. Examples are break linings, a violin bow touching the strings, the behavior 
of joints in robots, machining tools, and objects on a conveyor belt. 

(a) 
(b) p 

lilililii:f.....=:=-...,,,,.---t b 

~-.. a,.~ 
.. ..... ······ d \ 

abc d e 
v - U 0 +U O - U 
i; 0 V 0 -V 0 
~d V 0 V 2V V V=o 

Figure 1.7: Friction due to contact. (a) Beam and rotating drum. (b) Nonlinear fric­
tional force against velocity. 

As a simple illustration, Figure I.7(a) shows a cantilever beam in contact with 
a rotating drum. If the drum is at rest, and we set the beam vibrating, then for 
small amplitudes the frictional resistance can be considered to be proportional 
to the velocity just as is usually done for viscous damping. This friction is such 
as to retard the motion. 

Let us now set the drum in motion. The friction causes a positive vertical 
force the value of which depends on the relative velocity of the moving surfaces. 
Furthermore, experiments show that the coefficient of static friction (when the 
two surfaces do not move relative to each other) is larger than the coefficient of 
kinetic friction (when the surfaces do move relative to each other). Therefore, 
as the beam vibrates while the drum is rotating, there is a changing frictional 
force that depends on the velocity. The table inset shows that relative velocities 
(assuming vmax is the same as the drum) at different stages of the oscillation, 
and Figure 1. 7(b) shows the corresponding forces. For very small oscillations, we 
can approximate the force as 

with a being positive. The equation of motion can be written in the form of a 
single degree-of-freedom oscillator as 

Mv + Kv = P(t) = Po + av or Mv-av+Kv=Po 

This resembles a simple linear oscillator with viscous damping; however, it has 
a significant difference in that the "damping" is negative. That is, instead of 
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energy being dissipated during the motion, energy is actually being pumped 
into the system. As we will see later, the dynamics are greatly affected by this, 
with the small vibrational motion becoming unstable. 

The above linear approximation is useful for very small oscillations; as the 
vibration velocity increases relative to the drum velocity, some nonlinear effects 
occur. Clearly, for example, if the vibration velocity is larger than the drum 
velocity, then the frictional force should become a retarding force (the linear 
approximation indicates that it would just continue to get larger). On the other 
hand, if the relative velocity becomes very large (with the vibration velocity 
being negative), we would expect the friction force to asymptote to a retarding 
force. An approximation that takes these limits into account is 

This is an example of a velocity-dependent nonlinearity. 

Instability of the Equilibrium 

Our large deflection example of Figure 1.4 showed the possibility of stiffness 
softening if the load is applied downward. Let us now follow some implications 
of this. 

Consider the quasi-static case, equilibrium in the deformed configuration gives 

1 -. 
2P- Fosma = 0 

Substituting for Fo and a leads to the force/deflection relation 

P = 2EA [sinao + ;J [1- 1 ] or P-F(v)=O 
v. v 2 

1 + 2 -L sm a o ( L ) 
o 0 

This determines P uniquely as a function of v; however, v is not uniquely deter­
mined as a function of P. Nonuniqueness is a fundamental aspect of nonlinear 
problems. 

Consider this as a displacement-driven problem: that is, determine the load P 
as a function of the vertical displacement v. The results are shown in Figure 1.8. 
Because it is a one degree-of-freedom system, we can identify the slope of P(v) as 
a stiffness called the tangent stiffness. When v is positive, the structure stiffens, 
but when v is negative, the stiffness decreases and indeed goes to zero. Note 
that this occurs at a positive value of apex height. At this stage, the structure 
is unstable in the sense that if under load control, the load is increased, then 
the next equilibrium point is at B, which is a large displacement away. This 
phenomenon of taking a large displacement to the next equilibrium position is 
called snap-through. The nonuniqueness of this nonlinear problem is that the 
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Figure 1.8: Deflections and deformed shape at various stages of loading. 

load levels at A and B are the same but they correspond to completely different 
configurations. 

On unloading, we can follow an equilibrium path to C at which stage another 
snap-through occurs over to point D. The region between A and C is an unstable 
equilibrium path. The load path OABCDO is nonconservative and hence energy 
is lost. This energy is converted into kinetic energy that propels the dynamic 
event during the snapping. Thus, dynamics is also an intimate aspect of stability 
phenomena. 

The stability of the equilibrium is a very important aspect of the analysis of 
structures and therefore we devote Chapters 6 and 7 to considering this issue in 
greater detail. 

Outline of the Book 

Although nonlinear equations often look simple, there are no general solutions 
to them. Indeed their simple form belie the complexity and richness of their 
solutions. The only general applicable solution methods are numerical and that 
is the primary focus of this book. 

This book takes a synthesis approach to developing the material: the elemental 
blocks are developed on first principles, these are then combined to model more 
complicated problems, and from this new principles are learned. Chapter 1 con­
siders the basics of nonlinear deformable body mechanics. The chapter ends with 
the realization that computer methods are the only viable schemes for general 
purpose solutions. Chapter 2 looks at the in-plane (membrane) and out-of-plane 
(flexural) behaviors of thin plated shells. The analysis is developed fully from the 
governing differential equations all the way to the computational formulation. 
Our elemental structural building block is a triangular finite element; although 
there are more sophisticated elements available, this seems the most appropriate 



Introduction 11 

vehicle for discussing all the issues of integration and assemblage for complex 
systems. Chapter 3 then looks at the large (nonlinear) deflection of structures 
composed of shells and frames. Emphasis is placed on the large deflection and 
large rotation but small strain situation because that is the predominant situ­
ation with thin-walled structures. The corotational scheme emerges as a most 
appropriate (both conceptually and practically) procedure for describing the 
nonlinear behavior of these structures. 

The second part of the book begins with a summary of the small deflection 
linear vibrations of structures in Chapter 4. Having recast the inertia properties 
in discrete form, it then introduces the powerful method of modal analysis for 
understanding the dynamics of complex systems. Chapter 5 presents the com­
putational formulations for the nonlinear dynamic analysis of 3-D structures. 
Chapter 6 refines the concept of equilibrium in the process of discussing struc­
tural stability. This is done in the context of large deflections so that the relation 
between buckling analysis and nonlinear stability can be understood. Chapter 7 
introduces the stability of the motion and also looks at the very difficult topic 
of stability of motion in the large. 

complex 
problems 

t 
computer (a) (b) 

methods 

t 
( theory ) 

Figure 1.9: Two views of the role of theory and computational methods. (a) Tradi­
tional view. (b) Interactive view. 

Each chapter is divided roughly into three segments that basically correspond 
to review of mechanics plus some analytical solutions; the computational im­
plementation and application to test problems; and applications to nonsimple 
problems used for exploring additional aspects of the theory. It is worth contrast­
ing the approach with the traditional approach. The traditional development of 
these topics would be laid out as in Figure I.9(a), which says that theory (through 
simple examples) is used to justify the computational methods, and that these 
computational methods in turn are used to solve the complex problems. Fur­
thermore, it says that theory is separate from the computational methods in the 
sense that these methods derive from the theory. 

But this model does not work in the analysis of nonlinear problems (especially 
dynamic problems) because there are no "simple cases." A particular example 
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is the richly complex phenomenon of chaos, which can appear even in a single 
degree-of-freedom system; only through computer methods was this phenomenon 
amenable to exploration. A more appropriate view, therefore, seems to be the 
interactive one, as shown in Figure 1.9(b). That is, the computational imple­
mentations reflect onto the theory to more fully explain and develop the theory. 
Simultaneously, the few analytical solutions developed are used to help put or­
der in the results for the complex problems. It is the interplay that is the true 
relation between theory and computer methods. The computer implementations 
become, in a sense, a laboratory for experimentation to discover new facts about 
the complex system that are then used to enhance the theory. 

With these ideas in mind, the example problems in the book basically fall into 
three categories. The first illustrate aspects of the theory; an example is how the 
sequence of vibration mode shapes of a plate changes with membrane loading. 
The second investigate aspects of the numerical performance; examples are the 
convergence tests. The third group are the exploratory problems for which there 
are no simple solutions; examples are the limit cycles achieved by a beam with 
follower forces and mode jumping in rectangular plates. It is emphasized that it is 
only because the computational methods were developed could these phenomena 
be approached in any satisfactory way. 

Structure Formulation Material Method Phenomenon 

Beam Virtual work Damping Corotational Bifurcation 

Elastica Hamilton's principle Elasticity Eigenanalysis Buckling 

Frame Lagrange's equation Energy Finite element Instability 

Pendulum .. Mass Explicit integration Limit cycle .. 
Plate Boundary cond~ion Stiffness I mplicit integration Limit point 

Rod In~ial condition Stress Newton-Raphson Load interaction 

Shell Traction Strain Perturbation Mode jump 

Thin·walled Ritz Vibration 

Truss Spectral analysis 

Figure 1.10: Subset of key words from the Index. 

Finally, a word about the index. Some books lend themselves to indexing 
according to the first mention of a key word, while others are best done as 
indexing every occurrence of the key word or phrase. The method chosen here 
is in the form of threads linking the key ideas listed in Figure 1.10. For example, 
following the thread for plates leads through Hamilton's principle, boundary 
conditions, spectral analysis, vibrations, stability, and so on. On the other hand, 
following the thread for virtual work goes through beams, trusses, corotational 
method, and so on. This approach seems more apt to catch the interwoven nature 
of the subjects. 
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Mechanics of Solids 

This chapter introduces some basic concepts in the mechanics of deformable bod­
ies. We consider how lengths, areas, and volumes change during a deformation, 
and this leads to the important concept of strain. We then introduce stress and 
the equations of motion. To complete the mechanics formulation of problems, 
we also describe the constitutive (or material) behavior. This is a complicated 
and extensive subject; our interest, however, is elastic behavior because that is 
the operational regime for most structural materials. Staying within the elastic 
limit is an important consideration and so some consideration is given to failure 
theories. 

The chapter concludes with a reformulation of the governing equations in 
terms of a variational principle; that is, equilibrium is seen as the achievement 
of a stationary value of the total potential energy. Figure 1.1 shows an example 
of a simple truss and how its total potential (II) changes as a function of vertical 
deflection for different values of applied load P; equilibrium corresponds to where 
the slope is zero. This formulation lends itself well to the approximate computer 
methods needed to solve nonlinear problems. 

4.0 

3 .0 

~2.0 
ITo 

1.0 

.0 

-1.0 

-2.0 

- p 

+p 
-3.0 I • • • . I • ... I .• • • I •••• I •• •• I •• , , I " , , I, , "I vi Lo 

-.6 -.5 -.4 -.3 -.2 -.1 .0 .1 .2 

Figure 1.1: Total potential energy as a function of deflection for different values of 
applied load. The equilibrium positions are where the potential has stationary values; 
the dashed line indicates unstable equilibrium positions. 
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1.1 Cartesian Tensors 

Solid mechanics deals with groups of things such as 'U, v, w representing dis­
placements; x, y, Z representing coordinates; and axx , ayy , axy , ... , representing 
stresses. We would like a notation that handles suc.h groups conveniently - we 
will use the subscript or indicial notation to achieve this. Also, whenever conve­
nient, we will introduce the matrix notation equivalents because these are better 
suited for computer implementation. 

Tensor Fields 

Let the symbol Zi with the range i = 1,···, n be used to denote anyone of 
the variables in the set {Zl' Z2, .•. , zn}. The symbol i is called an index. Simi­
lar notations with multiple indices such as tij, i, j = 1,···, n, are also used to 
represent individual components in the set of [n x n] elements {tu, tI2,···, tnn }. 
For most cases in this chapter, the range will go from 1 to 3. 

A number of special symbols have been introduced as a convenience in using 
the tensor notation. Two especially useful symbols are the Kronecker delta and 
the Permutation symbol. The Kronecker delta is denoted by 8ij and is defined 
as 

if =j 
#j or = r I J 

Note that written in matrix form, it is the same as the identity matrix. The 
permutation symbol is defined as 

{
I when ijk form an even permutation of 123; e.g., 312 

(ijk = -1 when i?k form an odd permutation of 123; e.g., 321 
o otherwIse; e.g., 122 

Consider two Cartesian coordinate systems (Xl, X2, X3) and (x~, x~, x~) as 
shown in Figure 1.2. A base vector is a unit vector parallel to a coordinate 
axis. Let el,e2,e3 be the base vectors for the (Xl,X2,X3) coordinate system and 
e~ , e~, e~ the base vectors for the (x~, x~, x~) system as also shown in the figure. 

Because the coordinate axes are mutually orthogonal, we have for the vector 
dot and cross products 

A vector x can be projected onto the two coordinate systems with the result 
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, 
X2 

f313 

Figure 1.2: Base vectors and rotated coordinate system. 

This can be rewritten by first introducing the matrix of direction cosines 

and substituting to get 

X~ = L (3ijXj , 
j 

Xi = L(3jiXj 
j 

15 

(1.1 ) 

This gives the relation for transformation of components in one coordinate sys­
tem into components in another. These two equations taken together yield the 
conclusion 

L (3ij(3kj = 6ik , 
j 

[ (3 ][ (3 ]T = r I J 

Thus, [(3ij] are orthogonal and the relation is known as the orthogonality rela­
tion. 

A system of quantities is called by different names depending on how the 
components of the system are defined in the coordinates Xl, X2, X3 and how they 
are transformed when the coordinates are changed to x~, x~, x~. A system is 
called a scalar if it has only a single component ¢ in the variables Xi and a single 
component ¢' in the coordinates x~, and if ¢ and ¢' are numerically equal at the 
corresponding points. That is, 

A system is called a vector field or a tensor field of order one if it has three 
components Vi in the coordinates Xi, and three components v~ in the coordinates 
x~ and the components are related by the transformation law 

The tensor field of order two is a system that has nine components tij in the co­
ordinates Xi, and nine components t~j in the coordinates x~, and the components 
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are related by the transformation law 

t~j = 2: !3im!3jn t mn 
m,n 

This is easily generalized to a tPllsor of order n. 
Because tensor fields are continuous functions of position, then they are amenable 

to calculus operations such as differentiation and integration. An important issue 
is determining the type of tensor resulting from differentiation and integration. 
Consider a vector Vj with the transformation 

vj(x') = !3jkVk(X) 

Differentiating both sides of the equation, we obtain 

8vj ~ 8Vk ~ 8Vk 8xm ~ 8Vk 
8' = ~ !3jk 8' = ~ !3jk a ~ = ~ !3jk!3im a 

Xi k Xi k,m Xm Xi k,m Xm 

This says that partial derivatives of any tensor field behave like the components 
of a Cartesian tensor. (It should be noted that this is not true in curvilinear 
coordinate systems.) From this it is apparent that the term 

8Tij 

8Xk 

is a third-order tensor. In general, differentiation with respect to Xi increases 
the tensor order of a term by 1. Consider a tensor field Tjkm ... (x) in a region V 
bounded by a surface A. Then, 

[ 88 Tjkm ... dV = [ niTjkm ... dA 
J v Xi JA 

(1.2) 

where ni are components of the unit vector fi along the exterior normal of A. 
This is known as the Integral Theorem. 

We use the notation 

to represent a vector. The notation {v}T then represents the quantities 

{v}T = {VI, V2, V3} 

The transformation relations are expressed in matrix notation as 

{ VG} = [ T ]{ V d , 

where the subscripts G and L refer to global and local, respectively. We call 
[ T J a triad of the unit vectors ei' 
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Properties of Second-Order Tensors 

Because second-order tensors are so prevalent in solid mechanics (they are used 
to represent stress and strain, for example), it is of value now to summarize 
some of their major properties. Because second-order tensors can be represented 
conveniently by matrices, many of the following results can also be established 
simply from matrix theory. 

A tensor 8 ij is symmetric if 8 ij = 8 ji , while a tensor Aij is antisymmetric if 
Aij = -Aji . A nonsymmetric tensor can always be represented as the sum of 
a symmetric and an antisymmetric tensor. The contraction of a symmetric and 
an antisymmetric tensor is zero, that is, Ei,j 8ijAij = O. 

Consider the relation 

Vi = L8ijnj, 

j 

Vi = vector, ni = unit vector 

and let 8 ij be a symmetric tensor. This says a vector Vi is produced by con­
tracting the unit vector with the second-order tensor 8ij ; in general, V is not 
parallel to n. An interesting question is: Under what circumstances does the 
transformation relation produce a V that is parallel to n? 

Figure 1.3: Meaning of eigenvectors. 

To answer this, assume that there is an n such that it is proportional to V, 
that is, 

or 
j j 

This is given in expanded matrix form as 

A nontrivial solution for ni exists only if the determinant of the coefficient matrix 
vanishes. Expanding the determinantal equation, we obtain the characteristic 
equation 

,X3 - h,X2 + 12,X - 13 = 0 

where the invariants h, 12 , h are defined as 

h L 8ii = 811 + 822 + 833 
j 

(1.3) 
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L ~[SiiSjj - SijSji] 
i,j 

det[Tij] (1.4) 

The characteristic equation yields three roots or possible values for ,X 

These are called eigenvalues. For each eigenvalue there is a corresponding solu­
tion for n. The three n's 

are called eigenvectors. We say that the matrix [ S ] has the eigenpairs (,x, n)(i), 
i = 1,2,3. These are obtained by solving the eigenvalue problem 

[ S ]{ n } - ,x{ n} = 0 

This is an eigenvalue problem because it is homogeneous and has an unknown 
parameter (,x). We will frequently encounter eigenvalue problems in the subse­
quent chapters. 

The measures of stress and strain we introduce later will be symmetric second­
order tensors; then the ,X(k) will be identified as principal stresses and strains, 
respectively. Principal values are extremal values of the tensor. 

Example 1.1: Given two directions of an orthogonal triad, determine the third 
direction by using the orthogonality conditions. 

Let the given vectors be 

We can obtain the third direction from knowledge that 

A/ A/ A/ 1 A 1 A 0 A 
e3 = el x e2 = y'2e1 + y'2e2 + e3 

At this stage, the direction cosines are easily established as 

-~ 1 y'2 
o 

Note that the rows of [(3ij 1 are the components of the vectors e; referred to ej. 

Example 1.2: Determine the new components Tij when transformed to a co­
ordinate system defined by its eigenvectors. 

Let the original coordinate system be defined by the base vectors 

el = {I, 0, O}, e2 = {O, 1, O} , e3 = {O,O,l} 
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and the transformed system by 

A/ A (1) 
e1 = n , A/ A (2) 

e2 = n , 

Then the direction cosines are given by 

p p 

From the eigenvalue problem, we also have that 

or "S"{Jk" - dk){Jk" ~ 2) J - /\ 'l, 

Multiply both sides by (Jpi and recognizing the left-hand side as the transformation 
of Sij and the right-hand side as the Kronecker delta gives 

S / dk), 
pk = A Ukp 

or, in expanded matrix form, 

,r"l 
That is, with respect to the new coordinate system, Sij has a diagonal form. 

We can show that >.(i),S are the maximums and minimums of the associated 
quadratic surface. 

1.2 Deformation and Rotation 

19 

A deformation is a comparison of two states. In the mechanics of deformable 
bodies, we are particularly interested in the deformation of neighboring points; 
that they are different is in the nature of deformable bodies. 

Deformation Gradient 

Set up a common global coordinate system as shown in Figure 1.4 and associate 
xf with the undeformed configuration and Xi with the deformed configuration. 
That is, 

Initial position: £0 = L Xfei Final position: £ = L Xiei 

where both vectors are referred to the common set of unit vectors ei. The vari­
ables xf and Xi are called the Lagrangian and Eulerian variables, respectively. 
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Global Axes 

Figure 1.4: Undeformed and deformed configurations. 

A displacement is the shortest distance traveled when a particle moves from one 
location to another, that is, 

or 

and is illustrated in Figure 1.4. 
A motion is expressed in the following form: 

In the Lagrangian system, all quantities are expressed in terms of the initial 
position coordinates and time; in the Eulerian system, the independent variables 
are Xi and t, where Xi are the position coordinates at the time of interest. 
Realizing that the description of deformation is essentially geometric, we can 
understand the Lagrangian description by putting a rectangular grid on the 
original (undeformed) body and determining what it will look lik~ during the 
motion. In other words, the Lagrangian grid is always superposed on the same 
material points and therefore deforms as shown in Figure 1.5. The Eulerian 
description puts a grid on the currently deforming body. 

Lagrangian 

r· 
Figure 1.5: Grids illustrating Lagrangian and Eulerian descriptions. 

Consider a deformation in the vicinity of the point P; that is, consider two 
points separated by dxi in the undeformed configuration and by dXi in the 
deformed configuration as shown in Figure 1.6. The positions of the two points 
are related through the Taylor series expansion 
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Global Axes 

Figure 1.6: Deformation of neighboring points. 

If dxi is small, that is, the neighboring points are very close to each other, then 

I L 8Xi ° x· - Xi = dXi ~ -dx· 
• 8x~ J 

j J 

(1.5) 

This describes how the separation in the deformed configuration is related to 
the separation in the undeformed configuration. It is expressed in matrix form 
as 

8x! 8x! 8x! 

{ dx! 

}~ 
8x~ 8x~ 8x~ 

{ dx~ } 8X2 8X2 8X2 
dX2 

8x~ 8x~ 8x~ 
dx~ 

dX3 8X3 8X3 8X3 dx~ 

8x~ 8x~ 8x~ 

The quantities 88xi are called the deformation gmdients and form the basis of 
XO 

J 
the description of any deformation. Deformation gradients relate the behavior 
of neighboring points. 

The above relation uniquely specifies dx!, dX2, dX3 in terms of dx~, dx~, dx~. 
On the assumption that the deformation is continuous, then we should be able 
to write the inverse; but this is true only if the determinant is non-zero, that is, 

Define the Jacobian, referenced to the undeformed configuration, as 

JO == det[ 8Xi 1 
8x~ 

J 
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Note that the Jacobian is a scalar quantity. We will impose the restriction on 
any deformation that no region of finite volume is deformed into a region of zero 
or infinite volume. That is, we restrict the values of the Jacobian as 

0< JO < 00 

It is necessary to always check this to see if the deformation is physically possible. 
The deformation gradient can be decomposed into its symmetric and anti­

symmetric parts as 

where 

ax au 
-' - 8·· + -' - 8· +f +W' a 0 - 'J a 0 - 'J 'J 'J Xj Xj 

__ 1 (aUj aUi) 
Eij = 2 axo + axo ' 

, J 

The symmetric tensor fij is often referred to as the small or infinitesimal strain 
tensor. The tensor Wij is called the (Lagrangian) rotation tensor. The reasons for 
these names will become clearer later in the chapter. Similarly, the deformation 
gradient with respect to the deformed configuration can be written as 

1 (aUj aUi) W·· = - -----
'J - 2 aXi aXj 

The symmetric tensor Eij is also often referred to as the small or infinitesimal 
strain tensor. The tensor Wij is called the (Eulerian) rotation tensor. 

Deformation of Lines, Areas, and Volumes 

The descriptions of a line segment before and after deformation are 

d 'O '"""d 0' x = ~ Xiei, 

A straightforward substitution of the deformation gradient gives 

(1.6) 

Even if d:j;0 is only horizontal, di; has all non-zero components, in general. 
The area of a parallelogram region can be calculated by considering the vector 

cross product of lines that bound it. That is, if the region is defined by two vectors 
di;a and di;b, we have 

Area = di;a x di;b = vector 
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Figure 1.7: Deformation of areas. 

Note that we consider the area to be a vector; it has a direction as well as 
a magnitude, and the direction is given by a normal to the surface. We can 
show [21] that the components of area are related through 

(1.7) 

This elegant formula for the deformation of areas is somewhat similar to the 
corresponding one for line segments; note, however, that it is the Eulerian form 
of the deformation gradient that is used. 

Consider the parallelepiped of sides dxoa , dxob , dxoc, which deforms into dxa , 

dxb , dxc. The volume before deformation is dVo = (dxoa x dxob ) . dxoc. Expand 
dV using the deformation gradient and recognizing the collection of gradients as 
J O , rearrange to get 

Mass is conserved during the deformation of a solid giving 

or 

That is, the density changes during the deformation. 

Example 1.3: Consider the following plane inhomogeneous deformation 

Xl = [R - x~l sin(x~/ R) , X2 = R - [R - x~l cos(x~/ R), 

where R is a parameter. What (if any) are the restrictions for this to be a valid 
deformation? Draw the deformed shape of material initially lying between -h < 
x~ < h, and calculate the orientation and magnitude of the deformed areas. 

This deformation is shown in Figure 1.8. Note that initially horizontal lines 
become arcs of concentric circles, while initially vertical lines become radial lines 
emanating from a common point. This deformation resembles that of bending. 

The deformation gradient is given by 

[~:~] [ (R - x~) cos(xl/ R)/ R 
(R - x~)sin(xl/R)/R 

o 

- sin(xl/R) 
cos(xl/ R) 

o ~ 1 
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a: x1 = 7rR/2 

b: x1 = 7rR 

. b .. 
.......................................................... .:. ................................ ~. 

Figure 1.8: Shape before and after deformation. 

The Jacobian is the determinant of the deformation gradient matrix and on mul­
tiplication simplifies to 

r = 1- x~ 
R 

We note that as long as x~ < R that the volume remains positive. 
The areas are related through the inverse of the above deformation gradient. 

Since it is a 2-D problem, we get 

{ dAl } _ [ cos (xU R) 
dA2 - -JO sin (xU R) 

sin (xU R) 
JOcos(xUR) 

Areas that were initially vertical and facing the I-direction are preserved in size; 
this can be checked by comparing dA2 for x1 = 7r R/2 to dAl for x1 = 7r R. Areas 
that were initially horizontal either contract (x~ > 0) or expand (x~ < 0). This is 
the hallmark of a beam or plate in bending. 

In the limit as x~/ R < < 1, then JO :::::: 1 and areas are preserved. This is 
the situation that will be prevalent when we consider the bending of thin-walled 
structures. 

Rotation at a Point 

A general deformation can be conceived as a straining action plus a rotation. The 
large rotations of rigid bodies is taken up in Chapter 3; what we are interested 
in here is the description of the rotations of deformable bodies. This is not so 
straightforward primarily because different lines through a given point in the 
body can have different rotations. We will find it necessary to introduce the idea 
of an "average" or mean rotation. 

Consider the rotation of a general line element 0 P that deforms to 0' P' as 
shown in Figure 1.9. For convenience, let the two lines occupy the same position 
at the origin so that 0 = 0'. 

Focus on a line segment that is initially lying in the 1-2 plane; that is, look at 
the lines OP* and OP'* (the latter is the projection of the deformed line onto 
the 1-2 plane) rotating about the x3-axis. The rotation is obtained as a change 
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3 

Global Axes 

1 

Figure 1.9: Rotation of a line element. 

in orientation as follows: 

orientation of 0 P*: tan 0 
dx~ 

dx~ 

orientation of 0 P'* : tan 0' 

The rotation of the line projection is ¢3 = 0' - 0 or 

tan(O' _ 0) = tan 0' - tan 0 
1 + tan 0' tan 0 

p' 

2 

pl* 

aX2 aXl aX2 aXl aX2 aXl . 
(a 0 - a 0) + (a 0 + a 0) cos 20 + (a 0 - a J sm 20 

xl X2 Xl X2 X2 Xl 

where 
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was used. From this, it is clear that different line elements will have different 
amounts of rotation (since 0 will be different). In fact, some will be positive, 
some negative. To characterize the rotation at a point, it is necessary to remove 
the angle dependence. This will be done by averaging. 

A measure of average rotation is given as [53J 

:i.. _ 1 1271" ,!.. dLl 1 J A + B cos 20 - C sin 20 dll tan '1'3 = - tan'l'3 u = - u 
211" 0 271" D + C cos 20 + B sin 20 

where the coefficients 
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are independent of (). Let the denominator be written as 

f = D + C cos 2() + B sin 2() , df = (0 - 2C sin 2() + 2B cos 2())d() 

Therefore, the integral can be rewritten as the sum of two parts: 

- 1 1211" ~df A 1211" d() 
tan ¢3 = - - + - = h + h 

21r 0 f 21r 0 D + C cos 2() + B sin 2() 

The first integral is simply 

The denominator of the second integral can be rearranged as (using the sine of 
the sum of two angles) 

D + C cos 2() + B sin 2() D + vi C2 + B2 (sin (3 cos 2() + cos (3 sin 2()) 

D + vi C2 + B2 sin((3 + 2()) 

with tan (3 == C / B. Hence, the integral becomes on using a == (3 + 2() 

Provided that D2 > C 2 + B2, this gives 

The tan- 1 () term is zero or multiples of 21r. Because for small deformations, it 
is required that 

A _ {JX2 {JXl _ {JU2 {JUI 

- {Jx'l - {Jx~ - {Jx'l - {Jx~ 

be a measure of rotation, then let tan- 1 () be 21r. Hence 

Consequently, the average rotation becomes (after substituting for the coeffi­
cients) 

- 1 {JX2 {JXl / tan¢3 = -(- - -) 
2 {Jx'l {Jx~ 

(1.8) 
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Similarly, for lines initially in the other planes, we have 

tan¢l 

In the limit of small deformations, these three angles are simply related to the 
anti-symmetric component of the deformation gradient. That is 

using cyclic permutation on i, j, k. 

Example 1.4: Consider a simple shear deformation parallel to the x~ - x~ 
plane and given mathematically by 

xl=x~+kx~, 

Determine the average rotation of a point. 

2 

kx~ 

1 

Figure 1.10: Simple shear deformation. 

Substituting for Xi(Xn into the formula for the average rotation, we get 

- ~(O-k) 
tan r/Y3 = ----;c==:::===;=;:===:=::: 

V(l)(l) - ~(k + 0)2 

If the deformation is small, this gives approximately 

In looking at Figure 1.10, we see that the vertical and horizontal lines rotate 
angles of 

tanr/Y90 = -k, tanr/YO = 0 

respectively. For small deformations, the average rotation is the average of the 
rotations of these two mutually perpendicular lines. 

The constraint D2 > C 2 + B2 for this rotation about the 3-axis becomes 
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Specifically, for the simple shear problem, this is equivalent to 

or k<2 

When D2 < C 2 + B2, that is, when the deformation is larger, then the integration 
must be performed differently. 

1.3 Strain 

Strain is a measure of the "stretching" of the material points within a body; it 
is a measure of the relative displacement without rigid body motion and is an 
essential ingredient for the description of the constitutive behavior of materials. 
There are many measures of strain in existence, so it is worthwhile to first review 
some of the more common ones so as to put into perspective the measures we 
will actually introduce. 

Strain ~easures 

Assume that a line segment of original length Lo is changed to length L. Some 
of the common measures of strain are: 

Engineering: 
change in length f:::J.L 

€- --
- original length - Lo 

True: 
T change in length f:::J.L f:::J.L 

€ = .,,---....,....-:-"'---:--:-=---
final (current) length L Lo + f:::J.L 

Logarithmic: fL lL dL L 
€N = true strain = L = logn ( L ) 

Lo Lo 0 

The relations among the measures are 

€T = _€_ 

1 +€ ' 
An essential requirement of a strain measure is to allow the final length to be 
calculated knowing the original length. This is true of each of the above since 

Engineering: L = Lo + f:::J.L = Lo + Lo€ = Lo(1 + €) 

True: 
€TLo Lo 

L = Lo + f:::J.L = Lo + (1 _ €T) (1 _ €T) 

Logarithmic: L = Loexp(€N) 

The measures give different numerical values for the strain but all are equivalent 
in that they allow f:::J.L (or L) to be calculated knowing Lo. Because the measures 
are equivalent, then it is a matter of convenience as to which measure is to be 
chosen in an analysis. 
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The difficulty with these strain measures is that they do not have conve­
nient transformation properties. This poses a problem in developing our three­
dimensional theory because the quantities involved should transform as tensors 
of the appropriate order. 

As a body deforms, various points will translate and rotate. The easiest way to 
distinguish between deformation and the local rigid-body motion is to consider 
the change in distance between two neighboring material particles. We will use 
this to establish our strain measures. 

Let two material points before deformation have coordinates (xf) and (xi + 
dxf); and after deformation have the coordinates (Xi) and (Xi + dXi). The initial 
and final distances between these neighboring points are given by 

dS; = L dxidxi = (dxn2 + (dX~)2 + (dX3)2 

and 

respectively. Only in the event of stretching or straining is dS2 different from 
dS;. That is, 

is a measure of the relative displacements. It is insensitive to rotation as can be 
easily demonstrated by considering a rigid-body motion. These equations can be 
written as 

by introducing the strain measure 

L 2Eijdxidxj 
i,j 

(1.9) 

(1.10) 

It is easy to observe that Eij is a symmetric tensor of the second order. It is 
called the Lagrangian strain tensor. 

In a similar manner, using Eulerian variables, we can introduce the Eulerian 
strain tensor through 

dS2 - dS2 = dx.dx - dS2 = "" (8. - ax~ ax~) dxdx· = "" 2e ·dx·dx· 
o " 0 ~ 'J ax. ax. 'J - ~ 'J , J 

. . 'J . . 1"J 2,J 

In the subsequent developments, however, we will mostly use the Lagrangian 
strain tensor. 
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Physical Interpretation of Normal and Shear Strains 

To relate the strain tensor to the strain quantities with which we are familiar, 
consider the line element 

dx'{ = dSo , dX2 = dX3 = 0 

at the initial state as shown in Figure 1.11. After deformation, the line element 
is given by dXi with magnitude dS. 

(0, dSo, 0) 

Figure 1.11: Deformation of two initially perpendicular line elements. 

Let El be the extension per unit original length of the element, that is, 

E _ dS -dSo 
1 - dSo 

or 

For this line element we also have 

and combining with the above yields 

Ell = El + ~Ef or El = vII + 2Ell - 1 

There are similar relations for line elements originally in the x~ and x~ directions. 
The components Ell, E22 , and E33 are called the normal components of strain. 

Note that there is a certain asymmetry (as regards the stretching direction) 
in the meaning of the normal components. For example, as the line is stretched, 
El increases possibly without limit resulting in Ell doing the same. If, however, 
the line is shrunk so that El is negative, then there is a definite limit given by 
El = -1 which corresponds to /:::"L = -La, meaning that the line has shrunk to 
zero length. That is, we have limits on the strains of 

-1 < El < 00, -0.5 < Ell < 00 

This asymmetry between the stretching and shrinking directions is important 
when considering the constitutive behavior. 

Consider now a line segment at an arbitrary angle () in the undeformed con­
figuration, then its length after deformation is obtained from 

dS2 - dS; = 2 [Elldx]'dx]' + E21dx],dx2 + E12dx2dx], + E22dx2dx2J 
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Realizing that dx~ = dSo cos () and so on, and that the strain of this arbitrary 
line is 

leads to 
E()() = Ell cos2 () + 2E12 cos () sin () + E22 cos2 () (1.11) 

where use is made of E12 = E 21 . This gives us the transformation rule for the 
components of strain - they transform as second-order tensors. 

A deformation can also exhibit distortion (change in relative angles) in the 
configuration. Consider, in the initial state, two line elements parallel to x~ and 
x~, respectively, as shown in Figure 1.11. The two line elements are denoted by 
dxi and dxi, respectively, with 

dx~ = dSo, 

dx~ = dBo, 

dx~ = dx~ = 0 

dx~ = dx~ = 0 

These two elements are perpendicular to each other initially. After deformation, 
dxi is deformed into dXi, and dxi into dXi. 

Denoting the angle between dXi and dXi by <P12 and taking the dot product 
of these two vectors, we obtain 

which can readily be rewritten in terms of the Lagrangian strain tensor as 

By substituting for dS and dB in terms of the extensions, we get 

thus leading to 

dS = (1 + Et)dSo , 

2E12 
COS<P12 = (1 + E 1)(1 + E2 ) 

Denoting the change in angle by 

and using the expressions for the elongations in terms of the strain components, 
we finally obtain 

. 2E12 
sm Ct12 = ----;o:==~~c_;::;:==~:;== VI + 2Ell VI + 2E22 

All the Lagrangian strain components En, E 22 , and E12 contribute to the change 
of angle. However, it is only when E12 = 0 that the angle between the two 
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line elements would be preserved. The component E12 therefore seems a good 
measure of the "shearing" of perpendicular line segments. 

Because the term sina12 must lie in the range ±1, we then have the limits on 
E12 of 

The limits on E12 are a combination of those on a12 and on the stretches. 
Consider now two perpendicular line segments oriented at an arbitrary angle 

() in the undeformed configuration, the change of angle after deformation is 
obtained from 

dSdS-· , "'d d- '" OXi OXi d °d-o "'[ 5:]d °d-o sma12 = ~ Xi Xi = ~ OXO OXo Xk Xm = ~ 2Ekm +Ukm Xk Xm 

i,k,m k m k,m 

Expanding this gives 

Realizing that the undeformed segment lengths are given by 

dXf = dSo{cos(), sin(), O}, dxf = dSo { - sin (), cos (), O} 

and that the shear strain of these arbitrary perpendicular lines is 

leads to 
(1.12) 

This gives us the transformation rule for the components of shear strain - they, 
too, transform as components of a second-order tensors. 

Example 1.5: Express the components of the Lagrangian strain tensor in 
terms of the displacement components. 

Sometimes it is convenient to deal with displacements and displacement gradi­
ents instead of the deformation gradient. These are obtained by using the relations 

8x m _ 8um 8 
-8 0 - -8 0 + im 

Xi Xi 
Xm =X~ +Um , 

The Lagrangian strain tensor Eij can be written in terms of the displacement by 
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Typical expressions for Eij in unabridged notations are 

Ell 

(1.13) 

Note the presence of the nonlinear terms. 

Example 1.6: Show that the Lagrangian strain tensor is zero for a rigid-body 
motion. 

In a rigid-body rotation all the points are given a displacement but the rel­
ative distance between points is unchanged. Consider the two-dimensional case 
described by 

Xl = x~ cosrP - x~ sinrP, X2 = x~ sinrP + x~cosrP, 

where rP is the angle of rotation about the 3-axis. The corresponding displacements 
are 

UI = x~(cosrP - 1) - x~sinrP, U2 = x~ sinrP + x~(cosrP - 1), 

from which the displacement gradients are determined to be 

- sinrP 
(cosrP - 1) 

o ~ 1 
It is now straightforward to show that all Lagrangian strain components are zero. 
For example, from Equation (1.13) 

where we used C == cos rP and S == sin rP. We obtain a similar result for the other 
components. 

The infinitesimal strain tensor has the components 

[ .. 1 =! aUj aUi = 0 [ ] [
(COSrP-1) 

f.'J 2 a 0 + a 0 
Xi Xj 0 

It is only when rP is very small is this strain tensor nearly zero. 

Example 1.7: Determine the strain for the deforming body of Figure 1.8. 
The displacement gradient is 

[~;~] [ r cos(xV R) - 1 
rsin(xVR) 

o 

-sin(xUR) 
cos(xl/ R) - 1 

o ~ 1 
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with r = 1- x'2/ R. The strains are 

Ell rc - 1 + wrc - 1)2 + (rS)2 + (0)2] = -1 + ~(1)2 
E22 C - 1 + ~[(C _1)2 + (_S)2 + (0)2] = 0 

E12 ~[-S + J"S] + ~[(rC - 1)(-S) + (rS)(U -1) + (0)2] = 0 

where we used C == cos(xV R) and S == sin(xV R). Only line segments initially in 
the xl-direction are strained. There is a line, x'2 = 0, which is not strained; other 
lines are strained in proportion to their distance from this line. In the limit of a 
very thin body (x'2/R« 1), the strain distribution is linear 

x'2 0 dv Ell f':j -- f':j -X2-
R dx'l. 

where v is the U2 displacement of the x'2 = 0 line. These are the strain character­
istics of a beam or plate in bending. 

Example 1.8: Establish the relation between the incremental components of 
the Lagrangian strain tensor and the incremental components of the infinitesimal 
strain tensor. 

The change in length of a line element can be written in terms of the Lagrangian 
strain as 

2 L Eijdxf dxj = S2 - S~ = L dxidxi - L dxf dxf 
i,j 

The increments in strains are obtained from this as (noting that dxf is not 
changed) 

2 L l:l.Eij dxf dxj = 2 L dl:l.xidxi - 0 
i,j 

But we also have that the change of the new positions can be rewritten as 

dl:l.Xi = dl:l.(xf+Ui) = dl:l.Ui = L a:;:i dXk = Ll:l.(;::)dXk = Ll:l.(fik+Wik)dxk 
k k k 

Therefore 

i,j i,j i,j i,j 

where the anti-symmetry of Wij and symmetry of dxidxj was used to set the 
product to zero. Substituting for dXi in terms of dx,! now gives 

and "" axfaxj l:l.fmn = ~ -a -a l:l.Eij 
xm xn 

i,j 

This surprising result shows that although l:l.Eij and l:l.fij are small, they are not 
equal. The main reason for this is because they are referred to different configu­
rations. 

We will utilize this relation when we consider small variations of the strain field. 
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Infinitesimal Strain and Rotation 

The full nonlinear analysis of problems is quite difficult and so simplifications 
are often sought. Three situations are shown in Figure 1.12 . 

.-------_----,(C) ; rII 
Figure 1.12: Combinations of displacements and strains. (a) Large displacements, 
rotations, and strains. (b) Large displacements and rotations, small strains. (c) Small 
displacements, rotations, and strains. 

The general case is that of large displacements, large rotations, and large 
strains. In the chapters dealing with the linear theory, where both the displace­
ments and strains are small, Case (c) prevails. Our nonlinear analysis of thin­
walled structures will be primarily restricted to Case (b), where the deflections 
and rotations can be large but the strains are small. This is a reasonable ap­
proximation because structural materials do not exhibit large strains without 
yielding and structures are designed to operate without yielding. 

If the displacement gradients are small, that is, 

laui l«l ax'] 

then the product terms in the Lagrangian strain tensor Eij can be neglected. 
The result is 

where fij is the infinitesimal strain tensor. This assumption also leads to the 
conclusion that the components Eij are small as compared with unity. Thus, 
the infinitesimal strain components have direct interpretations as extensions or 
change of angles. 

If, in addition to the above, the following condition exists 

where L is the smallest dimension of the body, then 
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and the distinction between the Lagrangian and Eulerian variables vanishes. As 
a result, the functional forms of the displacement components Ui in these two 
variables become identical. Henceforth, when we use the small-strain approxima­
tions, €ij will be used to denote both the infinitesimal Lagrangian and Eulerian 
strain tensors, Wij will denote both the infinitesimal Lagrangian and Eulerian 
rotation, and Xi will denote both Lagrangian and Eulerian variables. 

1.4 Cauchy Stress Principle 

The kinetics of rigid bodies are described in terms of forces; the equivalent 
concept for continuous media is stress (loosely defined as force over unit area). 
Actions can be exerted on a continuum through either contact forces or forces 
contained in the mass. The contact force is often referred to as a surface force 
or traction as its action occurs on a surface. We are primarily concerned with 
contact forces. 

.~ ........................ . 

Global Axes 

Figure 1.13: Exposed forces on an arbitrary section cut. 

Traction Vector 

Consider a small surface element of area ~A on our imagined exposed surface 
A in the deformed configuration. There must be resultant forces and moments 
acting on ~A to make it equipollent to the effect of the rest of the material. 
That is, when the pieces are put back together, these forces cancel each other. 
Let these forces be thought of as contact forces and so give rise to contact stresses 
(even though they are inside the body). Cauchy formalized this by introducing 
his concept of traction vector. 

Let n be the unit vector that is perpendicular to the surface element ~A and 
let ~F be the resultant force exerted from the other part of the surface element 
with the negative normal vector. We assume that as ~A becomes vanishingly 
small, the ratio ~F / ~A approaches a definite limit dF / dA. The vector obtained 
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in the limiting process 
tlF 

lim -
~A-+O tlA 

37 

is called the traction vector. This vector represents the force per unit area acting 
on the surface and its limit exists because the material is assumed continuous. 
The superscript n is a reminder that the traction is dependent on the orientation 
of the area. 

to"~2 0"21 

/;;; 

f", ,C r 31 0"13 

0"33 

Figure 1.14: Stressed cube. 

To give explicit representation of the traction vector, consider its components 
on the three faces of a cube as shown in Figure 1.14. The traction on the I-face 
is 

while on the 2-face 

Because this description is somewhat cumbersome, we simplify the notation by 
introducing 

,.,. .. = t(e;) 
VtJ - j 

where i refers to the face and j to the component. More specifically, 

- teet} 
(J13 = 3 , 

The normal projections of fen) on these special faces are the normal stress com­
ponents (Jll, (J22, (J33, while projections perpendicular to n are shear stress com­
ponents (J12, (J13; (J21, (J23; (J31, (J32· 

It is important to realize that while [ resembles the elementary idea of stress 
(force over area) it is not stress; i transforms as a vector and has only three com­
ponents. The tensor (Jij is our definition of stress; it has nine components with 
units of force over area, but at this stage we do not know how these components 
transform. 
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Relation between ti and nj 

We know that the traction vector i(ii) acting on an area dAn depends on the 
normal n of the area. The particular relation can be obtained by considering 
a traction on an arbitrary surface of the tetrahedron shown in Figure 1.15. On 
the three faces perpendicular to. the coordinate directions the components of the 
three traction vectors are denoted by (Tij. The vector acting on the inclined sur­
face ABC is i and the unit normal vector n. The equilibrium of the tetrahedron 
requires that the resultant force acting on it must vanish. 

Global Axes C 

Figure 1.15: Tetrahedron. 

The equation for the balance of forces in the Xl-direction for the tetrahedron 
is given by 

tldA - (TudAl - (T21dA2 - (T31dA3 + blpdV = 0 

where bl is the xl-component of the body force b (which may also contain inertia 
terms), t I is the xl-component of the traction vector, dAi is the area of the face 
perpendicular to the Xi axis, dA is the area of the inclined surface, and 

dV = ihdA 

is the volume of the tetrahedron. In this, h is the smallest distance from point 
P to the inclined surface ABC. Noting that the normal to the area has the 
components 

we conclude that the components of area are 

area of face 1: dA I 

area of face 2: dA2 

area of face 3: dA3 

Now divide through by dA in the equilibrium relation, and letting h --7 0, we 
obtain 

tl = (TUnl + (T21 n2 + (T31 n3 = L (Tjlnj 
j 
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Similar equations can be derived from the consideration of the balance of forces 
in the X2- and x3-directions. These three equations can be written in the indicial 
notation as 

ti = L ajinj (1.14) 
j 

This compact relation says that we need only know nine numbers [aij] to be 
able to determine the traction vector on any area passing through a point. These 
elements are called the Cauchy stress components and form the Cauchy stress 
tensor. It is a second-order tensor because ti and nj transform as first-order 
tensors. Later, we will establish that it is symmetric. 

Kirchhoff Stresses 

We have chosen to use the Lagrangian variables for the description of a body 
with finite deformation. For consistency, we need to introduce a measure of stress 
referred to the undeformed configuration. Because true loading exists only in 
the deformed state, the corresponding loading and stress in the body at the 
initial (undeformed) state could be considered as fictitious. To appreciate the 
motivation in introducing the new definitions of stress, it is worthwhile to keep 
the following in mind: 

• The traction vector is first defined in terms of a force divided by area. 

• The stress tensor is then defined according to a transformation relation for 
the traction and area normal. 

To refer our description of tractions to the surface before deformation, we must 
define a traction vector to acting on an area dAo as indicated in Figure 1.16. 
The introduction of such a vector is somewhat arbitrary, so we first reconsider 
the Cauchy stress so as to motivate the developments. 

Global Axes G~ 
deformed 

undeformed 

Figure 1.16: Traction vectors in the undeformed and deformed configurations. 

In the deformed state, on every plane surface passing through a point, there 
is a traction vector ti defined in terms of the deformed surface area. That is, 
letting the traction vector be t and the total resultant force acting on dA be dF, 
then 

or 
dR t·=_z 

Z - dA 
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Let all the traction vectors and unit normals in the deformed body form two 
respective vector spaces. Then the Cauchy stress tensor aij was shown to be the 
transformation between these two vector spaces, that is, 

ti = Lajinj 
j 

The tensorial property of the Cauchy stress tensor can be established from the 
quotient rule. Defined in this manner, the Cauchy stress tensor is an abstract 
quantity; however, on special plane surfaces such as those with unit normals 
parallel to el, e2, and e3, respectively, the nine components of [aij J can be related 
to the traction vector and thus have physical meaning. 

Thus, the meaning of aij are the components of stress derived from the force 
vector dFi divided by the deformed area. This, in elementary terms, is called 
true stress. 

We will now do a parallel development for the undeformed configuration. Let 
the resultant force dFo, referred to the un deformed configuration, be given by a 
transformation of the force dF acting on the deformed area. One possibility is to 
take dFt = dFi , and this gives rise to the so-called Lagrange stress tensor, which 
in simple terms would correspond to "force divided by original area." Instead, 
let 

dFO = '"' ax,? dF-
• ~ ax. J 

j J 

which follows the analogous rule for the deformation of line segments. The reason 
for this choice will become apparent later when we consider the equations of 
motion. It is important to realize that this is not a rotation transformation but 
that the force components are being "deformed." The Kirchhoff traction vector 
is defined as 

This leads to the definition of the Kirchhoff stress tensor af5: 

ti = La~nj 
j 

The meaning of a~ are components of stress derived from the transformed 
components of the force vector, divided by the original area. There is no ele­
mentary equivalent to this stress. This stress is usually referred to as the second 
Piola-Kirchhoff stress tensor; we will abbreviate it simply as the Kirchhoff stress 
tensor. 

Example 1.9: Establish the relation between the Cauchy and Kirchhoff stress 
tensors. 
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From the definition of the Kirchhoff traction vector, we have 

tfdAo = dFt = '" 8xf dFj = '" 8xf tjdA 
~8x· ~8x· 

j J j J 

Replacing the tractions with their respective stress tensors gives 

Because we also have the relation between the areas 

npdA = 2: r:X%n%dAO 
k Xp 

then 
'" J(" 0dAo _ '" JO 8xf . 8x% 0dAo ~uJ.nJ -~ 8 uPJ8 nk . . Xj Xp 

j J,k,p 

With J O = pO / p, the relation between Kirchhoff and Cauchy stress tensors be-
comes 

41 

K '" pO 8xf 8x'J 
Uji = ~ --8 -8 U mn ' p Xm Xn 

(1.15) 
m,n 

We will show that the Cauchy stress tensor is symmetric, hence these relations 
show that the Kirchhoff stress tensor is also a symmetric tensor. 

Example 1.10: A unit cubic solid is subjected to the applied load as shown 
in the Figure 1.17. Determine the Cauchy and Kirchhoff stresses. 

2 r------, 

-------L----------------------------------~1 

Figure 1.17: Cube with uniaxial load. 

The deformation is given by 

where the stretches are Al 2, A2 = A3 = 0.5. For this problem, the basic 
information is given in terms of the forces and so the stresses will be established 
by using the connection between them, the tractions, and the stresses. 

The deformation gradients are given by 

~ 1 ' A3 

o 0 1 1/A2 0 
o 1/A3 
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The Jacobian is therefore 

which shows that there is a volume change. The Cauchy stress tensor is obtained 
from information about the traction vectors 

"'" dFi 
ti = ~ O'jinj == dA = 0'1in1 + 0'2,n2 + 0'3in3 

j 

On the xl-face fi = e1, giving ti = O'li, and the components of force and area are 
therefore 

dFi {dP, D, O} = {IDD, D, D} 

oax~dAO \ \ dAD J -a 1 = /\2/\3 1 = 0.5 x 0.5 = 0.25 
Xl 

On the x2-face and x3-face, we have ti = 0'2i, and ti = 0'3i, respectively, and in 
both cases 

dFi = {D, 0, O} 

Thus, for the respective faces, we have 

fi(1) = {I, 0, O} : 

fi(2) = {O, 1, D}: 0'21 = 0'23 = 0'22 = 0 

fi(3) = {D, D, I}: 0'31 = 0'32 = 0'33 = 0 

In summary, the components of the stress tensor are 

D 
D 
D 

o 
o 
o ~ 1 

Because the deformed area is dA = D.25, the Cauchy stress has the interpretation 
of force divided by deformed area. 

The components of the Kirchhoff stress will be obtained by using this and the 
deformation gradients. Convert the Cauchy stress to Kirchhoff stress by 

J o [ ax~ ax~ ax~ ax~ ax~ ax~ 
0'11---- +0'12---- +0'13----

&1&1 &la~ &la~ 
axo axo axo axo axo axo 

+ 0'21--P -q + 0'22 --p --q + 0'23 --p --q 
a~&l a~a~ a~a~ 

+ 0'31 --p -q + 0'32 --p --q + 0'33 --p --q 
axo axo axo axo axo aXO] 

aX3 aX1 aX3 aX2 aX3 aX3 

Because only 0'11 1= D, we have simply 

K ° ax~ ax~ 
O'pq = J 0'11 -a -a 

Xl Xl 
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and this gives, for instance, 

K 1 dP 1 1 1 dP 1 1 2 
all (AIA2A3)(A2A3dA~)(Al)(Al)= AldA~ =2(400)(.2) =50 

at; ~ (400)(0)2 = 0 

a~ ~(400)(0)2 = 0 

In summary, 

Because the original area is dAD = 1, the Kirchhoff stress does not have a simple 
interpretation such as force divided original area. 

1.5 Governing Equations of Motion 
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Recall that Newton's laws for the equation of motion of a rigid body can be 
written as 

mil 

mxxiL 

where ii is the acceleration and m is the mass. These equations will now be 
used to establish the equations of motion of a deformable body. It will turn 
out, however, that they are not the most suitable form, and we look at other 
formulations. In particular, we look at the forms arising from the principle of 
virtual work and leading to stationary principles such as Hamilton's principle 
and Lagrange's equation. 

Global Axes AS' CL V 

Figure 1.18: Arbitrary small volume. 

Equations of Motion in Terms of Stress 

Consider an arbitrary volume V taken from the deformed body as shown in 
Figure 1.18; it has tractions i on the boundary surface A, and body force per 
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unit mass b. Newton's laws of motion become, respectively, 

i idA+ i PbdV 

L x x idA + i x x bp dV 

These are written in the indicial notation as 

i rildV 

i x x ilpdV 

ipUidV 

i x j'ukpdV] 

These are the equations of motion in terms of t i . We now obtain the equations 
of motion in terms of the stress. In doing this, there is a choice between the 
deformed state and the undeformed state. 

Using ti = Ep (1pinp and by the integral theorem of Equation (1.2), we get 

The equations of motion become (after simplification and noting that, because 
the volume V is arbitrary, the integrands must vanish) 

'" 8(1pi b ~--+p i 8xp 
p 

pUi 

o (1.16) 

The second equation shows that (1ij is a symmetric tensor, because the contrac­
tion of a symmetric tensor with an antisymmetric tensor is zero. Hence the two 
equations of motion become, in expanded notation, 

8(111 8(121 8(131 b 
8Xl + 8X2 + 8 X 3 + P 1 

8(112 8(122 8(132 b 
8Xl + 8X2 + 8X3 + P 2 

8(113 8(123 8(133 b 
8Xl + 8X2 + 8 X 3 + P 3 

(1.17) 

It is worth repeating that due to the symmetry property of the stress tensor, 
only six components are independent. That is, the number of independent stress 
components in the above are reduced because (112 = (121, (113 = (131 and (123 = 
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To complete our duality of treatments of stress and deformation, we need to 
consider the equations of motion with respect to the un deformed configuration. 
Specifically, the Cauchy equations of motion are in terms of the spatial par­
tial derivatives and these must be changed to derivatives with respect to the 
undeformed state. 

We begin with the body force b, which is the body force per unit mass in the 
deformed configuration. Define the body force per unit mass in the undeformed 
state as bO such that 

bf pO dVo == bi pdV 

In view of mass conservation, pOdVo = pdV, we obtain 

This body force relation is also valid for inertial forces. Note that the result 
would be different if the body force were defined per unit volume instead of per 
unit mass. 

We change the spatial derivatives to material derivatives as follows: 

'"' Oaji 

~ ox· 
j J 

Noting that pi pO = J and oJ lox~ = 0, we obtain 

It remains now to replace the term in parentheses with a quantity that has 
meaning in the un deformed configuration. We would prefer to have a symmetric 
stress tensor, to that end let us replace the term in parentheses with 

'"' OXi K _ '"' pO ox~ 
~ 0 oakj = ~ -aji~ 

j Xj j P x J 

to give the equations of motion 

(1.18) 

These equations of motion are slightly more complicated than those using the 
Cauchy stress because they explicitly include the deformed state. Note also that 
each one of the equations of motion contains all the stress components and 
therefore are too cumbersome to write explicitly. 
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Arrived at this way, the stress (J:: is just a convenience variable, which, because 
of the role it plays, can be interpreted as a stress. However, because of our 
previous development, we can give it physical interpretation in terms of tractions 
and forces acting on undeformed areas. 

Virtual Work Formulation of Equilibrium 

Let Ui(Xi) be the displacement field which satisfies the equilibrium equations 
in V. On the surface A, the surface traction ti is prescribed on At and the 
displacement on Au. Consider a variation of displacement 8Ui (we will sometimes 
call this the virtual displacement), then 

where Ui satisfy the equilibrium equations and the given boundary conditions. 
Thus, 8Ui must vanish over Au but be arbitrary over At. Let 8We be the virtual 
work done by the body force bi and traction ti; that is, 

(1.19) 

The last term is zero. We can also express this virtual work as 

8We 2: r pbi8uidV + 2: r (Jji8uinj dA 
i iv i iA 

2: r pbi8uidV + 2: r =. ((Jji8ui)dV . iv .. iv 8 J 
I IJ 

where the last term was reduced using the decomposition of the deformation 
gradient into f.ij + Wij and noting that the contraction of the antisymmetric 
rotation with the symmetric stress is zero. Define the total virtual work as 

These developments actually paralleled what was done in deriving the Cauchy 
stress equations of motion, therefore, we can look at it in one of two ways. First, 
because the term in parentheses is zero due to equilibrium, then we conclude 
that the total virtual work is zero. That is, 

8W = 8We - 2: 1 (Jji 8EjidV = 0 
i,j V 
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On the other hand, if we say that the total virtual work is zero for any arbitrary 
virtual displacement c5Ui, then we conclude that the term in parentheses is zero. 
That is, we obtain the equilibrium equations in terms of the Cauchy stress. The 
principle of virtual work states that a deformable body is in equilibrium if the 
total virtual work is zero for every independent kinematically admissible virtual 
displacement. We will interpret the symbol c5 as meaning a variation and the 
above equation as a variational principle. 

We would also like to write the virtual work expression in terms of the un­
deformed configuration. Following developments similar to the example in Sec­
tion 1.3, we get the relation 

ax€? ax'] 
c5Emn = L -a ~ -a c5Eij 

.. Xm Xn 
~,J 

The relation between Cauchy and Kirchhoff stress is 

and recalling that the deformed and undeformed volumes are related by dV = 
dVo pO / p, the internal virtual work term becomes 

m,n p,q 

Hence the Cauchy stress / Eulerian (small) strain combination is energetically 
equivalent to the Kirchhoff stress / Lagrangian strain combination. 

We are now in a position to write the virtual work form of equilibrium as 

In contrast to the differential equations of motion, there are no added complica­
tions using the undeformed state as reference. It is useful to realize that, during 
a deformation, the reference state t = 0 could be anyone of the previous equi­
librium positions and not necessarily the original stress-free state. We will make 
use of this in our incremental formulation for the computer. 

Stationary Principles 

The virtual work form is completely general, but there are further developments 
that are more convenient to use in some circumstances. We now look at some of 
these developments. 
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I: Stationary Potential Energy 

The internal virtual work is associated with the straining of the body and there­
fore we will use the representation 

and call U the strain energy of the body. 
A system is conservative if the work done in moving the system around a 

closed path is zero. We say that the external force system is conservative if it 
can be obtained from a potential function. For example, for a set of discrete 
force, we have 

or 

where Ui is the displacement associated with the load Pi' The negative sign in 
the definition of V is arbitrary, but choosing it so gives us the interpretation of V 
as the capacity (or potential) to do work. The external work term now becomes 

We get almost identical representations for conservative body forces and con­
servative traction distributions. The principle of virtual work can be rewritten 
as 

8U +8V = 0 or 8IT == 8[U + Vj = 0 (1.21) 

The term inside the brackets is called the total potential energy. This relation 
is called the principle of stationary potential energy. We may now restate the 
principle of virtual work as: For a conservative system to be in equilibrium, the 
first-order variation in the total potential energy must vanish for every indepen­
dent admissible virtual displacement. Another way of stating this is that among 
all the displacement states of a conservative system that satisfy compatibility 
and the boundary constraints, those that also satisfy equilibrium make the po­
tential energy stationary. In comparison to the conservation of energy theorem, 
this is much richer, because instead of one equation it leads to as many equations 
are there are degrees of freedom (independent displacements). 

Example 1.11: Determine the equilibrium conditions for the nonlinear system 
shown in Figure 1.19. 

Identify u, the resulting displacement at the point of application of the load, 
as the independent admissible displacement. The response of the nonlinear spring 
is shown in Figure 1.19(a): under tension it stiffens, under compression it shows 
softening. The virtual work for this spring is 

8W = F8u = K[l + o:u]u8u 
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F = KU[l + QU] F 

u v 
(a) (b) 

Figure 1.19: Equilibrium of a nonlinear spring. (a) Force/deflection relation. (b) Po­
tential energy. 

This is also the virtual strain energy tSU. Integrating then gives 

The potential of the applied force is 

V= -Pu 

The total potential energy of the system is, therefore, 

II = ~Ku2[1 + ~Qu]- Pu 

These terms are shown plotted in Figure 1.19(b) for different values of displace­
ment u. It is apparent that II can achieve two stationary values - a valley and a 
peak. The principle indicates that both occur at equilibrium positions. 

A stationary potential energy requires that 

all = 0 
au K u[1 + au] - P = 0 

We recognize this as the equilibrium balance between the external applied load P 
and the internal force F of the spring. If the spring were linear (a = 0), it would 
reduce to the single equilibrium equation 

Ku= P or u = P/K 

In the nonlinear case, however, we have two possible positions 

-1 ± J 1 + 4aP / K P-l 
u= 20 ~ K ' ~ 

(The approximation is for slight nonlinearity when a is small.) The first is close 
to the linear equilibrium position, but what is the meaning of the second posi­
tion? Furthermore, this second position corresponds to a negative displacement, 
which surely cannot happen because the load is positive. A hallmark of nonlin­
ear systems is the possibility of multiple equilibrium positions. Indeed, looking at 
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Figure 1.19(a), we see that even at zero load (F = 0) there is the equal possibility 
of two deflections. 

It is hard to imagine an "ordinary" material or spring behaving in this way. 
However, engineering structures do behave this way, and we will cover many such 
cases in the later chapters. Many of the structured materials (an example is cor­
rugated cardboard) also behave this way. 

II: Hamilton's Principle 

To apply the idea of virtual work to dynamic problems, we need to account for 
the presence of inertia forces, and the fact that all quantities are functions of 
time. We will take care of the former by use of D'Alembert's principle and the 
latter by time averaging. 

D'Alembert's principle converts a dynamic problem into an equivalent problem 
of static equilibrium by treating the inertia as a body force. That is, the total 
body force is comprised of pbi ---t (pbi - pili) where -pilidV is the inertia force 
of an infinitesimal volume. The virtual work of the body force is 

In writing this relation, we suppose that the performance of the virtual dis­
placement consumes no time; that is, the real motion of the system is stopped 
while the virtual displacement is performed. Consequently, the time variable is 
conceived to remain constant while the virtual displacement is executed. 

We will concentrate on the inertia term in the above virtual work expression. 
Noting that 

" ~(u. 8u·) = "il· 8u· +" U' 8u· 
~dt • • ~. • ~. • 
iii 

the inertia term can be written as 

~ J pili 8UidV = ~ J p! (Ui 8Ui)dV - L J pUi 8UidV 
• • • 

Introducing the concept of kinetic energy, defined as 

such that 

the principle of virtual work becomes 

It remains now to treat the last integral term. 
Hamilton refined the concept that a motion can be viewed as a path in config­

uration space; he showed that, for a system with given configurations at times 
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(a) 

Jr=::~ 
(b)~V+8~ .... .. .. .. ............ . 

....... t2 

... ... v(x , t) 

tt 

time 

Figure 1.20: Hamilton's configuration space for a pinned/pinned beam. (a) Varied 
path in space. (b) Varied path in time. 

tl and h, of all the possible configurations between these two times the actual 
that occurs satisfies a stationary principle. This essentially geometric idea is il­
lustrated in Figure 1.20, where a varied path in both space and time are shown 
for a beam. At a particular instant in time, t, the beam has the deformed shape 
of the solid line shown in (a). We can imagine a varied deformation shape shown 
as the dotted line in (a), but the end constraints at x = ° and L are not varied. 
Now consider a particular point on the beam and plot its position over time; this 
gives the solid line of (b) and it represents the "Newtonian path" of the point. 
The addition of the virtual displacement 8v(x , t) gives a path that may look like 
the dotted line in (b); again there are no variations at the extreme times tl and 
t2· 

Hamilton disposed of the last term in the virtual work relation by integrating 
the equation over time between the limits of the 1 and 2 configurations. The last 
term is a time derivative and so may be integrated explicitly to give 

By stipulation, the configuration has no variations at the extreme times and 
hence the term is zero. Consequently, the virtual work relation becomes 

(1.22) 

This equation is generally known as the extended Hamilton's principle. An im­
portant feature of this principle is that it is formulated without reference to any 
particular system of coordinates. That is, it holds true for constrained as well as 
generalized coordinates. 

In the special case when the applied loads, both body forces and surface trac­
tions, can be derived from a scalar potential function V, the variations become 
complete variations and we can write 

(1.23) 
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This equation is Hamilton's principle. Hamilton's principle is a variational prin­
ciple and it is as general as Newton's second law. When we apply this principle, 
we need to identify two classes of boundary conditions, called essential and natu­
ral boundary conditions, respectively. The essential boundary conditions are also 
called geometric boundary conditions because they correspond to prescrihed dis­
placements and rotations; the geometric conditions must be rigorously imposed. 
The natural boundary conditions are associated with the applied loads and are 
implicitly contained in the variational principle. 

Example 1.12: Consider a particle of mass NI subjected to a force P. Show 
that Newton's law governing the motion of the particle can be recovered from 
Hamilton's principle. 

The kinetic energy, strain energy, and potential of the applied force are given 
by, respectively, 

u=O, V=-Pu 

Hamilton's principle for the particle is 

Noting that 

j t2 

Pu)]dt = [muou + Pou]dt = 0 

uoudt = u d(ou) dt = ud(ou) 
dt 

tJ 

then we can integrate the first term in the integral by parts to give 

By stipulation, the variation Ou at the times tl and t2 are zero, then the first 
term is also zero. Since the time limits of integration are arbitrary, and since 
the variations between these limits can be arbitrary, then we conclude that the 
integrand must be zero. This gives 

-Mu+P=O or P=Mu 

This is Newton's second law. 

Example 1.13: Use Hamilton's principle to derive the equations of motion of 
a rod taking the lateral contraction into account. Assume the material behavior 
is linear. 

EA,pA,v,L 

Figure 1.21: Rod with end loads. 
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As the rod deforms longitudinally, it also contracts due to the Poisson ratio 
effect. Thus, each particle of the rod also has a transverse component of velocity. 
We will now add this to the kinetic energy term in order to have a more accurate 
accounting of the energy. The transverse strain is related to the axial strain by 
Et = -VE, therefore, the transverse velocity is given by 

. . . OU 
Ut = rEt = -vrE = -vr-

OX 

In this, we have assumed that the velocity is proportional to the distance r from 
the centroid of the cross-section. The total kinetic energy of the rod is readily 
found to be 

T = i ~p[u(x, t)2 + Ut(x, t)2]dV = ~ lL i p[u2 + v2r2(~:)2]dAdx 
Because u is a function only of x (and time), then we can perform t.he integration 
with respect to the cross-section to give 

l L .2 2 ou 2 
T= ~ 0 [pAu +v pJ(ox) ]dx, 

where J is the polar moment of area. The total strain energy is given by 

u = ~ i O'EdV = ~ i EE2 dV = lL EA(~~)2dX 
The final term we need is the potential of the applied forces. Assume there are no 
distributed loads - only end loads as shown in Figure 1.21 - then we have 

Substitute these energies into Hamilton's principle to get 

1 . 2 2 uU 2 1 uU 2 l t2 lL !l' lL!l 
b tl [2 0 [pAu + v pJ(ox) ]dx - 2 0 EA(ox) dx - Fouo + FLuL ]dt = 0 

Take the variation inside 

We now use integration by parts in order to have all terms multiplied by a common 
variation bu. For example, the time integration of the first term can be rewritten 
as 

l t2 pAubudt = lt2 pAud(bU) = PAUbUl t2 _ lt2 pAiibudt 
tl tl tl tl 

By stipulation, there is no variation of the configuration at times hand b, hence 
the term evaluated at these limits is zero. For the third term, we have for the 
space integration 

lL EA(ou)(ObU)dx = lL EA(ou)d(bU) = EA oU bulL _ r EAo2~dxbU 
o ox ox 0 ox ox 0 Jo ox 

53 
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The middle term requires both space and time integration and this is done as a 
combination of the previous two terms. The result is 

l t21L 2 au aou lt2 2 ail IL lt21L 2 a2il 
t1 0 v pJ(ax)(Tx)dxdt= - t1 V pJ ax ooudt+ t1 0 V pJ ax20udxdt 

Add all these terms together to get 

lt2 r a2 a2" a a" IL 
t1 [}o [EAax~ +v2pJ ax~ -pAil]oudx- [EAa: +v2pJ a: -F]ou Jdt=O 

Because the time limits and space limits in the integrations are arbitrary, then 
the first integrand is zero, giving the governing differential equation as 

(1.24) 

If either Poisson's ratio or the polar moment of area is negligibly small, then we 
recover the elementary rod theory [22]. 

The remaining terms must also be zero and thereby specify the boundary con­
ditions; at either end of the rod, we specify 

u or F - EAau 2 Jail - -+v p -
ax ax 

(1.25) 

The natural boundary condition is a rather surprising result. We may recognize 
the first term of it as arising from the linear elastic assumption of 

F au 
0'= - =E£= E-

A ax 
or F= EA au 

ax 
Does the presence of the second term mean that this relation is no longer valid? 
A very important point in the variational approach to problems is that both the 
differential equation and the associated boundary conditions are implied in the 
potential. Because we started with an approximation for the potential function, 
we derived a governing differential equation and a set of boundary conditions 
most consistent with that approximation. We can imagine, therefore, proposing a 
different potential and having a natural boundary condition that is actually the 
same as the axial force relation. In fact, such a situation arises in the higher-order 
rod theory referred to as Mindlin-Herrmann rod theory [23]. The modified rod 
theory just developed is referred to as Love's rod theory. 

III: Lagrange's Equation 

Hamilton's principle provides a complete formulation of a dynamical problem; 
however, to obtain solutions to some problems, the Hamilton integral formula­
tion must be converted into one or more differential equations of motion in a 
manner as just shown in the examples. For computer solution, these must be 
further reduced to equations using discrete unknowns. That is, we introduce 
some generalized coordinates (or degrees of freedom with the constrained de­
grees removed). At present, we will not be explicit about which coordinates we 
are considering but accept that we can write a function as 



1.5 Governing Equations of Motion 55 

where Ui are the generalized coordinates. We get these generalized coordinates 
by the imposition of holonomic constraints -- the constraints are geometric of 
the form fi (Ul' U2, ... , UN, t) = 0 and do not depend on the velocities. 

The time derivative of such a function is 

N 
. ~ au. 

U = L..t-Uj 
j=l aUj 

Consequently, we see that the kinetic energy is a function of the following form: 

The variation in the kinetic energy is given by 

N aT N aT 
8T = L au 8uj + L au. 8uj 

j=l J j=l J 

We can use integration by parts on the second term to obtain 

l t2 8T dt = lt2 t {aT _ ~ a~ } 8uj dt 
tt tt j=l aUj dt aUj 

where we llsed the fact that the variations at the extreme times are zero. 
The total potential of the conservative forces is a function of the form 

and its variation is given by 

N an 
8n = L au. 8uj 

j=l J 

Additionally, we have that the virtual work of the non-conservative forces is 
given by 

N 

8Wd = LQj 8uj 
j=l 

Hamilton's extended principle now takes the form 

lt2t{_~ (~~) + aT _ a(u+V) +Qj}8Ujdt=O 
it j=l dt aUj aUj aUj 

Because the virtual displacements 8uj are independent and arbitrary, and be­
cause the time limits are arbitrary, then each integrand is zero. This leads to the 
Lagrange'8 equation of motion: 

(1.26) 



56 Chapter 1. Mechanics of Solids 

for i = 1,2, . . . ,N . The expression, fi = 0, is our statement of (dynamic) 
equilibrium. It is apparent from the Lagrange's equation that, if the system 
is not in motion, then we recover the principle of stationary potential energy 
expressed in terms of generalized coordinates. 

We emphasize that the transition from Hamilton's principle to Lagrange's 
equation was possible only by identifying Ui as generalized coordinates. That is, 
Hamilton's principle holds true for constrained as well as generalized coordinates 
but Lagrange's equation is valid only for the latter. A nice historical discussion 
of Hamilton's principle and Lagrange's equation is given in Reference [84]. 

Example 1.14: A rigid pendulum is constrained by a linear spring as shown 
in Figure 1.22. Determine the equations of motion. 

Figure 1.22: Elastically restrained pendulum. 

The spring has its natural length when the mass is at its lowest position, hence 
the strain energy is 

u = ~KU2 = ~K[LsinO]2 

Note that the massless spring moves so as to be always horizontal. The mass has 
a velocity component LiJ about the pendulum axis, hence the kinetic energy is 

Additionally, gravity acts as a conservative force opposite to the coordinate direc­
tion v and hence has the potential 

v = Mgv = MgL[l- cosO] 

The total potential is given by 

II = U + V = ~K[LsinO]2 + MgL[l - cosO] 

Substituting these into Lagrange's equation 

(where we have identified 0 as the generalized coordinate) leads to 

d 2· 2 
dt {ML O} - 0 + KL cosO sinO + MgLsinO - Qo = 0 
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We can write this as 

- 1 
MLB + KLcosBsinB + MgsinB = LQo 

Even though the spring is linear, the resulting equation is highly nonlinear because 
the rotational angle can be large. This is typical of the nonlinear systems we will 
be considering in the next chapters. 

Example 1.15: Specialize Lagrange's equation to the case when the motions 
are small. 

Consider small motions about an equilibrium position defined by Ui = 0 for 
all i. Perform a Taylor series expansion on the strain energy function to get 

The first term in this expansion is irrelevant and the second term is zero since, 
by assumption, the origin is an equilibrium position. We therefore have the rep­
resentation of the strain energy as 

We can do a similar expansion for the kinetic energy; in this case, however, we 
also assume that the system is linear in such a way that T is a function only of 
the velocities Uj. We get 

T(Ul,U2, ... ) ~ ~ L L MijUiUj, 
j 

Mij == a~2ar. I 
Ui Uj 0 

The potential of the conservative forces also has an expansion similar to that for 
U, but we retain only the linear terms in Uj such that 

Finally, assume that the non-conservative forces are of the viscous type such that 
the virtual work is 

8Wd = Qd 8u = -ciL8u 

This suggests the introduction of a function analogous to the potential for the 
conservative forces 

Qd = _ aD 
J aUj 

where 

For small motions, we get 

Cij == a~2a~ I 
Ui Uj 0 

57 
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The function D is called the Rayleigh dissipation function. 
Substitute these forms for U, V, T, and D into Lagrange's equation to get 

L {KijUj + Cijitj + Mij'ilj} = Pi, 
j 

Thb ilS put in the familiar matrix form as 

i = 1,2, ... ,N 

[ K ]{ u} + [ C ]{ it} + [ M ]{ it} = {p} (1.27) 

By comparison with the one-degree-of-freedom case, we have the meaning of [ K ), 
[ M ), and [ C ) as the (generalized) structural stiffness, mass, and damping ma­
trices, respectively. As yet, we have not said how the actual coefficients can be 
obtained or the actual meaning of the generalized coordinates; this is the subject 
of a later section, and the next few chapters. 

Discussion 

In the subsequent chapters when we need to derive governing equations, we will 
use Hamilton's principle for continuous systems and Lagrange's equation for 
discrete systems. Sometimes, as in element formulations, we will deal directly 
with the principle of virtual work. 

Keep in mind that these governing equations are actually just different forms 
of (dynamic) equilibrium and are not sufficient in themselves to solve problems. 
To complete the formulation of a problem, we must also make the material (or 
constitutive) behavior explicit as was done in the spring and rod examples. This 
is the topic of the next two sections. In stating the various forms of the governing 
equations, we often referred to conservative systems or systems with a potential. 
We will also make this explicit in regards to the material behavior. 

1.6 Material Behavior 

The concepts of stress, on the one hand, and strain, on the other hand, were 
developed independently of each other and apart from the assumption of a con­
tinuum, the development placed no restrictions on the material. That is, the con­
cepts developed so far apply whether the material is elastic or plastic, isotropic 
or anisotropic. Indeed, they apply even if the material is a fluid. This section 
makes the material behavior explicit. 

Types of Materials 

Similarly shaped bodies with similarly applied loads may have different defor­
mation responses. This is due to the internal constitution of their matter. A 
constitutive equation is an experimentally determined relation between the ap­
plied loads and the deformation response for a particular material. There is 
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a wide range of materials available, but engineering structures are made from 
relatively few. (Reference [28] gives an enjoyable account of a wide variety of 
structures and the types of materials used for their construction.) Furthermore, 
most structures are designed to sustain only elastic loads and are fabricated from 
isotropic and homogeneous materials (steel and aluminum, for instance); the lit­
erature is abundant with data on their material constants. Analysis of structural 
components fabricated with composite materials, on the other hand, requires the 
use of anisotropic elasticity theory. Analysis of problems in metal-forming and 
ductile fracture are based on the inelastic and plastic responses of materials, par­
ticularly those under large deformation. Polymeric materials require knowledge 
of their time-dependent stress relaxation and creep properties. 

To simplify the relations in this section, only small deformations will be con­
sidered. One further restraint is that the material is assumed homogeneous, that 
is, irrespective of specimen size, the specimen will have the same material re­
sponse. This will not preclude study of inhomogeneous structures - it is only 
the local material (or small-scale) behavior that is assumed homogeneous. 

In broad terms, failure refers to any action that leads to an inability on the 
part of a structure to function as intended. Common modes of failure include 
permanent deformation (yielding), fracture, buckling, creep, and fatigue. The 
successful use of a material in any application requires assurance that it will 
function safely. Therefore, the design process must involve steps where the pre­
dicted in-service stresses, strains, and deformations are limited to appropriate 
levels using failure criteria based on experimental data. At present, formulation 
of failure theories for particular materials is an area of widespread research. 

While the behavior of a real material is very complicated, nevertheless, most 
structural materials can be divided into certain classes and four of the main 
classes will be considered here. In characterizing materials, it is not the force and 
the displacement that are used but the stress and the strain; this is reasonable 
since both of these concepts are local in nature. Historically, then, it was common 
to obtain "Stress/Strain diagrams," but with more specialized materials being 
used in structures, this approach must be extended to include time dependency. 
Therefore, in plotting the responses to be shown next, it is assumed that a 
load/unload cycle is imposed; other cycles could also be used. 

I: Elastic Material 

If there is a one to one relation between the stress and strain and, on unloading, 
all the strain is instantaneously recovered, then the material is said to be elastic. 
Most structural materials in common use are adequately described by this type 
of material. We write the relation as 

E = f(a) 
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which, of course, may be nonlinear. In linear elasticity, the deformation is a 
linear function of the stress 

a =EE 

where E is called the Young's modulus. 

time L--L __________ ~_. 

Figure 1.23: Elastic behavior. 

II: Elastic/Plastic Material 

E 

For some materials, it is found that beyond a certain stress level large deforma­
tions occur for small increments in load, and furthermore, much of the defor­
mation is not recovered when the load is removed. On the load/unload cycle, if 
a > ay (ay = yield stress), this material cannot recover the deformation caused 
after yielding. This remaining deformation is called the permanent or plastic 
strain. The amount occuring depends on the geometry of the problem . 

. / ..... :.............. 
time 

Figure 1.24: Stress/strain cycle for elastic-plastic material behaviors. 

The total strain is considered as composed of elastic and plastic parts 

and constitutive relations are written for the separate parts. Since plastic flow 
is an incremental process, then the constitutive relations must be written in 
incremental form 

Elastic: 
1 

dE = Eda 

Plastic: dEP = Aa 

This is the Levy-Mises theory, and it says that the plastic strain increments 
depend on the current stress state, and also that the principal directions of the 
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increments coincide with those of the stress. The parameter A is determined 
experimentally, but unlike E, say, it is not constant but depends on the level of 
stress. 

In the solution of an actual problem, the increments of deformation are ob­
tained for each increment of load, then the total deformation is obtained by 
summing all the increments over the loading history. 

The maximum stress, referred to as the yield stress, beyond which the loading 
and unloading curves differ, is the elastic limit of the material. The unloading 
curve is usually parallel to the elastic loading curve. The difference in yield 
stresses between the virgin and plastically deformed material is caused by its 
strain-hardening response. 

III: Viscoelastic Material 

The mechanical properties of all solids are affected to varying degrees by the 
temperature and rate of deformation. Although such effects are not measurable 
at low temperature, they become noticeable at high temperatures relative to 
the glassy transition temperature for polymers or the melting temperature for 
metals. Above the glassy transition temperature, many amorphous polymers 
flow like a Newtonian fluid and are referred to as viscoelastic materials. 

time 
L--k~ ________ ~ __ 

Figure 1.25: Viscoelastic behavior. 

That is, they exhibit a combination of solid and fluid effects. If the solid is 
elastic, then the deformations are proportional to the stress, and if the fluid is 
Newtonian, then the deformation rate is proportional to the stress. Two very 
simple viscoelastic materials can be represented by a combination of a spring and 
dashpot. The Maxwell model has the spring in series with the dashpot, while the 
Kelvin model has the spring in parallel with the dashpot. These materials are 
time dependent and the relation must be written in terms of the time derivatives; 
the standard linear solid, for example, is described by 

dE E2 1 da 1 E2 - + --E = - -- + - [1 + --]a 
dt TJ E dt TJ El 

In addition to the time dependence, there is also a dependence on more material 
coefficients. 
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This material exhibits a residual strain after the load is removed, but over 
time it recovers this strain to leave the material in its original state. 

IV: Structural Materials 

The structural properties of some hase materials can he improved by combining 
them with other materials to form composite materials. A historical survey is 
given in Reference [28]. For a sandwich material such as plywood, the cross­
grain weakness of the wood is improved by alternating directions of the lamina. 
Concrete is an example of particulate materials with cement as the bonding 
agent. Reinforced concrete uses steel bars to improve the tensile strength of the 
base concrete. Sheets of glass are stiff but prone to brittle failure because of 
small defects. Glass-fiber-reinforced composites combine the stiffness of glass in 
the form of fibers with the bonding of a matrix material such as epoxy; in this 
way, a defect in individual fibers does affect the overall behavior. 

It is possible to analyze these materials through their constituent behavior, 
but for structural analyses this is very rarely done because it is computationally 
prohibitive. Furthermore, as in the case of concrete, the structural properties 
depend significantly on the particulars of the bonding behavior and this is rather 
difficult to predict. It is more usual to treat these materials as homogeneous 
materials and establish average properties based on a representative volume. 
This is not an area we will pursue here; suffice it to say, that the variety of 
behaviors from these structured materials is much richer than from traditional 
homogeneous materials and the analytical description must be adequate for the 
purpose. For example, these materials are more likely to be anisotropic (have 
different properties in different directions). 

Failure Criteria 

The basic assumption underlying all yield criteria is that failure is predicted 
to occur at a particular point in a material only when the value of a certain 
measure of stress reaches a critical value. The critical level of the selected mea­
sure is obtained experimentally, usually by a uniaxial test. The most important, 
and widely applied, failure criteria have been combined stress yield theories for 
isotropic metals and we discuss some of the more well-known below. Such cri­
teria predict yielding in multiaxial states of stress using uniaxial yield stress as 
the only input parameter. 

We can characterize the stress state of a body in terms of the principal stresses 
because they are the extremum values. In the following, we assume the principal 
stresses are ordered according to a3 < a2 < al. 

I: Maximum Principal Stress Theory [Rankine] 

The maximum principal stress theory predicts that failure will occur at a point 
in a material when the maximum principal normal stress becomes equal to or ex-
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ceeds the uniaxial failure stress for that material. That is, this criterion predicts 
failure to occur at a point when 

or 

where a f is the magnitude of the uniaxial failure stress in tension and an equal 
but opposite failure stress is assumed in compression. 

This theory provides a generally poor prediction of yield onset for most metals 
and is not typically used for materials that behave in a ductile fashion. It has, 
however, been applied successfully to predict fracture of some brittle materials 
in multiaxial stress states. 

II: Maximum Shear Stress Theory [Coulomb, Tresca, Guest] 

The maximum shear stress theory states that yield is predicted to occur at 
a point in a material when the absolute maximum shear stress at that point 
becomes equal to or exceeds the magnitude of the maximum shear stress at yield 
in a uniaxial tensile test of the same material. Based on the stress transformation 
equations, this critical yielding value of the maximum shear stress during a 
uniaxial test is Ty = ~ay. Thus, yield failure is predicted to occur in a multi axial 
state of stress if 

In terms of the principal stresses, this can be recast into the form 

This criterion is shown in Figure 1.26. 
This criterion will not predict yielding to occur under any level of applied 

hydrostatic loading (because the shear is zero). Experimental evidence for other 
states of stress attest that the maximum shear stress criterion is a good theory 
for predicting yield failure of ductile metals. 

a3 

.......... 

Tresca 

von Mises 

Figure 1.26: Tresca and von Mises yield criteria. 
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III: Energy of Distortion Theory [Huber, von Mises, Henchy] 

The total strain energy of an isotropic linear elastic material is often divided into 
two parts: the dilatation energy, which is associated with change of volume under 
a mean hydrostatic pressure, and the distortion energy, which is associated with 
change ill shape. It call ue shown that the distortion energy takes the following 
form in terms of the principal stresses: 

l+v 2 2 2 
Ud = 6E [(0"1 - 0"2) + (0"2 - 0"3) + (0"3 - O"d ] 

The energy of distortion theory states that yield is predicted to occur at a 
point in a material when the distortion energy at that point becomes equal to 
or exceeds the magnitude of the distortion energy at yield in a uniaxial tensile 
test of the same material. The critical yielding value of the distortion energy in 
a uniaxial test is 

1 + V 2 
Ud = ~[20"y] 

Combining these results, the statement of the energy of distortion theory is that 
yield will occur if 

(0"1 - 0")2 + (0"2 - 0"3)2 + (0"3 - 0"1)22: 20"} 

The behavior of this is shown in Figure 1.26. The predictions are close to those 
of the maximum shear stress criterion, but it has the slight advantage of using 
a single function for any state of stress. 

1. 7 Elastic Constitutive Relations 

Because of our interest in thin-walled structures, the elastic material is the one 
of most relevance to us. Furthermore, the situations that arise are usually of the 
type of large rotations but small strains and we utilize this to make approxima­
tions. 

Hyperelastic Materials 

Consider a small volume of material under the action of applied loads on its 
surface. One assumption about elastic behavior is that: The work done by the 
applied forces is transformed completely into potential energy. Furthermore, the 
potential energy is stored entirely in the form of strain energy. That the work is 
transformed into potential energy means that it is completely recoverable and 
the material system is conservative. 

We will use Lagrangian variables. The increment of work done on the small 
volume is 

dWe = in [L. 0"f5 dEij ] dVo 
',) 
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The potential is comprised entirely of the strain energy U; the increment of 
strain energy is 

From the hypothesis, we can equate dWe and dU to give 

Because the volume is arbitrary, the integrands must be equal, hence we have 

K au 
a·· =--

'J aEij 
(1.28) 

A material described by this relation is called hyperelastic. Note that it is valid 
for large deformations and for anisotropic materials; rather than develop this 
general case, we will look at each of these separately. 

Nonlinear Isotropic Materials 

Many structural materials (steel and aluminum, for example) are essentially 
isotropic in that the stiffness of a sheet is about the same in all directions. We 
will use this to simplify the elastic relation. 

Because the material is isotropic, the strain energy is a function of the strain 
invariants only; that is, U = U(h, 12 , 13 ), where the definition of the invariants 
from Equation (1.4) is 

12 = ~1f - ~ L EikEik' 
k 

The stress/strain relation becomes 

h = det[Eij 1 

The various derivatives of the invariants with respect to strain are 

On substituting these into the above constitutive relation, and rearranging, we 
get 

af5 = (JoDij + (J1 E ij + (J2 L EipEpj 
p 

(1.29) 
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which is a nice compact relation. The coefficients have the explicit representation 

/30 
8U [)U [)U 
8h + [)h h + 8h 12 

i31 8U 8U I 
- 0I2 - 0I3 1 

8U 
8h 

If U(h,I2, 13 ) is now considered to be expanded as a polynomial in the invari­
ants, it is seen how this form gives an elasticity description with many material 
coefficients. 

Linear Elastic Anisotropic Materials 

Reinforced materials are likely to have directional properties and are therefore 
anisotropic. They are also more likely to have small operational strains, and we 
take advantage of this to effect another set of material approximations. 

Because the strains are assumed small, we can take the Taylor series expansion 
of the strain energy density function 

[ 8U ] 1 [82U] U(Eij ) = U(O) + L [)E. Eij +"2 L [)E .[)E EijEpq + ... 
. . tJ 0 . . tJ pq 0 
~,J 'l,,),p,q 

By using the Lagrangian strain tensor, the expansion is valid for large deflections 
and rotations but for small strains. Noting that U(O) = 0 and 

then get 

K 8U 
O'pq = 8E pq 

8Eij 
8E = c5ip c5jq pq 

[ 8U ] [[)2U] - +L E + ... 8Epq 0 8Epq 8Ers 0 rs r,s 

r,s 

Let the stress be zero when the strains are zero, then for small strains 

r,s 

Because of symmetry in 0'{5 and Eij , Cpqrs reduces to 36 coefficients. But because 
of the explicit form of Cpqrs in terms of derivatives, we have the further restriction 

[)2U I 82U I 
Cpqrs = 8E 8E = [)E [)E = Crspq pq rs 0 rs pq 0 
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This additional symmetry reduces the elastic tensor to 21 constants. This is 
usually considered to be the most general linearly elastic material. 

We can write this relation in the matrix form 

{O"} = [ D ]{E}, {O"} == {0"11,0"22,···}, 

where [ D J is of size [6 x 6J. Because of the symmetry of both the stress and 
strain, we have [ D JT = [ D J. Special materials are reduced forms of this re­
lation. For example, an orthotropic material has three planes of symmetry and 
this reduces the number of material coefficients to nine and the elastic matrix is 
given by 

d l1 d 12 d 13 0 0 0 
d 12 d 22 d 23 0 0 0 
d 13 d23 d33 0 0 0 
0 0 0 ~(dll - d 12 ) 0 0 
0 0 0 0 ~(dl1 - d 12 ) 0 
0 0 0 0 0 ~(dll - d 12 ) 

For a transversely isotropic material this reduces to five coefficients because 
d 55 = d44 and d66 = (dll - d 12 )/2. A thin fiber-reinforced composite sheet is 
usually considered to be transversely isotropic [37J. 

For the isotropic case, every plane is a plane of symmetry and every axis is 
an axis of symmetry. It turns out that there are only two independent elastic 
constants, and the elastic matrix is given as above but with 

The constants .x and f.L are called the Lame constants. The stress/strain relations 
for isotropic materials are usually expressed in the form 

O"f} = 2f.LE ij + .x8ij L Ekk , 
k 

(1.30) 

This is called Hooke'8 law and is the linearized version of Equation (1.29). The 
expanded form of the Hooke's law for strains in terms of stresses is 

Eyy 

2Exy 

l[K K K] 
E O"yy - v(O"zz + O"xx) 

l[K K K] E O"zz - v(O"xx + O"yy) 

2(1 + v) K E _ 2(1 + v) K 
E 0" xy , 2 yz - E 0" yz , 

(1.31) 

E _ 2(1 + v) K 
2 xz - E O"xz 



68 Chapter 1. Mechanics of Solids 

and for stresses in terms of strains 

E 
(1 + v)(l _ 2v) [(1 - v)Exx + v(Eyy + E zz )] 

E 
(1 + v)(l _ 2v) [(1- v)Eyy + v(Ezz + Exx)] 

E 
( )( ) [(1- v)Ezz + v(Exx + Eyy)] 
1 + v 1 - 2v 

(1.32) 

EKE K E 
2(1+v)2Exy , (J'yz = 2(1+v)2Eyz , (J'xz = 2(1+v)2Exz 

where E is the Young's modulus and v is the Poisson's ratio related to the Lame 
coefficients by 

,\ _ vE 
- (1 - 2v)(1 + v) , 

E 
J-l = G = 2(1 + v) 

The coefficient J-l = G is called the shear modulus. 
Viewing the relation between the normal components of stress and strain as 

forming a [3 x 3] matrix, then it can be inverted only if the determinant is 
positive. The determinant is 

det = (1 - 2v)(1 + v)2 > 0 

Hence we conclude that 
-1 < v < 0.5 

A negative Poisson's ratio would indicate a material that, under uniaxial ten­
sion, would expand in the transverse direction. This is possible for some of the 
structured materials. 

A temperature change can affect the constitutive behavior in two ways: first 
it can change the values of the material coefficients; and second, it causes a 
volumetric expansion. We are only concerned with the later effect - this is 
called thermoelasticity. Because the temperature change only causes a volume 
change, then only the normal strain components are affected and the Hooke's 
law of Equation (1.31) is modified to 

(1.33) 

where a is the coefficient of thermal expansion and D..T is the temperature 
change. 
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A special case that arises in the analysis of thin-walled structures is that of 
plane stress. Here, the stress through the thickness of the plate is approximately 
zero such that a;<; ~ 0, a!fz ~ 0, and a~ ~ 0. This leads to 

Substituting this into the 3-D Hooke's law then gives 

1 K K Exx = E [axx - vayyl, 

1 K K 
Eyy = E [ayy - vaxxl, 

The shear relation is unaffected. 

K axx = 
E 

( 2) [Exx + vEyyl I-v 
E 

( 2) [Eyy + vExxl I-v 

A final point to note is that, except for the isotropic material, the material 
coefficients are given with respect to a particular coordinate system. Hence, we 
must transform the coefficients into the new coordinate system when the axes 
are changed. 

Example 1.16: The following quantities were recorded during the large defor­
mation testing of a uniaxial specimen: P, the applied force; E == t::;.L/ L o , the unit 
change of axial length; Et == t::;. W /Wo , the unit change of transverse width. Estab­
lish the relationships necessary to convert this information to stress and strain. 

Following from the examples of Section 1.4, we have that the stretches are 

A2 = 1 + Et = 1 - VE , A3 = 1 + Et = 1 - VE = A2 

where we have introduced v == -Et/E as the ratio of the axial straining to the 
transverse straining. The Lagrangian and Eulerian strains in the axial direction 
are 

The stresses are 

K 1 dP (To 

(Tll = A1 dA~ = (1 + E) , 

12 E [ 1] ell = e -"2e = ( )2 1 + "2E l+E 

1 dP (To 

(Tll = ),2A3 dA~ = (1 - VE)2 , 

dP 
(To == dAO 

1 

The stress (To can be thought of as the "force over original area," although here 
it is introduced solely as a normalizing factor. 

As shown in Figure 1.27, there are three possibilities for the behavior of (To = 
P/Ao against E == I:::..L/Lo: it can be concave up indicating hardening, be concave 
down indicating softening, or be linear. The corresponding stress/strain curves are 
also shown in Figure 1.27. Note that for the range of nonlinear behaviors shown, 
all the Kirchhoff stress/Lagrangian strain relations show softening, whereas the 
Cauchy stress/Eulerian strain show hardening. Therefore, whether a material is 
physically linear or nonlinear, softening or hardening, is not a definite concept but 
depends on the measures used for the stress and strain. Of course, the mechanical 
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Figure 1.27: The forms of constitutive behavior for the experimental observed behav­
ior. 

problem can be objectively nonlinear even though the constitutive relation is linear 
because the description of the geometry can be nonlinear. 

Example 1.17: Contrast the physical response of materials described by linear 
constitutive relations. 

Consider the uniaxial constitutive relations 

material: er{;. = EEn , spatial: ern = Een 

where, for simplicity, we let the modulus of both materials be the same. Substi­
tuting the respective expressions for stress and strain leads to 

spatial: ( 1 - VE)2 [ I] ero = EE -1-- 1 + :iE +E 
These are shown plotted in Figure 1.28 . 
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Figure 1.28: Physical responses for linear constitutive relations. (a) Material. (b) 
Spatial. 

There are two obvious implications from Figure 1.28: linear constitutive re­
lations imply highly nonlinear physical behaviors, and the two descriptions are 
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completely different. In addition, both descriptions exhibit instabilities. Consider 
the spatial description, for example: as the load is increased, a point is reached 
where further load increments cannot be sustained and large deformations ensue. 
This is an example of a limit point instability and will be discussed in greater 
detail (within a structural context) in Chapters 6 and 7. It is worth noting that 
the instability occurs while the cross-sectional area is still sizable. The material 
description exhibits an instability in compression. 

The form of the spatial behavior is that of a cohesive strength model. This 
has been used successfully [83] to model the fast propagation of cracks in brittle 
materials. 

In subsequent chapters, we will be dealing with large displacements and rota­
tions, but relatively small strains. In those cases, we will use a linear constitutive 
relation and restrict ourselves to strain levels such that E < 0.20; this avoids both 
instabilities, and all relations can be reasonably approximated as linear. For struc­
tural materials such as aluminum, these strain levels would have been associated 
with gross plastic yielding. 

Example 1.18: Continuing the bending problem from Section 1.2, let the 
constitutive behavior be 

17{} = 2G Eij + ).,DijEkk 

Determine the Cauchy stress. 
From the previously obtained deformation gradient, we can determine the La­

grangian strains to be 

X2 1 X2 2 
Ell = - Ii + '2 ( Ii) , others: Eij = 0 

The Kirchhoff stresses are therefore 

17['; = (2G + )")Ell , 17~ = )"Ell , others: 17{} = 0 

We can think of these stresses as acting on the undeformed configuration. The 
tractions on a surface x1 = constant are parabolic and independent of the position 
x1; in the limit of small X2, however, they have the familiar linear distribution of 
a beam in bending. This situation therefore resembles a beam in pure bending. 
The stress 17~ would give rise to a normal traction on the lateral surface; what 
this implies is that the given deformation could be achieved only with the aid of 
additional tractions on the lateral surfaces. 

Since I7IT and 17~ are the only non-zero stresses, we have for the Cauchy stresses 

17 - ~ [aXi aXj 17K aXi aXj 17K] 
Jl - a 0 a 0 II + a 0 a 0 22 po Xl Xl X 2 X 2 

This leads to three non-zero components of the Cauchy stress 

p [~2 (R - x~)2C217['; + S217~] 0C2 K 1 S2 K 
I7ll = J I7ll + JO 1722 po 

P [ 1 ( 0)2 S2 K C2 K] JO S2 K 1 C2 K 1722 R2 R - X2 I7ll + 1722 = 1711 + JO 1722 po 
P [~2 (R - X2)2 SCI7['; - CSI7~] aSC K 1 S K 1712 = J 1711 - JO C 1722 
po 

71 
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where C == cos (xU R) and 5 == sin(xl/ R). These stresses exhibit a rather complex 
dependence on both Xl and X2' 

The presence of the non-zero shear stress is, perhaps, a bit surprising. Keep 
in mind, however, as Xl is changed, that the components aij are not necessarily 
oriented with respect to the deformed lateral surface. It is instructive, therefore, 
to cOIl::>itler the component::> of the Cauchy stress with respect to the deformed 
lateral surface. Consider a line that is initially horizontal, then after deformation 
it has the orientation 

n1 = cos(xl/ R) = C, n2 = sin(x~/ R) = 5 

We now transform the stress components to get 

ann a11C2 + 0'22 5 2 + 2a12C5 = JOai'i 
2 2 1 K 

att 0'115 + a22C - 2a12C5 = JO 0'22 

atn -(0'11 - a22)C5 + a12(C2 - 52) = 0 

Thus, the Cauchy stress components with respect to line-preserving orientations 
show a close connection to the Kirchhoff stress. Indeed, if we consider the case 
when X2 « R (that is, it is like a very narrow beam) but we still allow the large 
deflections, then we get 

o 1 ( 0) J = Ii R- X2 >:::: 1 

leading to 

In some of the later chapters, we will consider situations where the deflections are 
large but the strains small, we will then find it useful to invoke this approximate 
relation between the Kirchhoff and transformed Cauchy stresses. 

Example 1.19: Show how an initial stress state affects the current relation 
between an increment of stress and an increment of strain for an isotropic material. 

Let the initial stress state aij be associated with the displacement field ui. 
Furthermore, let the current displacement Ui be represented as 

where ~i is the (small) increment of displacement from the current value of ui. 
Using this in the strain/displacement relation allows the total strain to be decom­
posed as 
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The various collections of terms in parentheses are labeled as follows 

Note that €ij is an increment of strain from the current configuration but refer­
enced to the zero configuration. The interaction term T/ij contains components of 
both ui and ~i; this is the term we are especially interested in. 

Let the constitutive relation be 

(7:; = 2JlBij + >..8ij L Ekk , 
k 

Then, after substituting for the strains, the stresses are 

(7:; = (7ij + 2/-l€ij + >..8ij L €kk + 2J-tTfij + >..8ij L T/kk 
k k 

We are interested in taking derivatives of this stress with respect to €pq. Since 

then, for the purpose of differentiation, we can replace the gradient of ~i with €ij. 
We now get for the (7['; stress, for example, 

with similar expressions for the other components. Let us define the current tan­
gent moduli as 

GUO 
(2/-l + >..) + (2J-t + >..) GX~ ~ (2J-t + >..) [1 + Efd 

(2/-l + >..) [1 + 2~ {(7~1 - 2/-l ~ 3>" ((7f1 + (7~2 + (7g3))] 

The derivatives are taken such that the other strains are kept constant. The effect 
of the initial stress is to change the tangent modulus - an increase in stress causes 
an increase in modulus. This is the same phenomenon as observed when tuning 
a violin string, say. Suppose the initial stress is uniaxial such that only (7f1 ¥ 0, 
then two of the moduli are 

ETl1 (2/-l+ >..) [1 + L {1- 2J-t~ 3>..}(7f1] 

ET22 (2J-t+>")[1+2~{ -2J-t~3>..}(7f1] 
We see that the material becomes anisotropic due to the stress (7f l' 

This is our first encounter with a tangent modulus (or stiffness), and it will 
playa central role in the study of nonlinear deformations. A way to visualize the 
above results is to consider a block of material that is under a quasi-static load 
state. Now superpose a stress wave disturbance of small amplitude. The current 
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tangent modulus relates the small increments (due to the stress wave) of strain to 
the small increments of stress. Although the material is isotropic, the stress wave 
experiences the material as being anisotropic. As an aside, residual stresses can 
be detected by monitoring the small changes in wave speed caused by the small 
changes in tangent moduli [30J. 

ThiH iH abo our first encounter with load interactiuns - the Hituation where 
the application of one load causes a change in the load/deformation response for 
another load. This nonlinear phenomenon, in fact, becomes one of the subthemes 
for our analysis of stability problems in Chapters 6 and 7. 

Strain Energy for Some Linear Elastic Structures 

Consider a local coordinate system in which the rotation of the structural mem­
ber is negligible. 

Figure 1.29: Cross-section of structural member in local coordinates. 

When the strains are small, we need not distinguish between the undeformed 
and deformed configurations. Under this circumstance, let the material obey 
Hooke's law and be summarized in the matrix forms 

{E}=[C]{lJ}, {lJ}=[V]{E}, [ C ] = [ V ]-1 

The general expression for the strain energy is 

u = ~ i[lJXXEXX + lJyyEyy + lJxy"(xy + .. . ]dV = ~ i {lJ}T { E }dV 

Using Hooke's law, this can be put in the alternate forms 

(1.34) 

The above relations will now be particularized to some structural systems of 
interest by writing the distributions of stress and strain in terms of resultants. 

For the rod member, there is only an axial stress present and it is uniformly 
distributed on the cross-section. Let F be the resultant force; then lJ = F / A = EE 
and 

axial: u = 1 rL F2 dx = 1 rL EA(du)2dx 
2 io EA 2 io dx 
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For the beam member in bending, there is only an axial stress, but it is dis­
tributed linearly on the cross-section in such a way that there is no resultant 
axial force. Let M be the resultant moment; then a = -My I I = EE and 

bending: U=l { LM2 dx=1 [LEI(d2v)2dx 
2 io El 2 io dx2 

The shear forces in a beam can also do some work. Let the shear stress be 
assumed to be uniformly distributed on the cross-section, and the resultant shear 
force be V, then T = VIA = G, and 

shear: 

For a circular shaft in torsion, there is only a shear stress and it is linearly 
distributed on the radius. Let T be the resultant torque, then T = Tr I J = G, 
and 

torsion: 
{L T2 [L d¢ 

U = ~ io GJ dx = ~ io GJ (dx)2 dx 

where ¢ is the twist per unit length and J is the polar moment of area. 
For the four cases considered above, there are the resultant loads 

F, M, V, T 

the corresponding deformations 

du d2v dv d¢ 
dx 

, 
dx2' dx 

, 
dx 

and the associated stiffnesses 

EA, El, GA, GJ 

and in each case, the energy expression is of the form 

1£ [load] 2 1£ 
energy = ~ (. ff ) dx = ~ (stiffness) [deformation] 2 dx 

o stl ness 0 

Note that even the general expression, Equation (1.34), follows this form. There 
are other types of structures, and an energy expression can be set up for these 
also. They will all have a similar form. 

Example 1.20: Use the principle of stationary potential energy to establish 
the equilibrium condition for the simple truss shown in Figure 1.1. 

From geometry, we can establish that the axial displacement of the member is 

it = vi L~ + 2vLo sin no + v 2 - Lo 
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The axial strain is f = il/ La, hence the strain energies for the spring and two truss 
members are 

The applied load is acting in the coordinate direction, hence the potential of this 
load is 

V=-Pv 

The total potential for the problem is therefore 

II = ~KV2 + EALo [ 1 + 2 ~ sin 0 0 + ( ~)2 _ 1] 2 - Pv 
La La 

This is shown plotted in Figure 1.1 for different values of load P. The equilibrium 
path corresponds to where II has an extremum - these are shown connected 
in the figure. We see for large positive or large negative P that there is only 
one equilibrium position. However, for small negative P there are three sets of 
equilibrium points: two correspond to minima, while the third corresponds to a 
maximum. As we will see in Chapters 6 and 7, the maximum corresponds to an 
unstable equilibrium position and these are indicated with the dashed line. The 
critical load for the structure is when the stable and unstable paths converge. 

The equilibrium path (load/deflection curve) is 

1 ]-P=O 

1 + 2 ;0 sin 0 0 + ( L )2 

which could be written P = F(v). It is worth emphasizing again that, although the 
material behavior is linear, the structural behavior can still be highly nonlinear. 
We will develop this example further in the later chapters. 

1.8 Approximate Weak Form of Problems 

The examples of the previous sections show that we have two alternative ways 
of stating our problem. The first is by a set of differential equations plus a set 
of associated boundary conditions; this is known as the strong form or classical 
form of the problem. The alternate way is by extremizing a functional; this 
is known as the weak form or variational form of the problem. They are both 
equivalent (as shown by the examples) but lend themselves to approximation in 
different ways. What we wish to pursue in the following is approximation arising 
from the weak form; specifically, we will approximate the functional itself and 
use the variational principle to obviate consideration of the natural boundary 
conditions. This is called the Ritz (or Rayleigh-Ritz) method. The computational 
implementation will be in the form of the finite element method. 
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Ritz Method 

In general, a continuously distributed deformable body consists of an infinity of 
material points and therefore has infinitely many degrees of freedom. The Ritz 
method is an approximate procedure by which continuous systems are reduced 
to systems with finite degrees of freedom. The fundamental characteristic of the 
method is that we operate on the functional corresponding to the problem. To 
fix ideas, consider the static case, where we are looking for the solution of JII = 0 
with prescribed boundary conditions on u. Let 

00 

u(x, y, z) = L ai<Pi(x, y, z) 
i=l 

where <Pi are independent trial junctions, and the ai are multipliers to be de­
termined in the solution. The trial functions satisfy the essential (geometric) 
boundary conditions but not necessarily the natural boundary conditions. The 
variational problem states that 

II(u) = II(a1<p1 + a2<P2 + ... ) = stationary 

Thus, II( a1 <P1 + a2<P2 + ... ) can be regarded as a function of the variables 
a1, a2,···. To satisfy II = stationary, we require that 

These equations are then used to determine the coefficients ai. Normally, we 
only include a finite number of terms in the expansion. 

An important consideration is the selection of the trial functions <Pi. Select­
ing efficient admissible functions may not be easy; fortunately, many problems 
closely resemble other problems that have been solved before, and the litera­
ture is full of examples that can serve as a guide. It must also be kept in mind 
that these functions need only satisfy the essential boundary conditions and not 
(necessarily) the natural boundary conditions. For practical analyses, this is a 
significant point and largely accounts for the effectiveness of the displacement­
based finite element analysis procedure. 

For convenience in satisfying the boundary conditions on u, we usually set 

where U o conforms to the non-homogeneous (nonzero) boundary conditions. For 
homogeneous displacement boundary conditions, we set U o = o. 

Example 1.21: Consider an inhomogeneous rod fixed at one end and sub­
jected to an axial concentrated force at the other end, as shown in Figure 1.30. 
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Figure 1.30: Rod with variable modulus. 

The variation of Young's modulus is E(x) = Eo[l + X/LJ2. Determine a Ritz 
approximate solution. 

The boundary conditions for this problem are: 

essential: ul = 0 x=o ' natural: EAdul = P 
dx x=L 

The exact solution is easily calculated to give 

r r P PL x/L 
u(x) = io E(x)dx = io EA dx = EoA (1 + x/ L) , 

du 
F(x)=EA-=P 

dx 

The member force distribution F(x) is constant. Both the displacement distribu­
tion and force distribution are shown plotted in Figure 1.30. We will use these 
results to evaluate the quality of the Ritz approximate solutions. Specifically, we 
will investigate the use of different trial functions. 

Because the deformation is one-dimensional, then the strain is 

au du 
Exx == ax = dx 

and the total potential energy of the body is 

r d 2 
IT = U + V = ~ io EA C~) dx - PUL 

The integration over the cross-section has already been performed. We will cal­
culate the displacement and force distributions using the following assumed form 
for the displacement: 

u(x) = ao + aIX + a2x2 

This must satisfy the essential boundary condition, hence ao = O. Note that the 
remaining polynomial does not necessarily satisfy the natural boundary condition. 
Substituting the assumed displacements into the total potential energy expression, 
we obtain 

Invoking the stationarity of IT with respect to the coefficients a I, a2, we obtain 
the following equilibrium equations for determining al and a2: 
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u(x) F(x) 
x/L exact I-term 2-term bi-lin exact I-term 2-term 
0.0 0.0 0.0 0.0 0.0 1.0 0.428 0.804 
0.5 0.3333 .2143 .3247 .3158 1.0 0.96 1.113 
0.5 0.3333 .2143 .3247 .3158 1.0 0.96 1.113 
1.0 0.5 .4285 .4948 .4779 1.0 1.714 0.740 

Table 1.1: Displacement and force results for the non-uniform rod. 

Performing the required integrations gives 

Solving this system gives for the two coefficients 

-30 P 
a2 = 97 EoAL 

This Ritz analysis, therefore, yields the approximate solution 

78P 10 2 

u(x) = 97EoA [x - 26L x ] 

and the force distribution is 

F(x) = EA du = 78P [1 - ~x][l + xl L]2 
dx 97 13L 

bi-lin 
0.632 
1.421 
0.729 
1.297 

These results are shown in Table 1.1 as the 2-term columns. The most striking 
aspect of these results is the accuracy of the displacements and yet the axial force 
is not constant and equal to P. 

The other terms in the table correspond to using al only (I-term) and using 
two domains (bi-linear) as discussed presently. 

Completeness and Convergence 

79 

A number of observations can now be made about the use of stationary princi­
ples. First, if the functional contains derivatives up to order m, then there must 
be continuity of displacement derivative up to m -1, and the order of the high­
est derivative that is present in the governing differential equation is then 2m. 
For example, in a beam-bending problem where the strain is d2v/dx2 , m = 2 
because the highest derivative in the functional is of order 2, and there must be 
continuity of v and dv/dx. The reason for obtaining a derivative of order 2m = 4 
in the governing differential equation is that integration by parts is employed 
m = 2 times. 
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A second observation is that through the stationarity condition, we obtain 
the governing differential equations and the appropriate boundary conditions. 
Hence, the effect of the natural boundary conditions are implicitly contained in 
the expression for the potential II. (Note that the essential boundary conditions 
must be stated separately.) 

Some of the specific characteristics of the Ritz method are: 

• Usually, the accuracy of the assessed displacement is increased with an 
increase in the number of trial functions. 

• While fairly accurate expressions for the displacements are obtained, the 
corresponding forces may differ significantly from the exact values. 

• Equilibrium is satisfied in an average sense through minimization of the 
total potential energy. Therefore, forces (computed on the basis of the 
displacements) do not, in general, satisfy the equilibrium equations of the 
original problem. 

• The approximate system is stiffer than the actual system and therefore 
buckling loads and vibration resonances are overestimated. 

A question arises as to what are the appropriate additional terms to be used 
if more terms are to be included so as to achieve a converged accurate solution. 
The sequence of terms should be complete. For example, for a I-D problem the 
simple polynomial sequence 

is complete. The trigonometric sequence 

1 sin x cos x sin 2x cos 2x sin 3x cos 3x 

is also complete. Note, however, that the cosines on their own could be used to 
represent a symmetric distribution and therefore would be complete. As we go 
to higher dimensions, the question of completeness gets a little more involved. 
Clearly, for a complicated domain, finding a complete set of appropriate functions 
is very difficult. Therefore, we now take a different approach altogether - instead 
of representing the response as a collection of (complicated) functions over the 
complete domain, we represent the domain as a collection of many subdomains 
over which the Ritz functions are relatively simple. This is the essence of the 
finite element method. 

The Finite Element Discretization 

One disadvantage of the conventional Ritz analysis is that the trial functions are 
defined over the whole region. This causes a particular difficulty in the selection 
of appropriate functions; in order to solve accurately for large stress gradients, 
say, we may need many functions. However, these functions are also defined 
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over the regions in which the stresses vary rather slowly and where not many 
functions are required. Another difficulty arises when the total region is made 
up of subregions with different kinds of strain distributions. As an example, 
consider a building modeled by plates for the floors and beams for the vertical 
frame. In this situation, the trial functions used for one region (e.g., the floor) are 
not appropriate for the other region (e.g., the frame), and special displacement 
continuity conditions and boundary relations must be introduced. We conclude 
that the conventional Ritz analysis is, in general, not particularly computer­
oriented. 

Figure 1.31: Continuous domain discretized as finite elements. Right figure has shrunk 
elements for easier viewing. 

We can view the finite element method as an application of the Ritz method 
where, instead of the trial functions spanning the complete domain, the individ­
ual functions span only sub domains (the finite elements) of the complete region. 
Figure 1.31 shows an example of a bar with a hole modeled as a collection of 
many triangular regions. The use of relatively many functions in regions of high 
strain gradients is made possible simply by using many elements as shown around 
the hole in the figure. The combination of domains with different kinds of strain 
distributions (e.g., a frame member connected to a plate) may be achieved by 
using different kinds of elements to idealize the domains. 

In order that a finite element solution be a Ritz analysis, it must satisfy 
the essential boundary conditions. However, in the selection of the displacement 
functions, no special attention need be given to the natural boundary conditions, 
because these conditions are imposed with the load vector and are satisfied ap­
proximately in the Ritz solution. The accuracy with which these natural bound­
ary conditions are satisfied depends on the specific trial functions employed and 
on the number of elements used to model the problem. This idea is demonstrated 
in the convergence studies of the next few chapters. 

Example 1.22: As another Ritz solution to the inhomogeneous problem of 
Figure 1.30, assume that the displacements are given in a piecewise linear form as 

u(x) 

u(x) 

2x 
L U2 

[2L - 2X] [2X - L] L U2+ --L- U3 

0'.5. x '.5. L/2 

L/2 '.5. x '.5. L 
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where U2 and U3 are the displacements at points mid-way and the end of the 
rod. This displacement distribution satisfies the essential boundary condition at 
x = 0, and also the continuity of displacement condition at x = L/2. There is no 
continuity of the first derivative du/dx at x = L/2, but that is permissible because 
the highest derivative in the potential is du/ dx. We will refer to such piecewise 
simple diRplacement distributions as interpolation or shape functions. 

Using these trial functions in the potential energy gives 

1L/2 2 [2U2] 2 jL 2 [2U2 2U3 ] 2 Il=~ E oA[l+x/L] Y dx+~ E oA[l+x/LJ -y+y dX-PU3 
o L/2 

In this case, the displacements U2 and U3 are the generalized coordinates or degrees 
of freedom. Invoking that II is stationary with respect to these, we obtain the 
equilibrium equations 

all EoA 
:F2 = aU2 = 6L [56u2 - 37u 3] = 0 

all EoA 
:F3 = - = --[-37u2 + 37u3]- P = 0 

aU3 6L 

These can be arranged in matrix form as 

~~A [!~7 -;~7] { ~: } = { ~ } or [K]{U}={P} 

where [ K ] is called the structural stiffness matrix. Solving the system of simul­
taneous equations, we get for the degrees of freedom 

P 222 
U2 = EoA 703' 

P 336 
U3 = EoA 703 

The displacement distributions are piecewise linear. The member forces vary with 
x and are given by 

F(x) p444[1 /L]2 
703 +x o ~ x ~ L/2 

F(x) P~~~[l + X/LJ2 L/2 ~ x ~ L 

These results are shown in Table 1.1 as the bi-linear columns. Note again that 
the displacements are quite accurate, but the forces are significantly off. Indeed, 
there is not even equilibrium at the joint. The main idea here, however, is that 
accuracy is improved by increasing the number of subdomains. 

Example 1.23: Illustrate the process of element assemblage. 
We begin with the decomposition of the total potential according to subregions 

II = III (U2) + Il l (U2, U3) - P2U2 - P3U3 

where 

III 1 2 U2 0 2 1L/2 2 2 E A 
"2 0 EoA[l + x/ LJ [y] dx = 12L [U2] 

lJL [ 2[ 2U2 2U3]2 EoA[ J2 
"2 L/2EoAl+X/L] -y+y dx= 12L -U2+U3 



1.8 Approximate Weak Form of Problems 

and, to generalize, we have put applied forces at locations 2 and 3. The partial 
derivatives for each region are 

These are not zero since we are not considering the total potential. In fact, we 
refer to these as element nodal forces because they are computed for each element 
(subregion) and are associated with each node (point where the degree-of-freedom 
is monitored). We will use the notation {F} to refer to the vector of nodal forces. 

Returning to the total potential as an assemblage of potentials for each region, 
one interpretation of assemblage is simply the summing of all the element nodal 
forces in conjunction with the applied loads. That is, 

:F2 = an aU2 
:F3 = an aU 3 

Arrange these equations in the matrix form 

or {F} - {p} = 0 

This form of the assemblage is valid even for nonlinear problems. 
We can arrange the nodal force relations in the form of stiffness relations 

Both are of the form {F} = [ k ]{ U }, where [ k ] is called the element stiffness 
matrix. This representation is possible only because the problem is linear. Note 
that the first relation could be expanded to [2 x 2] by including the degree-of­
freedom Ul = O. We get another interpretation of assemblage by augmenting the 
stiffness relation to full system size and adding. Thus 

Performing the addition of the stiffnesses gives 

EoA [56 -37] {U2} = { P2 } 
6£ -37 37 U3 P3 

or [ K ]{u} = {p} 

where [ K ] is called the structural stiffness matrix. Therefore, the assemblage 
process can also be thought of as adding the element stiffnesses suitably augmented 

83 
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(with zeros) to full system size. It is important to realize, however, that this 
interpretation is only valid for linear systems. 

To summarize, we have for the assemblage process 

{F} = L {F}(m) = {p} 

where {P} is the collection of external loads made up of applied loads and inertia 
loads. This relation must be satisfied throughout the loading history. For linear 
problems, this can be put in the more familiar form using stiffness matrices. On 
an element level, the nodal forces are written in terms of the element stiffness 
matrix as 

{F}(m) = [ k ](m){ u} 

and the assemblage process simply becomes the addition of element stiffness ma­
trices. That is, 

m m 

where the element stiffness matrices are suitably augmented to the size of the 
structural stiffness matrix [ K ]. 

Example 1.24: Establish the element stiffness relations for a frame member. 
Consider the axial stretching and rotation of the member shown Figure 1.32. 

We establish a local coordinate system at the first node with the x axis directed 
along the member. Descriptions of quantities in the local coordinates will have an 
overhead bar. 

Figure 1.32: Cross-section of truss and frame members in local coordinates. 

In the local description, the member has the deformation system 

We assume the member is long and slender and hence there is only 1-D axial stress 
and a torsional shear stress. The strain is a combination of the axial stretching, 
the bending action in two planes, and a twisting action about the axis. The axial 
and shear strains are written as 

_( ___ ) JJ(jJ 
'Y x, y, z = r ax ' f = Vi? + 22 

At the local level, we assume small strains and hence each of the actions are 
uncoupled. That is, we can analyze them separately and at the end sum them 
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together. Additionally, we need not distinguish between the undeformed and de­
formed configurations. 

We begin with the axial behavior. Let the axial displacement have a linear 
distribution 

There are two shape functions because there are two degrees offreedom. Substitute 
this into the expression for the strain to get 

Write this in matrix form as 

where { c } is of size [2 x 1]. The material behavior is assumed to be linearly elastic, 
hence the axial stress is given by 

The principle of virtual work can be used to determine a set of element nodal 
forces consistent with the internal stress as 

The integration is performed with respect to dV = dX dy dz = dx dA and leads to 

Because the virtual displacements are arbitrary, we can equate corresponding 
coefficients of the variations to get expressions for the nodal forces. Consequently, 

{ i!l}=EA[l -1]{~1} 
F2 L -1 1 U2 

This is the element stiffness for a rod. 
Let the transverse deflection have a cubic distribution 

85 

[ X 2 X 3] X [ X X 2] X 2 [ X ] v(x) = 1 - 3( [) + 2( [) VI + (-I) 1 - 2( [) + ( i) Lr!>lz + ( y) 3 - 2( [) V2 

+Cy)2 [-1 + (L)] Lr!>2z = 91 (X)Vl + 92 (X)r!>lz + 93(X)V2 + 94(X)r!>2z 

There are four shape functions because there are four degrees of freedom. Substi­
tute these into the expression for the strain to get 

{ 6 12x 4 6x 6 12x } 
l(x,y,z)=-y [- £2+73]v1+[-£+ £2]r!>1z+[- £2-V]v2+··· 

Write this in matrix form as l(x, y, z) = {c(x, y, z)}T {u} where now {c} is of 
size [4 x 1]. The material behavior is assumed to be linearly elastic, and as for the 
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rod, the principle of virtual work can be used to determine a set of element nodal 
forces consistent with the internal stress as 

The integrations OIl the cross-section will give rise to the terms 

J f/dA= Izz , J ydA=O 

The last term is zero because we assume that the local axes are principal axes. 
Performing the integrations leads to 

Because the virtual displacements are arbitrary, we can equate corresponding 
coefficients of the variations to get expressions for the nodal forces. This results 
in -

{ 
VI 

} ~ El" [ ;1 6L -12 
;{; ]{ 1h 

} !ViIz 4L2 -6L ¢)Iz 
V2 £3 -12 -6L 12 -6L V2 
!Vhz 6L 2L2 -6L 4L2 ¢)2z 

which is the element stiffness for a beam. The bending action in the x - z plane 
is the same as above except that Izz is replaced with I yy . 

For the torsion action, for simplicity, assume the cross-section is circular and let 
the relative axial twist be linearly distributed, then we have for the shear strain 

where f = J y2 + Z2. The shear stress is then 

Again, the principle of virtual work can be used to determine a set of element 
nodal forces consistent with this internal stress as 

The integration on the cross-section will give rise to the term J f 2dydz = Ixx and 
we get 
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If the cross-section in noncircular, we just substitute an appropriate value for 
Glxx • Because the virtual displacements are arbitrary, we get the nodal torques 
as 

{~l } = G I xx [ 1 
T2 £-1 

-1] { ~lX } 
1 rP2x 

This is the element stiffness for a rod in torsion. 
A 2-D frame deforming in the x-y plane has a combination of axial and flexural 

behaviors. The element stiffness in local coordinates is then 

1 0 0 -1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 12 6£ 0 -12 6£ 

[hl=EA 0 0 0 0 0 0 Elzz 0 6£ 4£2 0 -6£ 2£2 
£ -1 0 0 1 0 0 +v- 0 0 0 0 0 0 
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0 0 0 0 0 0 0 -12 -6£ 0 12 -6£ 
0 0 0 0 0 0 0 6£ 2£2 0 -6£ 4£2 

which relates {.fi\, Vi, Nhz; F2, V2, NhzV to {'ill, 'ill, ¢>lz; U2, V2, ¢>2zV. A 3-D 
frame member has an axial load, two bending actions, and an axial twist; these 
properties are described by EA, Elzz , Elyy, and Glxx , respectively. 

Discussion 

The preceding sections have laid out various aspects of the mechanics of de­
formable bodies. We now wish to draw some implications for further develop-

F2x ........ 

-1 (: ... 
Px : 

\~ r/ 
~ 

(b) 
...... ... 

FIx 

Figure 1.33: Equilibrium of a discretized region. (a) Element nodal forces. (b) Struc­
tural nodal forces. 

In the discretization process, we impose continuity between the subregions. 
The assemblage process is then the satisfaction of the equilibrium conditions 
between these subregions. Thus, in reference to Figure 1.33, equilibrium in terms 
of the nodal forces is pertinent on two levels: 

• The element is in equilibrium with itself even though differential equilib­
rium is not (necessarily) satisfied at all points. 
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• At any structural node, the sum of the element nodal point forces is in equi­
librium with the externally applied nodal loads (including body, surface, 
initial, inertial, damping, and reaction loads). 

The first of these is relevant in the formulation of the elements, while the second 
is relevant for the assemblage. As already shown, we have for the assemblage 
process 

{F} = L {F}(m) = {p} 
m 

where {p} is the collection of external loads made up of applied loads and inertia 
loads. This relation must be satisfied throughout the loading history. 

From this preliminary discussion, we can identify a number of ingredients 
necessary for a complete algorithmic presentation for solving nonlinear plate 
and shell problems: 

• Formulation for thin-plated structures. 

• Means to discretize distributed bodies. 

• Geometry description for large displacements and rotations. 

• Scheme for time/load stepping. 

• Nonlinear equation solver. 

We consider each of these ingredients in detail in the next few chapters. 

Problems 

1.1 A block rotates an angle () about the x3-axis. 
• Write down its deformation and obtain the deformation gradient. 
• Show that the volume change is zero. 

1.2 Consider the following deformation 

Xl = 3x~ + k x~ , X2 = 2x~ + 4x~ , 

• What are the restrictions on k for this to be a valid deformation? 
• Draw the deformed shape. Show by measurement the consistency of the 
physical interpretation of the Lagrangian strains with their connection to 
the deformation gradient. 
• Show that the formulas describing the deformation of areas are in agree­
ment with the geometric construction. 
• Determine the principal strains. 
• Draw the before and after positions of the principal element. 

1.3 The Lagrangian strain tensor at a point is 

-1 
3 

-v'2 



Problems 

• What is the strain of a line element initially oriented as it = ~el -
I A + I A 

"2 e2 v'2 e3 . 
• What is the shear strain between two line elements initially oriented 

Aa I A I A + 1 A d Ab 1 A + I A , I A as n = "2el - "2e2 v'2e3 an n = -"2el "2e2 -r v'2e3. 

1.4 Consider the deformation of a square such that the corners move as 

(0,0) => (0,0) (1,0) => (1,1.5) (0,1) => (-1,2) 

• Describe the deformation mathematically. 
• Determine the Lagrangian strain tensor. 
• What can be said about the deformation given by 

(0,0) => (0,0) (0,1) => (1,1.5) (1,0) => (-1,2) 

1.5 Consider the following components of a stress tensor 

2 
3 
o ~ 1 

• Determine the components of the traction vector with respect to an 
area rotated () about the x3-axis. 
• Determine the components of stress transformed an angle () about the 
same axis. 
• How do the above compare or are they related ? 

1.6 A stress distribution field is described by 

• Under what circumstances (if any) is the symmetric stress field in static 
equilibrium ? 

1. 7 Consider the simple shear deformation 

Xl = x~ + kx~, 
and the constitutive behavior 

ut; = 2G Eij + >'8ijEkk 

• Determine the Lagrangian stress and Cauchy stress. 
• Investigate the forces and the areas they act on. 

1.8 A rigid block has a Cauchy stress un only acting on it. The block is given 
a rigid body rotation about the x3-axis such that un moves with it. 
• What are the new Cauchy stresses? 
• Determine the components of the Kirchhoff stress before and after the 
rotation. 
• Show that the Lagrangian strain tensor is also invariant to the same 
rigid body rotation. 

1.9 Consider a cantilever beam, fixed at the end X = 0, and subjected to a 
concentrated lateral applied force at the other. 
• Using the Ritz method, show that the displacement vex) = ao + alX + 
a2x2 + a3x3, leads to the exact solution. 
• Show that the addition of extra terms have zero contributions. 
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2 
Thin Plates and Shells 

The distribution of displacement and stress fields throughout a generally loaded 
structure is very complicated and only computational methods can give effective 
solutions. The key to the finite element method is discretizing the structure into 
a collection of small regions that are easier to handle. Figure 2.1 shows some 
examples of thin-walled structures modeled as a collection of many triangular 
subregions. This chapter considers the formulation of these triangular elements. 

A plate is an extended body where one of the dimensions is substantially 
smaller than the other two. The plates in 3-D thin-walled structures can support 
both in-plane and out-of-plane loading. Furthermore, because the plates are thin, 
they lend themselves to approximation ~ while the structure may be three­
dimensional, the local behavior is two-dimensional under plane stress. We take 
advantage of this to formulate an effective solution. Plates in flexure are the 
two-dimensional equivalent of beams and classical plate theory is its equivalent 
of the Bernoulli-Euler beam theory; whereas the in-plane or membrane behavior 
of plates is analogous to that of rods. So as to concentrate on the essentials, in 
this chapter we limit the deflections and strains to being small. 

Figure 2.1: Thin-walled structures discretized as collections of triangular finite ele­
ments. (a) Plate with hole. (b) Segmented dome. (c) Exploded view of a wing section. 

J. F. Doyle, Nonlinear Analysis of Thin-Walled Structures
© Springer Science+Business Media New York 2001
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2.1 Flat Plate Theory 

Fundamentally, plate theory is an approximate structural theory and therefore 
it is best to approach it by way of a variational principle. We will begin by 
developing a plate theory (called Mindlin plate theory) that takes the shear de­
formation into account -_. this is the plate equivalent of the Timoshenko beam. 
The transition to achieve the classical or thin-plate theory is then more trans­
parent. 

Equations of Motion 

Consider a rectangular plate of thickness h as shown in Figure 2.2. The plate 
lies in the x-y plane and is subjected to both in-plane and transverse loads. The 
mid-plane of the plate is taken at z = o. 

z 

--x ~----------~~ 
Nxy 

z 

Figure 2.2: Element of stressed plate. 

Because the plate is thin, we begin by expanding the displacements in a Taylor 
series (in terms of z) about the mid-plane values as 

u(x,y,z) 

v(x, y, z) 

w(x, y, z) 

~ u(x, y) - z'lj;x(x, y) 

~ v(x, y) - z'lj;y(x, y) 

~ w(x, y) (2.1) 

where 'lj;x and 'lj;y are rotations of the subscripted faces in the directions of 
the curvatures. These say that the deformation is governed by five independent 
functions: u(x, y), v(x, y) are the in-plane displacements; w(x, y) is the out-of­
plane displacement; and 'lj;x(x, y), 'lj;y(x, y) are the rotations of the mid-plane. It 
is understood that all variables are also functions of time, but we make the as­
sumption that the above kinematic representations do not change under dynamic 
conditions. 

The normal and shear strains corresponding to the above deformations are 

au au a'lj;x 
-=--z--
ax ax ax 
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aiJ av a1/Jy 
-=--z-uy ay ay 
ail + aiJ = (aU + aV) _ z (a1/Jx + a1/Jy) 
ay ax ay ax ay ax 
ail ow ( ! OW) -+-= -l)Jx+-az ax ax 
aiJ ow _ ( of, OW) -+-- -'I-' +­az ay y ay 

Because the plate is thin, the stress in the z direction cannot be very large. We 
therefore assume that it is approximately zero; that is, we assume a state of 
plane stress with (1 zz = O. Substituting for the strains in the Hooke's law for 
plane stress then leads to 

ifxx E _ _ E [(aU aV) (a1/Jx a1/Jy)] 
1 - v2 [Exx + VEyy] = 1 _ v2 ax + v ay - z ax + v ay 

E _ _ E [(aV aU) (a1/Jy a1/Jx)] 
1 - v2 [Eyy + VExx] = 1 _ v2 ay + v ax - z ay + v ax 
o (2.2) 

ifxy C = C [( au aV) _ ( a1/Jx a1/Jy )] "(xy ay + ax Z ay + ax 

ifxz C"(xz = c[ -1/Jx + ~:] , ifyz = C"(yz = c[ -1/Jy + ~;] 
Although the plate is treated as being in plane stress, we still retain the if xz and 
ifyz shear stresses. 

The strain energy for the plate is 

U = ! fv [ifxxfxx + ifyyfyy + ifxy1xy + ifxz1xz + ifyz1yz] dV 

Substitute for the stresses and strains and integrate with respect to the thickness 
to get the total strain energy as 

where D == Eh3 /12(1 - v 2 ) is called the plate bending stiffness and E* 
E / (1 - v 2 ). The total kinetic energy is 

T = ! fv p[u(x, y, Z, t)2 + v(x, y, Z, t)2 + w(x, y, z, t)2]dV 

! i [ph[u2 + i} + 'li;2] + 112 ph3 ['¢x 2 + '¢y 2]] dx dy (2.4) 
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If the applied surface tractions and loads on the plate are as shown in Figure 2.2, 
then the potential of these loads is 

v = - J q(x, y)w dxdy - Nxxu - Nxyv - Mxx'IjJx - Mxy'IjJy - Vxzw + ... 

where the edge loads can be on each face. The energies de-couple into in-plane 
(u and v) and out-of-plane (w, 'ljJx and 'ljJy) sets; hence, we now find it convenient 
to treat them separately. 

In-Plane Membrane Behavior 

The energies for the in-plane behavior are 

u 1 r [E*h[(OU)2 + (OV)2 +2V OUOV ] +Gh(OU + OV)2] dxdy 
2 ) A ox oy ox oy oy ox 

T ~ i ph[v,z + v2 ] dxdy, V = -Nxxu - Nxyv +... (2.5) 

Application of Hamilton's principle (as illustrated in Chapter 1) with variations 
in OU and Ov leads to two differential equations 

a2U 

ph at2 

a2 v 
ph at2 ' 

(2.6) 

These are the Navier's equations. Damping is easily incorporated into the equa­
tions by modifying the inertia terms; that is, 

where'f/ is the damping (or viscous) coefficient. 
For the associated boundary conditions, we specify one condition from either 

set: 

We can give interpretation of the boundary conditions in terms of resultants on 
the cross-section. For example, the resultants of the normal and shear stresses 
are defined on the cross-section as 

Nxx(x, y) == J axx(x, y, z) dz, Nxy(x, y) == J axy(x, y, z) dz 
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and leads to 

Eh [OU OV] 
(1-v2 ) ox+voy =axxh 

Eh [OV OU] 
(1-v2) ay +vax =ayyh 

Eh [OU + OV] _ a h 
2 (1 + v) oy ox - xy (2.7) 

That is, Nxx and so on, are the resultant forces per unit length due to the stresses 
acting on the edge faces. 

Example 2.1: Specialize the Navier's equation to the case where there is only 
an x dependence. 

There are no derivatives with respect to y. The first of the two Navier's equa­
tions becomes 

or E*h cPu = h cPu 
ax2 p at2 

which is the one-dimensional wave equation for longitudinal disturbances propa­
gating in a rod [23]. The second of the Navier's equations becomes 

or 

This is also a one-dimensional wave equation but it is for shear disturbances 
propagating in a rod [23]. This is not the flexural shear behavior. 

For the associated boundary conditions, we specify one condition from either 
set: 

{ Eh aU} 
u or N xx = 1 _ v2 ax ' {v or N xy = Gh~~} 

Out-of-Plane Flexural Behavior 

The energies associated with the out-of-plane behavior are 

u = 1 r D[(O'l/Jx + o'l/Jy)2_ 1(1_V)[4 0'l/Jx o'l/Jy _ (o'l/Jy + O'l/Jx) 2]] dxdy 
2 ) A ox oy 2 ox oy ox oy 

+~ i Gh[('l/Jx - ~:f + ('l/Jy - ~;f]dXdY 
T ~ i [ph[W2] + /2Ph3[{ix2 + {iy2]] dxdy 

v -J q(x, y)w dxdy - Mxx'l/Jx - Mxy'l/Jy - Vxzw + ... (2.8) 
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An application of Hamilton's principle with the variations of ow, o'l/Jx and o'l/Jy, 
leads to, respectively, 

a [aW ] a [aW ] q+Gh- - -'l/Jx +Gh- --'l/J ax ax ay ay y phil; 

1 [ ) 2 a (a'l/Jx a'l/Jy)] [aW ] -D(l-vV'l/Jx+(l+v)---+- +Gh--'l/Jx 2 ax ax ay ax 
1 [2 a (a'l/Jx a'l/Jy)] [aW ] -D (1 - v)V 'l/J + (1 + v)- -- + - + Gh - - 'l/J 2 Y ay ax ay ay y 

(2.9) 

where Ip == h3 /12. These are the equations of motion for the Mindlin plate; this 
theory accounts for the shear deformation as well as the rotational inertia. The 
associated boundary conditions (on each edge face of the plate) are specified in 
terms of any three conditions selected from the following groups: 

{w or Vxz = Gh [~: - 'l/Jx] } 

{ 'l/Jx or M = D [a'l/Jx + a'l/Jy]} xx ax v ay 

{ 'l/Jy or Mx = 1.(1 _ v)D [a'l/Jx + a'l/Jy]} y 2 ay ax 

These are specified for an x-face, the other faces are similar. 
We can give interpretation to the boundary conditions in terms of resultants 

of the stresses on the cross section. For example, taking resultants for the shear 
stress defined as 

Qxz(x,y) == J axz(x,y,z)dz = J G[ -'l/Jx + ~:] dz 

leads to 

Qxz = Gh [ - 'l/Jx + ~:] = Vxz , Qyz = Gh [ - 'l/Jy + ~;] = Vyz (2.10) 

We can also take a moment due to the stresses acting on the edge faces. For 
example, - J Eh3 [a'l/Jx a'l/Jy] Mxx = - CTxxzdz = 12(1 _ v2) ax + v ay 
and all resultants can be written as 

D[a'l/Jx + va'l/Jy] 
ax ay 

D [a'l/Jy + v a'l/Jx] 
ay ax 

2Mxy D [a'l/Jy + a'l/Jx] (1 - v) 
ax ay (2.11) 
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These resultants are related only to the rotations. 
In order to account for the truncation error of the expansions u and ii, we could 

add correction coefficients to the energies as is usually done with the Timoshenko 
beam theory [23]. We will not pursue this here because our interest is to develop 
a theory for thin plates. 

Flexural Behavior of Thin Plates 

The plate theory derived here (called classical plate theory) is the 2-D equivalent 
of the Bernoulli-Euler beam theory. Rather than go directly to the governing 
equations, we will retrace the developments of the Mindlin plate, but with the 
assumptions of the classical theory. 

We modify the Mindlin equations to the thin-plate theory in two steps. First, 
we assume that the transverse shear deformation is negligible; this is equivalent 
to saying that the shear stiffness in the transverse direction is infinite. This leads 
to 

OW 
ox - 'ljJx = 0, ow _'ljJ =0 

oy y 

It is important to realize that while these combinations are zero, their product 
with Gh is nonzero (because it is related to the transverse shear resultant). The 
displacements for the flexural motion are approximated as 

ow 
u(x,y,z) ~ -z ox(x,y), 

ow 
vex, y, z) ~ -z oy (x, y), w(x, y, z) ~ w(x, y) 

The normal and shear strains corresponding to these deformations are 

1'xy 

oii ow 
1'yz = - + - =0 

oz oy 1'xz 

We reiterate that, although the transverse shear strains are zero, the transverse 
shear forces are nonzero. Also note that there is an in-plane shear that depends 
on the distance from the midplane - there is no comparable quantity in beam 
theories. Substituting these strains into the Hooke's law for plane stress gives 

ifxx 
-Ez [o2W o2W] 

1 _ v 2 ox2 + V oy2 

-Ez [o2W o2W] 
1 - v2 oy2 + V ox2 

-2Gz [ o2w ] 
oxoy 

(2.12) 
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The strain energy for a plate in plane stress is 

u = ! Iv [o-XXEXX + o-yyEyy + o-XYl'Xy] dV 

Substitute for the stresses and strains and integrate with respect to the thickness 
to get the total strain energy as 

u 1 J [ 2 2 [ {Pw 2 a2Wa2W]] 2 D (\7 w) +2(1-v) (axay) - ax2 ay2 dxdy 

T = ! i ph [w2] dxdy (2.13) 

where we have made our second assumption that the rotational inertia is negli­
gible. The potential of the applied loads is 

J aw 
V = - q(x,y)wdxdy - Mxx ax - Vxzw + ... 

where the edge loads are on each face. Using Hamilton's principle with the 
variation of only 8w then leads to the governing equation 

a2w 
D\72\72w + ph at2 = q (2.14) 

Again, the effect of damping is easily incorporated into the equations by modi­
fying the inertia terms; that is, 

where 1] is the damping (or viscous) coefficient. 
Performing the integration by parts required to get the boundary conditions 

is rather involved for an arbitrary boundary - a detailed description is given in 
Reference [63]. The associated boundary conditions are found to be 

{w or Vxz = -D [~:~ + (2 - v) a~~~2]} 

{~: or Mxx = D [~:~ + v ~:~ ] } (2.15) 

The shear to be specified is called the Kirchhoff shear. This shear is not the 
resultant Qxz but is actually given by 

Kirchhoff shear: 
aMxy 

Vxz = Qxz - ----ay 
This can be understood physically by realizing that the shear moment Mxy can 
be interpreted as a couple comprised of vertical forces a small distance apart. 
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Then, because the moment is distributed, so too are the vertical forces, which 
mnsequently at any given location will have an imbalance in the vertical forces. 
Alternatively, the classical plate theory has restrictive degrees of freedom, where 
the shear strains 'Yxz and 'Yyz are zero. That is, the shear resultants Qxz and Qyz 

do not have a relationship to the corresponding deformation. While this can be 
rationalized ill the constitutive relation by saying that the shear modulus in the 
transverse direction is very large, it means that the resultant force is associated 
with higher-order derivatives of the deformation. 

The resultants can be written as 

Myy 

(2.16) 

These resultants are related only to the out-of-plane deflection. The stresses are 
obtained from equations such as 

with Ip == h3 /12. 
In later sections, we will look at boundaries that are straight; let the boundary 

be located at x = constant, then to summarize, the type of boundary conditions 
to be satisfied are to be chosen from 

Displacement: 

Slope: 

Moment: 

Shear: 

Loading: (2.17) 

The corresponding expressions for the y face are obtained by permuting x and 
y. Note that Poisson's ratio venters the moment and shear relations and acts 
to couple the gradients in x to those in y. 

Example 2.2: Specialize the thin-plate flexural equations when there is no y 
dependence. 
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There are no derivatives with respect to y, and the summary of plate equations 
becomes 

Displacement : 

Slope: 

Moment: 

Shear: 

w = w(x,t) 
'Ij; _ aw 

x - ax 
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Loading: (2.18) 

These are the equations for a beam if we make the associations 

D {=;> EI, ph {=;> pA 

A plate deforming as assumed here is called cylindrical bending. 

2.2 Membrane Problems 

Perhaps the most popular solution method for plane elastostatic problems is 
via the Airy stress function. We summarize the approach for Cartesian and 
cylindrical coordinates. 

COlllpatibility of Strains 

The Navier's equations can be rewritten in terms of resultants as 

aNxx aNxy --+--
ax ay 

aNxy aNyy --+--
ax ay 

where bx and by are the body forces. Thus, at each point in the body there are 
three unknown functions: Nxx , N xy , and Nyy • In the static case, these obviously 
must satisfy equilibrium. However, there are only two equilibrium equations, 
hence, further restrictions must be imposed. These restrictions come from the 
requirement that the strains associated with the stresses must be compatible. 
Suppose a stress field is proposed and it is equilibrated. The use of Hooke's law 
converts it to a strain field. Suppose now it is desired to obtain the displacements. 
This can be done by integrating the strain/displacement relations 

au 
ax = fxx, 

av 
ay = fyy, 

au av 
ay + ax = 2fxy 
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These can be viewed as a system of three independent partial differential equa­
tions for two displacements u, v with fij prescribed. For arbitrary values of fij, 

there may not exist a unique solution for the displacement field. For a unique 
solution in Ui, some restrictions must be placed on the strains fij' By differen­
tiating the above, we obtain, for instance, 

2fPfXY 
axay 

This equation is known as the compatibility equation, first obtained by St. Venant 
in 1860. 

To obtain compatibility in terms of stress, use Hooke's law to replace the 
strains in the compatibility equations with stresses and simplify this by utilizing 
the equilibrium equations to get 

~ 2 4p ~ 8b{3 
~ V (a{3{3) + (1 ) ~ -8 = 0 

{3 + J<i, {3 X{3 

where the indices range 1, 2. The stress field must satisfy this equation and the 
equilibrium equations in order to be admissible. The boundary conditions to be 
satisfied are 

on At: 

on Au: 

L aijnj = ti = given 
j 

Ui = given 

Note that the second set of boundary conditions are obtained by integrating the 
strain/displacement relations in conjunction with the stress/strain relations. 

Airy Stress Function Formulation 

Suppose the body forces can be derived from a potential V(x, y) as 

8V 
pb =--

y ay 
For example, gravity loading in the y-direction is described by V = pgy, then 
pbx = 0, pby = -pg. Furthermore, let the stresses be obtained from a stress 
function ¢(x, y) as 

(2.19) 

It can be verified directly by substitution that stresses obtained in this manner 
will automatically satisfy equilibrium. The function ¢ is called the Airy stress 
function. 
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But the stresses must also satisfy compatibility, that is, 

2 -4p [Obx Oby ] 4 2 
\7 (uxx + U yy ) = (1 + t;;) ax + By = (1 + t;;) \7 V 

On substituting for the stresses in terms of the stress function, this becomes 

where 

The general solution to the above equation can be put in the form 

where the functions ¢e, ¢p are the complementary and particular solutions, re­
spectively. They satisfy 

o 
_ 2(t;; - 1) \72V 

(1 + t;;) 

Thus, ¢e is a bi-harmonic function, while ¢p depends on the body force field and 
is not necessarily bi-harmonic. 

A quick way to obtain harmonic functions in Cartesian coordinates is to ex­
tract separately the real and imaginary parts of an analytic function. For exam­
ple, if 

then 
n 
1 x 
2 x 2 _ y2 
3 x 3 - 3xy2 
4 X4 _ 6x2y2 + y4 
5 x 5 - 10x3y2 + 5xy4 

Each of these is a harmonic function. 

Y 
2xy 

3x2y _ y3 
4x3y - 4xy3 

5x4y _ lOx2y3 + y5 

If ¢(x, y) is harmonic, then the product functions x¢ and y¢ are bi-harmonic 
because 

Therefore 
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Similarly for the y product. This gives a quick scheme for obtaining bi-harmonic 
functions. For example, 

x 2 

x 3 - xy2 
X4 - 3x2y2 

x¢ 
xy 

2x2 y 
3x3y - xy3 

xy 
x2y _ y3 

xy - 3xy3 

y¢ 

is a collection of bi-harmonic functions obtained from the table of harmonic 
functions above. 

This can be generalized to the statement: Let ¢o, ¢l, and ¢2 be any harmonic 
functions, then a representation of a bi-harmonic function can be formed by the 
linear combination 

A bi-harmonic stress function is always the exact solution to some problem -
the art of solving practical problems is finding the right combination of these 
functions to satisfy the given boundary conditions. 

Example 2.3: Show that the stress function 

4>(x, y) = Axy + B xy3 + cl 
can be used to solve the problem of a deep cantilever beam with a parabolic shear 
traction distribution on the end. 

y lx(Y) = 0 

!i!!ll!!!: 2h ~y(y) = To[h
2 - y2] 

II::t--. _--'--_--' U x 
}}:: ... -------------­

L 

Figure 2.3: Cantilever beam with end shear traction. 

First, it is clear that 4> is bi-harmonic because the highest power in the poly­
nomial is three. The stresses are 

a xx 

ayy 

a xy 
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Consider the tractions on the horizontal planes y = ±h such that nx = 0, ny = 1. 
That is, 

tx = 0 = U xy = -A - 3Bh2 , ty = 0 = U yy = 0 

Note that the normal traction condition is automatically satisfied. In fact, we only 
get one equation from the four traction conditions and this leads to A = -3Bh2. 

Now look at the face at x = L. The tractions are 

tx = 0 = U xx = 6BLy + 6Cy, 

These two conditions lead to three equations 

6BL+6C=0, 

which give 
2A = -Toh2 , 

Thus the stress solution is 

B=TO /3, 

U xx 2To[x - L]y 
U yy 0 

Uxy To[h2 - y2] 

To = -3B 

C=-BL 

At this stage, we have a stress field that satisfies the tractions on three sides 
of the body. In order to guarantee that this is indeed the solution, we must also 
satisfy the boundary conditions along the face at x = O. But what are the traction 
conditions? These were not specified as part of the problem. 

Example 2.4: Obtain the displacement fields corresponding to the previous 
example. 

To obtain the displacements, we must integrate the strain/displacement rela­
tions. Thus, from the normal strains 

Eu(x,y) = 2To[x2Y/2 - xyL] + !1(y) , v(x,y) = h(x) 

where !1 and h are functions of integrations. The displacements must also satisfy 
the shear strain/displacement relation, hence substitute and regroup in terms of 
only x and y. The separate groups must be equal to a constant (A, say), therefore 
integration gives the separate functions !1(y) and h(x). We finally get for the 
displacements 

Eu(x,y) 

Ev(x,y) 
2To[x2/2 - xL + h2 - y2/3]y - AY + Cl 

To[L - x/3]x2 + AX + C2 

where A, Cl, C2 are unknowns. These contribute a rigid body motion. 
Look at the displacements at x = 0, we have 

Eu(O, y) = 2To[h2 - y2/3]y - AY + Cl , Ev(O,y) = C2 

The horizontal displacement is non-zero; not what we wanted for the fixed end 
condition. The above solution is not the exact solution for the fixed cantilever 
beam problem; the simple stress function polynomial is not capable of representing 
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the singular stress behavior at the fixed end where y = ±h. The solution, however, 
is the exact solution if the tractions at x = 0 were specified as 

Note that if theRe tractions wcre specified otherwbe, then global equilibrium is 
probably violated. 

The above solution gives a good approximation to the cantilever beam problem 
because it satisfies the exact traction conditions top and bottom, and as can be 
verified, satisfies an approximate version of the tractions in the form of resultants 
on the ends. In fact, this is a very useful approach to obtaining practical solutions: 
satisfy some of the traction conditions exactly, and the others approximately in the 
form of resultants. If the region of interest is remote from these latter boundaries, 
then the solution will be quite insensitive to the specific distributions of the applied 
tractions. This known as St. Venant's Principle. 

Plane Problems in Cylindrical Coordinates 

One of the main difficulties in solving boundary value problems is in satisfying 
the boundary conditions. This is further exacerbated if the functional form of 
the tractions are not "similar" to the functional form of the boundary geometry. 
We illustrate how sometimes a change of coordinate system can lead to effective 
solutions. 

With a change of coordinate system, some quantities follow the usual trans­
formation law. For example, in the cylindrical coordinates (r, 0, z), the strain 
components may be designated trr, tOO, tzz, frz, trO, tzO and they are related to 
the rectangular components txx, tyy, tzz, txy, tyz, tzx by the usual tensor trans­
formation law. That is, the stress and strain components can be referred to a 
local rectangular frame of reference oriented in the direction of the curvilinear 
coordinates. However, if displacement vectors are resolved into components in 
the directions of the curvilinear coordinates, the strain/displacement relationship 
involves derivatives of the displacement components and, therefore, is influenced 
by the curvature of the coordinate system. The strain/displacement relations 
may appear quite different from the corresponding formulas in rectangular co­
ordinates. 

We start with the relations between the cylindrical coordinates (r, 0, z) and 
the rectangular coordinates (x, y, z) given by 

x = rcosO, 

and 

y = r sinO, 

o = tan -1 (-~ ) , 
x 

z=z 

z=z 

By using the chain rule, it follows that any derivatives with respect to x and y 
in the Cartesian equations may be transformed into derivatives with respect to 
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Global Axes 

rand () as 

Figure 2.4: Cylindrical coordinates. 

~ = or ~ + o() ~ = cos ()~ _ sin () ~ 
ax ax or ax o() or r o() 

a or a o() a a cos() a 
oy = oy Or + oyo() = sin() or + -r- o() 

We will use these repeatedly to transform our governing equations. 
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In the cylindrical coordinate system, the components of the displacement vec­
tor are denoted by Ur , Uo. Components of the same vector resolved in the direc­
tions of the rectangular coordinates are u"" u y. These components of displace­
ment are related by 

U'" Ur cos () - Uo sin () 

u y Ur sin () + Uo cos () 

Set up a local Cartesian system (er , eo, ez ) at point (r, (), z) in which en eo, and ez 

are the unit base vectors in the r, (), and z direction, respectively. Substituting 
the strain/displacement relation in Cartesian coordinates into the above, we 
obtain 

Err 
OUr 

or 
Ur louo -+--r r o() 

lour OUo Uo --+---
ro() or r 

The three components of the stress tensor at a point (r, (), z) are denoted by 
(arr , aoo, aro). The derivation of the equilibrium equations in the cylindrical 
coordinate system is a straightforward exercise following closely to that of the 
strain/displacement. We get 
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where br and bo are the components of the body force vector b in the l' and () 
directions, respectively. 

The stresses are related to the Airy stress function by 

~ o¢ + ~ 02¢ + V 
l' or 1'2 0()2 
02¢ 
01'2 + V (Joo 

-! (~~:) 
The radial and hoop components of the body force are given by 

OV 10V 
pbr = - or ' pbo = -;: o() 

The Airy stress function still satisfies the bi-harmonic equation 

The only difference (in comparison to the Cartesian form) is that the Laplace 
operator is written in cylindrical coordinates. 

The general solution for the homogeneous bi-harmonic equation was obtained 
by J.H. Michell (1899) by direct substitution of ¢ = f(r)eo.o. The solutions are 
summarized as 

The braces indicates that either term can be used. Stresses and displacements 
obtained from these can be found in the charts of Table 1 and Table 2, respec­
tively, of Reference [21]. The constant term Ao does not yield any nontrivial 
stresses and is therefore usually omitted. The term Al gives zero stresses but is 
retained because it is associated with rigid body motions. 

Example 2.5: A thin annulus, rigidly constrained on its outside, is subjected 
to a uniform temperature change. Determine the stress distributions. 

The geometry and loading are axisymmetric, hence the permissible stress func­
tions are 

cP(1', (J) = A logn l' + B1'2logn l' + C1'2 
While not obvious, but can be easily demonstrated [21], the B term gives rise to 
a (J-dependent displacement; hence we discard this term to give the stresses as 

A 
Urr = 2" +2C, 

l' 

A 
u(}(} = -- +2C 1'2 
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x 

x 

Figure 2.5: Annulus with uniform temperature changes. 

This is known as Lame's solution and can be used to solve a variety of thick 
cylinder problems. The inner radius r = a is traction free 

A 
U rr = - + 2C = 0 => a2 

giving the stress distributions 

Un = ~ [;: - 1] , 
It remains now to determine the coefficient A. 

A 
2C=-­

a2 

The temperature change causes an expansion of the annulus; however, at the 
outer boundary the total strain is constrained to be zero. Converting Hooke's law 
of Equation (1.33) to cylindrical coordinates results in 

1 
fIJIJ = E[uIJIJ - VUrr ] + a6.T = 0 

Substituting for the stresses gives 

A a2 
a2 = Ea6.T 1[(1 + v) b2 + (1 - v)] 

The stress distributions are shown in Figure 2.5. The hoop stress is the larger 
stress with the maximum occurring at the inner radius. 

If the inner radius is zero, the stress distribution is uniform with the value 

Ea6.T 
U rr = UIJIJ = ---­

I-v 

We will revisit this solution in Chapter 6 when we consider how a temperature 
change may cause the buckling of a plate. 

Example 2.6: Determine the state of stress in a large plate with a small hole, 
uniformly loaded in the y-direction remote from the hole. 

The basic strategy is to add two stress systems together. The first gives the 
correct applied tractions at infinity, while the second enforces the zero tractions 
around the edge of the hole without affecting the stresses at infinity. 
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X 

Figure 2.6: Hole in an infinite sheet and the stress distributions. 

Initially, neglect the hole and obtain a stress function for the remote stress. 
That is, knowing 

leads us to choose the stress function as 

In the vicinity of the hole, we will need to use cylindrical coordinates when satis­
fying the boundary conditions, hence rewrite ¢>o as 

A.. 1 00 2 2 () 1 00 2 ( 1 1 2(}) 1 00 2 1 00 2 2(} 
'+'0 ="2(T r cos ="2(T r "2 + "2 cos = 4(T r + 4(T r cos 

Our plan is to add to this a stress function that will satisfy the boundary conditions 
at r = a. Whatever form it takes, the stresses must be consistent with this at 
r --+ 00 and therefore they must go to zero at r --+ 00. 

Although ¢>o obtained above satisfies the stress condition at r --+ 00, it does not 
satisfy the boundary condition at r = a of 

The stress function ¢>o yields the following stresses at r = a 

(Trr ~(Too - ~(Too cos 2() 

(TrO ~(Too sin 2() 

Additional bi-harmonic functions must be added to ¢>o in order to clear these 
tractions without disturbing the stress condition at r --+ 00 which are already 
satisfied by ¢>o 

Using the above-mentioned boundary conditions as a guide, the added bi­
harmonic functions must produce stresses that are either independent of () or 
dependent on cos2(} (for (Trr) and sin2() (for (TrO). Meanwhile, the additional 
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stresses must vanish as r -t 00. From the bi-harmonic function table, the suitable 
candidate stress functions are 

1 
- cos 2B , cos 2B 
r 

The general stress function that satisfies the remote conditions is therefore 

giving the stresses 

A aoo [aOO 602 4D2 ] -+-- -+-+- cos2B r2 2 2 r 4 r2 

A aoo [a OO 602 ] - - + - + - + - cos 2B 
r2 2 2 r 4 

o [ _aoo 602 2D2]. - -- + - + -- sm 2B 
2 r 4 r2 

There are three constants A, 02, D2 to be determined by the boundary conditions 
at r = a. Note that as r becomes very large, the additional terms do indeed vanish. 

The boundary conditions at the edge of the hole are that the tractions are zero, 
that is, 

o = - + - - - + - + -- sm 2B A aoo [aOO 602 4D2]. 
a2 2 2 a4 a2 

0= - - - + - + - cos 2B [ aoo 602 2D2 ] 
2 a4 a2 

Because this must be true for any B, then 

A a oo 
a2 +2 0 

a oo 602 4D2 
2+~+~ 0 

a oo 602 2D2 
-2+~+~ 0 

Solving these simultaneously gives the coefficients as 

a OO 2 A=--a 
2 ' 

The stresses are, finally, 

_aoo 1 + - - - sin2B 1 { 2a2 3a4 } 
2 r2 r 4 

This is known as the Kirsch solution. Figure 2.6 shows the distribution of the 
hoop stress along the x-axis. Note the high stress gradient close to the edge of the 
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hole. This is an example of a stress concentration where a change in geometry can 
cause a local increase in stress. 

The hoop stress around the edge of the hole is 

(Teo = (Too {I + 2cos20} 

showing that at 0 = 0, the maximum stress is three times the remote stress. Also 
note that at 0 = 7r /2, (Toe = _(Too. 

2.3 Flexural Problems 

It is quite difficult to integrate the governing equations for the deflections of 
plates and have them satisfy arbitrary boundary conditions. We therefore in­
troduce a Fourier analysis method that is based on superposition of particular 
solutions; these solutions, however, are restricted to having simply supported 
boundary conditions on at least two opposite edges. Nonetheless, we can effect 
some useful solutions. As we will see, the technique will also be useful when we 
consider the dynamics and stability of plates. 

y 
Y ss=simply supported 

ss 
r 

b 
x a ss x 

Figure 2.7: Coordinate system for rectangular and circular plates. 

Deflection of Rectangular Plates 

Consider the bending of rectangular plates. The governing differential equation 
is 

DV2V 2W(X,y) + Kw(x,y) = q(x,y) 

where K is the stiffness of an elastic foundation. Let the solutions be represented 
in the form 

w(x,y) = LWm(x)eiemY, 
m 

where b is the width of the plate. Also let the distributed load be represented in 
a similar form 

q(x,y) = Ltlm(x)eiemY 
m 
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We determine the coefficients wm by substituting these representations for w 
and q into the governing differential equation and requiring that it be satisfied 
for each m. The differential equation for w becomes 

The definition for /3 makes the solution structure similar to that for the vibration 
of plates. The general solution to this equation is comprised of the homogeneous 
solution and the particular solution. We can see by inspection that the particular 
solution is given by 

or L iim ·c w (x y) = e'~mY 
P , DC4 + K 

m <'m 

The homogeneous differential equation has constant coefficients, hence e-ikx is 
a kernel solution. The characteristic equation for k is 

The roots of this equation (which we will refer to as spectrum relations because 
of their intimate connection to the spectral analysis method developed in Chap­
ter 4) appear as ± pairs 

and 
k2,4(W) = ±i [/32 + e) 1/2 == ±iam 

Thus, the general homogeneous solution is represented by 

Wh(X, y) = L [Ae- iamX + Be-amX + Ce+iamx + De+amX ] ei~mY 
m 

(2.20) 

Sometimes, we will find it more convenient to use the solution in the form 

m 

where f(~mY) = cos(~mY) or sin(~mY). Looking at the boundary conditions at 
Y = 0 and Y = b, we see that 

W=o, 

always. That is, this is true for each m term and implies that this particular 
solution can solve only those problems with simply supported lateral sides. 

For m = 0 we have beam-like behavior. For m > 0, we also have beam­
like behavior with a more complicated variation in Y, and a more complicated 
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spectrum relation. This association to beam theory will help in specifying the 
boundary conditions. 

Note that, if the spring constant is zero, then the roots are repeated and we 
have the solution in the form [78] 

Wh(X, y) = 2:: [Ae-ia",x + Bxe-a",x + Ce+ia",x + Dxe+a",X] eit;",y (2.21) 
m 

Because of our interest in plate buckling and vibration problems, it is preferable 
to retain a small K even when it should be zero. The utility of this is shown in 
the next examples. 

Example 2.7: Determine the deflections of a rectangular plate of size [a x b], 
simply supported on all sides with a uniform pressure applied. 

We will choose only the sin(~mY) terms and use the solution form 

w(x, Y) 
m 

Only the boundary conditions at x = 0 and x = a need be considered, since 
the lateral boundary conditions are automatically satisfied. We will impose the 
condition of zero deflection at x = 0 and x = a. Note that the zero moment 
condition reduces to 

at both edges. 
Imposing the boundary conditions gives 

at x=O w=O 
{)2W 

{)x 2 = 0 

at x = a w = 0 
{)2W 

{)x 2 = 0 

CI+C3+Q 

[CI C + c2S] + [C3Ch + C4Sh] + Q 

-a?[cIC + C2S] + a? [C3Ch + C4Sh] 

where C == cos(aa), Ch == cosh(aa), and so on, and Q = ijm/(Df.,~ + K). Solving 
for the coefficients, we get 

The deflected shape is 

a2Q l-C 
a 2 + a 2 [-s]' C3 = 

( ) '" qm [ 1 [-2 ( ) _2[ 1 - C] . ( ) w x, Y = ~ Df.,fn + K 1 - (a 2 + ( 2 ) a cos amx + a -S- SIn amx 
m=1,3, .. 

+a2 cosh(amx) + a 2 [ 1 ~~h] Sinh(amX)J] sin(f.,mY) 
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Because both a and a can be complex, the functions cos(ax), cosh(a,), and so 
on, can exhibit a large dynamic range. To avoid numerical difficulties, the solution 
is rearranged as 

w(x,y) = L Q", [ 
D~'!n + K 1 

m=l,3, .. 

_2 sin am(L - x) + sin amX 
a 

(a2 + ( 2 )S 

2 sinh am(L - x) + sinh amx] . (~ ) 
a (a 2 + ( 2 )Sh sm mY 

It remains now to impose a particular form of loading. Let the uniform pressure 
be described by q(x, y) = qo = constant, then the Fourier coefficients are obtained 
from 

Qm = lb Qm(X) sin(~mY) dy = qo lb sin(~mY) dy = - ~~ , 
All the coefficients for even powers of m are zero. 

m = 1, 3, 5, ... 

Example 2.8: Show how the solution for a simply supported plate is affected 
by the choice of stiffness K and the number of terms in the summation. 

4.0 ~ .. 
c Jvlyy Myy .",,\ 
OJ 
E 
0 
::< 3.0 

...... \ " (a) (b) c: 
ttl 
c: 
0 
U Jv1xx J\!Ixx ~ 2.0 
~ .. Cl - - -B-__ 

1.0 .~ w w 
0--- &-----{)-------0 

-------
Number of terms, M Stiffness K ~.." 

.0 ~I! I, I ,I,! I, I "I, I ,I ,I 
"" " I ! '-LL..Li..Ll 

0 2 4 6 8 10 12 14 16 18 20 .1 1.0 10.0 100.0 1000.0 

Figure 2.8: Deflection and moment convergence test. (a) Effect of number of terms 
in the summation. (b) Effect of elastic foundation. 

The results we will present are normalized with respect to 

These normalizations are taken from Reference [78]. 
The computed displacements and (stress) moments at the center of a plate with 

b = 2a are shown in Figure 2.8. Only about three terms (AI = 5) are needed to 
give a converged solution. 

The effect of the stiffness K is to diminish the deflections. However, in the limit 
of small stiffness we recover the free-plate solution, thus justifying our use of the 
solution with non-zero K. 
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Deflection of Plates in Cylindrical Coordinates 

To increase the range of available analytical solutions, we now look at plates 
with circular boundaries. The coordinate system is in terms of (r, 8) as shown in 
the Figure 2.7. In some respects, these are simpler that the rectangular plates 
because they have only a single boundary along r = constant, whereas the 
rectangular plates have boundaries along two coordinate directions. 

The governing differential equation is 

82 18182 
"\72 = - + - - + --

8r2 r 8r r2 8()2 

As with the rectangular plate, we can consider the variation with respect to one 
of the coordinates to be represented as a Fourier series. For example, consider 
the forms 

w(r, (}) = L Rm(r)eimO , 

The differential equation for w becomes 

Setting this to be true for all components m leads to a differential equation for 
Rm(r) as 

THere are three special cases for the homogeneous solutions 

m=O: 

m= 1: 

m> 1: 

Ro(r) = Ao + Bor2 + Go logr + Dor2 logr 

Rl(r) = Alr + Blr3 + GIl + Dlr logr 

Rm(r) = Amrm + Bmrm+2 + G;;"m + Dmr-m+2 

These solutions can be used to solve a variety of plate problems including those 
with an inner circular hole as we will show shortly. Note that when m = 0, we 
get the axisymmetric solutions. 

The equations for the moments and shears are 

Moo 
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(2.22) 

The last equation is for the Kirchhoff' shear, which we need when we impose the 
traction free boundary conditions. 

Example 2.9: Determine the deflections and moments in a uniformly loaded 
circular plate clamped on the edge. 

For the special case of axisymmetric loading and geometry, the governing equa­
tion reduces to 

The equations for the moments are 

Moo 

Consider the special case when the distributed load is a constant q(r) = qo. The 
displacements are obtained by integration as 

Dw(r) = thqor4 + ~cdr2logr - r2] + ~c2r2 + c3logr + C4 

The constants of integration Cl to C4 are obtained by imposing the boundary 
conditions. 

This solution gives a singularity at r = 0, hence we must set Cl = ° and C3 = 0; 
these terms would be retained if the inner boundary is not at r = 0. The remaining 
two coefficients are obtained from the boundary conditions at r = a, which are 
that 

at r = a: 

This leads to the solution 

w=O, ow =0 
or 

w(r) = qoa4 [1- (:')2]2 
64D a 

This is shown plotted in Figure 2.9 for (qoa4 )/(64D) = 175.8. The comparisons 
are with a finite element solution, which we discuss later. 

The moment distributions are 

qoa2 [ r 2 ] Moo(r) = 16 (1 + v) - C;;) (1 + 3v) 

The maximum stress is the Alrr stress and it occurs on the boundary. 
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Figure 2.9: Deflection and moment distributions. 

Exatnple 2.10: Determine the state of stress in a large plate with a small 
hole, uniformly loaded with bending moments remote from the hole as shown in 
Figure 2.10. 

l 
l 
l 
l 

MOO 

J 
J 
J 
J 

Figure 2.10: Hole in an infinite sheet with remote bending moment. 

This problem is the bending equivalent of the Kirsch problem solved earlier and 
therefore our approach will have many similarities. Let the very large plate have 
the uniform bending moments 

Mxx = M o , Myy =0 

After substituting these into the moment/displacement relations and integrating, 
we get the displacement field 

Mo [2 2] Mo [ () ] 
w = 2D(1- v 2 ) x - vy = 4D(1 _ v 2 ) 1 - v + 1 + v cos 2(} 

This displacement gives rise to the moments and shears of 

Mrr ~Mo(1+cos2(}) 

Moo ~Mo(1- cos2(}) 

Mro - ~ Mo sin 2(} 

0, 
1 

Vrr = - Mo cos 2(} 
r 



2.3 Flexural Problems 117 

Consider now a hole of radius a in the sheet; the above displacement field gives rise 
to non-zero stresses along the edge of the hole and we must replace these initial 
stresses by the action of additional external couples. That is, on the initial state 
of stress we superpose an additional state of stress that will cancel the couples 

1 1 
Mrrla = 2Mo(1 + cos 29) , Vrrl a = aMocos29 

around the edge of the hole. Furthermore, it must vanish at infinity. 
This is achieved by choosing a deflection of 

a2 
w = Alogr + (B + C2") cos 29 

r 

which also satisfies the governing field equation. On differentiation, it gives the 
resultants 

1 1 a2 
D [- (1- v)A- - (4vB- - 6(1- v)C-) cos 29] r2 r2 r4 

Mee 
1 1 a2 

D [(1 - V)A2 - (4B2 + 6(1 - v)C4") cos 29] 
r r r 

1 a2 
D(1- v)(2B2 + 6C4") sin 29 

r r 
1 a2 

-D[4(3 - V)B3 + 12(1- v)Cs ] cos 29 
r r 

At the edge of the hole r = a, we must have that the resulting lvIrr and Vr be 
zero, that is, 

1 1 1 1 0 2Mo+D[ -(1-v)A a2 -(4vB a2 -6(1-v)Ca2)cos29] 

111 
aMo - D [4(3 - v)B a3 + 12(1 - v)C a3 ] cos 29 0 

This gives rise to three equations 

Mo a2 - D(1 - v)2A 0 

Moa2 - D8vB + D12(1 - v)C 0 

Moa2 - D4(3 - v)B - D12(1 - v)C 0 

Solving this for the three coefficients leads to 

A = M oa2 

2D(1- v) , 
C = -Moa2 

4D(3 + v) 

Combining this solution with the original uniform field leads to the moments 

- Mo 1 - - + 1 - --- - - cos 29 1 [ a2 { 4v a2 3(1 - v) a4 } ] 

2 r2 3 + v r2 3 + v r4 

Mee 1. Mo 1 + - - 1 + --- - - - cos 29 [ a2 { 4 a2 3(1 v) a4 } ] 

2 r2 3 + v r2 3 + v r4 

1. Mo [{ _ 1 + 2(1 - v) a2 _ 3(1 - v) a4 } sin 29] 
2 3 + v r2 3 + v r 4 

(1 ~:)a [(6 - 2v)A + -6(1- v)C] cos 29 
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The hoop moment around the edge of the hole is 

Moo = [1 - 2(1 + //) cos 20] 
3+// 

This has a maximum at 0 = 90 deg and is 

M = (5 + 3//) Ai 
rr (3+//) 0 

For typical values of Poisson's ratio this gives a concentration effect of about 1.8, 
which is about two-thirds of the concentration effect of the equivalent membrane 
problem. 

The behavior of the hoop shear around the edge of the hole is worth noting. 
The maximum value is 

4 
Qo = (3 + //)a Mo 

which shows a dependence on the size of the hole. Thus, as a is made very small, 
this shear is made very large. All the developments in this chapter are predicated 
on the transverse shear stress being small; we therefore conclude that applications 
of the above equations to problems involving very small radii (notches and cracks, 
for example) must be somewhat suspect. 

2.4 Curved Plates and Shells 

There is considerable interest in curved plates because of such structural appli­
cations as shells, arches, containment vessels, and fuselages to name a few. We 
now look at some aspects of curved plates - to simplify matters, we consider 
only circular uniform cylinder segments. More-detailed analysis than what will 
follow can be found in References [46, 47]. 

There are a variety of ways to derive the shell equations; we find it most expe­
dient to specify the deformation in the cylindrical coordinates of Figure 2.11(a), 
obtain the strains, convert to the coordinates of Figure 2.11 (b), obtain the en­
ergies, and then use Hamilton's principle to derive the equations of motion and 
the boundary conditions. 

(a) (b) 

Figure 2.11: Coordinates for curved shell segment. (a) Cylindrical coordinates. (b) 
Curved shell coordinates. 
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Deformation of Cylindrical Shells 

In the cylindrical coordinate system, (r, (), z), the components of the displacement 
vector in the plane are denoted by UI" and uo. The strains are related to these 
displacements by 

For thick cross-sections, the strain Eoo is nonlinearly distributed. We will now re­
place these with an approximate set based on the assumption that the dimension 
in the r direction is small and this will give a linear distribution. 

We begin by expanding the displacements in a Taylor series about the mid­
plane (r = R) using the variable ~ == r - R. That is, we approximate the 
deformation of the shell in cylindrical coordinates as 

ur(r, (), z) ~ ur((), z) 

uo(r, (), z) ~ 
(laUr UO) uo(() z) -~ -- --, Ra() R 

uz(r,(),z) ~ 
aUr 

uz((), z) - ~ az (2.23) 

with ~ == (r - R) and where the third equation allows for bending about the z 
axis. These give the nonzero strains as 

(2.24) 

At this stage, it is advantageous to convert the above to a more usual form of 
notation. It is typical in shell analysis to have a hoop coordinate s, an axial 
coordinate y, and a transverse coordinate z pointed toward the origin of the 
circle. That is, we have 

R() ----+ s, z ----+ -y, r ----+ -z 

giving for the corresponding displacements 

Uo ----+ u, U z ----+ -v, Ur ----+ -w 

Our approximate deformation relations are now 

u(s,y,z) ~ u(s,y)-z(~:+ ~) 
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v(s,y,z) 

w(s,y,z) 
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ow 
;::j V(s,y) - z ay 

;::j w(s,y) 

(2.25) 

The nonzero strains are then 

Ess 

Eyy (2.26) 

2Esy = 

Other shell theories have slightly different expressions for these strains; the 
present theory is closest to that of Reissner [51, 58]. An excellent survey of 
the different theories are given in References [46,47]. The theory developed here 
is the shell equivalent of the classical plate theory and the Bernoulli-Euler beam 
theory. 

Equations of Motion 

While it is possible to derive the equations of motion based on a free body 
diagram, it is much more advantageous to use Hamilton's principle, because we 
then get the set of boundary conditions consistent with these equations. 

The strain energy for a small segment of shell in plane stress is 

U = ~ Iv [E*(E;s + E~y + 2VEssEyy) + O)';y] dV 

where E* == E/(1-v2 ). Substitute for the strains and integrate with respect to 
the thickness to get the total strain energy as 

where 

( aU + av _ W)2 + 1(1 _ v) [_ 4(aU _ W) av + (aU + OV)2] 
os oy R 2 as R oy oy oS 

( 02W + 02W + ~ OU)2 
os2 oy2 R os (2.27) 

02W(02W 10U) (02W 10U)2 
-2(1 - v) oy2 OS2 + R os + ~(1 - v) 2 osoy + Roy 

As with flat plates, D == Eh3 /12(1 - v2 ). In the above, U1 represents the strain 
energy due to the membrane strains while U2 represents the contribution from 
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the bending strains. Retaining only the first two energy contributions gives the 
so-called Donnell Shell equations; retaining all terms will give the Reissner Shell 
equations. The latter are slightly different from the Timoshenko-Love equations. 
The total kinetic energy is 

T = ~ Iv p[u(x, y, Z, t)2 + v(x, y, Z, t)2 + w(x, y, z, t)2JdV 

~ 11 ph [it,2 + iJ2 + w2] ds dy (2.28) 

where we have neglected the rotational inertia. Let the potential of the applied 
loads be 

.i. = 8w 
'P - 8s 

Application of Hamilton's principle, taking the variations with respect to <5u, <5v, 
and <5w, leads to three governing equations 

[8 2u 82U 82v 1 8w] 
E* 8s2 + ~(1 - II) 8y2 + ~(1 + II) 8s8y - R 8s 

D [82u 82u 83w 83 w] 
+ R2 8s2 + ~(1 - II) 8y2 + R 8y28s + R 8s3 

[ 82U 82v 82v II 8w] 
E* ~(1 + II) 8s8y + 8y2 + ~(1 - II) 8s2 - R 8y 

* [1 8u II 8v w ] [84w 84w 84w] 
-E R8s+R8y-R2 +D 8s4+28s28y2+8y4 

D [83u 83u] 
+ R 8y28s + 8s3 

82u 
ph 8t2 

82v 
ph 8t2 

(2.29) 

These equations are grouped in terms of membrane E* [ ... J and flexural D[ ... J 

contributions. This rather complicated collection of equations is a combination 
of the flat membrane, flat plate, and curved beam equations. 

The associated boundary conditions on the side s = constant are specified in 
terms of one each of the following pairs: 

u or 

v or 

8w 
8s 

(2.30) 

It remains now to interpret the resultants and relate them to these boundary 
conditions. 



122 Chapter 2. Thin Plates and Shells 

Referring to Figure 2.11(b), we can form the resultants per unit length as 

Nss == J u ss dz , Nsy == J usydz 

Substituting for the stresses and strains in terms of our approximations leads to 

E* [aU _ '!!!.. + II aV] 
as R ay' 

1 * [aV aU] Nsy = 2(1 - II)E as + ay (2.31) 

We can also form the resultant moments per unit length 

Mss == - J usszdz, Msy == - J usyzdz 

Again, substituting for the stresses and strains in terms of our approximations 
leads to 

Comparing these expressions to those for the boundary conditions, we see that 
the natural boundary conditions are equivalent to specifying 

(2.32) 

The first of these resembles the resultant load expression used for curved beams [23], 
while the third resembles the Kirchhoff shear stress relation. 

Example 2.11: Use the Lame solution for pressurized cylinders to assess some 
membrane aspects of the shell theory. 

This is one of the very few shell problems for which there is an exact solution. 
Consider a hollow cylinder subjected to uniform internal pressure Pi and assume 
there are no variations along the length. This is an axisymmetric problem and 
therefore there is no bending. However, there is considerable membrane action, 
and this is what we can investigate. 

Because the problem is plane and axisymmetric, we take the stress function as 

which gives the stresses 

A 
U rr = 2" +2C, r 

A 
aoo = -2" +2C, r arO = 0 
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The boundary conditions are zero tractions on the outside, only a normal traction 
on the inside. The zero shear traction boundary conditions are automatically 
satisfied by the solution, leaving us with the normal traction conditions 

r=a: 
A 

tr = -arr = Pi = -2 - 2C, 
a 

r = b: 
A 

tr = a rr = 0 = b2 + 2C 

This gives two equations for two unknowns. After solving for the coefficients, we 
can write the stresses as 

aoo 

This is the Lame solution. 
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Figure 2.12: Testing the thin-wall approximation. (a) Geometry for pressurized cylin­
der. (b) Difference between the exact and thin-walled approximation. 

Let the shell be thin so that a = R - h/2, b = R + h/2, r = R +~, where R is 
the average radius of the cylinder and h is the thickness. Substitute these in the 
geometry terms and simplify assuming h/ R < < 1 to get 

a2 (R - h/2)2 2h 
b2 = (R + h/2)2 ~ 1 - If ' 

Substituting into the Lame solution gives the approximation for the stresses 

p·R 
arr ~ --k-[O+ O(h/R)] ~ 0, p·R p·R 

aoo ~ --k-[1+0(h/R)] ~--k-

The hoop stress is the dominant stress and is almost uniform on the cross-section. 
The radial stress is approximately zero (in comparison to the hoop stress) even 
though it is closely associated with the applied pressure. 

The difference between the exact hoop stress and the thin-wall approximation, 
6 = 1 - at/ac, is shown in Figure 2.12 as a function of R/h. When R/h = 5, 
the difference is about 1%, but when R/h > 20, the difference has dropped well 
below 0.1%. We therefore take that the transition to thin-wall behavior is around 
Rlh ~ 10. 



124 Chapter 2. Thin Plates and Shells 

Example 2.12: Use Golovin's solution for curved beams to assess some bend­
ing aspects of the shell theory. 

Consider a curved beam subjected to end moments !vIo as shown in the Fig­
ure 2.13(a). From the moment balance condition, it is evident that the moment 
on any radial cross-section along the beam is constant. In addition, the surface 
tractions aff~ independent of O. Hcnce, this is an axisymmctric problem ill stress 
(although not necessarily in displacements). 

(Trr 

Figure 2.13: Curved beam with resultant moments. (a) Cylindrical coordinates. (b) 
Stress distributions in curved beam. 

The Airy stress function for the problem is 

¢>(r,O) = ¢>(r) = A logn 'I' + Br210gn 'I' + Cr2 

This gives the stresses 

(Trr 
1 a¢> A 
- <> = 2" + B( 1 + 2logn '1') + 2C 
'I' ur 'I' 

a¢>2 A 
~ = -2" + B(3 + 2logn '1') + 2C 
ur 'I' 

with (Tre = 0 everywhere. There are three coefficients to be solved for. The bound­
ary conditions on the lateral faces are 

A 
2" + B(l + 210gn a) + 2C 
a 
A 
b2 + B (1 + 210gn b) + 2C 

One more equation is needed. We cannot impose tractions as the boundary condi­
tions on the ends simply because we do not know them. So we impose conditions 
on the resultants instead. That is, 

Fe = lb (Tee dr = 0, !vI = lb (Tee rdr = !vIo 

On substituting for the stresses, this leads to only one nontrivial equation 
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Solving these equations for the coefficients in terms of !vIa gives 

4Ma b2 
[ a2 log (~) + log (~) + a2 log (~)] 

N r2 nan b b2 n r 

4MN1a b2 [_ a2 log (~) + log (~) + a2 log (~) + 1 _ a2
] 

r2 nan b b2 n r b2 

N (b2 2)2 b2 2 ( b) 2 - a - 4 a logn-;;' 

This is Golovin's solution for curved beams. The stress distribution is shown in 
Figure 2.13(b). Note the very large increase in hoop stress at the inner radius. 

A significant aspect of this solution is that the hoop stress cree is not linearly 
distributed on the cross-section. However, if we use the thin-wall assumption as 
done in the previous example, we wind up with the approximations 

U rr ~ 0, 

The hoop stress, again, is the dominant stress and is almost linearly distributed 
on the cross-section. 

The difference between the exact hoop stress and the thin-wall approximation, 
.6. = 1- crt/cre, is also shown in Figure 2.12 as a function of R/h. When R/h = 5, 
the difference is about 6%, but we have to have R/h > 40, for the difference to drop 
below 1.0%. This rate of change is significantly different than for the membrane 
stress. It is worth keeping in mind, however, that while the stress is overestimated 
on one side of the plate, it is underestimated on the other side, so that the lin­
ear approximation represents a very good average. Indeed, a comparison of the 
(absolute) averages does not register in Figure 2.12. 

We therefore take that the transition to thin-wall behavior is around R/h ~ 20. 

Example 2.13: Specialize the curved plate equations to those for a curved 
beam. 

With reference to the coordinates of Figure 2.11(b), a beam has no dependence 
on the y coordinate and has no displacement v. This results in the two equations 

To have these equations resemble those for a beam bending in the x - y plane, we 
make the association w -+ v. Furthermore, multiply across by the beam depth b 
and replace 

hb"",A, Eb = ( Ehb2) "'" EA, 
1-1/ 

(2.33) 
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If the beam depth b is small, then Poisson's ratio effect can be neglected in the 
definitions of EA and EI. 

The resultant axial force F, shear force V, and bending moment lvI, are related 
to the deformation by 

[ OU V] 
F = EA os - Ii ' v = _ EI [fPw ..!.. 02U] 

OS3 + R OS2 ' 
1'vI = EI!!.- [Av + '!..:] os os R 

These are used in specifying the boundary conditions. 

Discussion 

A thick-walled curved plate has two features of significance. First, the hoop 
strain is not linearly distributed but is parabolic with the larger value being on 
the inside radius. Second, there is coupling between the membrane and hending 
effects. As we approach a thin-wall formulation, the previous developments show 
that we obtain a linear distribution of strain but that there are still strong cou­
pling effects. Anticipating our future developments for nonlinear large deflection 
problems, we would prefer not to have to deal with strongly coupled equations 
such as Equation (2.30) or Equation (2.33). 

Figure 2.14: Slightly curved beam problems. (a) Horizontal load. (b) Vertical load. 

Consider the slightly curved beam problems shown in Figure 2.14. For a given 
span Lo, it is clear that as the radius is decreased (so that there is a deeper arch) 
the effective stiffness of Px against U2 and Py against V2 decreases. The issue 
we are interested in is, to what extent this curved beam can be replaced with a 
straight segment and still give a reasonable approximation to the stiffness. 

The strain energy of the segment is 

u = - EA - - - ds + - EI - + -- ds 11 [OU V] 1 1 [02V 1 au] 
2 L OS R 2 L os2 R as 

Let us assume displacement shapes 

u(s) = h(S)U2' 

where Ii (s) and gi (s) are, respectively, the rod and beam shape functions taken 
from Section 1.8. This discretization of strain energy will lead to a [3 x 3] stiffness 
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relation. The first entry is associated with U2 and leads to 

The angle subtended by the segment is e L/ R, the straight beam has an 
orientation half of this, and from the stiffness of a generally oriented member [22] 
(also see Chapter 3), we have 

There is also the geometric approximation that L ~ Lo[1+L~/(8R2)]. Thus, if Lo 
is smaller than R/10, then the difference in length is on the order of 0.1 %, which 
is negligible. To put this into perspective, if a complete circular ring is replaced 
with 64 piecewise straight segments (or approximately 5° segments) , then the 
criterion is met. This does not seem an unreasonable density of elements. 

Taking the ratio of the two stiffnesses and assuming Lo ~ L, we get 

where h is the beam thickness. If h is smaller than R/20 (which is a typical 
assumption for the thin-wall theory to hold), then the effect on the stiffness is 
of the order of 0.1%, which is negligible. 

Doing a similar development for the vertical force, we get 

EI EA L~ 
ksvv = 12 L3 + L 4R2 

o 0 

The two stiffness expressions are very similar, the difference occurring only in the 
axial stiffness contribution. However, the axial stiffness is usually significantly 
larger than the flexural stiffness and therefore the seemingly small difference 
could actually be quite large. The ratio of the stiffnesses in this case becomes 

This time h appears in the denominator. For the thin-wall approximation with 
h < R/20, an element length of L < R/l0 then gives a stiffness difference of 
about 0.007. This is quite small. 

Based on these considerations, the plan in the remainder of the book is to 
develop only a straight frame and flat plate element formulation and treat all 
curved structures as assemblages of these. As it turns out, other considerations 
arising out of the nonlinear dynamics description also require a small element 
and therefore our treatment of general structures is not unduly inefficient. 
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2.5 Discretization Using Triangular Regions 

We need to discretize the plates and shells as part of our finite element formu­
lation of problems. There are a variety of discretization schemes available, but 
we will consider only at triangular regions. As will be shown, this is more than 
adequate for our needs. 

Area and Natural Coordinates 

Since we are dealing with triangular elements, it is convenient to work in area 
coordinates. Consider a triangle divided into three areas where the common apex 
is at (x, y) as shown in Figure 2.15(a). Define 

with the obvious constraint that hI + h2 + h3 = 1. The areas of these triangles 
define uniquely the position of the common apex. 

1 

o .... -___4�....--___ -
o 1 

Figure 2.15: Area and natural coordinates. 

The position of a point (x, y) in the triangle can be written as 

(2.34) 

where the subscripts 1,2,3 refer to the counterclockwise nodes of the triangle. 
We can invert this to get the expressions for the area coordinates 

with 2A == X2IY3I - X3IY2I, Xij == Xi - Xj, and so on. From this, it is apparent 
that functions of (x, y) can equally well be written as functions of (hI, h2' h3). 
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That is, any function of interest can be written as 

3 

U(X, y) = L hi(x, Y)Ui 

where Ui are the nodal values. Note that special cases of this are for the coordi­
nates themselves 

3 3 

X = Lhi(x,Y)Xi, Y = L hi(x, Y)Yi 

which is obvious from Equation (2.34). 
When performing differentiation, we use the chain rule as 

A very useful formula when performing the integrations of the functions is the 
relation 

where! means factorial. If h3, for example, does not appear in the integration, 
then we simply ignore the k exponent. Another useful integration formula is 
when the function is written in centroidal coordinates. We have [18] 

i+j:l 2 3 4 5 
1 1 1 2 

12 30 30 105 

In order for the coordinate description hI, h2, h3 to describe the two coordi­
nates x, y, it must be supplemented by the constraint hI + h2 + h3 = 1. We can 
invoke this constraint explicitly by introducing natural coordinates given as 

hI = 1 - ~ - Tl, (2.35) 

These are shown in Figure 2.15(b). We have for a typical function 

3 

u(x,y) = Lhi(~,Tl)Ui 

The element strains are obtained in terms of derivatives of element displace­
ments. Using the natural coordinate system, we get, for example, 

a a a~ a aTl -=--+-­
ax a~ ax aTl ax 
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But to evaluate the derivatives of ~, TJ with respect to x, y we need to have the 
explicit relation between the two sets of variables. This is obtained as 

{ ~~}=[g~ 
0'7 0'7 

~] {~} 
0'7 oy 

or 

where [ J ] is called the Jacobian operator relating the natural coordinates to the 
local coordinates. This is essentially the same Jacobian introduced in Chapter l. 
The relation for the derivatives requires 

which requires that [J- 1] exists. In most cases, the existence is clear; however, 
in cases where the element is much distorted or folds back on itself the Jacobian 
transformation can become singular. 

Example 2.14: Evaluate the integral fA hIh2 dA. 
We use the general formula and since O! = 1, we get 

{ h h dA = ( hIhIhodA = 2A l!1!0! = 2A 1 = A~ JA I2 JA I 23 (2+1+1+0)! 4x3x2x1 12 

Example 2.15: Determine the Jacobian operator for the linear triangle. 
Noting that 

hI = 1 - ~ - 1), 

and from Equation 2.34, we get some of the derivatives as 

The complete operator and its inverse is 

Y21] , 
Y3I 

8y 
81) = yd-1] + Y2[0] + Y3[1] = Y3I 

Note that det[ J ] = X21Y31 - X31Y21 = 2A, thus the Jacobian becoming singular 
is equivalent to the area becoming zero and then negative. Therefore, in situations 
where there are large displacements, it is of value to check the sign of the area. 
This is all the more necessary in cases involving iterative solution strategies where 
some of the iterates (not yet being converged) can lead to physically unrealistic 
intermediate configurations. 

Example 2.16: Evaluate the derivative of a function u(x, y) whose values are 
given at the three nodal points: (0,0), (4,1), (1,3). 

We have from Equation (2.34) that 
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The Jacobian operator and its inverse are then 

ax [4 1] [Jl=[a~l= 13' [rll=~[3 -41] 
11 -1 

Let the function be given by the linear interpolation 

u(x,y) = [hI, h2, h3]{UI' U2, U3}T 

but we will treat hi = hi(~' Tf). The derivatives are 

{~} 
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where {u} = {UI, U2, U3}T and the subscript comma indicates partial differenti­
ation. The derivatives are constant. 

Higher-Order Interpolations 

The previous ideas can be generalized by considering higher-order interpolation 
functions. A possible sequence of higher-order functions is arranged in the form 
of Pascal's triangle as 

1 
x y 

xy 

where adding each complete level forms a complete representation. To utilize 
these, we must use more nodes, and a possible sequence is shown in Figure 2.16. 
Note that the cubic requires 10 nodes so as to have a complete Pascal triangle. 

® 
CD 

Figure 2.16: Some higher-order elements. (a) Linear. (b) Quadratic. (c) Cubic. 

For the linear interpolation functions, we need three nodes for the complete 
representation. The representation is then 

3 

u(x,y) = LNiUi 
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where the shape functions are given by 

(2.36) 

For the quadratic interpolation functions, we need six nodes for the complete 
representation. The representation is then 

6 

U(X,y) = LNiUi 

where the shape functions correspond to a six-noded triangle (three apex nodes 
and three mid-side nodes) and are given by 

(2hl - l)h l , 

(2h2 - 1)h2' 

(2h3 - 1)h3, 

N4 = 4hlh2 

N5 = 4h2h3 

N6 = 4h3hl (2.37) 

For the cubic interpolation functions, we need ten nodes for the complete 
representation. The representation is then 

10 

u(x, y) = LNiUi 
i 

where the shape functions are given by 

Nl = !(3hl - 1)(3hl - 2)hl , 

N2 = !(3h2 - 1)(3h2 - 2)h2 , 

N3 = !(3h3 - 1)(3h3 - 2)h3 , 

and NlO = 27hl h2h3. 

N4 = ~(3hl - 1)hlh2' 

N5 = ~(3h2 - 1)h2hl , 

N6 = ~(3h2 - 1)h2h3, 

N7 = ~(3h3 - 1)h3h2 

Ns = ~ (3h3 - 1 )h3hl 

N g = ~(3hl - 1)hlh3 

It is also possible to write each of these interpolation functions in terms of 
natural coordinates. 

Exam.ple 2.17: Compare the quadratic and linear interpolations. 
Figure 2.17 shows contours of a function interpolated using the linear and 

quadratic interpolations. The function varies as sin(x) cos(y) but does not have 
an interior maximum or minimum. Note that if the function were linear, then 
both interpolations would give the same result. The original triangular region is 
modeled with six nodes in each case, which means using four linear interpolation 
regions. 

It is clear that, for a given level of discretization (Le., with the same num­
ber of degrees of freedom), the higher-order interpolations will out-perform the 
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(a) 

ia!~ 
(b) ;? 

irlwo\ 
Figure 2.17: Comparison of the different interpolations. (a) Exact. (b) Quadratic. 
(c) Linear. 

lower-order ones. The figure shows how the curved contours are approximated by 
piecewise linear segments. 

Two additional factors, however, must be considered when choosing interpola­
tion functions for elements. The first is that the computational cost increases for 
the higher-order functions, and it may well be that the simpler functions can afford 
to use more elements. The second is that, as we develop elements for complicated 
mechanics problems such as nonlinear deflections or elastic/plastic material be­
havior, it becomes increasingly more difficult to develop a higher-order consistent 
theory. We will generally opt, therefore, to choose the simpler functions and pay 
the price of having to use more elements. 

2.6 Membrane Triangle Elements 

Perhaps the simplest continuum element to formulate is that of the constant 
strain triangle (CST) element. We therefore begin with a discussion of this ele­
ment. We also discuss a three-noded triangular element, which correctly imple­
ments the drilling DoF (cPz) and therefore makes it suitable for 3-D applications. 

Constant Strain Triangle Element 

Consider a triangle with three nodes. The basic assumption in the formulation 
is that the displacements have the same description as the coordinates. That is, 

3 3 

x(x, y) = L hi(x, Y)Xi' u(x, y) = L hi(x, Y)Ui 

3 3 

y(x, y) = L hi(x, Y)Yi, v(x, y) = L hi(x, Y)Vi 

where hi(x, y) are the linear triangle interpolation functions. These interpolation 
functions will be applied at all times during the deformation. 
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The displacement gradients are given by 

av = '"" ah i 71' = ~ '"" r-.v. 
i:J ~i:J.' 2A~" Y Y i 

where the coefficients bi and Ci are understood to be evaluated with respect to 
the original configuration. 

The strains are 

au 
Exx = ax' 

av 
Eyy = ay' 

which are expressed in matrix form as 

{ }~2~[~ 
0 b2 0 b3 Exx 

Eyy Cl 0 C2 0 
2Exy b1 C2 b2 C3 

au av 
2Exy = 'Yxy ay + ax 

Ul 

~l 
Vl 

U2 or {E}=[BL]{U} 
b3 

V2 

U3 

V3 

The stresses are related to the strains by the plane stress Hooke's law 

The virtual work for a plate in plane stress is 

or 

Substituting for the stresses and strains in terms of the degrees of freedom gives 

Noting that none of the quantities inside the integral depends on the position 
coordinates, we then have 

The virtual work of the nodal loads is 

oW = {F}TO{u} 
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From the equivalence of the two, we conclude that the nodal forces are related 
to the degrees of freedom through 

{F} = [ k ]{ U } , (2.38) 

The [6 x 6] square matrix [ k ] is called the stiffness matrix for the Constant 
Strain Triangle (CST) element. 

For plane problems, the coordinate system used to formulate the element (that 
is, the local coordinate system) is also the global coordinate system, hence we 
do not need to do any rotation of the element stiffness before assemblage. The 
structural stiffness matrix is simply 

[K] = 2) k]m 
m 

where the element stiffnesses are suitably augmented to conform with the global 
system. The coding associated with this procedure in given in Reference [22]. 

Example 2.18: Using the CST element, determine the nodal forces for the 
two-element assemblage shown in Figure 2.18. 

CD 
IIIIIIII:------------~~--+-

(3) 
P 

L = l = 50mm 
h = 2.5mm 

p 

(3) 
IIIII!I!:·: ~-----L-------*-----

CD 
Figure 2.18: A two-element system with fixed end. 

The two stiffness matrices are given by 

.267 .000 -.267 .133 .000 -.133 

.000 .100 .200 -.100 -.200 .000 

[k124] = Eh 
-.267 .200 .667 -.333 -ADO .133 

.133 -.100 -.333 1.167 .200 -1.067 

.000 -.200 -ADO .200 .400 .000 
-.133 .000 .133 -1.067 .000 1.067 

ADO .000 .000 -.200 -ADO .200 
.000 1.067 - .133 .000 .133 -1.067 

[k143] = Eh 
.000 -.133 .267 .000 - .267 .133 

-.200 .000 .000 .100 .200 -.100 
-ADO .133 -.267 .200 .667 -.333 

.200 -1.067 .133 -.100 -.333 1.167 
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Both matrices are clearly symmetric. The assembled stiffness matrix is for the 
degrees of freedom with the reductions 

{U} {UI, VI; U2, V2; U3, V3; U4, V4} 

{O, 0; U2, V2; 0, 0; U4, V4} 

We first augment each element matrix to size [8 x 8] as 

[kI24] ==? {UI' VI; U2, V2; 0,0; U4, V4} 

[k143] ==? {UI' UI; 0,0; U3, U3; U4, V4} 

and simply add. This give 

.667 .000 -.267 .133 -.400 .200 

.000 1.167 .200 -.100 .133 -1.067 
-.267 .200 .667 -.333 .000 .000 

[K]=Eh 
.133 -.100 -.333 1.167 .000 .000 

-.400 .133 .000 .000 .667 -.333 
.200 -1.067 .000 .000 -.333 1.167 
.000 -.333 -.400 .200 -.267 .133 

-.333 .000 .133 -1.067 .200 -.100 

.000 -.333 
-.333 .000 
-.400 .133 

.200 -1.067 
-.267 .200 

.133 -.100 

.667 .000 

.000 1.167 

The reduced structural stiffness matrix is obtained by "scratching" the rows and 
columns corresponding to the zero degrees of freedom. The consequent system of 
equations is 

[ 

.667 

[K*]{ u} = Eh =:~~~ 
.133 

Solving this system gives 

-.333 -.400 
1.167 .200 

.200 .667 
-1.067 .000 

T P 
{u} = {.00200, .00025, .00187, .OOOOO} Eh 

Note that although the problem is symmetric, the displacements are not because 
the element mesh arrangement is nonsymmetric. 

The nodal forces are given by 

{F} = [ k ]{ u} 

Augmenting the displacement vectors with the zero degrees of freedom and then 
multiplying out gives 

{-1.00, .00, 1.00, .00, .00, .OO} P 

{.OO, -.50, 1.00, .00, -1.00, .50}P 

These are shown in Figure 2.19. Note that each element is in equilibrium. The 
element nodes are connected to the large nodes to which the applied loads are 
attached. It is clear that the element nodal forces add up to the applied load. At 
the fixed end the element nodal forces add up to give the boundary reactions. 
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• (1.00, -.50)P 

(.00, .50)P 

• (1.00, .OO)P 

(-1.00, .50)P 

(-1.00, .OO)P 

(1.00, .OO)P 

(.00, .OO)P 

(1.00, .OO)P 

Figure 2.19: Nodal forces. 

Membrane Element with Rotational DoF 
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(-1.00,.00)P 

• ~ p 

(.00, .OO)P 

(-1.00, .OO)P 

• ~ p 

Because we are interested in analyzing thin-walled 3-D structures comprising a 
mixture of frame and plate substructures, it simplifies the implementation when 
both structural types are modeled in a compatible way. The in-plane behavior 
of the plate is analogous to that of a plane 2-D frame. Thus, at each node we 
want the DoF to be 

{U} = {u, v, <Pz} 

The constant strain triangle (CST) element has only the two displacements in its 
formulation. We now discuss a three-noded triangular element, which is shown 
to have superior in-plane performance over the CST. More importantly from 
our perspective, however, is the fact that it correctly implements the drilling 
DoF (<Pz) and therefore makes it suitable for 3-D applications. The "rotation" 
implemented is actually that taken from continuum mechanics 

This element was developed in References [13, 14), a similar element was devel­
oped in Reference [2), and a nice comparison of the performance of these is given 
in Reference [55]. 

I: Lumping Matrix 

Consider a small triangular element removed from the deformed plate. There are 
tractions along each of the edges. Furthermore, let the deformation of an edge 
(as indicated in Figure 2.20) be represented in local coordinates as 

U(S) [1 - (i)]Ul + [2(i)] Lu2 

ft(S)Ul + h(S)U2 
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V(S) = [1 - 3( ~ )2 + 2( ~ )3] VI + ( ~ ) [1 - 2( ~ ) + (~ )2] L¢1 
L L L L L 

+( i)2 [3 - 2( i)] V2 + (i)2 [ - 1 + (i)] L¢2 

gl(S)Vl + g2(S)¢1 + g3(S)V2 + g4(S)¢2 (2.39) 

The functions f n (s) and gn (s) are, respectively, the rod and beam shape func­
tions from Section 1.8. In comparison to the CST element, we are allowing the 
normal displacements of the edge to be higher order. 

u(s) 

Figure 2.20: Assumed displacements on an edge. 

We would like to obtain the strain energy due to this system. It is apparent 
that in the limit of small element size, we would want the stress state to approach 
that of a constant strain triangle. Let us assume that the stress is uniform, then 
the tractions on an edge at an orientation of () is related to the stresses as 

which shows that the tractions are constant. The virtual work of the tractions 
is given by 

8W j[fn8V(S) + ft8u(s)]ds 

fn j[91(S)8vl + 92 (s)L84>1 + 93 (s)8v2 + 94 (s)L84>2]ds 

+4 j[!t(S)8U1 + h(s)8ul]ds 

where the integration is over the three edges. These evaluate for a typical side 
to 

8W12 = ~tnLI2[8vl + ~o:L8¢1 + 8v2 + ~o:L8¢2] + !tt[8Ul + 8u2] 

where 0: was introduced as an adjustable parameter on the rotation. We get 
similar expressions for the other sides. The total virtual work is the sum for the 
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three edges, and this must be equal to the virtual work of the nodal loads acting 
on the degrees of freedom. 

The virtual work of the nodal loads is 

Introducing a lumped matrix defined as 

where 

[L; [~~ [ 
Yki 
o 

1 (2 2 ) GO! Yji - Ykj 

o 

using cyclic permutation on i, j, k. The first three contributions can be written 
as 

{F} = [ kb ]{ U } , [ kb ] = [ L r [ D ][ L ] 

The upper-left [6 x 6] portion of this array is identical to that of the constant 
strain triangle. The rest is the bending-like contribution. This stiffness-like ma­
trix, however, cannot be used on its own because it is rank deficient. 

II: Higher-Order Displacement Modes 

The displacements will be conceived as made up of three components: rigid 
body modes, constant strain modes, and higher-order modes corresponding to 
bending. The first two would lead to the constant strain triangle of the last 
section. The total displacements are 

where {q} are generalized degrees of freedom and Q7, Q8, Q9 are associated with 
the higher modes. The coordinates are defined as 

e = A(x - xc), 

and the higher modes have the coefficients 

a - 1C3 
2i -"2 i' 

b - 1S3 
2i - -"2 i' 
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where the angles are given by 

Si = (Ym - yd/Lmi , 
Ci = (Xm - xi)/Lmi , 

Xm = !(Xj + Xk) 
Ym = !(Yj + Yk), 

Chapter 2. Thin Plates and Shells 

These higher modes can be thought of as bending ahout axps pmanating from 
each apex. Note that these displacements are not consistent with the assumed 
displacements along the edge of the element. 

The nodal degrees of freedom are related to the generalized DoF as 

or 
{U}=[G]{q} 

This can be inverted (numerically) to give 

{q} = [G-1]{u} = [H ]{u} 

The following developments will be in terms of the generalized DoF but the 
above can be used at any stage to express them in terms of the global DoF. 

The strains are 

or 

The virtual work of the internal stresses is 

Substituting and multiplying out gives 

8W = j~ [{8qrc}T[BrcJT [ D ][Brc]{qrc} + {8qh}T[Bhf[ D ][Brc]{qrc} 

+{8qrc}T[Brc JT[ D ][Bh]{Qh} + {8qh}T[BhJ T [ D ][Bh]{qh}] dV 

The two middle terms evaluate to zero leaving 
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The first term is precisely that of the constant strain triangle and the second 
term is the higher-order contribution. Let us introduce as our potential for the 
element a combination of the lumped representation and the higher-order term. 
That is 

where (3 is introduced as another adjustable parameter. Minimizing this with 
respect to the DoF gives the total stiffness as 

The higher-order contribution is given by 

where 

JedBeif[ D ][Bei] + Je7j ([Bei]T[ D ][B7ji][B7jif[ D ][BeiD 
+ J7j7j[B7ji]T [ D ][B7ji] 

Jee i e dA = -~A(66 + 66 + 66) 

Je7j i ~T]dA = - 112A(6T]1 + 6T]2 + 6T]3) 

J7j7j i T]2 dA = -~A(T]1T]2 + T]2T]3 + T]3T]1) 

The stresses are obtained from the strains, which are obtained from differen­
tiation of the displacements. Coding for this element can be found in Refer­
ences [13, 14]. We will refer to this membrane element with rotations as the 
MRT element. 

As for the CST element, the coordinate system used to formulate the element 
is also the global coordinate system, hence the structural stiffness matrix is 
simply the summation of the element stiffnesses suitably augmented to conform 
with the global system. 

Example 2.19: Show that the MRT element passes the patch test. 
Consider a rectangular block loaded as shown in Figure 2.21. The expected 

displacements are based on simple uniaxial stress with t1L = f:L = a L / E A and 
the transverse behavior related to the Poisson's ratio contraction to give 

U4 = 0.0004, V4 = -0.0002, 4J4 = O.Oj a",,,, = 2P/A 

This is an interesting problem as regards specifying the appropriate boundary 
conditions in an FEM context. The intuitive boundary conditions are to specify 

UI = 0, VI = 0, 4JI = OJ U2 = 0, V2 = free, 4J2 = free 
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1!1!1!1!1::w.:u,-z-=-O-,-4>-2-=-O-------.."....-f_ 

Figure 2.21: Two sets of boundary conditions for the patch test. 

and the load condition as 

P3 = 1000, V3 = 0, M3 = OJ 

The results for these loads are 

U4 = 0.00056, V4 = -0.00026, 4>4 = 0.003 

The contours are shown in Figure 2.22(a) . It is clear that the concentrated loads 
are causing a good deal of localized rotations. Furthermore, the element is too 
flexible. 

(a) (b) 

2000 

2570 1310 

Figure 2.22: Contours of axx stress for the patch test problem. (a) Incorrect boundary 
conditions. (b) Correct boundary conditions. 

The appropriate boundary conditions to specify are 

UI = 0, VI = 0, 4>1 = OJ U2 = 0, V2 = free, 4>2 = 0 

Note that 4>2 = 0 and so this would correspond to a line of symmetry. The load 
conditions are 

a 2 
P3 = 1000, V3 = 0, T3 = 12aL j 

The edge of this element is like a beam and the uniform stress is like a distributed 
load on the beam. Hence, the edge also has moments. It is necessary to include the 
a in the effective moment because it was used in obtaining the relation between 
the nodal loads and the internal reactions. In general, the nodal loads are related 
to the tractions by 

PI = l 91 (x)a(x)dxh = ~aoLh, 

P2 = l 92(x)a(x)dxh = ~aoLh , 
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The lack of contours in Figure 2.22 clearly indicates the uniform state of defor­
mation. 

The patch test is necessary for the convergence properties of an element . In this 
problem, if the middle node is moved, the exact same results are obtained. 

Example 2.20: The cantilever beam shown in Figure 2.23 has a parabolically 
distributed load on the end. Do a convergence test to demonstrate the performance 
of the MRT element. 

A 

Figure 2.23: Mesh geometry [4 x 16] . 

2h = 51 mm (2.0 in.) 

b = 204 mm (8.0 in .) 

h = 2.54 mm (0.1 in .) 

aluminum 

This is a problem that has a significant amount of bending (and hence rota­
tion) and therefore is a good test case [18] for examining the performance of the 
rotational contribution of the MRT element. This is a problem solved earlier in 
this chapter and we will use that solution for comparison. 

One of the most important characteristics of an element is its convergence 
properties, that is, it should converge to the exact result in the limit of small 
element size. When looking at convergence, it is necessary to change the mesh in 
a systematic way. The mesh shown is made of [4 x 16] modules where each module 
is made of four elements. The other meshes are similar except that the number of 
modules per side was changed. 

The results for the tip deflection at B and stresses at A are shown in Figure 2.24 
where there are compared to the exact solution. The normalizations are with 
respect to the exact solution for VB and O"A. The performance of the simpler 
constant strain triangle is also shown in the plot. 

1.0 

.B 

.6 

.4 

.2 

.0 

-.2 
2 

- Exact 
o MAT 

" CST 

1: [lx4)=16 
2: [2xB)=64 

3: [4x16)=256 ~(Jyy 
4: [Bx32)=1024 ~ -----==== 

Mesh density (Jx y 

3 4 2 3 4 

Figure 2.24: Convergence of displacements and stresses. 
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Both elements exhibit convergence to the exact solution. What is apparent, 
however, is that the MRT element gives good results even for relatively few mod­
ules through the depth. The CST element, on the other hand, is overly stiff. 

The difference in performance of the stress is even more dramatic. These re­
ported stresses are nodal averages. It is interesting to observe the other stresses 
on the houndary; these should be zero but it is only ill the limit of very slllali 
element do they go to zero. 

Example 2.21: Investigate the stress concentration around a hole in a plate. 
Whenever there are cut-outs or changes in the geometry, stress concentrations 

occur that necessitate a finer mesh to accurately model the stress gradients. An 
ideal mesh is one that is uniform and very fine everywhere. This, of course, is not 
practical, so it is usual to increase the mesh density only in locations near the 
stress concentrations. 

a = 7.6mm(0.3in.) 

w = 51 mm (2.0 in.) 

h = 2.54mm(0.lin.) 

aluminum 

Figure 2.25: Stress distribution around a hole. 

An example of a non-uniform mesh is shown in Figure 2.25. There is a gradient 
of element sizes that varies approximately as Vr where r is the distance from 
the center of the hole. A general purpose mesh generator would allow a choice of 
gradients. 

The stresses computed using this mesh are also shown in Figure 2.25. The very 
high gradient of stress justifies the need for the very fine mesh. Note that the 
reported stresses are nodal averages. 

Also shown in the figure is the Kirsch solution for an infinite plate. The finite 
width plate shows a higher stress concentration factor. 

2.7 Triangular Plate Bending Elements 

In this section we illustrate some of the pitfalls that can occur with an improperly 
formulated element. While the element we develop has very poor performance 
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characteristics and should never be used, its derivation is instructive. We then 
derive a properly formulated element. 

A Poor Performing Plate Bending Element 

We want an element that has a node at each corner of the triangle and has the 
degrees of freedom 

{u}T = {WI, ¢xl, CPyl; W2, cPx2, ¢y2; w3, ¢x3, cPy3} 

as shown in Figure 2.26. The rotations are related to the deflections by 

¢ __ ow 
y - ax 

In local coordinates, the three-noded triangle has a total of nine degrees of 
freedom. The basic problem with triangular elements for flexure of plates is that 
if we represent the deflection in terms of polynomials, we have 

where qi are the generalized degrees of freedom. This has 10 terms but we 
only have nine degrees of freedom. Simply deleting one of the terms will cause 
anisotropy or convergence problems. We illustrate this. 

z 

Figure 2.26: Element with nodal degrees of freedom. 

One simple possibility is to take the polynomial in the form 

w(x, y) = ql + q2X + q3Y + q4x2 + Q5XY + Q6y2 + Q7x3 + QS(X2y + xy2) + Qgy3 

where the cross terms x2y and xy2 share a common coefficient. At Node i, we 
can establish the relationships 

{ a:;} _ [ 1 
Xi Yi x 2 XiYi y; x3 (X;Yi + Xiy2) 

y' 1 , , 
3Yb {Q} ay - 0 0 1 0 Xi 2Yi 0 (X; + 2XiY) 

_ OWj 0 -1 0 -2Xi -Yi 0 -3x; (-2XiYi - y2) 
ax 
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After evaluating this at the three nodes we can assemble the [9 x 9] system 

{u}=[G]{q} 

Inverting this numerically, we get 

To get the [ B ] matrix that relates the strains to the nodal DoF, we first relate 
the strains to the generalized DoF according to 

where 

[C J~ [~ 
Thus 

0 0 -2 
0 0 0 
0 0 0 

82w 
- 8;i 

8w 

0 0 
0 -2 

-2 0 

=[c]{q} 

-6x -2y 
0 -2x 
0 -4{x + y) 

{f} = [ C ][ G ]-1{ u} = [ B ]{ u} 

-~ 1 

The stiffness is obtained in a manner similar to that of the CST element and is 
given by 

[ k ] = [[ B f[ D][ B ]dV 

It remains now to perform the integrations. 
Decompose the [ B ] matrix as 

[B] = [Be] + [Bx]x+ [By]Y 

The stiffness integral becomes 

[ k ] = [B[ DBe] J dV + [B[ DBx + B; DBe] J xdV + [B[ DBy + B~ DBc] J ydV 

+[B; DBx] J x2 dV + [B~ DBy] J y2 dV + [B; DBy + B~ DBx] J xydV 

If we shift the coordinates to a centroidal system, then the integrals evaluate to 

J . . 1 
x'yJdV = AT! 

Z.J. 

where A is the area. There are a good many terms in the stiffness expression 
and therefore we will not write them out explicitly. This element is assembled 
analogously to that of the CST element. 

We leave a discussion of the performance of this element until later. 
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Discrete Kirchhoff Triangular Element 

The basic idea of the discrete Kirchhoff triangular element (DKT) is to treat 
the plate element in flexure as composed of a series of plane stress triangular 
laminas stacked on top of each other. From the previous section, we know that 
we can describe each lamina adequately using the CST or higher element, hence 
it remains then only to impose the constraints that the laminas form a structure 
in flexure. 

I: Shape Functions 

In deriving the DKT element, the complete polynomial is used in the form 

w(x, Y) hi[h1 + 3h2 + 3h3)Wl - hi [x21h2 - X13 h3]¢yl 

-hi[Y3l h3 - Y12h2]¢xl + ... + ahlh2h3 

where a is a generalized coefficient, 
are obtained by cyclic permutation. 
conditions discretely. 

and the additional six terms for w(x, y) 
We obtain a by imposing the Kirchhoff 

CD 
1 

o 1 

Figure 2.27: Element coordinates. 

Let the rotations have the complete representations 

where the shape functions correspond to a six-noded triangle (three apex nodes 
and three mid-side nodes) and are given by 

Nl (2hl - l)hl = (1 - ~ -1])(1 - 2~ - 21]), N2 = (2h2 - 1)h2 = (2~ - 1)~ 

N3 (2h3 - 1)h3 = (21] - 1)1]), N4 = 4h2h3 = 4~1] 
N5 4h3hl = (1 - ~ -1])41], N6 = 4hlh2 = (1 - ~ -1])4~ (2.40) 

(Note that we are using the convention of Reference [8] which puts node 4 
opposite node 1 as shown in Figure 2.27.) Consider a laminate of thickness dz 
located a distance z from the mid surface of the plate. The displacements of this 
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laminate are represented by 

u(x,y) = -z¢y = +Z[hl(2hl -l)¢yl + h2(2h2 -1)¢y2 

+h3(2h2 - 1)¢y3 + 4h2h3¢y4 + 4h3h 1¢y5 + 4h1h2cPY6] 

v(x,y) = -z¢x +Z[hl(2hl -l)¢xl -t h2(2h2 -1)¢x2 

+h3(2h2 - 1)¢x3 + 4h2h3¢x4 + 4h3h 1¢x5 + 4h1h2¢X6] 

In this, there are a total of 12 degrees of freedom. Thus, initially there are more 
degrees of freedom than will appear in the final form of the element. The extra 
degrees of freedom are associated with the mid nodes and will be eliminated. 

A nine-degree-of-freedom element is obtained by requiring the transverse shear 
strains to be zero at the corners 

OWi ax = -¢yi, 

and along the sides of the element 

OWi 
as = ¢si, 

i = 1,2,3 

i = 4,5,6 

where s is an edge tangent coordinate. We also impose that the slope normal to 
the element at the middle of the side is one half the sum of the values at the 
corner nodes 

,/.. _ ![OWI aW2] 
'l'n4 - 2 an + an 

with others obtained by cyclic permutation. The following geometrical relations 
are needed on each side: 

{ ~: } = [c S] {¢x } aw S -C ¢y 
an 

where C == cos(x, nij) and S == sin(x, nij) and interelement compatibility in 
terms of displacement and slope are still satisfied after these equations are ap­
plied. Note that since W varies cubically along the sides, awjas varies quadrat­
ically and so does CPs. Since awjas matches CPs at three points along the side, 
the Kirchhoff hypothesis (no shear strain) is satisfied along the entire boundary. 
Also, if this formulation is applied to a 1-D beam, the stiffness of the Bernoulli­
Euler beam is recovered; this means that the DKT element is suitable for use 
with Bernoulli-Euler beam elements in complex structures. 

It is this sequence of constraints that leads to the coupling of the rotations 
with the deflection. After the mid-side nodes are reduced, the resulting shape 
functions are given by 
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where the nine components are 

-~(a5N5 - a6N6) 
b5N5 + b6N 6) 

Nl - C5 N 5 - C6N6) 
-~(a6N6 - a4N 4) 

{Hx} = b6N 6 + b4N4) 

and 

N2 - C6N 6 - C4 N 4) 
-~(a4N4 - a5N5) 

b4N 4 + b5 N 5 ) 

N3 - C4 N 4 - C5N5) 

ak = -Xij/ L7j' 

dk = -Yij/L7j, 

-~(d5N5 - d6N6) 
-Nl + e5N5 + e6 N6) 

-b5N5 - b6N6) 
-~(d6N6 - d4N4) 

{Hy} = -N2 + e6N6 + e4N4) 
-b6N6 - b4N4) 

-~(d4N4 - d5N 5) 
-N3 + e4N4 + e5N 5) 

-b4N4 - b5N5) 

The strains are obtained by differentiating the functions {Hx} and {Hy }. 

II: Stiffness Relation 
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We are now in a position to obtain the stiffness relation. The curvatures are 
given by, for example, 

o¢x 
"'xx =--ox or {,..}=[B]{u} 

where 

The vectors appearing in this strain-displacement matrix are obtained from the 
derivatives as 

P6(1 - 2~) + (P5 - P6)1/ 
q6(1 - 2~) - (q5 + q6)1/ 

WI + T6(1 - 2~) - (T5 + T6)T/ 
-P6(1 - 2~) + (P4 + P6)T/ 

{H""d = q6(1 - 2~) - (q6 - q4)T/ 
W2 + T6{1- 2~) + (T4 - T6)T/ 

-(P5 +P4)1/ 
(q4 - q5)T/ 

-(T5 - T4)T/ 

t6(1 - 2~) + (ts - t6)1/ 
1 + T6(1 - 2~) - (TS + T6)T/ 

-q6(1 - 2~) + T/(qS + q6) 
-t6{1- 2~) + (t4 + t6)1/ 

, {Hy,d= -1+T6(1-2~)+h-T6)1/ 
-q6(1 - 2~) -1/(q4 - q6) 

-(t4 +ts)1/ 
(T4 - TS)T/ 

-(q4 - qS)T/ 
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-P5(1 - 217) - (P6 - P5)~ 
q5(1 - 217) - (q5 + q6)~ 

WI + 1'5 (1 - 217) - (1'5 + r6)~ 
(P4 + P6)~ 

{Hx ,'l} = (q4 - q6)~ 
-(1'6 r4)~ 

P5(1 - 217) - (P4 + P5)~ 
q5(1 - 217) + (q4 - q5)~ 

W2 + 1'5(1- 217) + (1'4 - r5)~ 

In these, we have that 

Pk = -6Xij I Lrj = 6ak , 

qk = 3XijYij I Lrj = 4bk , 
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-t5(1 - 217) - (t6 - t5)~ 

1 + 1'5(1 - 217) - (1'5 + r6)~ 
-q5(1 - 217) + (q5 + q6)~ 

(t4+t6)~ 
{Hy,'l} = (1'4 - r6)~ 

-(q4 - q6)E; 
t5(1 - 217) - (t4 + t5k 

-1 + 1'5(1 - 217) + (1'4 - r5)~ 

Tk = 3yrj/ Lrj , 

tk = -6Yij/ Lrj , 

-q5(1 - 217) - E;(q4 - q5) 

wl=-4+6(~+r]) 

w2 = -2 + 6~ 

where k = 4,5,6 for ij = 23,31,12, respectively, and Lij = (xrj + Y;j)1/2. 
The stiffness matrix is then given by 

This can be integrated exactly using three numerical integration points. How­
ever, an explicit formulation is given in Reference [9] and coding is given in 
References [18, 36]. 

This element, now called the Discrete Kirchhoff Triangular (DKT) element 
was first introduced by Stricklin, Haisler, Tisdale, and Gunderson in 1968 [71]. 
It has been widely researched and documented as being one of the more efficient 
flexural elements. Batoz, Bathe, and Ho [8] performed extensive testing on three 
different elements including the hybrid stress model (HSM), DKT element, and a 
selective reduced integration (SRI) element. Comparisons between the different 
element types were made based on the results from different mesh orientations 
and different boundary and loading conditions. The authors concluded that the 
DKT and HSM elements are the most effective elements available for bending 
analysis of thin plates. Of these two elements, the DKT element was deemed 
superior to the HSM element based on the comparison between the experimental 
and theoretical results [8]. 

Once the nodal displacements have been determined, the bending moments 
at any point in the element are then obtained from 

{M}(x, y) = [ D ][ B lex, y){ u} 

where 

x = Xl + ~X21 + r]X31 , Y = YI + ~Y21 + r]Y31 

Note that the moment is not unique along the boundary shared by two elements. 
Consequently, nodal averaging will lead to improved results. Finally, assemblage 
of the structural stiffness matrix is simply the summation of the element stiff­
nesses suitably augmented to conform with the global system. 
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Example 2.22: Investigate the sensitivity of the simple and DKT elements to 
size aspect ratio. 

4.0 

3.0 

2.0 

1.0 

C 
<D 
E 
<D 
U 
(1) 

0.. 
(/J 

Ci 

Length ULo 

DKT:w5 
DKT: -w2 

Simp: -w2 

Simp: w5 

Figure 2.28: Twisting of an element. 

The problem we will look at is that of a cantilevered plate with equal but 
opposite forces at its tips. This causes the plate to twist out of the plane. 

Beginning with a length to width ratio of 1 : 1, we increase the length but 
keep the same number of elements. The two tips should have equal but opposite 
deflections. 

As seen from Figure 2.28 the simple element has very poor aspect ratio perfor­
mance. The DKT element on the other hand shows very good performance. 

Example 2.23: Show that the DKT element passes the patch test and assess 
its aspect ratio performance. 

The patch test is a simple numerical scheme for testing the convergence prop­
erties of an element formulation. A number of elements are assembled into a small 
patch with at least one node within the patch and is shared by two or more ele­
ments. The mesh of Figure 2.28 is a suitable arrangement. The boundary nodes 
are loaded consistently to a state of constant stress. If the computed stresses, 
throughout the element, agree exactly with the exact solution irrespective of the 
placement of the middle node, then the patch test is passed. 

When a patch test is passed, there is some assurance that when the element is 
used to model complex structures that mesh refinement will produce a sequence 
of approximate solutions that converges to the exact solution. 

For a plate element in bending, the test subjects the patch to constant bending 
moments. For the patch of Figure 2.28, a suitable set of boundary conditions and 
loads are: 

w=o, <Px = free, 

To at Nodes 1, 2, 

To at Nodes 1, 4, 

The computed moments everywhere are 

<Px = free 

Tx = -To at Nodes 4, 5 

Ty = -To at Nodes 2,5 

Alyy = ~To, Mxy =0 
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Figure 2.28 shows the performance of the DKT element on the twist test. Clearly 
it does not degrade very much as the aspect ratio is changed. 

Example 2.24: Assess the convergence properties of the DKT element. 

55 
55 

55 

a = 203 mm (8.0 in.) 

b= 101mm(4.0in.) 

h = 2.54mm(0.lin.) 

aluminum 

Figure 2.29: Generic [4 x 8] mesh used in convergence study. 

The problem we will consider is that of a simply supported plate (with mesh as 
shown in Figure 2.29) and the transverse load applied uniformly. When looking 
at convergence, it is necessary to change the mesh in a systematic way. The mesh 
shown is made of [4 x 8] modules, where each module is made of four elements. The 
other meshes are variations of this by uniformly changing the number of modules . 

. 8 WA 
5.0 

Wo A '" A 

~ 4.0 
------ 0 

e " .6 __________ a 
" Myy 

3.0 Mo 

.4 I>. Simple 1: [2x4]=32 Mxx 
-Exact 2: [4x8]=128 2.0 Mo 
o DKT 3: [8x16]=512 0- e " 

.2 4: [16x32]=2048 
1.0 

Mesh density Mesh density 
.0 I I .0 I 

2 3 4 2 3 4 

Figure 2.30: Convergence study for displacements and moments. 

The results are shown in Figure 2.30 where it is compared to the exact solution 
and the performance of the simpler plate element. The normalizations for the 
displacements and moments are 

The DKT element exhibits excellent convergence, whereas the simple element 
converges to a value that is off by about 15%. In fact, the coarsest mesh gives the 
best results; such an element should never be used. It is pleasing to see that the 
DKT element gives good results even for relatively few modules. 
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The performance of the DKT element for the moments is also very good. These 
reported moments are nodal averages. Because a lumped load was used in this 
example, we conclude that a lumped representation is adequate when a suitable 
refined mesh is used. 

Example 2.25: Analyze the plate with a hole shown Figure 2.31, under the 
action of edge moments. 

o 

infinite 

exact a = 25.4mm(1.0in.) 

H = 508mm (20in.) 

W = 254mm (lOin.) 

h = 2.54mm (0.1 in .) 

aluminum 

Figure 2.31: Moment distribution around a hole. 

Just as for the membrane loading case, whenever there are cut-outs or changes 
in the geometry, stress concentrations occur. As pointed out before, for general 
loadings an ideal mesh is one that is uniform and very fine everywhere. This, of 
course, is not practical, so it is usual to increase the mesh density only in locations 
near the stress concentrations. 

An example of a non-uniform mesh is shown in Figure 2.31 which is the same 
as in Figure 2.25 and therefore the same comments apply. 

The stresses computed using this mesh are also shown in Figure 2.31. The very 
high gradient of stress justifies the need for the very fine mesh. Of particular 
significance is that the Mrr moment does not achieve a significant value. Note 
that the reported stresses are nodal averages. 

Also shown in the figure is the infinite plate solution. As in the membrane case, 
the finite width plate shows a higher stress concentration factor. 

Applied Distributed Loads 

The applied loads fall into two categories. The first are point forces and moments; 
these do not need any special treatment. The others arise from distributed loads 
such as pressures, and these are the ones of interest here. 

To get the equivalent nodal loads, we will equate the virtual work of the nodal 
loads to that of the distributed load. Consider a single element with transverse 



154 Chapter 2. Thin Plates and Shells 

distributed load q(x, y), the virtual work is 

{P}T{8w} = i q8wdA = i q{N}T{8w}dA 

where A is the area of the element. This leads to 

{p} = J {N}T qdA (2.41) 

In implementing this, shape functions different than what are used for calculating 
the stiffness matrix can be used. We will illustrate this with examples. 

Using area coordinates for the triangle, we start by assuming a displacement 
shape in the form 

w(x, y) = clhl + c2h2 + C3h3 

+ c4(hlh~ + h) + c5(h2h~ + h) + c6(h3h~ + h) 

+ c7(h~h2 + h) + c8(h~h3 + h) + c9(h~hl + h) (2.42) 

where 2h == hlh2h3. In this way the additional term is distributed among the 
other nine. If we now determine the nine coefficients in terms of the nine nodal 
degrees of freedom then we get the associated shape functions as 

hI + (h~h2 - hlh~) + (h~h3 - hlh~) 
-YI2(h~h2 + h) + Y31(h~h3 + h) 

-X21(h~h2 + h) + XI3(h~h3 + h) (2.43) 

The other six are obtained by permutation. Substituting these into Equation (2.41) 
then gives the nodal loads. These loads are a combination of forces and moments. 

An alternative loading scheme is to simply lump the loads at the nodes. That 
is, let 

Pi =! i qdA, Mxi = 0, Myi =0 

As shown in the example for the rectangular plate, this is usually adequate when 
reasonable mesh refinements are used. 

The difference in the performance is only noticeable for coarse meshes, we will 
generally opt to use the simpler lumped approach. There is also another reason 
for preferring the lumped approach: as shown in the next chapter, during nonlin­
ear deformations, the applied moments are non conservative loads and therefore 
require special treatment. 

Example 2.26: Analyze the circular plate shown Figure 2.32, under the action 
of a uniform pressure. 

Figure 2.9 shows a comparison with the analytical solution obtained earlier. 
There is excellent agreement in the displacement distribution. The moment dis­
tribution is also very good except at the boundary. This is not surprising since we 
are replacing a circular boundary with a piece-wise linear boundary. 
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cc a = 254 mm (lO.Oin.) 

h = 2.54 mm (O.lin.) 

aluminum 

Figure 2.32: Mesh for circular plate. 
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It is worth pointing out that the nature of the mesh configuration forced ele­
ments with a variety of aspect ratios. The good distribution results indicate that 
the element is reasonably robust as regards aspect ratio. 

2.8 Shell and Frame Structures 

The purpose of this section is to show how the stiffness of a general structure is 
constructed from the element stiffnesses in local coordinates. Once this assem­
blage procedure is established, then quite complicated structures can be formed 
simply by adding more of the basic elements. 

Element Stiffness Matrix in Local Axes 

In our formulation, the displacement of each node of a space frame or shell is 
described by three translational and three rotational components of displace­
ment, giving six degrees of freedom at each unrestrained node. Corresponding 
to these degrees of freedom are six nodal loads. The notations we will use for 
the displacement and force vectors at each node are, respectively, 

u Fx 
v Fy 

{uh = 
w 

{Fh = 
Fz 

<Px Mx 
<Py My 
<Pz Mz 

where i ranges 1,2 for frames and 1,2,3 for shells. For each element in local 
coordinates, the forces are related to the displacements by 

{F} = {it} = [ k ]{ it} 

where the overhead "bar" designates local quantities and [ k ] is of size [12 x 12] 
for frames and [18 x 18] for shells. The space frame is a combination of axial, 
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two bending, and torsion effects; the upper left quadrant is 

EA 0 0 0 0 0 
0 12Elz/L2 0 0 0 6Elz/L 

1 0 0 
-

12Ely/L2 0 -6Ely/L 0 
L 0 0 0 Glx 0 0 

0 0 -6Ely/L 0 4Ely 0 
0 6Elz/L 0 0 0 4Elz 

For regularity of notation, the torsional stiffness is written as Glx = GJ. That 
the separate stiffnesses can be added like this follows from the assumed linearity 
of the formulation. Likewise, the shell element is a combination of the [9 x 9J 
MRT and [9 x 9J DKT elements. 

Assemblage in Global Axes 

The transformation of the components of a vector {v} from the local to the 
global axes is given by 

{v}=[R]{v} 

We will discuss the specific form of [ R J later. The same matrix will transform 
the vectors of nodal forces and displacements. To see this, note that the element 
nodal displacement vector is composed of four separate vectors, namely, 

Each of these is separately transformed by the [3 x 3J rotation matrix [ R J. 
Hence the complete transformation is 

{P} = [ T ]{F}, {u}=[T]{U} 

where 

is an [18 x 18J matrix for the shell. Substituting for the barred vectors into the 
element stiffness relation leads to the global stiffness as 

[ k J = [ T JT[ k ][ T J 

We take advantage of the special nature of [ T J to reduce this further to 
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This is a transform of the [3 x 3] partial stiffnesses. 
The formal assembly process is that each element stiffness is rotated to the 

global coordinate system and then augmented to the system size. The structural 
stiffness matrix is then 

m 

where the summation is over each element. The rows and columns associated 
with the zero degrees-of-freedom are then "scratched" leaving the reduced struc­
tural stiffness matrix. This is the system of equations that is then solved. A point 
to note is that since the frame and shell elements share similar degrees of free­
dom, then there are no additional complications arising when structures are 
assembled from combinations of frame and plated elements. 

In practice, there is no need to augment the member stiffness since we assem­
ble the reduced global stiffness directly. The coding for doing this is given in 
Reference [22]. 

Determining the Rotation Matrix 

The rotation matrix required to transform one cartesian coordinate system to 
another sharing a common origin is 

where lx, m x , and nx are the direction cosines - the cosines of the angles 
that the x, fj, Z axes make with the global x, y, z axes, respectively, as shown in 
Figure 2.33. We have slightly different formulations for frames as for plates. 

y 

local axes m'li nx x nx x 
mx 

lx (a) 
lx 

(b) z z 

Figure 2.33: Direction cosines for 3-D elements. (a) Frame. (b) Shell. 

Let the member axis of the frame coincide with x, then the direction cosines 
of the first row can be determined as 
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where (Xi, Yi, Zi) and (Xj, Yj, Zj) are the coordinates of the first and second nodes, 
respectively, and Lij is the length of the member. The problem here is to find 
the remaining elements of [ R ]. 

Assume that the element arrived at its current position by successive rotations 
of the element x axis assumed to be initially oriented along the x axis. The first 
rotatioll is through an angle a about the Z axis. The second is a rotation through 
an angle /J about the f) axis. (This sequence leaves the element f)-axis always 
oriented so as to lie in the global x - Y plane.) The resulting rotation matrix is 
therefore 

[ eo,~ 0 sin /3 ][ cos a sina 

~ 1 [ R ] = [R;3][ Ra] = 0 1 0 -sina cosa 
- sin /3 0 cos /3 0 0 

Multiplying these matrices together, leads to 

[ eosi3 eo,o cos/3sin a 'i~i3l [R] = -sina cosa 
- sin /3 cos a - sin/3 sin a cos /3 

Equating the first row to the direction cosines of the member gives 

lx = cos/3 cos a , mx = cos/3sina, nx = sin/3 

Therefore, the functions cos a, sin a, cos /3, and sin /3 may be expressed in terms 
of the direction cosines of the member by 

lx 
cos a = D' 

. mx 
sma= D' cos/3 = D, sin/3 = nx , 

Substitution of these expressions into the above then gives 

D = /l2 +m2 - x x 

This rotation matrix is expressed in terms of the direction cosines of the ele­
ment axis (which are readily computed from the coordinates of the joints, Equa­
tion (2.44)). 

When the element axes are specified in the manner just described, there is 
no ambiguity about their orientations except in the special case of an element 
x-axis oriented along the global z-axis. There is no unique rotation to get to that 
orientation, e.g., a = 0°, /3 = 90° or a = 90°, /3 = 90°. To overcome this difficulty, 
the additional specification will be made that the element f)-axis is always taken 
to be along the global y-axis for these cases. That is, a = 0°, /3 = 90°. The 
complete set of direction cosines is therefore 

o 
1 
o 
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All that is necessary is to substitute for the direction cosine nx its appropriate 
value, which is either 1 or -l. 

We handle the plate element in a similar manner except that the orientation of 
the element is characterized by the local z-axis, which is normal to the element 
as shown in Figure 2.33(b). This vector is easily established from the vector 
cross-products of two vectors representing the 1-2 and 1-3 sides of the element 
-- this is covered in more detail in Section 3.2. 

Again, assume that the element arrived at its current position by successive 
rotations but this time of the element z-axis assumed to be initially oriented 
along the z-axis. The first rotation is about the x-axis, and the second is a 
rotation about the y-axis. (This sequence leaves the element y-axis always in 
the global y - z plane.) Working as before, the resulting rotation matrix is then 
given as 

Note that the 1-2 edge of the element in local coordinates does not coincide with 
the x-axis; this is of no consequence because the formulations for both the MRT 
and DKT elements were for arbitrarily oriented elements in the local coordinate 
system. 

Example 2.27: A truss structure has joints at the following coordinates: 

node x y z 
1 : 0 0 0 
2: 100 0 0 
3: 100 -200 0 
4: 100 -200 100 

Determine the rotation matrices for elements with connectivities 1 - 4 and 3 - 4. 
The length of element 1-4 is 

L = V(100 - OF + (-200 - OF + (-100 - OF = 100v'6 

The direction cosines are 

lx (100 - 0)/(100v'6) = 1/v'6 

mx (-200 - 0)/(100v'6) = -2/v'6 

nx (-100-0)/(100v'6) = -1/v'6 

This gives D = J576 and the rotation matrix is 

[ R 1 = [ 

The length of element 3-4 is 

.4082 

.8944 

.1826 

-.8165 
.4472 

-.3652 

-.4082] 
.0000 
.3727 

L = V(100 - 100F + (-200 + 200)2 + (-100 - OF = 100 
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The direction cosines are 

lx = (100-100)/100 = 0, rnx = (-200+200)/100 = 0, nx = (-100-0)/100 =-1 

This is the special case with nx = -1, hence the rotation matrix is 

Boundary Conditions and Constraints 

Having developed the analysis for the general case of a space frame and shell, 
we now mention some special considerations that are of value when dealing with 
practical problems. 

There are six degrees of freedom at each node. Many problems, however, do 
not need this many; for example, the plane frame only requires three, while the 
plane truss uses two. Obviously to analyze a 2-D structure as a 3-D frame is a 
waste of computer resources. 

The key to understanding the reduction of the general case is the idea of 
imposing constraints. In the case of fixed boundary conditions, we specify the 
degree of freedom as zero, and consequently "scratch" the associated rows and 
columns in the stiffness relation. In essence we do the same here; we specify 
constraints on the degrees of freedom as if they were boundary conditions. For 
example, consider the reductions for a grid structure. The grid is essentially 
a plane frame but with the loads applied laterally to its plane - the frame 
equivalent of a plate. Consequently, elements must also support axial twisting 
as well as bending. To recover this behavior from the space frame, we assume 
the grid lies in the x - y plane and impose the constraints 

u=v=O, cpz = 0 

at each node. The non-zero degrees of freedom are the out-of-plane displacement 
w, and the two in-plane rotations CPx, cPy. 

We have formulated the stiffness approach in terms of a global coordinate 
system. Therefore, the allowable constraints must also be in terms of the global 
coordinates. Consider the case of a frame with oblique supports, that is, the 
frame is attached to rollers on an inclined surface. The boundary condition is 
that the displacement normal to the surface is zero. This is a constraint condition 
written as 

Unorrnal = 0 = -u sin e + v cos e 
where () is the slope of the incline. Thus neither of the global degrees of freedom 
is zero. It is possible, of course, to reformulate the stiffness relation to allow for 
the incorporation of such constraint conditions. A simpler approach, however, is 
to use a boundary element. That is, we replace the actual support by a relatively 



2.8 Shell and Frame Structures 161 

stiff member having its longitudinal axis in the direction normal to the inclined 
surface. If this member is pinned at both ends, then all the motion will be 
perpendicular to it, thus simulating the effect of an inclined roller. 

Variations on this idea can be used to simulate other types of boundary condi­
tions. Keep in mind, however, that this is an essentially linear, small deflections 
idea that will not carryover to most nonlinear problems. 

In a practical problem, some of the displacements may be obvious by inspec­
tion. For example, there is no w displacement in a plane frame. In other cases, 
we can infer this information from the symmetry (or antisymmetry) of the ge­
ometry and loading conditions. We then implement these constraints by use of 
equivalent boundary conditions and thereby reduce the size of the problem. 

The use of symmetry and antisymmetry does not involve any approximation 
and therefore when the opportunity arises, advantage should be taken of it. 
It is worth keeping in mind that this can be done as long as the structure is 
symmetric; the load need not be symmetric, because any unsymmetrical loading 
can be decomposed into the sum of a symmetric and antisymmetric load. A 
word of caution for vibration and stability problems: the actual loads in these 
cases are not just the applied loads and sometimes assuming symmetry (of the 
loading) can lead to erroneous results. 

Thin-Walled Reinforced Structures 

Aerospace structures, for example, must not only be capable of withstanding 
the applied loads; but in addition, they must be light-weight. Consequently, 
such fundamental structural elements as beams are redesigned to maximize the 
bending resistance and minimize the weight. This is done by distributing the 
material away from the neutral axis. Unfortunately, the beam is then weak to 
shear and torsional loads and very susceptible to buckling-type failures. The 
resistance to these loads is greatly improved by the incorporation of shear webs 
and by the use of stringers and frames to form panels. 

Following is a simple analysis of such webbed structures. The analysis is not 
intended as a substitute for an FEM analysis; rather, its purpose is to give a 
global understanding of the deformations and stresses, and thereby enhance the 
interpretation of the FEM results. 

I: Two-stringer Beam 

Consider a cantilevered beam of rectangular cross-section [h x W], where W is 
the height, and let it be aligned along the z-axis as shown in Figure 2.34(a). The 
bending and shear stress distributions due to an end load V are 

My 
{jzz = -1' I = J y2 dA - .l h W 3 

A - 12 

_ VQ _ V[l 2 2] 
{jyz - Ih - I 4 W - Y , 
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NA (c) 

.1 .2 .3 .4 .5 .6 .7 .8 .9 1.0 

Figure 2.34: Forming a thin-wall beam. (a) Rectangular cross-section. (b) Single web 
beam. (c) Difference between full and simple theory. 

The bending stress is linearly distributed while the shear stress distribution is 
parabolic with the maximum occurring at y = o. We will now re-distribute the 
cross-sectional area so as to make the beam more efficient. 

Consider the special beam shown in Figure 2.34(b) where most of the mate­
rial is shifted (symmetrically) away from the neutral axis. The concentration of 
material is generally referred to as a stringer, whereas the material in between 
is called a shear web. The purpose of this arrangement is to maximize the bend­
ing resistance; the function of the shear web is to separate the stringers and to 
supply the resistance to the shear force. 

In the simple analysis to follow, the area of the stringers is assumed concen­
trated at a point. Let the re-distribution of area be parameterized as 

Aw =aA=ahW, As = !(1 - a)A 

where 0 < a < 1 is our parameter and we keep the total area A and beam height 
W constant. The moments of area are 

I 2AsY; + 112ahW3 = 112 (3 - 2a)AW2 

Q AsYs + !ah(y; - y2) = Ll(1- a) + ka[l - 4y2/W2)]AW 

and the stress distributions become 

4My 
{7zz = - (1 _ ~a)AW2 ' 

The bending stress remains linear, but the shear stress now has two parts: a 
constant part and a parabolic part. As the web thickness is made very thin 
(ah --+ 0), the parabolic part becomes relatively small and therefore we can 
neglect it. Introducing the concept of shear flow defined as q == {7yz ah, then in 
the limit of very small a, we get 

4My 
{7zz = - AW2' 

v 
q=-

W 
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The shear flow is constant and given simply as the applied load divided by the 
length of the web. The difference between the simple theory and the more full 
theory is shown in Figure 2.34{c). The simple theory seems quite reasonable for 
a < 0.05. 

In this simple theory, all the bending is carried by the stringers, while all 
the shear is carried by web. In the limit of a very thin web (when the theory 
is expected to be most appropriate), this implies that the shear stress goes to 
infinity (but the shear flow would remain constant). This would not occur in 
practice, since, at some stage as a --* 0, the flexural shear resistance of the 
stringers would come into play and end up supporting all the load. We therefore 
conclude that the simple theory is not expected to be numerically accurate but 
provides a conceptual framework within which to understand actions happening 
in a thin-wall reinforced structure. 

II: Three-Stringer Structure 

The two-stringer beam can only withstand loads applied along the web and is 
very weak to laterally applied loads. To circumvent this, stringers are usually 
distributed in space and connected by a system of webs. We illustrate this with 
the three-stringer beam of Figure 2.35{a). 

D = 86mm(1.6in.) 
h = 2.54mm (O.lin.) 
L = 1.02m (40. in.) 
W = O.51m(20.in.) 
aluminum 

W 

(a) Ai (b) A 

Figure 2.35: Triangular thin-walled structure. (a) General case. (b) Test case. 

Most of the bending is resisted by the stringers and most of the shear by 
the webs. Assume that the webs are essentially constant shear webs, then by 
equilibrium 

There are three shear flows but only two equilibrium equations, hence another 
equation is required to solve for them. In general, the angle of twist due to shear 
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loading of a closed section is given by 

when' the integral is taken around all the wehs and ){ is the enclosed area. If the 
beam is restricted to being loaded through the shear center so that the angle of 
twist is zero, then the third equation is 

0= "qiWl 
L..t h 

i ' 

This gives three equations and three unknowns; consequently, all the shear flows 
can be solved for. 

Because the body is loaded through the shear center, the resultant moment 
about any point is zero. That is, 

or 

where Ai is the area enclosed by Wi and the pivot point. The shear center is 
now obtained as 

which is, of course, independent of the level of the load for linear problems. It is 
also independent of the stringer areas. 

We obtain the bending stresses by assuming that all the bending inertia (sec­
ond moment of area) is in the stringers. The centroid is 

The bending moment of inertias are 

Let there be moments about the x- and y-axes, then the stress distribution is 

_ IxxMy - IxyMx [ _ 1 1yy M x - 1xyMy [ - 1 
O"zz - I I _ 12 X Xc + I I _ 12 Y Yc 

xx yy xy xx yy xy 

Even if there is only a moment about the x-axis, the neutral axis (O"zz 0) 
forms a line in space that does not coincide with the x-axis. 

Example 2.28: Specialize the thin-web beam equations to a beam with a 
right-triangular cross-section. Also, let each skin thickness and stringer area be 
the same. 
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The angles and web lengths for this case are 

Wl = W, W2 = W, W3 = V2W 

The system of equations becomes 

Solving these gives 

V 1 V 1 
ql 

W l (2 + v'2) -W (2+ v'2) 
V (1 + v'2) V 

q2 
- W2 (2 + v'2) wv'2 

V v'2 V 1 
q3 

W3 (2 + v'2) - W (2 + v'2) 

Note that, in each case, the shear flow is given by a relation of the form q = V jW· , 
but that the effective length is modified in each case. As expected, Web 2 (the 
vertical web) carries the greatest shear. 

The shear center is obtained as 

This location is shown in Figure 2.36(a). The centroid is at 

_AW+AW -~W 
XC - 3A - 3 ' 

AW 1 
Yc = 3A = 3"W 

In this case, the shear center and centroid are close, but, in general, they are quite 
distinct. The moments of inertia about the centroid are 

There is only a moment about the x-axis given by NIx = V L, then the bending 
stress distribution becomes 

The orientation of the neutral axis is shown in Figure 2.36(b). 

Example 2.29: Investigate the simple thin-web beam analysis using FEM. 
The reinforced structure is composed of a combination of flat plate and frame el­

ements. All frame members have the same diameter of 20mm (0.8in.). The length 
is 1 m (40. in.) and both width and depth are 500 mm (20. in.), 20 mm (0.8 in.). The 
skin thickness is 2.54mm (O.lin.). All materials are aluminum. 

A relatively stiff end-plate was attached to the free end so that the load could 
be applied without causing severe local effects. The load was applied to a variable 
length stiff frame attached to the end-plate. 

The vertically applied load was placed at different positions and the resulting 
end rotations are shown in Figure 2.36(a). The shear center (the load position 
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0 

.5 
0 neut ral axis 

, 

.0 10 

0 shear center 
0 (a) (b) 

-.5 
0 

Figure 2.36: FEM results for a triangular thin-webbed beam. (a) End rotation for 
different positions of load. (b) Bending stress distribution . 

Figure 2.37: Contours of stresses when the load is applied through the shear center. 
(a) Bending stress distribution. (b) Shear stress distribution. 

where the rotation is zero) coincides quite closely to that of the simple theory. As 
expected for a linear analysis, the rotation is linear with the distance from the 
shear center. 

The axial stresses were sampled at a location L/8 from the fixed end and plotted 
on the cross-section in Figure 2.36(b). The bottom is in tension and the top in 
compression as expected from a vertically applied load. The orientation of the 
neutral axis follows that from the simple theory. 

The contours of axial and shear stress are shown in Figure 2.37. The panels 
are approximately constant shear panels. The numbers correspond to the central 
value and it is seen that the ratio agrees reasonably well with the simple theory. 

Problems 

2.1 Consider the stress function 

• Show that while the stress function gives stresses that are in equilib­
rium, the corresponding strains are not compatible. 

2.2 Consider the Airy stress function 
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• Sketch the stress distributions along a few coordinate lines. 
• What are the tractions along the surface x2 + y2 = a2 ? 

2.3 Consider the Airy stress function 

¢(x, y) = AX2 + Bxy + Cy2 

• What class of problems is solved by this function? 

2.4 Consider the following polynomial stress function 

• Under what circumstance(s) is it bi-harmonic? 
• Use it to solve the problem of pure bending of a prismatic bar. 
• Show that it can be used to solve the rectangular dam problem. Note 
that because this polynomial is not symmetric in x and y, the orientation 
of the axes must be chosen appropriately. 

2.5 Motivated by the desire to use Fourier series to represent the applied trac­
tions, it is proposed to use the following stress function 

¢(x, y) = cos (mrx/ L)f(y) 

where n = 0, 1, ... and L is a constant. 
• Determine the allowable form for f(y) for this to be an acceptable Airy 
stress function. 
• If the applied tractions are represented as P(x) ~ L:n an cos(mrx/ L), 
determine the stress function in terms of an. 
• Show that the stress axx at a point on the surface of a half-plane is a 
compression equal to the applied pressure at that point. 

2.6 Consider the stress functions 

¢(r, 0) = [Ar3 + Br- 1 + Cr + Drlogn r){sinO,cosO} 

• Show that it can solve the problem of a curved cantilever beam with 
an end shear force. 
• Compare the solution with the results of an FEM analysis. 
• Show that it can solve the problem of a curved cantilever beam with 
an end normal force. 
• Compare the solution with the results of an FEM analysis. 

2.7 Consider the stress function 

¢(r, 0) = Ar2 [0-sinOcosO] 

• Show that it can solve the problem of a uniform load over half of the 
half-plane. 

2.8 Flamant's problem is that of a point load on a half-plane. 
• Show that it can be solved with the following stress function 

¢(r, 0) = ArOsinO 

• Compare the solution with the results of an FEM analysis. 
• Investigate the need for mesh refinement. 
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2.9 A ring is split and the two ends moved radially apart an amount ~. 
• Show that the following stress function solves the problem. 

¢>(r, fJ) = ~~ r logn r sin fJ 

• Compare the solution with the results of an FEM analysis. 

2.10 A rigid disk has a resultant moment applied to it. 
• What is the simplest distribution of traction on its edge that will keep 
it in equilibrium? 

2.11 A rigid disk is solidly embedded in an infinite sheet. 
• Determine the stress distribution in the sheet due to an applied moment 
acting on the disk. 

2.12 A circular plate of radius b is rigidly supported on a radius a. 
• Determine the deflections when a uniform pressure is applied. 
• Compare the solution with the results of an FEM analysis. 

2.13 A circular plate of outer radius b and inner radius a is simply supported 
on all edges. 
• Determine the deflections when a uniform transverse pressure is ap­
plied. 
• Compare the solution with the results of an FEM analysis. 

2.14 The Gaussian curvature term in the strain energy for plates is 

1 II 8 2w 82w 8 2w 2 "2 D2(1- v) [( 8x2 )( 8y2) - (8x8y) ] dxdy 

• Show, by integration by parts, that this term is zero for a large class 
of boundary value problems for rectangular plates. 



3 
Nonlinear Static Analysis 

In the general case of thin-walled structures, we can have both large displace­
ments and large strains. This renders the governing equations highly nonlinear 
and therefore they can only be solved using computational methods. Further­
more, because of the complicated load history dependence, this suggests a time 
or load incremental solution. We combine these two requirements into an in­
cremental/iterative solution algorithm. The total Lagrangian and corotational 
schemes are introduced as specific examples of solution schemes. These are com­
bined with a Newton-Raphson iteration scheme for the actual solution of the 
nonlinear equations. 

We are most interested in the case of large deflections and rotations but rel­
atively small strains. An example of such a deformation is shown in Figure 3.1 
for an elastica. The corotational scheme (where the reference axes rotate with 
the deforming body) seems quite appropriate for this type of problem and this 
is the main scheme we develop. References [19, 20, 55] were relied upon for much 
of the formulation. 

Figure 3.1: Deformed shapes for a cantilever beam with a transverse follower load. 
(a) Theory for equal increments of rotation. (b) FEM for equal load increments. 

J. F. Doyle, Nonlinear Analysis of Thin-Walled Structures
© Springer Science+Business Media New York 2001
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3.1 Truss and Elastica Problems 

A truss is composed of slender members that support only axial load; conse­
quently, these members must be triangulated for equilibrium under normal loads. 
An elastica, on the other hand, is a slender member that supports hoth axial 
and bending loads; however, it does not experience any axial stretching. We use 
the truss as an introductory example to illustrate the effect of axial loads on the 
stiffness properties of a structure, and use the elastica as an example of large ro­
tations with small strains. Both will also serve as test cases for our finite element 
formulations. 

Trusses 

The previous chapter introduced the elastic stiffness for plates in terms of ge­
ometry and material properties. When we deal with nonlinear problems, we 
must introduce the very important concept of the tangent stiffness. Unlike the 
elastic stiffness, this changes as the load changes giving rise to some surprising 
consequences. We use the truss to introduce some of the basic ideas. 

I: Small Deflection Example 

Consider the simple truss whose geometry is shown in Figure 3.2. The members 
are of original length Lo and the unloaded condition has the apex at a height of 
h. The two ends are on pinned rollers. 

Figure 3.2: Simple pinned truss with a grounded spring. 

Let the height h be small relative to the member length, and let the deflections 
be somewhat small; then we have the geometric approximations 

Ly = L sin a ~ h + V2 , 

The deformed length of the member is 
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The axial force is computed from the strain as 

Note that we consider the parameters of the constitutive relation to be un­
changed during the deformation. 

Look at equilibrium in the deformed configuration; specifically, consider the 
resultant horizontal force at Node 1 and vertical force at Node 2 giving 

o 

We rewrite these in vector form as 

or {.F} = {p} - {F} = {O} 

We refer to the last form of the equation as the loading equation; {p} is the vector 
of applied loads, {F} is the vector of element nodal forces, and {F} is the vector 
of out-of-balance forces. For equilibrium, we must have that {.F} = {O}, but, 
as we will see, this is not necessarily (numerically) true during an incremental 
approximation of the solution. 

Example 3.30: Determine the deflections when the loads are Hx = P, P2y = 
O. 

For this special case, we get Fo = - P and the two deflections are 

The load deflection relations are nonlinear even though the deflections are assumed 
to be somewhat small. Furthermore, when the applied load is close to KaLo, we 
get very large deflections. (This is inconsistent with our above stipulation that the 
deflections are "somewhat small," let us ignore that issue for now and accept the 
results as indicated.) That is, at P = Per = KsLo, we get very large deflections 
meaning that the structure has become unstable. We say P has reached a critical 
value. 

The full solutions are shown plotted in Figure 3.3 for different values of h. 
The effect of a decreasing h is to cause the transition to be more abrupt. Also 
shown are the behaviors for P > KsLo. These solutions could not be reached using 
monotonic loading, but they do in fact represent equilibrium states that can cause 
difficulties for a numerical scheme that seeks the equilibrium path approximately. 
That is, it is possible to accidentally converge on these spurious equilibrium states. 
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Figure 3.3: Load/deflection behavior for the simple truss. (a) Horizontal displacement 
Ul. (b) Vertical displacement V2. 

II: Large Deflection Example 

The previous example predicted an infinite displacement at the critical load. 
Obviously this cannot occur in real structures, so we now look at an example 
where we take the large changes of geometry into account. We will consider the 
simple two-member truss shown in Figure 3.4; all joints are pinned. 

Figure 3.4: Pinned truss and various deformed shapes. 

Let the loaded node have the two displacements u and v; then from geometrical 
considerations, we get that the new lengths are 

L= J(Wo +u)2 + (ho +v)2, 

where Wo = Lo cos cxo. The axial strain in each member is, respectively, 

h- ho 
«:2 = --­

ho 
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These strains are uniformly distributed, hence the total potential of the problem 
is 

Note that we consider the parameters of the constitutive relation to be un­
changed during the large deformation. 

There are two degrees of freedom, equilibrium is obtained by setting 

This is a set of coupled nonlinear equations (because Land h depend on u and 
v). Some numerical scheme must be invoked in order to solve them. 

Example 3.31: Plot all the equilibrium paths (load/deflection curves) for the 
simple truss structure shown in Figure 3.4 when Px = 0 and Py = P . 
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Figure 3.5: Equilibrium paths when P", = o. 

Later in this chapter, we will develop an incremental/iterative solution scheme 
for nonlinear problems such as these. Here, however, we are interested in all possi­
ble equilibrium paths and therefore will choose a different tact. Consider this as a 
displacement driven problem: that is, determine the loads Px and Py as a function 
of all of the possible displacements u and v, then select only those solutions for 
which P", ~ o. 

The results are shown in Figure 3.5. There are three equilibrium paths identified 
and correspond to when the apex tips to the right (I), goes through the center 
(II), and tips to the left (III), respectively, as shown in Figure 3.4. For path I, 
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when v is positive, the structure stiffens, but when v is negative, a limit point (A) 
is reached beyond which the load cannot increase. At this stage, the structure is 
unstable. Under load control, if the load is increased, the next equilibrium point is 
at B which is a large displacement away. This phenomenon is called snap-through. 

Under displacement control, the path including C can be traced , but the portion 
A-C is ullstable. 

Paths II and III can only be arrived at through a nonproportional loading 
scheme; for example, Px can be increased negatively, then Py increased negatively 
until the member lies horizontally. At this stage Px can be decreased to zero. As 
pointed out in the previous example problem, although these solutions should not 
be reached using a path following method, they do in fact represent equilibrium 
states that can cause difficulties for a numerical scheme that seeks the equilibrium 
path approximately. 

Basic Equations for the Elastica 

Some of the results to follow can also be found in Reference [42]. With reference 
to Figure 3.6, let s be the distance along the elastica, hence we have 

dx 
ds = cos¢; , 

dy . A­
ds = Slll'f' 

where ¢; is the slope. A point originally at position XO = s, yO = 0, moves to 
a location x, y a distance s along the elastica since the elastica is inextensible. 
Hence, the two displacements are given by 

U = x - XO = x - s , v = y - yO = Y - 0 

We can put this in differential form as 

du dx 
- = - - 1 = cos¢;-l 
ds ds ' 

dv = dy = sin¢; 
ds ds 

Hence if we can determine ¢;( s), integration of these two equations will lead to 
the deflections. 

1· P ~. P : {3 : 
: {3 : 

"",' 

: (/>L 
. . ... .. , ... 

non-follower follower 

Figure 3.6: An elastica with tip loads. 
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Let the tip have an applied moment T and two components of force Px and 
Py . Moment equilibrium of the segment shown in Figure 3.6 leads to 

Additionally, we make the elementary beam theory assumption that the slope 
and moment are related through 

E1d¢ = M(s) 
ds 

Differentiating this and using the equilibrium equation gives 

d2¢ dv du. 
EI ds2 = -Px [- ds] + Py[-l - ds] = Px sm¢ - Py cos¢ 

This is our governing equation and we will now consider some special cases. 

I: Applied Tip Moment 

We begin by considering when P = 0, the governing equation becomes 

E1d2¢ = 0 
ds2 

Integrating twice and imposing the conditions 

at s = 0: ¢ = 0, at s = L: 

leads to 
EI¢(s) = Ts 

M=El d¢ =T 
ds 

Substitute this into the expressions for the displacements to get 

EI Ts 
u(s) = Tsin(EI)-s, 

The tip value for all the variables are 

EI Ts 
v(s) = T[l- cos(EI)] 

TL 
¢L = EI 

(3.1) 

The deformed shape is that of a circle of radius EI IT and center located along 
the y axis. 

Example 3.32: Determine the deformed shape of a cantilever beam with a tip 
moment. 

We will present results for a beam that is of dimensions [254 x 25.4 x 2.54mm3 j 
([10. x 1.0 x 0.1 in.3D made of aluminum. The results are shown in Figure 3.7. 
Note that at the final position the tip has rotated 360 deg. Also note that 1> varies 
linearly with the load. 

The comparison with the linear theory shows very good agreement up to a load 
of about 50. This is typical in these types of problems. 
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Figure 3.7: Response of an elastica to tip moment loading. (a) Tip positions. (b) 
Deformed shape. 

II: Applied Tip Force 

Let the applied force be P acting at an angle 13 to the vertical; this does not 
change its direction during the loading. The two components are then 

Px = P sin 13 , 
The governing equation is 

Py = Pcosj3 

d2¢ 
EI ds2 = Psinj3sin¢ - Pcosj3cos¢ = -Pcos(¢ + 13) 

Rewrite this as 

and noting that 

we can write the above as 

d d</> 2 a 2 d¢ a 2 d . 
ds [( ds) ] = -2 L2 cos(¢ + 13) ds = -2 £2 ds [sm(</> + 13)] 

This leads to a first integration 

d¢ a 2 
(ds)2 = -2 L2 sin(¢ + 13) + Cl 

The constant of integration is obtained by imposing that there is no moment at 
s = L, hence d¢/ds = 0 leading to 

~! = v'2I;vsin(¢L + 13) - sin(¢ + 13) 
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We can re-arrange this as 

ct 1L l'h d¢ V2- ds = = Jl(¢L) 
L 0 0 vsin(¢L + (3) - sin(¢ + (3) 

The right-hand-side integral must be evaluated numerically for different values 
of final rotation. The left-hand-side integral is simply the length L, hence sub­
stituting for ct, we get 

or 

This is an implicit relation between the applied load and the tip rotation. 
Once we know the rotation, we can determine the tip deflections. For example, 

sin¢ = ~~ = ~~ ~! = :~ J2Lvsin(¢L + (3) - sin(¢ + (3) 

Integrating then gives 

Again, h is evaluated numerically. Similarly for the other deflection, we have 

cos¢ -1 = ~~ ~! = :~ J2Lvsin(¢L + (3) - sin(¢ + (3) 

Integrating then gives 

J2~UL = rl>L (cos ¢ - 1) d¢ = Ja(¢d 
L Jo vsin(¢L + (3) - sin(¢ + (3) 

During numerical evaluation of the integrals, it is useful to test the quality 
of the results by observing how well equilibrium is satisfied. Returning to the 
equilibrium equation, we have that 

E1d¢ 
ds 

-Psin(3[vL - v(s)] + Pcos(3[L - s + UL - u(s)] 

EIV2Lvsin(¢L + (3) - sin(¢ + (3) 

The slope and displacements are zero at s = 0, hence 

L [-VL sin (3 + [L + UL] cos (3] - J2vsin(¢L + (3) - sin((3) = 0 

Typically, this evaluates to 1.0E-6 during the computations. 

Example 3.33: Analyze the response of the beam when the loads are either 
predominantly vertical or predominantly horizontal. 
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Figure 3.9: Tip deflections when the loads are predominantly horizontal. 

The results are shown in Figure 3.8. When the applied force is predominantly 
vertical, we see essentially a stiffening of the beam. The beam is slightly more 
flexible as the load is rotated counterclockwise. 

Very interesting behavior is observed when the load is almost horizontal but 
acting toward the beam (13 = -90deg). The results are shown in Figure 3.9. We see 
a definite limiting effect - there is a load value beyond which the initial horizontal 
configuration cannot be maintained and a new equilibrium configuration involving 
a large out-of-plane displacement (v) is found. This is an example of a static 
instability, where the structure changes rapidly (with respect to load) from one 
configuration to another. We will consider these situations in greater detail in 
Chapters 6 and 7 dealing with stability, but for now it is worth observing that 
while every point plotted is a valid equilibrium configuration, the rate of change 
with respect to the applied load (which is a measure of stiffness) is different for 
each load misalignment (13) and it is this difference that makes the situations more 
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critical. The limiting case, for example, shows that a very small increase in load 
will cause a relatively large out-of-plane displacement. Obviously, such very rapid 
changes would, in actuality, be accompanied by significant dynamic effects. We 
will leave that discussion to later chapters. 

III: Follower Loads 

In the previous problem, the orientation of the load was considered to remain 
unchanged during the deformation. There are many cases where this is not true; 
pressure loading on a deforming surface is a familiar example. As a first study of 
this, let the applied force P be acting at a fixed angle (3 relative to the end of the 
beam. The solution procedure has much in common with the fixed orientation 
case, so we will omit some of the steps. 

The two components of force are 

Px = Psin((3 - ¢L), Py = Pcos((3 - (h) 

The governing equation is 

d2¢ EI ds2 = Psin((3 - ¢L) sin¢ - Pcos(f3 - ¢d cos¢ = -Pcos(¢ + (3 - ¢d 

Rewrite this as 

As was done before, we can get a first integration as 

The constant of integration is obtained by imposing that there is no moment at 
s = L, hence d¢jds = 0, leading to 

~! = v2L y'sin(¢L - ¢ - (3) + sin((3) 

We can re-arrange this as 

alL l<PL d¢ v2- ds = = J4 (¢d 
L 0 0 y'sin(¢L-¢-f3)+sin((3) 

The right-hand-side integral must be evaluated numerically for different values 
of final rotation. The left-hand-side integral is simply the length L, hence sub­
stituting for a we get 

or 
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As before, this is an implicit relation between the applied load and the tip 
rotation. 

Knowing the rotation allows determining the tip deflections. Proceeding as 
before, leads to 

J2~VL = f<l>L sin¢d¢ = J5(¢L) 
L 10 yfsin(¢L - ¢ -,8) + sin(,8) 

J2~uL = f<l>L (cos¢ -1) d¢ = J6(¢L) 
L 10 yfsin(¢£ - ¢ -,8) + sin(,8) 

Mathematically, these results for the deflections and rotation resemble those 
found for the fixed orientation case; indeed they are related through the associ­
ation -,8 f-t ,8 + ¢. But the responses are quite different. 
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Figure 3.10: Comparison of tip deflections for follower loads. (a) Loads are predomi­
nantly transverse. (b) Loads are predominantly axial. 

The equilibrium equation leads to 

L [-VL sin(,8 - ¢L) + [L + uLJ cos(,8 - ¢dl- J2yfsin(¢L -,8) + sin(,8) = 0 

This has some interesting special cases. For example, when the load is transverse 
(,8 = 0) and the tip rotation is an integer multiple of 7r, we conclude that 
UL = -L. 

Example 3.34: Analyze the response of the beam when the follower loads are 
either predominantly transverse or predominantly axial. 

The results are shown in Figure 3.10. When the applied force is predominantly 
vertical, we see an initial stiffening of the beam but shortly thereafter the rotations 
dominate. What is surprising is that a slight clockwise rotation of the force leads 
to larger rotations. 

Unlike the previous case, we do not observe any instability effects when the 
load is almost axial and acting toward the beam (~ = -90deg). All that we see 
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is a definite increase in the limiting load way beyond that observed previously -
note that any transverse component will eventually be large enough to cause a 
noticeable transverse deflection. We conclude that this situation does not have a 
static instability. This is a surprising conclusion given that the loading for fJ ~ 
90 deg resembles that of the fixed orientation case. We will reconsider this in 
greater detail in Chapter 7 when we view the problem dynamically. 

3.2 Finite Rotations 

The three-dimensional thin-walled structures of interest undergo relatively large 
deflections and rotations in the style of the elastica we just analyzed. As will be 
shown, large rotations are not vector quantities. What this means is that in an 
incremental scheme, the total rotation is not simply the sum of all the rotation 
increments. We need to develop a proper method to update the orientation of the 
elements. A comprehensive discussion of finite rotations is given in Reference [5]. 

Geometric Description of 3-D Structures 

Later, when we formulate our incremental approach to nonlinear deformation 
problems, we will need to be able to keep track of the deflections of nodes and 
their rotation. This section summarizes some of the considerations. 

Deformed Deformed 

Initial 

\{ ........ . .... ,;t . ..... . 
~ 

Initial 

(a) Global (b) Element 

Figure 3.11: Triads used to describe the orientation of structural members. (a) Global 
nodal triads. (b) Element nodal and element triads. 

We will describe the orientation of a structure by use of an orthogonal triad 
that can be associated with the three edges of a cube. Each triad comprises three 
vectors with three components each, giving a total of nine numbers. Only six 
numbers are independent (since any vector is simply the cross-product of the 
other two) but we find it convenient to carryall nine components. 
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At the global level, the geometry of the deformation is described in terms of the 
nodal displacements and rotations. The rotations are described more specifically 
in terms of triads associated with the nodes. As shown in Figure 3.11(a), each 
node has a triad that is originally oriented with respect to the global coordinate 
system. As the deformation proceeds, these nodal triads are updated according 
to 

[ Cs 1 = [R(~¢)][ Cs 1 

(We will define [ R 1 presently.) Note that it is the orientation of the triad, and 
not the accumulated angle, that is stored. 

At the element level, as shown in Figure 3.11 (b), there is a triad for each node 
and an additional one that describes the general orientation of the element. 
These are used to keep track of the local deformation of the element. 

We will define a local reference for each element, and the element nodal tri­
ads and element triad will initially have this orientation. Obviously, the element 
nodal triads are attached rigidly to the global nodal triad, but, as shown in Fig­
ure 3.11(a), different elements may share the same node, hence the algorithmic 
bookkeeping is simplified by disassociating the global and element nodal triads. 
In the case of frame members, the element nodal triads coincide with the prin­
cipal values of the second moment of area. These triads are updated the same 
as the global triad. The element triad is recomputed based on the current nodal 
locations. 

Rotations about Fixed Axes 

When considering rotations, we can either view them as occurring about fixed 
axes in space or about a set of axes rigidly attached to the body. In either case, 
finite rotations are noncommutative. That is, different results occur depending 
on the sequence of the rotations. 

As a simple illustration, consider the rotation about fixed axes of the cube 
shown in Figure 3.12. The first is a rotation about the z-axis followed by a 
rotation about the x-axis leaving the marked side facing z. The second is a 
rotation about the x-axis followed by a rotation about the z-axis leaving the 
marked side facing y. It is clear that the final position is different for the two 
cases. If the two rotations were applied simultaneously, the cube would end up 
in yet a third orientation. 

The consequence of this is that if we define a vector rotation such that 

then a compound rotation consisting of two rotations is not given by the vector 
addition 

For this reason, such a vector is called a pseudo-vector. 
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Figure 3.12: Noncommutivity of finite rotations. 

Rotation Matrix 

Consider the rotation of the vector v about an axis represented by the unit 
vector e as shown in Figure 3.13. The tip of the original vector, P, moves to Q; 
both of which are at a radius r = Ie x vi from the axle. 

Figure 3.13: Rotation of a vector. 

The new vector is given by 

Vi = v+pAQ 

We will break the vector PQ into segments PD and DQ, where DQ is per­
pendicular to the plane formed by v and e, while PD lies in the plane and is 
perpendicular to e. The unit vectors of these segments are 

A e x veX V A A A ex (e x v) 
eDQ = Ie x vi = -r- , epD = e x eDQ = r 

The lengths of the segments are 

IPDI = r - rcos¢, IDQI = rsin¢ 

The new vector is now given by 

Vi V + IDQleDQ + IPDlepD 
v + sin¢(e x v) + (1 - cos¢)(e x (e x v)) (3.2) 
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Introduce the pseudo-vector, 

so that the vector cross-products can be written as 

We will often have a need to represent such vector cross-products in matrix form. 
To that end, we adopt the notation 

[ 
0 -az ay ] { bx } a x b ===? az 0 -ax by = [s(a)]{ b} = -[S(b)]{ a} 

-ay ax 0 bz 
(3.3) 

Consequently, our rotation has the matrix representation 

[ 
0 -¢z ¢y ] { Vx } 

¢e x v===? ¢z 0 -¢xo vvYz 
= [S(¢)]{ v} 

-¢y ¢x 

The total transformation is given by 

{ 
Vi } [[,00] . [ a -¢z 

¢, ] x 
o 1 0 + S1:¢ ¢z Vi 0 -¢x Y Vi o 0 1 -¢y ¢x 0 z 

1 - C,,8 ¢ [ -¢~ - ¢: ¢x¢y 
M. ]]{ 

Vx } + ¢2 ¢x¢y -¢; - ¢; ¢z¢y Vy 
¢x¢z ¢y¢z -¢; - ¢~ Vz 

We will write this as 

This elegant relation is known as Rodrique '8 formula. 
Consider the compound rotation given by 

then the result is 

{vh = [R(¢2)][R(¢d]{v}o = [R(1))]{v}o 

Note, however, that ¢ =f. ¢1 + ¢2. In fact, it is not even true if 1>2 is a small 
increment /:!;.dJ. 
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Later, we will use this form as part of an incremental scheme where each 
rotation increment is not especially large. Under this circumstance, we could 
make the approximations 

sin¢ ¢ - ... 
-~--=1 ¢ ¢ , 

1 - cos ¢ ~ 1 - (1 _ ! ¢2 + ... ) 
¢2 ~ ¢2 

1 
-
2 

The rotation matrix is then 

[R(¢)] ~ [[ I ] + [8(¢)] + ![8(¢)]2] ~ [[ I ] + [8(¢)]] 

The computational savings, however, are minimal and the exact form might as 
well be used. Again later, we will have a need to obtain the derivative, or vari­
ation, of a vector under a small rotation. We can use the above approximations 
to obtain 

Jv = Vi - V = [8(J¢)]{ v} = -[8(v)]{J¢} = -v x J¢ (3.5) 

The increment points in a direction perpendicular to the plane formed by the 
axis of rotation and the vector. 

Example 3.35: Consider the two rotation histories about fixed axes 

Show their effect on a vector initially lying along the x-axis. 

Figure 3.14: Rotations of a vector. (a) fx(t) of- fy(t). (b) fx(t) = fy(t). 

After one second, the rotation 1>y on its own places the vector in the negative x­
direction, while the rotation 1>x on its own leaves the vector undisturbed (since the 
vector is initially along the x-axis). The resulting motion of the two components 
is shown in Figure 3.14(a). 

Also shown in the figure is the resulting motion if both components have the 
same time history. That is, both components are derived from a single rotation 
vector whose orientation does not change; this situation is commutative. 
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Angle Between Two Triads 

Consider an orthogonal triad [ p ] arbitrarily oriented in space. It is comprised 
of three vectors given by 

[r J = [{ph {ph {ph] 

We can think of these vectors as having being obtained by a rigid body rotation 
of a set of local vectors 

{p}i = {I, 0, O}, {p}f = {a, 1, O}, {p}r = {a, 0, I} 

In other words, we can view the triad itself as a rotation transformation of the 
components of a vector in local coordinates to components in global coordinates 

{v}=[p]{v}, 

This will be very useful when we deal with local components. 
Now consider the important problem of determining the angle between two 

arbitrarily oriented triads. That is, consider the rotation of a triad Pi into the 
triad iii and we wish to know the relative angles. 

Begin by defining the matrices formed from the triads 

[ p ] == [{ph {ph {ph], 

Note that both of these are orthogonal. The rotation matrix transforms one 
vector into another, hence we can write 

or [Q]=[R][P] 

Knowing the two triads, we therefore obtain the rotation matrix as 

[ R ] = [ Q ][ P ]T or Rij = L QikPjk 
k 

This rotation matrix has implicitly the information we require. 
The trace (sum of diagonal terms) of the rotation matrix gives 

1-cos¢ 2 
Tr = R 11 + R22 + R33 = 3 + ¢2 [-2¢ ] = 1 + 2 cos ¢ 

giving the cosine, sine, and the angle as, respectively, 

cos¢=(Tr-1)/2, sin¢=y'(1-cos2¢), ¢=±cos-1[(Tr-l)/2] (3.6) 

This gives valid magnitudes up to ¢ = ±7f. 
The antisymmetric part of the rotation matrix is related to the matrix [S (¢ )]. 

That is, 

Si:¢[S(¢)] = ~[[ R ]- [ R ]T] 
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This leads to the rotation components 

(3.7) 

Note that the sine of the angle is also obtained as 

which can act as a check on the earlier calculation. 
The components of the rotation as obtained above are referred to global coor­

dinates; an interesting result is obtained if we refer the components to the local 
coordinates of [ p l, say. The rotation matrix [ R 1 transforms one vector into 
another both of which are referred to global coordinates 

If we now refer both vectors locally to [ p l, we get 

or 

The rotation matrix is then 

or 

That is, the matrix entries are the vector dot products of the triad vectors. The 
angle between the two triads, referred to the triad [ p l, are 

{ 
¢x } - {P3 . (12 - P2 . (13 } { P3' ii2 - P2 . ii3 } - ¢ AA AA 1 AA AA 

~y = -.-- PI . q3 - P3 . qI ~ - PI . q3 - P3 . qI 
rI, 2 sm ¢ A A A A 2 A A A A 

'Pz P2 . qI - PI . q2 P2 . qI - PI . q2 

The approximation is useful for when the relative rotations are small even though 
the absolute values may be large. The last of these relations can easily be con­
firmed for a rotation only about the z-axis. That is, let 

PI = Ii, 

which gives the local rotation about the z-axis as 

¢z = ~z [sin ¢z - (- sin ¢z) 1 = ¢z 
2sm¢z 

as expected. We will need to know the local relative rotations when we look at 
deforming elements in the corotational scheme. 
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Figure 3.15: Angle between two triads rotating about fixed axes y and z, respectively. 

Example 3.36: Consider rotations of two triads varying in time as 

Determine the angle between these triads. 
Note that the triads are rotating about perpendicular axes and neither of them 

changes their axle of rotation. 
Figure 3.15 shows an idea of the variation of angle. The rotations about the y 

and z axes are close (but not equal to) the imposed rotations; what is interesting is 
the significant component about the x-axis even though neither have components 
about that axis. It is easy to think of aligning the two triads by rotating first 
about the y-axis and then rotating about the z-axis and thus there would be 
no rotation about the x-axis. Remember, however, that what is actually done 
is a single rotation about an axle in space, the orientation of the axle has an x 
component. 

Example 3.37: Rotate a known triad Pi such that its PI vector coincides 
with the specified vector iit of a second triad. That is, determine the remaining 
components of tIi by doing this in such a way that the rotation forms a minimum 
angle. 

With reference to Figure 3.13, the two vectors are perpendicular to the axle of 
rotation. By the nature of the special vectors, we have 

A PI X til 
e = Ipi X till 

We use the rotation matrix to transform the other components of the triads. For 
example, 

Noting the vector relation 
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we replace the vector cross products according to 

" 1 (( , ') ') -1 (' ') , e x P2 = --:--;;:. PI X qi X P2 = ~ P2 . qi PI 
sm,!, sm,!, 

and 
ex (e x P2) = '-~2 (P2 . lil)[I7I - PI cos¢] 

sm,!, 

Hence substituting for these and simplifying a little leads to 

, , (l-cos¢)(, ')[' '] q2 = P2 - . -1,2 P2 . qi PI + qi 
sm,!, 

Similarly for the third vector, we get 

, , , (l-cos¢)(, ')[' '] P3 ---+ q3 = P3 - . -1,2 P3 . qi PI + qi 
sm,!, 

When these formulas are used in a circumstance where the angles are not very 
large, we can use the approximations (1 - cos ¢) / sin ¢2 ~ 1/2 leading to 

ih = p2-~(p2'III)[pI+til] 

ti3 = P3 - Hp3 . tiI)[PI + til] 
The approximation is very good up angles of about 30 deg. 

Element Triads 

The final part of the description of the rotation is to establish the element 
triads. The triad for flat triangular shell elements is relatively straightforward to 
establish, but defining the orientation of a frame member is a nonunique process 
and will pose a challenge. 

local axes 

,····'~2 ,2 
..... \.::.J ni 

, ...... , 

............................... " ... 

global axes (a) global axes (b) 

Figure 3.16: Element triads. (a) Flat triangular shell element. (b) Straight frame 
element. 

With reference to Figure 3.16(a), we define the 1-axis as the orientation of the 
1-2 side 
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The 3-axis is perpendicular to the plane of the element. To determine this, form 
the two vectors associated with the 1-2 and 1-3 sides, 

The vector area is given as 

where 

Ax (Xl - X2)(Z3 - Z2) + (Z2 - ZJ)(X3 - X2) 

Ay (YI - Y2)(X3 - X2) + (X2 - XJ)(Y3 - Y2) 

A z (Zl - Z2)(Y3 - Y2) + (Y2 - YI)(Z3 - Z2) 

We then have 

The 2-axis is simply given as the vector cross-product of the 3 and 1 vectors 

e2 == e3 x el = (e3yelz - e3zely)i + (e3zelx - e3xelz)5 + (e3xely - e3yelx)k 

This completes the specification of the shell triad. 
With reference to Figure 3.16(b), we can define the I-axis of the frame element 

as coinciding with the member axis 

The 2- and 3-axes, however, need only be perpendicular to this and otherwise 
can be arbitrary. Consider the member to be bending and twisting, we could 
imagine therefore that the orientation of the nodal triads (while still coinciding 
with the principal directions) no longer coincide with each other. A reasonable 
assumption is to say that the member orientation lies somewhere as an average 
orientation of the ends. We will initially use this assumption. 

First compute the rotation matrix and the angles between the ends 

or 

Knowing the two triads, we therefore obtain the rotation matrix as 

or Rij = L e2ik e ljk 

k 

from which, according to Equations (3.6) and (3.7), we obtain the angle of ro­
tation. 

We now say that the average orientation is half of these component angles. 
Such a triad, however, will not have its I-axis coinciding with the member axis, 
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but as shown in the last subsection, we can do a smallest angle rotation so that 
the I-axis does indeed coincide. 

Let a be the average triad, and let the relative rotation between element nodes 
be small, then the element orientation is given as 

0,1 ----t el = el 
0,2 ----t e2 = 0,2 - ~(o'2 . eI)[o' l + ell 
0,3 ----t e3 = 0,3 - ~(o'3· el)[o' l + ell 

While these triads are accurate, they lead to rather complicated expressions. 
Therefore, we opt instead to choose an alternative approximate set. 

There are multiple choices for the triad o,i ; we will choose the triad at the first 
node, n}. Then, since n~ and el are nearly collinear, we have the approximation 

e2 n~ - (n~ . eI)el 
e3 nA - (nA . eI)el 

These vectors are not of unit size, since, for example, 

However, they are not very different from unity for small elements. To show this, 
consider the 2-D case where 

{ell = {cosO, sinO, O}, {n2} = {-sin¢, cos¢, O} 

then 
e2 . e2 = 1 - sin2(¢1 - 0) = 1 - sin2(¢d ~ 1 - ¢i ~ 1 

The approximation is based on the element being small, because then the relative 
twisting, ¢, is also small. This is an approximation we will make multiple times 
in the following developments. The element triad has the following properties: 

and are thus approximately orthogonal. 
To describe the local deformation of the element (shell or frame), we need the 

relative twists between the node and element orientations. These local angles of 
twist are given in local coordinates (referred to the element) as 

2¢jx 

2¢jy 

2¢jz 

A Aj A Aj 
e3 . n 2 - e2 . n3 
A Aj A Aj 
el . n3 - e3 . n 1 
A Aj A Aj 
e2 . n l - el . n2 (3.9) 

for the j node - note that there is a relative twist at each node. This used 
the approximation that ¢ / sin ¢ ~ 1, which is reasonable for the small strains of 
interest. 
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Example 3.38: Determine the element triad for a flat triangular shell element 
with the following coordinates: 

node x y z 
1 : 1 1 1 
2: 2 1 2 
3: 2 2 0 

Referring to Figure 3.16(a), the vectors of the two sides are 

V12 (2 - l)i + (1 - I)] + (2 - l)k = Ii + 0] + lk 
V13 (2 - l)i + (2 - I)] + (0 - l)k = Ii + I] - lk 

The cross-product of these gives 

A=-Ii+2]+lk, A = v'6 

Two vectors of the triad are given as 

, V12 1, 0' 1 k' 
e1 = -1'-1 = rn z+ 1+ rn ' 

V12 v2 v2 
, A -1. 2, 1 k' 
e3 = -,- = -z + -) + -

IAI J6 J6 J6 
The remaining vector is given as the cross-product 

The triad is now 

[ e 
v'2 
v'2 

-v'2 
These results can be easily verified by drawing the vectors and the element. 

3.3 Solving Nonlinear Equations 

All nonlinear problems are solved in an incremental/iterative manner with some 
sort of linearization done at each time or load step. In this section, using a simple 
truss as an example, we develop the basics of the method. 

This also gives us an opportunity to introduce some notations that we will 
utilize in the later sections. 

Incremental Solution Scheme 

We formulate the solution in an incremental fashion. That is, we view the defor­
mation as occurring in a sequence of steps associated with time increments D.t, 
and at each step it is the increment of displacements that are considered to be 
the unknowns. 
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To help fix ideas, look again at the truss in Figure 3.2. We have already shown 
that the equilibrium equation is 

{ o} _ {PIX} + { 1'0_ } _ { 0 } o - P2y -f3Fo KsV2 
or {.F} = {p} - {F} = {o} 

(3.10) 
and the axial force is the nonlinear function of the deformation 

Consider the equilibrium equation at time step tn+1 

{F}n+1 = {P}n+1- {F(U)}n+1 = {o} 

We do not know the displacements {u }n+l, hence we cannot compute the axial 
force Fa nor the nodal forces {F}n+l. As is usual in such nonlinear problems, 
we linearize about a known state. That is, assume we know everything at time 
step tn, then write the Taylor series approximation for the element nodal forces 

aF 
{F(U)}n+1 ~ {F(u)}n + [au In {~u}+··· = {F(U)}n + [KTln{~u}+··· (3.11) 

The square matrix [KT 1 is called the tangent stiffness matrix. The explicit form 
it takes for our truss problem is 

Performing the differentiations 

then leads to the stiffness 

Note that both matrices are symmetric. The first matrix is the elastic stiffness 
- the elastic stiffness of a truss member oriented slightly off the horizontal by 
the angle f3 = (h + V2)/ La. The second matrix is called the initial stress matrix 
because it depends on the axial load Fa. It is also called the geometric stiffness 
matrix because it arises due to the rotation of the member - it is this latter 
designation that we will adopt. 
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PIPer uI/uer (h + V2)/Uer P :FIx :F2y 
.0500 .051000 10.5000 100.00 .050003 .989497E-02 
.1500 .153401 11.6315 300.00 .256073 .446776E-0l 
.2500 .257022 13.1329 500.00 .450836 .589465E-01 
.3500 .362372 15.0838 700.00 .761169 .759158E-01 
.4500 .470656 17.7037 900.00 1.37274 .100333 
.5500 .584416 21.3961 1100.0 2.72668 .137041 
.6500 .709589 26.9600 1300.0 6.19165 .192208 
.7500 .862467 36.1926 1500.0 17.0481 .257334 
.8500 1.09898 53.8742 1700.0 62.5275 .938249E-01 
.9500 1.66455 94.1817 1900.0 324.939 -4.00430 
1.050 3.23104 163.411 2100.0 958.535 -24.0588 

Table 3.1: Incremental results using simple stepping. 

We are now in a position to solve for the increments of displacement; re-arrange 
the approximate equilibrium equation into a loading equation as 

{P}n+1 - {F}n - [KT]{~U} ~ 0 [KT]{~U} = {P}n+1 - {F}n 

Again, consider the special case when PIx = P, P2y = 0; then the system of 
equations to be solved is 

[EA[ 1 -13] Fo[O 0]] {~Ul} {P} { -Fo } 
Lo -13 132 +'Y + Lo 0 1 n ~V2 = 0 n+l- -f3Fo + KsV2 n 

with 'Y = KsLo/ EA. A simple solution scheme, therefore, involves computing 
the increments at each step and updating the displacements as 

Ul(n+l) = Ul(n) + ~Ul , 
The axial force and orientation 13 also need to be updated as 

Table 3.1 and Figure 3.3 show the results using this simple stepping scheme, 
where Per = KsLo and Uer = Per/EA. 

Table 3.1 also shows the out-of-balance force 

computed at the end of each step. Clearly, nodal equilibrium is not being satisfied 
and it deteriorates as the load increases. In order for this simple scheme to give 
reasonable results, it is necessary that the increments be small. This can be 
computationally prohibitive for large systems, because, at each step, the tangent 
stiffness must be formed and decomposed. A more-refined incremental version 
that uses an iterative scheme to enforce nodal equilibrium will now be developed. 
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Ul V2 Ul - Ul ex 'V2 - V2ex :Flx :F2y 

1 -3.02304 76.0009 -3.12184 72.2009 .3207E+7 -.244E+7 
2 29.0500 75.9986 28.9512 72.1986 .21923 -72.3657 
3 -25:8441 3.95793 -25.9429 .157933 . 2594E+7 -107896 . 
4 .105242 3.95793 .64416E-2 .157926 .6835E-2 -.158213 
5 .09867 3.80001 -.12436E-3 .8344E-5 12.4694 -.498780 
6 .09880 3.80000 .15646E-6 .4053E-5 .000000 -.3948E-5 
7 .09880 3.80000 .000000 .000000 -.4882E-3 .1878E-4 
exact .09880 3.80000 

Table 3.2: Newton-Raphson iterations for a load step 0.95 Per. 

Newton-Raphson Iterations 

The increments in displacement are obtained by solving 

from which an estimate of the displacements is obtained as 

As was just pointed out, if these estimates for the new displacements are substi­
tuted into Equation (3.10), then this equation will not be satisfied, because the 
displacements were obtained using only an approximation of the nodal forces 
given by Equation (3.11). What we can do, however, is repeat the above process 
at the same applied load level until we get convergence. That is, we repeat 

solve: 

update: 

update: 

{KT }~+\ {L\U}i = {P}n+l - {F}~+\ 

{U};+l = {u};+\ + {L\ur 

{KT }~+1' {F};+l 

until {L\u}i becomes less than some tolerance value. In this, i is the iteration 
counter. The iteration process is started (at each increment) using the starter 
values 

This basic algorithm is known as the full Newton-Raphson method. 
Combined incremental and iterative results are given in Figure 3.3. We see 

that it gives the exact solution. Iteration results for a load level equal 0.95 Per 
are given in Table 3.2, where the initial guesses correspond to the linear elastic 
solution. We see that convergence is quite rapid and the out-of-balance forces go 
to zero. 

It is worth pointing out the converged value above Per in Figure 3.3; this 
corresponds to a vertical deflection where the truss has "flipped" over to the 
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negative side. Such a situation would not occur physically, but does occur here 
due to a combination of linearizing the problem (i.e., the small angle approxi­
mation) and the nature of the iteration process (i.e., no restriction is placed on 
the size of the iterative increments). 

Nonlinear Algorithm 

In the following, we concentrate on the basic algorithm for the full Newton­
Raphson method because it best illustrates the essential ingredients. This algo­
rithm, for monotonically increasing loads, can be stated as: 

Step 1: Specify parameters of the algorithm such as tolerances, and maxi-
mum iterations. 

Step 2: Read the initial geometry and material properties. 

Step 3: Specify load increments, number of steps. 

Step 4: Begin loop over time (load) increments: 

Step T.1: Increment the load vector {ph+At. 
Step T.2: Initialize for equilibrium iterations 

[KT ]~+At = [KT]t, 

Step T.3: Begin loop over iterations: 

Step 1.1: ITERATE: 
Step 1.2: Assemble nodal force vector {F}i. 
Step 1.3: Form the effective load vector 

{~Peff };+At == {ph+At - {F}~+At 

Step 1.4: Test norm of effective load vector 

if 1{~Peff }il/l{p}1 > 1000 unstable, goto END 

Step 1.5: Assemble the elastic stiffness matrix [K E ]. 

Step 1.6: Assemble the geometric stiffness matrix [KG]. 
Step 1.7: Form the tangent stiffness matrix as 

[KT] = [KE] +'Y[KG] 

Step 1.8: Decompose the tangent stiffness to 

[KT] = [ u fr D J[ u ] 
Step 1.9: Solve for the new displacement increments 

from 

Step 1.10: Update the displacements 



3.3 Solving Nonlinear Equations 

Step 1.11: Test for convergence. 

if: 1{6.uVI/I{ u VI < tal converged, goto UPDATE 

if: 1{6.uVI/I{ u VI > tal not converged, go to ITERATE 

Step T .4: End loop over iterations. 
Step T.5: UPDATE: 

Step T .6: Store results for this time step. 

Step T. 7: If maximum load not exceeded continue looping over 
loads. 

Step 5: End loop over time (load) increments. 
Step 6: END 

197 

It is possible to enhance this algorithm by including automatic step changes, 
automatic testing for appropriate time step size, and monitoring the spectral 
properties of the tangent stiffness. The parameters (3 and "( can also be adjusted 
automatically. 

--+ 
full 

Deflection 

modified 

Deflection 

Figure 3.17: Full and modified Newton-Raphson methods. 

The full Newton-Raphson method has the disadvantage that, during each 
iteration, the tangent stiffness matrix must be formed and decomposed. The 
cost of this can be quite prohibitive for large systems. Thus, effectively, the 
computational cost is like that of the incremental solution with many steps. 
It must be realized, however, that because of the quadratic convergence, six 
Newton-Raphson iterations, say, are more effective than six load increments. 

The modified Newton-Raphson method is basically as above except that the 
tangent stiffness is not updated during the iterations but only after each load 
increment. This generally requires more iterations and sometimes is less stable 
but it is less computationally costly. 

Both schemes are illustrated in Figure 3.17 where the starting point is from 
the zero load state. It is clear why the modified method will take more itera­
tions. The plot for the modified method has the surprising implication that we 
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do not need to know the actual tangent stiffness in order to compute correct 
results -- this seems at odds with the previous chapter where care was taken 
in order to derive good quality stiffness matrices. What must be realized in the 
incremental/iterative scheme is that we are imposing equilibrium (iteratively) 
in terms of the applied loads and resultant nodal forces; we need gone! quality 
element stiffness matrices in order to get the good quality element nodal forces, 
but the assembled tangent stiffness matrix is used only to suggest a direction for 
the iterative increments. To get the correct converged results we need to have 
good element stiffness relations, but not necessarily a good assembled tangent 
stiffness matrix. Clearly, however, a good quality tangent stiffness will give more 
rapid convergence as well as increase the radius of convergence. We look at this 
again in some of the examples. 

3.4 Total Lagrangian Incremental Formulation 

In this section, we develop a total Lagrangian incremental formulation. There 
are many other formulations, indeed for our 3-D thin-walled structures, we will 
use a corotational scheme, but the present scheme is instructive in showing the 
construction of the tangent stiffness matrix. It also gives us a comparison by 
which to judge the corotational scheme. 

Global Axes 

Figure 3.18: Decomposition of displacement. 

Increments of Stress and Strain 

With reference to Figure 3.18, consider the displacements u~ to be known at 
time t. We decompose the deformation at the next time increment as 

where ~Ui is the increment of displacement from the current value of u~. The 
increments ~Ui are the basic unknowns in the present formulation where it is as­
sumed that everything at time t is known. Using this in the strain/displacement 



3.4 Total Lagrangian Incremental Formulation 199 

relation allows the strain (at the next time) to be decomposed as 

The various collections of terms in parentheses are labeled as follows: 

Et+~t - Et hE 
ij - ij + U ij + TJij 

Note that ~Eij is an increment of strain from the current configuration but 
referenced to the zero configuration. It is linear in ~Ui but also contains com­
ponents of the current displacement u~. The wholly nonlinear term TJij contains 
only the unknown displacement increment. 

Let the constitutive relation at time t be written as 

Kt '"'ct Et (J"ij = ~ ijkl kl 
k,l 

where Cijkl is the (possibly) nonlinear anisotropic material tensor. The corre­
sponding relation at time t + ~t can be expanded as 

'"' Ct+~tEt+~t 
~ ijkl 
k,l 

We can thus view the next value of stress as the current stress value plus an 
increment. 

Equation of Motion 

We begin with the equations of motion, Equation (1.20), written at the next 
time 

'"' { (J"tt~t8Et+~tdVo = 8Wt+~t 
~J\ ~ ~ e i,j Va 

In going from t -+ t + ~t, we have that 

8E:t~t = 8E;j + 8[~Eij + TJikJ = 8[~Eij + TJikJ 
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since the strain at the current time, E;j' is not varied. Hence, the equations of 
motion can be expanded as 

L j[a-{? + Ci1ktt(t1Ekl + 1]kl)]8[t1Eij + 1]ij]dVO = 8W;+6.t 
i,j,k,l 

This can be further rearranged as 

L j cUktt(t1Ekl + 1]kt}8(t1Eij + 1]ij)dVO + L j af?81]ijdVO 
i,j,k,l i,j 

= 8W;+6.t - L; Ivo af?8t1EijdVO 
-,J 

These are the equations of motion in terms of the increment of displacement 
t1Ui where the right-hand side is essentially an increment of load. 

The linearized version of these equations assumes that 1]ij « t1Eij and leads 
to 

.~ j Cijklt1EkI8t1EijdVo+ L; j af? 81]ij dVo = c5W;+6.t_ L; j a{jt8t1Eij dVo 
_,J,k,l -,J -,J 

Note that we still retain 1]ij in the second term because (being quadratic in t1ui) 
it leads essentially to t1uic5t1Ui, which is linear in the unknown. 

Stiffness Relations 

The final step is to write the equations in the form of stiffness relations. 
The basic idea is that, since the actual distribution of displacements is quite 

complicated, we will approximate it as a collection of piecewise simple regions 
as was done in the previous chapter. That is, let the displacement increments in 
a small region of volume VO be represented by 

t1Ui(X~,X2'X~) = Lhk(X~,X2,X~)t1Uik = [ h ]{t1Ui} or {t1u} = [H]{t1U} 
k 

where hk(X~, x~, X3) are known shape functions and t1Uik are the unknown nodal 
values. All relevant quantities can now be written in terms of both of these. For 
example, the derivatives are given by 

Hence the strain increments can be written symbolically as 

{t1E} = [ B ]{ t1U} 
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where [ B 1 contain various spatial derivatives of hk . 

Substituting this representation for the displacement and strain increment 
into the linearized form of the equations of motion gives the following matrix 
relations. The linear or elastic contribution is 

L io Cijrs!:!J.ErsJ!:!J.EijdVO =} [K1;]{!:!J.U} = [io [B]T[C][B]dVO]{!:!J.U} 
't,),T,S 

The nonlinear or geometric contribution is 

2; io (j{JJ1Jij dVO =} [K~]{!:!J.U} = [i)Bc]T {(jK}[Bc]dVO]{!:!J.U} 
',J 

and the carry-over load term is 

2; io (j{JJ!:!J.EijdVO =} {p}t = {i,,[B]T{(jK}dVO} 
',J 

The virtual work of the applied loads leads to 

L J !iJUi dAD =} {p} = {i"lH]T{f}dAO } 

, 
Assemblage is done as in the linear case, and these give the stiffness relation for 
the increment of displacement as 

[K1; + Kb]{!:!J.U} = {p}t+~t - {p}t 

where {p} are the externally applied loads. This equation is now solved in the 
usual fashion to obtain the nodal values of displacement increment. From this, 
all values of displacement, strain, and stress can be updated and then proceed to 
the next increment. However, this relation needs to be iterated until the internal 
stresses are in balance with the applied loads. 

The explicit forms of the stiffness matrices depend on the particular forms 
chosen for the shape functions hk(X~,X~,X3)' which are also related to how the 
region is discretized into the smaller simpler regions. 

Example 3.39: Specialize the total Lagrangian scheme for the two-dimensional 
linear displacement triangle. 

The basic assumption in the formulation is that the displacements have the 
same description as the coordinates. That is, 

3 3 

x(XO,yO) = L~(xO,yO)Xi' Y(XO,yO) = Lhi(XO,yO)Yi 
i=1 i=1 

3 3 

u(XO, yO) = L hi(xO, yO)Ui , V(XO,yO) = Lhi(XO,yO)Vi 
i=1 i=l 

3 3 

t:.u(XO,yO) = Lhi(XO,yO)t:.Ui, t:.v(XO, yO) = L hi(xO, yO)t:.Vi 
i=1 i=l 
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with 2A == X2IY31 - X31Y21, Xij == Xi - Xj, and so on, exactly as used in Chapter 2. 
The di:;placernent gradients can therefore be computed as 

8u '" 8hi 1 '" 
~ = ~ ~ = 2A ~ CiUi , Y . Y . , , 

We express these in the matrix form 

UI 

{ 
U,x } ~~ [:: 0 b2 0 b3 

o 1 
VI 

U,y 0 C2 0 C3 0 U2 
{U,x} = [ED]{ u} or 

v,X 2A 0 bi 0 b2 0 b3 V2 
V,y 0 CI 0 C2 0 C3 U3 

V3 

where the comma indicates partial differentiation with respect to the subscripted 
variable. 

With knowledge of the nodal displacements, we can get the displacement gra­
dients and from these we can get the strains by 

Exx 8u + 1.(~)2 + 1.(~)2 
8xO 2 8x O 2 8xo 

Eyy 8v + 1.(~)2 + 1.(~)2 
8yo 2 8yo 2 8yO 
8u 8v 8u 8u 8v 8v 

2Exy -+-+--+--8yo 8x O 8x O 8yO 8xo 8yO 

For definiteness, let the Kirchhoff stresses be related to the Lagrangian strains 
by 

1/ 
1 
o 

o 1 { Exx } o Eyy 
(1 - 1/)/2 2Exy 

or 

Note that, although this relation is linear, it takes the large rotations into account. 
The Cauchy stresses are obtained from the Kirchhoff stresses by 

pO [ 8u 2 K 8u 8u K 8u 2 K] 
axx p (1 + 8xJ axx + 2(1 + 8xo ) 8yoaXY + (8y) ayy 

pO [ 8V)2 K 8v 8v K 8v 2 K] 
ayy p (8xo axx +2(1+ 8yJ8xoO"Xy+(1+ 8y) ayy 

pO [ . 8u 8v K 8u 8v 8u 8v K 
axy p (1 + 8x) 8xoaxx + (8yo 8x o + (1 + 8x)(1 + 8yo))aXY 

8u 8v K] 
+ 8yO (1 + 8xo )ayy 
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Once we know the nodal displacements, we can determine all other quantities of 
interest. 

The increment of strains can be written as 

This expands out to 

86.u Bu t 86.u 8v t 86.v 
8xo + 8xo 8xo + 8xo 8xo 
86.v But 86.u 8v t 86.v -+---+--8yO 8yO 8yO 8yO 8yO 

86.u 86.v Bu t 86.u Bu t 86.u 8v t 86.v 8v t 86.v -- + -- + ---+---+ ---+ ---8yO 8xo 8xo 8yO 8yO 8xo 8yO 8xo 8xo 8yo 

The strain increments contain initial displacement contributions such as 

Bu t 8v t 

8xo ' 8xo 

in the 6.Exx term. We can replace all functions using the interpolation functions 
and then express these in matrix form as 

6.Uj 

6.Exx 
6.VI 

{ } = [[BLO] + [BLI]] 6.Eyy 6.U2 
6.V2 

or {6.E} = [ B ]{6.u} 
26.Exy 

6.U3 
6.V3 

where the two matrices are 

1 [ b~ 0 b2 0 b3 

~ 1 2A 
CI 0 C2 0 

CI bl C2 b2 C3 b3 

[BLl] [ 
U,x b l V,x bl U,x b2 V,X b2 U,x b3 

v" b, 1 1 U,y CI V,y CI U,y C2 V,y C2 U,y C3 V,y C3 

2A U,x CI + V,x CI + u,x C2+ v,x C2+ u,x C3+ v,x C3+ 
U,y bl V,y bl U,y b2 V,y b2 U,y b3 V,y b3 

In these expressions, the comma indicates partial differentiation with respect to 
the subscripted variable. These are associated with the deformation gradient, 
which is known at time t. The element stiffness matrix is now obtained as 

[kL]= r [BL]T[D][BL]dVo=[BL]T[D][BL]VO 
ivo 

The integration is trivially performed because all contributions to [BL] are con­
stant in space. 

The nonlinear contribution to the stiffness comes from the virtual work term 

L (J"{J 6'T]ij = (J"~6'T]xx + (J"~6'T]xy + (J"i:xO'T]yX + (J"{!yO'T]yy 
i,j 
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Noting, for instance, that 

we can put the virtual work expression in the matrix form 

{ 
8~u,x r ["~ 17~ 0 

"~ ]{ 
~U'X 

} 8~u,y I7xy 17{Jy 0 ~U,y {8~U,x}T[ 17 K ]{~U,x} 
8~v,x 0 0 K ~v,x 

or 
I7xx 

8~v,y 0 0 17~ l7yy ~V,y 

{ 

where again the comma indicates partial differentiation with respect to the sub­
scripted variable. The gradient increments can be expressed as 

~UI 
~U,x 

} ~ 2~ [ 

bl 0 b2 0 b3 0 

1 
~VI 

~U,y CI 0 C2 0 C3 0 ~U2 
{~U,x} = [EN ]{~U} 

~V'X 0 bl 0 b2 0 b3 ~V2 
or 

~V,y 0 CI 0 C2 0 C3 ~U3 
~V3 

The nonlinear element stiffness matrix is now obtained as 

[ kN I = r [EN IT[ I7K ][ EN I dVo = [EN IT[ I7K ][ EN I VO ivu 

Again, the integration is trivially performed because all contributions to [EN I 
and [17K I are constant in space. 

The internal force vector is determined as 

L 17t; U"Eij = 17!8~Exx + 17~8~Exy + 17::X8~Eyx + 17{Jy8~Eyy 
i,j 

which can be put in the matrix form 

This now leads to 

{F} = r [ E IT {17K } dVo = [ E IT {17K } VO iva 
which completes the system of equations. 

Example 3.40: Treat the simple shear deformation of a block as a load control 
problem and show the relation between the Cauchy and Kirchhoff stresses. 

A simple shear deformation parallel to the xf -x~ plane is shown in Figure 3.19 
and given mathematically by 

Xl = xY + kx~, 
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1,x 

Figure 3.19: A block in simple shear. 

The displacement components are readily obtained as 

ul=kx~, U2 = 0, U3 =0 

indicating that horizontal lines move horizontally only. The deformation gradients 
are 

k 
1 
o ~ 1 

and 
-k 
1 
o ~ 1 

Note that there is no volume change because J = Jo = 1. The Lagrangian strain 
tensor is 

~ 1 
Let the material have the following linear constitutive behavior: 

O"fj = 2J1,Eij + >"Oij L Ekk 

k 

where 1.£ and >.. are the Lame constants. The Kirchhoff stress tensor, therefore, is 

o 1 [ 'Yk 
~ = p,k ~ 1 O~ 1 (1 + 'Y)k 

o 

where l' = >../21.£. The tensile O"~ component arises from the fact that lines orig­
inally in the 2-direction are being stretched. The Cauchy stresses are obtained 
from 

Substituting for the deformation gradients leads to the complete stress tensor as 

[ 
(2 + 'Y)k + (1 + J)k3 

O"pq = p,k 1 + (1 + 'Y)k 
o 

1 + (1 + 'Y)k2 O~ 1 
(1 + 'Y)k 

o 

The Cauchy stress tensor, as expected, is symmetric. 
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The magnitude of the shear deformation is governed by the parameter k. It is 
worth noting that when it is small, both ~tre~~ tensors approach the same values. 
Another point worth noting is that the simple constitutive relation at} = ILEij 
(A = 0) in the Lagrangian variables would not lead to an analogous simple relation 
between aij and the Eulerian strain eij. 

Imagine a free body cut parallel to the x-axis; this will expose two tractiuJl~ 
related to the Cauchy stress by 

tx = axy , ty = a yy 

The tx traction, when multiplied by the area, gives a resultant horizontal force 
that we will consider to be the applied load. The resulting deformation is then 
related to the traction (and. hence load) as 

axy = ILk[l + (1 + 'Y)k2 ] = tx = P/hL 

where hL is the area over which the resulting force P acts. The deformation 
parameter k is a nonlinear function of the load, but we can easily solve for it 
using a Newton-Raphson iterative scheme as 

H1 i P/hL - fo 
k = k + 1L[1 + (1 + 'Y)3(kiF] , 

where i is the iteration counter. This converges very rapidly. 

5. Stress 
o K 

a yy 15. Stress 

4. 

3. 

2. 

1. 

o. 

(a) 
Load 

! ! ! ! I ! ! ! ! I ! ! ! ! I ! ! ! ! 

10. 20. 30. 

10. 

5. 

40. O. 

-Infinite sheet 
o FEM 

(b) 
! ! ! ! I ! ! ! ! I ! ! ! ! I ! 

10. 20. 30. 

Load 
! ! 

Figure 3.20: Stresses for a block under shear load control. (a) Kirchhoff stress. (I;)) 
Cauchy stress. 

Once we know k we can then determine the Kirchhoff stresses. The results are 
shown plotted in Figure 3.20. It is interesting to note that the Cauchy axx is the 
largest of the stresses. 

Example 3.41: Obtain a numerical solution of the shear problem. 
The analytical solution just developed was for a very large sheet under homoge­

neous deformation. This is impractical to achieve here so we will model the block 
as shown in Figure 3.2l. 

The top row of elements have a stiffness 1000 times that of the other elements, it 
is also constrained to move only horizontally. In the infinite sheet case the lateral 

40. 
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---+ -------+ -------+ ---+ -------+ 

L = 203mm (8.0 in.) 
b = 101 mm(4.0 in.) 
h = 12.7mm(O.5in.) 

aluminum 

Figure 3.21: Undeformed and deformed shape of a block under shear. 

sides have shear components but clearly in the present case the normal tractions 
are zero. 

Figure 3.22 shows the contours of Cauchy stress at the maximum load drawn 
on the deformed block. What they all have in common is that they show a nearly 
uniform region of stress in the middle portion. We therefore expect to have a 
reasonable comparison with the infinite sheet solution in this region. Figure 3.20 
shows a comparison of the stress histories with that for the infinite sheet - all 
the trends are in agreement. 

CT:",,: 

Figure 3.22: Contours of Cauchy stresses on the deformed block. 

We do not expect the Cauchy CT xx stress to go to zero at the boundaries because 
these boundaries are inclined in the deformed configuration 

Discussion 

Formulating the total Lagrangian scheme for two- and three-dimensional contin­
uum problems is quite straightforward when the only degrees of freedom are the 
nodal displacements. The scheme gets complicated when applied to 3-D struc­
tures involving approximate structural theories (such as shells and frames) that 
use rotations as additional degrees of freedom. The application is considered in 
References [7, 20]. In the next section, we begin to formulate a different ap­
proach that seems particularly suited to the thin-walled structures of interest, 
which undergo relatively large deflections and rotations but rather small strains. 
As pointed out in Reference [24], the two formulations result in the same matrices 
but the corotational scheme seems easier to establish. 
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3.5 The Corotational Scheme 

A particularly effective method for handling the analysis of structures is the 
corotational scheme. In this, a local coordinate system is envisioned as moving 
with each element, and, relative to this coordinate system, the element behaves 
linearly. Consequently, all of the nonlinearities of the problem are shifted into 
the description of the moving coordinates. 

As a first step to analyzing 3-D structures, we begin by looking at 2-D trusses 
and frames and leave the more general case to the next section. This gives us 
an opportunity to illustrate the essential concepts of the corotational method 
without introducing the notational complications needed in the general cases. 
Early use of the corotational scheme is given in References [10, 11]. 

Illustration for 2-D Trusses 

Consider the axial stretching and global rotation of the member shown in Fig­
ure 3.23. The figure indicates both stretching and twisting, but for now, we 
consider only the stretching. 

y 

global axes 
x 

Figure 3.23: Arbitrarily oriented truss member. 

The global degrees of freedom are 

{u} = {UI VI; u2vdT 

We establish a local coordinate system at the first node with the x-axis directed 
along the member. Descriptions of quantities in the local coordinates will have 
an overhead bar. In this local description, the truss has the deformation system 

{il} = {ill = 0, iiI = 0; il2 = il, V2 = O}T 

That only a few of the local degrees of freedom are strain producing makes this 
approach appealing. 

The main steps to be followed are: establishing stiffness relations in local 
coordinates, establishing the relation between the local variables and the global 
variables, and finally, establishing the stiffness relations in global variables. 
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I: Local Stiffness Relation 

Although we derived the local stiffnesses for frames and trusses in Chapter 1, 
we will now re-derive it but in a slightly different manner. 

In local coordinates, the axial strain is 

We express this in matrix form as 

111 
f= Lo {-I, 0; 1, O}{ih, Vl; U2, V2}T = Lo {c}T{u} = Lo {u}T{c} 

The material behavior is assumed to be linear elastic, hence the axial stress is 
given by 

E 
(j = Ef= _{'u}T{c} 

Lo 
The principle of virtual work can be used to determine a set of element nodal 
forces consistent with the internal stress as 

The integration is performed trivially because all quantities are independent of 
original position. Since the virtual displacements are arbitrary, we get the nodal 
forces as 

{F}T = ~~o {u}T{c}{c}T 
o 

or 
- EAo T {F} = -{c}{c} {u} 

Lo 

The local tangent stiffness is obtained from the variation of the nodal forces 

- of -
{8F} = [au ]{8u} = [ k ]{8u} or 

Multiplying the vectors gives 

[ k ] = [~n 
k21 

- - - - EAo [1 00] [kn ] = [k22] = -[kl2] = -[k2d = La 0 

This is the [2 x 2] submatrix of the [4 x 4] linear truss stiffness derived in Chap­
ter 1. We thus write the local stiffness relation as 

{F} = [ k ]{ u} 

where the local force system is 

We now need to relate the local stiffness and force to the corresponding global 
versions. 
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II: Relation between Local and Global Variables 

Locally, the only strain producing mode is the axial displacement. This displace­
ment is related to the global variables by 

u = L - La = J(X21 + il2d . (X21 + U21) - J(X21) . (x2d 

where the subscript notation means X21 = X2 - Xl, and so on. By taking the 
variation of this, we establish that 

0- 1 (' ') 0' '0' '0" 0' U = L X21 + U21 . U21 = e1· U21 = -e1· U1 + e1· U2 

where e1 is a unit vector directed along the member. This is expressed in matrix 
notation as 

Let the member be initially at an angle () to the global x-axis and let it experience 
a rotation of 0:. Then, 

[ B f = [-C, -5; C, 5] 

with the notations 5 == sin(() + 0:) and C == cos(() + 0:). 
We also need to know the change of orientation of the member. This rotation 

is computed as 

and 

Introducing the initial orientation, we can rewrite these as 

1 
sin 0: = L [- sin () U21 + cos () V21] , cos 0: = ± [La + cos () U21 + sin () V21] 

The first variation of these gives 

1 . 
coso: 00: = L[-S1l1()OU21 +COS()OV21]' 

Note that we do not take the variation of L, because it would lead to a higher­
order effect (Le., u Ou). Multiply the first by cos 0: and the second by sin 0: and 
then subtract to get 

00: = ±[- sin(() + 0:) OU21 + cos(() + 0:) OV21] = ±e2 ·OU21 

where e2 is the unit vector perpendicular to e1. This relation could have been 
obtained directly by taking the component of OU21 resolved perpendicular to the 
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member and then dividing by the length to get the tangent of the angle. Because 
JU21 = J(U2 - ur) and JV21 = J(V2 - vr), we can write the virtual rotation as 

The only nonzero local force is the axial force Po. The virtual work in global 
variables must equal the virtual work in local variables, hence 

From this we conclude that 

III: Global Stiffness Relations 

At the global level, the variation of the nodal forces leads to 

of 
{JF} = [ou ]{Ju} = [kT ]{Ju} 

where [kT ] is the element tangent stiffness matrix in global coordinates. Sub­
stitute for {F} in terms of the local quantities to get 

Note that because the behavior is linear on the local level, the local tangent 
stiffness and elastic stiffness are the same. The first set of terms 

gives the elastic stiffness. On multiplying out, we get 

In local coordinates these reduce to 

cs 
S2 

-cs 
-S2 

-cs 1 -S2 
CS 
S2 

o -1 0 1 000 
010 
000 

(3.12) 

(3.13) 

These are the standard element stiffnesses for the truss [22]. We therefore rec­
ognize a portion of the global tangent stiffness matrix as the components of the 
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local stiffness matrix transformed to the current orientation of the member, that 
is, 

Returning now to the remaining term of the tangent stiffness, 

- - - ~ 1- T 
Fo[oB] = Foo[-C, -S; C, S] = Fo[S, -C; -S, C]oa = LFo{z}{z} {o'U} 

This gives the geometric contribution of the tangent stiffness as 

1 - T 
[kG] = LFo{z}{z} 

On multiplying out, we get 

[ 
S2 -CS CS 

C' 1 [kG] = Fo -CS c2 S2 -SC 
L _S2 CS S2 -CS 

CS _c2 -CS C2 

In local coordinates, these are 

[kGl~~[~ 
0 0 

i1 1 
1 0 
0 0 

-1 0 

We recognize this as the geometric stiffness for a truss in local coordinates [22]. 
We therefore recognize the remainder of the global tangent stiffness matrix as the 
components of the local geometric stiffness matrix transformed to the current 
orientation of the member, that is, 

The assembled global tangent stiffness is given by 

m m 

To summarize, at the local level, the nodal forces are obtained directly from the 
stresses or the elastic stiffness, their global components are simply their trans­
formation to global coordinates. The global stiffness matrix contains the elastic 
stiffness plus a geometric contribution due to the rotation of the corotational 
axes. 

Example 3.42: Determine the deflected shape of the simple two-member truss 
shown in Figure 3.24. Also show the effect of the geometric stiffness on the con­
vergence rate of the Newton-Raphson method. 
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L = 254mm (10. in.) 
b = 12.7mm(1.0in.) 
h = 2.54 mm(0. 1 in.) 

aluminum 

-
0 
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~ 
0; 
0 
..J 

o. 
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-3. 
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-5. 

-6. 
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8 
8 0 

o 0 
o 

o 

'Y=1 = 0 = -1 0 

Iteration 

4 6 8 10 1 2 1 4 16 18 20 

Figure 3.24: Convergence of the displacement error norm against number of itera­
tions. 

We first begin with the convergence properties. In evaluating the Newton­
Raphson method, it must be realized that the tangent stiffness plays the role 
of the "slope of the function;" thus when equilibrium is achieved we have 

and we get {D. u } i = 0 r egardless of the tangent stiffness. That is, it is not necessary 
to have the exact stiffness in order to get convergence to the correct answer -
this is the basis of many of the modified Newton-Raphson methods. Figure 3.24 
shows the convergence rate when the tangent stiffness is formed as 

[KT] = [KE] +'Y[Ke] 

for 'Y = 1, 0, -1. In each case, the algorithm converged to the correct value, 
but clearly the rate of convergence is affected. Implicit in this is that for more 
complicated problems, the modified methods are more likely to fail to converge 
than the full methods. There is, however, another important point to be learned 
from these results that will affect the developments of the next few sections. These 
results say that the more accurate the tangent stiffness, the better the convergence 
rate, but that it is not essential that the actual exact tangent stiffness be used. 
Consequently, if it is convenient to approximate the tangent stiffness, then the 
basic nonlinear formulation is not affected, only the convergence rate (and radius 
of convergence) of the algorithm is affected. 

The results for many load increments are shown in Figure 1.8. Note that the 
only reason many increments were used in this case is so that a better picture of 
the deformation history can be viewed. 

The response against load can be divided into three stages. The first, at rela­
tively low loads, shows agreement with the linear theory. The next stage shows the 
effect of changing geometry: the upward load causes a stiffening of the structure, 
while the downward load causes a softening of the structure. These are direct 
consequences of the Fo contribution to the geometric (and hence tangent) stiff­
ness. The decrease in stiffness eventually leads to a very large displacement jump 
where t he structure finds a new equilibrium position. In fact, as seen from the 
deformed shapes, the structure has "snapped-through" to the other side. This is 
an example of a limit point instability - a situation where the current structural 
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configuration cannot sustain a further load increment without a significant change 
of shape ~ and we will consider it in more depth in Chapters 6 and 7 dealing 
with stability. 

The comparison with the exact behavior confirms the correctness of the coro­
tational formulation. 

Illustration for 2-D Frames 

We now analyze a 2-D frame to illustrate the effect moments have on the tangent 
stiffness. Much of what we will do follows from the truss example, but this time 
will also try to generalize the notatiorlts. 

x 

Figure 3.25: Arbitrarily oriented frame member. 

Consider the axial stretching and rotation of the member shown Figure 3.25. 
The global degrees of freedom are 

We establish a local coordinate system at the first node with the x-axis directed 
along the member. Locally, the strain producing modes are the axial displace­
ment and the relative twists. Hence, in this local description, the frame has the 
deformation system 

We take the local stiffness relation from Chapter 1 and concentrate on estab­
lishing the relation between the local variables and the global variables, and the 
stiffness relations in global variables. 

I: Local Stiffness Relation 

From Chapter 1, we have the stiffness relations 

The moments and rotations are about the z-axis. 
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II: Relation between Local and Global Variables 

We have already established most of the information we need to relate the local 
and global variables, in particular, 

Introduce local and global displacement vectors defined, respectively, as 

then the above can be rewritten as 

c5u [-C, -8,0; C, 8, O]{c5u} == {r}T{c5u} 
lIT 
I[8, -C, 0; -8, C, O]{c5u} == I{ z} {c5u} (3.14) 

with the notations 8 == sin(O + Q) and C == cos(O + Q). Noting that the local 
twists are related to the global angles as 

then we can write the relation between the local and global variables as 

{c5u} = [ B ]{c5u} with 
1 [-CL -8L 0 CL 8L 

[ B J = - -8 C L 8 -C -L 
-8 C 0 8 -C 

This fundamental relation will now be used to determine the relation between 
the global and local load terms. 

The virtual work in global variables must equal the virtual work in local 
variables, hence 

From this, we conclude that 

{F} = {B}T {F} 

In anticipation of generalization, note that, owing to equilibrium at the local 
level, we have 

Augment the local force vector to {F} = {Fl , Vl, Ml ; F2, V2, M2V, so that 
the first component of global force, for example, becomes 
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In this way, we can write the complete relation as 

{u} = [T ]{u}, {F} = [T ]T{F}, [c -5 0] 
[Ej= 5 C 0 

o 0 1 

Thus {F} is simply the components of {F} transformed to the global coordi­
nates. 

III: Global Stiffness Relations 

The variation of the global nodal forces leads to 

of 
{8F} = [ou]{ 8u} = [ kT ]{ 8u} 

where [kT ] is the element tangent stiffness matrix in global coordinates. Sub­
stitute for {F} in terms of local quantities to get 

{8F} T of T -
[ T] [au ]{8u} + 8[ T] {F} 

[ T ]T[ k ][ T ]{8u} + Fo[8Bh + Md8Bb + M2[8Bh 

where the subscript notation on [ B ] indicates the column of [ B V. The first 
set of terms 

[kE ] == [ T ]T[ k ][ T ] 

gives the elastic stiffness. On multiplying out, we get 

C2 CS 0 _c2 -cs 0 
CS S2 0 -cs _S2 0 

[kE 1 
EA 0 0 0 0 0 0 

_c2 -cs 0 c 2 CS 0 
-
L 

-cs _S2 0 CS S2 0 
0 0 0 0 0 0 

12S2 -12CS -6LS -12S2 
-12CS 12C2 6LC 12CS 
-6LS 6LC 4L2 6LS 
-12S2 12CS 6LS 12S2 
12CS -12C2 -6LC -12CS 
-6LS 6LC 2L2 6LS 

In local coordinates these reduce to 

1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 12 

[kE] = EA 0 0 0 0 0 0 EI 0 6L 
L -1 0 0 1 0 0 +£3 0 0 

0 0 0 0 0 0 0 -12 
0 0 0 0 0 0 0 6L 

12CS 
-6£S I -12C2 6LC 

-6LC 2L2 
-12CS 6LS 
12C2 -6LC 
-6LC 4L2 

0 0 0 0 
6L 0 -12 6L 
4L2 0 0 2L2 

0 0 0 0 
-6L 0 12 -6L 
2L2 0 -6L 4L2 
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These are the standard element stiffnesses for the truss and beam [22], respec­
tively. We therefore recognize part of the global stiffness matrix as the compo­
nents of the local stiffness matrices transformed to the current orientation of the 
member, that is, 

[kE ] == [ T ]T[ k ][ T ] 

Returning now to the remaining terms of the tangent stiffness, the first term 
gives 

- - T 1- T 
Fo[JBh = Fo[B, -C, 0; -B, C, 0] Jo = LFo{z}{z} {Ju} 

which we already obtained for the truss. The second term gives 

- 1 T 
M1J£[-B, C, L; B, -C, 0] 

- 1 T - 1 T 
Ml £[-C, -B, 0; C, B, 0] Jo + Ml P [B, -C, 0; -B, C, 0] JL 

;2 M1 ({r}{z}T + {z}{r}T){Ju} 

where JL = Mi was used. In like manner, we get [JBh = [JB]z. The collection 
of terms leads to the geometric stiffness 

[kG] = ~P{z}{z}T + ;2(M1+M2)[{r}{z}T +{z}{r}T] 

However, for equilibrium of the element, we have 

1- - VI ~ Vo 
p(Ml +M2 ) = r; = -r; =-r; 

because V(x) is constant along the beam. On multiplying the vectors and re­
placing the moments, we get 

[ kG 1 ~ _~2 ~s ~ ~2 -~s ~ [ 

-~S -~S ~ ~~ =~~ ~ 

CS _c2 0 -cs c 2 0 
o 0 0 0 0 0 

[ 

-2CS 
c 2 _S2 

Va 0 
-r; 2CS 

S2 _c2 

o 

c 2 - S2 0 2CS 
2CS 0 S2 - c 2 

o 0 0 
S2 - c 2 0 -2CS 
-2CS 0 c 2 - S2 

o 0 0 

In local coordinates, these are 

0 0 0 0 0 0 0 1 
0 1 0 0 -1 0 1 0 

[kG 1 = Fa 0 0 0 0 0 0 Va 0 0 
L 0 0 0 0 0 0 L 0 -1 

0 -1 0 0 1 0 -1 0 
0 0 0 0 0 0 0 0 

S2 _c2 0 

-2CS 0 
o 0 

c 2 - S2 0 
2CS 0 

o o 

0 0 -1 
0 -1 0 
0 0 0 
0 0 1 
0 1 0 
0 0 0 

0 
0 
0 
0 
0 
0 
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We recognize the first term as the geometric stiffness for a truss [22] in local 
coordinates. The second term has nodal shears (and hence moments) and there­
fore we associate it with the bending action. For slender beams, Vo is generally 
not very large and, therefore, we can often neglect this contribution to the stiff­
ness. What this points to is that the dominant contribution to the gf)ometric 
component of the tangent stiffness comes from the axial load. 

The assembled global tangent stiffness is given by 

m m 

just as for the truss. 

t: 
0 

~ 
0. 
0. 
F 

Example 3.43: Determine the deflected shape of a cantilever beam subjected, 
separately, to a tip moment and a tip transverse force. 

The results for the applied moment are shown in Figure 3.26, and for the 
transverse load in Figure 3.27. The deformed shapes correspond to each load 
value and the comparisons are with the elastica solutions developed earlier in the 
chapter. 
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Figure 3.26: Comparison of tip deflections and deformed shape at various stages of 
tip moment loading. 

These problems are particularly challenging, because, initially, each load incre­
ment causes a large vertical only displacement (since the stiffnesses correspond to 
the linear case). Consequently, a very large axial force is generated that must be 
reduced through iteration. This problem can be alleviated in many ways: smaller 
load increments, under relaxation with f3 < l.0, and using smaller elements. The 
last of these seems the most appropriate and the results in the figure are for the 
beam modeled with 20 elements. The trade-off is that the system size is larger 
but fewer iterations are used. 
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Figure 3.27: Comparison of tip deflections and deformed shape for vertically applied 
load. 

3.6 Corotational Scheme for 3-D Structures 

The 3-D structures of interest are thin-walled shells reinforced with slender mem­
ber frames. We will model shells as a collection of many flat elements. These 
elements experience in-plane membrane behavior as well as bending action as 
covered in Chapter 2. In relation to the previous section, we need to pose the 
corotational scheme in a 3-D geometric description - the local behavior will be 
as described in Chapter 2. We will take advantage of the fact that the strains 
are small on the local level to simplify the formulation. 

The approach follows the spin matrix formulation, which allows us to describe 
the effect of the rotating coordinates without making explicit reference to the 
element formulation. 

Spin and Projector Matrix Formulation 

We introduce a general formulation of nonlinear problems that captures the 
spirit of the corotational scheme in truly separating the local behaviors from the 
global behaviors. To help in the generalization, assume that each element has N 
nodes with three components of force at each node - we leave consideration of 
moments until later. 

The main objectives are establishing the relation between the local variables 
and the global variables, from which we can establish the stiffness relations in 
global variables. 

I: Relation between Local and Global Variables 

There are 2N position variables we are interested in: the global position of each 
node before deformation (xoj), and after deformation (Xj), where the subscript 
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j enumerates the nodes. The local positions are given by 

where [Eo] and [ E ] are the triads describing the orientation of the element 
hpfofp and after deformation. The local displaccmellts are defined as 

A A A 

Uj = Xj - Xoj 

Note that, unlike our formulations of the previous section, the local coordinates 
of the first node do not necessarily coincide; this will allow us to incorporate all 
degrees of freedom in our formulation and thus the formal presentation of the 
equations will appear simple. 

The local virtual displacements are related to the global variables by 

Note that, for some vector V, 

where {,8} is the small rotation spin and the notation [S( v)] means the skew­
symmetric matrix obtained with the components of the corresponding vector; 
that is, put the components of the vector v (Le., vx , vY ' vz ) into the rotation 
array defined in Equation (3.3). Using this, we get 

This shows how the local displacements {8u}j, global spin {8,8}, and global 
displacements {8u} j are interrelated. However, the spin is not independent of 
the displacements because we require that the local spin be zero (since it is 
rotating with the element). We now establish this constraint. 

Imagine a container or wrapper surrounding the element; take the displace­
ments of this container in local coordinates to be given by the interpolations 

u(f) = L hj(f)uj, 
j 

v(f) = L hj(f)vj , 
j 

w(f) = L hj(f)wj 
j 

where f means all three components of position. We will make the interpolations 
explicit in the examples to follow. The continuum rotations are 

2wx 
ow av 
---
of} az 

2wy 
au ow 
---az ax 

2wz 
av au 
---ax of} 
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Introduce a rotation pseudo-vector defined by 

where [ C ] is some constant matrix, and the [3 x 3] matrix [ G ]j comes from 
evaluating the derivatives of the interpolation functions at each of the nodes. 
Strictly speaking, the orientation of the local axes should refer to the orientation 
of the zero spin axis at the centroid of the element; however, we will take it to 
correspond to the orientation of the 1-2 side of the element. This approximation 
is consistent with our interest of small strains but large deflections and rotations. 
For example, in local coordinates, we expect the deformation gradients not to 
exceed the largest strains, that is, we expect 

au av aw 
laxl, I ayl, I az 1< €max = oy/E ~ 0.01 

Thus the correction to the orientation, at most, is on the order of 0.01 radians. 
Get the spin matrix by considering the variation 

28{w} = 2) G ]j{8u}j = 0 
j 

Substitute the expression for {8u}j into this 

j j 

from which we can solve for the spin as 

{8,t3} = [-~) G ]j[ET][S(Xj -XOl)]r1[2::[ G ]j[ET]{8u}j] == [V f{8u} 
j j 

where {8u} is the vector of all nodal components and [ V f is given by 

[ V f = [ - 2::[ G ]j[ET][S(Xj - XOl)]r1 [[ G h[ET], [ G h[ET], ... ] 
j 

The matrix [ V ]T is of size [3 x 3N] and is called the spin matrix. 
We can now relate the local virtual displacements to only the global variables 

by 

or 

{8u} = [ T ]{8u}, [ [ [ E'I'J ] [[ ET][ Sd ] [ V ]T] 
[ T ] = [E'I'J ... + [ E'I'J [ S2] 
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This fundamental relation will now be used to determine the relation between 
the global and local load terms. 

In the 2-D developments of the corotational scheme, we saw the recurrence of 
the transformation associated with the transformation of coordinates. We will 
now make that aspect of the transformation explicit. First note we can establish 
by expansion that 

[8('17*)] = [ E ][8(v)][ET] , { v*} = [ E ] { v } 

The denominator in the expression for [ V ] becomes 

j j 

We will show through examples that [ Jj ] [ E jT = [ E ]T. The spin matrix 
simplifies to 

The transformation matrix then simplifies to 

We will write this expression as 

[ T ] = [ p ] [ET] 

and refer to [ P ] as a projector matrix. It depends only on the local coordinates. 
Discussions of the projector matrix can be found in References [52, 54, 55]. 

The virtual work in global variables must equal the virtual work in local 
variables, hence 

From this we conclude that 

The explicit form is 
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Note that in the second term we have 

j j j 

with the last form coming from Equation (3.3). In this, i7 are the transformed 
components of the local force vector. As equilibrium is achieved, this term will 
tend to zero. Later, when we introduce approximate forms of our equations, the 
transformation relation will be approximated by a priori assuming equilibrium 
and dropping the term associated with [ V ]. We will not do that now because we 
intend to obtain the stiffness relations by essentially differentiating this relation. 

What this discussion highlights, however, is the possibility (at least when 
equilibrium is achieved) that local quantities (including the stiffness matrix) 
have a simple coordinate rotation relation to their global counterparts. We will 
keep that in mind when we develop the stiffness relations. 

Example 3.44: Establish an explicit form for the constituent arrays of the 
spin and projector matrices of a truss element. 

y EI Y 

0 iiI 

CD VI 
r---------------------. x ~--------.. ---------+ x 
z 

Figure 3.28: Global and local positions of a truss element. 

Take the displacements in local coordinates of the element container as given 
by the simple interpolations 

U(X) = Lhj(x)Uj, 
j 

where we have 

Note that these describe the behavior of the container and not the element. The 
rotations are 

8w_8v=O 
8y 8z 

2wy 
8u 8w 1 _ _ 
8z - 8x = I [WI - W2] 
8v 8u 1 
8x - 8y = I[-VI + V2] 
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The first equation is null, but we keep it in the formulation so that the structure 
of the equations remain 3-D. Introduce a rotation pseudo-vector defined by 

The [ G L arrays are 

[ G ]I = ± [~ ~1 n' [ G h = ± [~ ~ ~ll 
and the [ Sj J arrays are 

and X2 = L. The denominator matrix becomes 

The matrix [ V f is of size [3 x 6J. 

Example 3.45: Establish an explicit form for the constituent arrays of the 
spin and projector matrices for a membrane element. 

z 

~ 
z 

® 
y ® 

CD VI = V2 
X 

Figure 3.29: Global and local positions of an element. 

We take the displacements in local coordinates of the element container to be 
given by 

where the interpolations are those of the three noded triangle given in Chapter 2. 
Note that we are allowing local displacements in all three direction. The rotations 

X 
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are 

2wy 

8iiJ 8v 1 
8y- 8z = 2A L CjWj 

j 

8u 8iiJ 1 
8z - 8x = 2A L-bjwj 

j 

8v8u 1 1 
a"J; - 8y = 2A L bjvj - 2A L CjUj 

j j 
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where the coefficients bj and Cj are associated with the interpolation functions for 
the linear triangle and are evaluated with respect to the local deformed configura­
tion. The spin Wz represents the average rotation of the element in the x-y plane 
as shown in Chapter 1. However, since the container is a thin lamina (and not a 
3-D continuum) the spins Wx and Wx are only half of the rotations out of the x-y 
plane. Introduce a rotation pseudo-vector given by 

The nonzero local positions are X2, X3, ]}3, and the area is 2A = x21}3. Using the 
definitions of band C from Chapter 2, the [ G ]j arrays are 

1 

[(x,J")l 
0 (X3~X2)] 

[ G ]I = -=--=-- 0 -Y3 
X2Y3 - ! 0 Y3'i 

1 [0 
0 

-~3] 1 [ 0 
0 -f] [ G h = -=--=-- 0 0 [ G ]a = -=--=-- 0 0 

X2Y3 -! - ! X2Y3 - ! 0 X3'i -Y3'i X2'i 

and the [ Sj ] arrays are 

[
0 0 0] 

[Sex!)] = 0 0 0 , 
000 

The denominator matrix becomes 

1 [ 0 
0 

-y;3] [~ 
0 

-~2] [ D ] 0 0 0 
X2Y3 - 1 - ! X2 X3'i -Y3'i 

1 [ 0 
0 -~2] [ ~_ 0 !;3] [~ 

0 

~] 0 0 0 1 
X2Y3 - 1 0 0 X2'i o -Y3 X3 

The matrix [ V ]T is of size [3 x 9]. 
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II: Global Stiffness Relations 

At the global level, the variation of the nodal forces leads to 

aF 
{8F} = [au ]{8u} = [kT ]{8u} 

where [kT J is the element tangent stiffness matrix in global coordinates. Sub­
stituting for {F} in terms of local variables, we get 

{8F} [ T JT {8F} + 8[ T f {F} 

[ T f[ k ]{8u} + {8[ E ]{.F\}, 8[ E ]{F2 }, •.. } T 

-[ V J [[8(8Xt)][ E ], [8(8x2)][ E ], ... ] {F} 

-[ V J [[ 8t]8[ E ], [82 J8[ E ], ... ] {F} 

We did not take the variation of [ V J because it multiplies a term that will go 
to zero at equilibrium and thus is associated with a negligible contribution. We 
see that the tangent stiffness relation is comprised of two parts: one is related to 
the elastic stiffness properties of the element, the other is related to the rotation 
of the element. Noting that 

8[ E ]{ 1')} = [S(8,8)][ E ]{ 1')} = [S(8,8)]{iJ*} = -[S(iJ*)]{8,8} = -[8(iJ*)][ V JT {8u} 

gives 

{8F} [ T JT[ k ][ T ]{8u} 

[[S(Fi)]' [S(Fn]' ... r[ V JT {8u} + [ V J [[8(FnJ, [8(Fn], ... ] {8u} 

+ [V J [2:)S(Xj - xOj)][S(FnJ] [ V JT {8u} 
j 

Each term is post-multiplied by {8u}, and therefore we can associate each term 
with a stiffness matrix. The latter contribution is the geometric stiffness matrix. 

The first set of terms 

gives the elastic stiffness. We therefore recognize the global stiffness matrix as the 
components of the local stiffness matrices transformed to the current orientation 
of the element. However, contrary to the simpler cases of the previous section, 
it is not just the local stiffness but the local stiffness times the projector matrix. 
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The remaining set of terms gives the geometric contribution to the stiffness 
matrix. That is, 

[kG J = - [[S(FnJ, [S(F2)], ... r [ V f + [ V J [[S(FnJ, [S(F2)J, ... ] 

+ [ V J [L:[S(Xj - XOj)][S(FnJ] [ V JT 
j 

The first two terms are the transpose of each other and therefore form a symmet­
ric combination. The third term, in general, is nonsymmetric, but approaches 
symmetry as equilibrium is achieved. We demonstrate this in an example to 
follow. 

To introduce the projector matrix description of the tangent stiffness, recall 

that for {fJ*} = [ E J { v} we have the relations 

and [ D J = [ETJ. Substituting this into, for example, the second geometric 
stiffness term gives 

[kG2J = [[ G h[ET], [ G b[ET], ···r [ETJ [[ E ][S(.F\)][ E JT, ... ] 

[I E II E].] [I g It 1 [IS(F\)I,IS(F2)1,.J [I E ITI E IT . .] 

The core terms are referred only to the local coordinates. Similar substitutions 
for the other terms give a similar conclusion. The contribution to the geometric 
stiffness reduces to 

Each matrix is of size [3N x 3NJ and the sub [3 x 3J matrices are given by 

[kGlijJ = -[S(F\)][ Gj J, [kG2ijJ = [Gi f[S(Fj)J 

[kG3ijJ = [Gi JT L:[S(:h)][S(Fk)][ Gj J 
k 

The first two terms are the transpose of each other and therefore combine to 
form a symmetric matrix. The third term is symmetric. 

The second and third contributions may be combined to form a product with 
the projector matrix. Thus 
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where 

[Gg ] = [[ G g, [ G ]L ... ] 

Example 3.46: Show that at equilibrium, the third contribution to the geo­
metric stiffness becomes symmetric. 

We first recall the useful formulas 

[s(a x b)] = ba7 - aF , 

From this, we conclude that 

sym [s(a)][s(b)] 

anti-sym [s(a)][s(b)] 

[s(a)][s(b)] = baT - (a· b)[ I ] 

~(baT + abT) - (a· b)[ I ] 

~(baT - aF) = ~[s(a x b)] 

The antisymmetric part of the stiffness inside the [ V ] brackets is then 

Remembering that [SO] is a linear operator; we see that the antisymmetric part 
is zero because the summation is a sum of moments. 

Example 3.47: Determine the geometric stiffness matrix for a 3-D truss. 
We take advantage of the fact that the strains are small to simplify some of the 

above relations. Assume that all local relative displacements Uj - U1 are small. 
That is, assume frj - fr1 ~ froj - fr01 are small. 

Introducing the notations 

which are based on the equilibrium conditions, we can obtain the [S(F\)] matrices 
as 

We already established the [ G ]j matrices. Performing the required multiplica­
tions leads to 

[kGl + kC2]1l = ± [ -fo 
-Vo -WO

] _ 1 [0 0 
-~J 2Fo 

2~0 [kC3]1l = L ~ -Fo 
-Wo 0 0 

The total geometric stiffness is then 

- [0 0 0] - [0 -1 0] - [0 0 T] - Fo 1 o + Vo -1 0 o + :0 0 0 [kC]ll = L ~ 0 1 L 0 0 o -1 0 
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The remainder of the [6 x 6] array is given by 

[ kG h2 = [ kG hi = -[ kG h2 = -[ kG ]11 

It is worth noting that we recover the result for the 2-D frame (with bending) 
and not the 2-D truss (without bending). We will consider the effect of moments 
presently. 

In frame problems with slender members, the transverse shear forces Vo and 
Wo are not very large, and their contribution to the geometric stiffness is often 
neglected. 

Example 3.48: Illustrate some of the differences between a linear and a non­
linear analysis. 

p - p 

(a) Linear (b) Nonlinear 

Figure 3.30: Contrast between a linear and a nonlinear analysis for a 3-D frame 
structure. 

Figure 3.30 shows a tower loaded by a horizontal force. This is a truss structure, 
hence the members are triangulated so as to avoid a mechanism. The cross-section 
is triangular. 

A linear analysis is such that the displacements at each load level are propor­
tional. A consequence of this is the exaggerated vertical motion. The nonlinear 
analysis, by contrast, shows a lowering of the tower. Even more erroneously, the 
tip members elongate. These results are especially evident when there are rota­
tions. Consider the triangular cross-section experiencing a small rotation as shown 
in the inset: the small deflection analysis gives that two corners move horizontal 
but opposite, while the third corner moves vertically down. If this motion is not 
updated but extended, say, for the length of the triangle, then it is easy to see 
how the moved corners form a very large triangle. This example clearly shows the 
need to update the orientation of a structure during a deformation. 

Also, quite significantly, a nonlinear analysis can predict failure. In this case, 
members on the right side are in compression, which means they experience a loss 
of stiffness with increasing load. Eventually, this leads to a buckling collapse of 
the structure. In Chapter 6, we discuss such nonlinear effects in greater detail. 
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Example 3.49: Determine an approximation to the geometric stiffness for 
membrane shells. 

To simplify the relations, first note that the summations involving the interpo­
lation coefficients bj , Cj are unaffected by rigid body displacements, since 

That is, we can add, respectively, :1;01 - :1;1 to each node without affecting the 

result. The elastic stiffness [kEij I has zero contributions associated with the Wi 
degree of freedom, hence the contribution to the tangent stiffness will be that of 

the geometric stiffness. Because [kC3ij I has zeros on the diagonal and neglecting 
Fz , then the only significant contribution is 

- 1 - -
kC33 = 4A [Fxb + Fych 

From Chapter 2, we have that the nodal forces are related to the stresses by 

Then letting Nxx = I7xx h, and so on, we get 

- 1- 1- 1-
kC33ij = 4A Nxxbibj + 4A NyyCiCj + 4A Nyy(biCj + cibj ) 

All other components are zero. We discuss more about the geometric stiffness in 
Chapter 6. 

Example 3.50: Determine the deflected shape of a deep cantilever beam sub­
jected to a uniform tip transverse traction. 

L = 254 mm (10. in.) 
b = 25.4mm(1.0 in .} 
h = 2.54mm(0.l in.) 

aluminum 

Figure 3.31: Large deflection of a deep cantilevered beam. (a) Linear displacement 
discretization. (b) Linear displacement discretization with rotational degrees of free­
dom. 

The results for the uniformly applied traction on the end are shown in Fig­
ure 3.31. This problem has only the in-plane membrane action and therefore the 
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difference is between the performance of the CST element and the MRT element. 
This problem is dominated by the in-plane rotation action and the comparison 
shows the advantage of the MRT element - many more CST elements would be 
required through the depth in order to get comparable results. 

These results also show that the corotational scheme gives the benefit of uti­
lizing the rotational degrees of freedom of the MRT element in contrast to to the 
total Lagrangian scheme. 

Bending Behaviors 

For our thin-walled structures, the geometry of the deformation is described in 
terms of the nodal displacements and rotations, and the nodal loads comprise 
both forces and moments. We now consider the effects of moments within the 
corotational formulation. Specifically, we consider the flat faceted element shown 
in Figure 3.32. 

global axes 

Figure 3.32: Triads associated with the triangular element. 

At the local level, the strain producing bending degrees of freedom are 

{U}j = {u, v, w, ¢x, ¢Y' ¢z}j 

The corresponding nodal forces and moments are obtained from 

{P} = [ k ]{ u} 

where [ k ] is the [9 x 9] membrane element stiffness established in Chapter 2 
and augmented to size [18 x 18], added to the [9 x 9] bending element stiffness 
also established in Chapter 3 and augmented to size [18 x 18]. In the following 
discussion, the degrees-of-freedom for each element will be arranged as 

The local angles of twist in local coordinates are obtained as 
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or 2 {~:} 
¢z j 

While the local twist ¢jz does not contribute to the bending, we retain it in the 
formulation because it is the drilling degree of freedom that will contribute to 
the membrane action. 

The key to relating the local variables to the global variables is to take the 
variation of the relation for the local angles of twist - we have already estab­
lished the corresponding relations for the displacements. Noting relations such 
as 

we get 

which we write as 

2{8¢}j = [N*][S*(e)]{,8} - [E*][S*(n)]{8¢} 

For small elements, where the orientation of the nodes are approximately the 
same as that of the element, we have the approximations 

from which we get that 

{8¢}j _[ET]{8,8} + [ET]{8¢}j = _[ET][ V f {8u} + [ET]{8¢L 

- [[ G ]d E ]T, [ G b[ E ]T, ... ] {8u} + [ET]{8¢L 

which says that the local twist is the difference between the global twists and 
the rotation of the element; this is as expected. The total degrees of freedom are 
related through 

but now the projector matrix is of size [18 x 18] and constructed as 
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The virtual work in global variables must equal the virtual work in local 
variables. At the global level, we have the 3N displacements {8u h and the 

3N rotations {8¢h, and the corresponding forces and moments {Fh, {Mh. 
Equating the global and local virtual works we conclude as before 

{F} = [ T f {F} = [ E ][ P f {F} 

Working in a manner similar to before, we get a result that is formally the 
same. That is, 

where 

and 

[G18l = [[ G If, [G lL ... J 

Now the matrices are of size [18 x 18l. 

Nonlinear Algorithm for 3-D Structures 

We are now ready to put the pieces together to form an algorithm. The assembled 
global tangent stiffness is given by 

[ K 1 = L [[ kE lm + [kG lm J = L[ T l~ [[ I.E lm + [kG lm J [ T lm 
m m 

As indicated before, we will formulate the solution in an incremental fashion. In 
the following, we concentrate on the basic algorithm for the full Newton-Raphson 
method because it best illustrates the essential ingredients. The algorithm can 
be stated as: 

Step 1: Specify parameters of the algorithm such as tolerances. 

Step 2: Read the initial geometry and material properties. 

Step 3: Read the load vector {ph+~t. It may be necessary to interpolate 
this from non-equispaced values. 

Step 4: Initialize triads. 

Step 5: Begin loop over time (load) increments: 

Step T.1: Increment the load vector {ph+~t. 

Step T.2: Initialize for equilibrium iterations 
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Step T .3: Begin loop over iterations: 

Step 1.1: ITERATE: 

Step 1.2: Assemble nodal load vector {F}i 
Step 1.3: Form the effective load vector 

Step 1.4: Test norm of effective load vector 

if 1{~Peff }il/l{p}1 > 1000 unstable, goto END 

Step 1.5: Assemble the tangent stiffness matrix as the 
transformed components of the local element stiffnesses 

m m 

Step 1.6: Decompose the tangent stiffness to 

Step 1.7: Solve for the new displacement increments 
from 

[ u fr D J [ U ]{~U}i = {Pelf h+D.t 

Step 1.8: Update the displacements 

Step I. 9: Increment geometry and triads 
Step 1.10: Test for convergence. 

if: I{du}il/l{ u}i < tol converged, goto UPDATE 

if: I{du}il/l{ U}i > tal not converged, goto ITERATE 

Step T.4: End loop over iterations. 

Step T.5: UPDATE: 

Step T .6: Compute orientation of global nodes. 

Step T.7: Store results for this time step. 

Step T .8: If maximum load not exceeded continue looping over 
loads. 

Step 6: End loop over time (load) increments. 

Step 7: END 
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a = 254 mm (10. in.) 

b = 25.4 mm (1.0 in.) 

h = 2.54 mm (0.1 in.) 

aluminum 

Figure 3.33: Deformed shapes of a plate with an end moment. 

It is possible to enhance this algorithm by including automatic step changes, 
automatic testing for appropriate time step size, and monitoring the spectral 
properties of the tangent stiffness. 

Example 3.51: Solve the elastica problem of a beam with an end moment as 
a plate problem. 

The results are shown in Figure 3.33 where the shape corresponds to each load 
step. This problem has no membrane stresses and hence the geometric stiffness is 
zero. However, during the iterative stage, while there is only an approximation to 
the deformation, very large membrane stresses can be produced. This can severely 
restrict the radius of convergence for the iterative scheme. 

For such problems, Reference [34] recommends using the previously converged 
values of membrane stress to estimate the current tangent stiffness. This is like a 
modified Newton-Raphson method and generally requires more load increments. 

Example 3.52: Determine the deflection of a cylindrical shell, with free ends, 
and a concentrated transverse point load. 

This is a problem which transitions from predominantly bending effects to 
predominantly in-plane membrane effects. It has been considered by many authors 
two of which are References [55, 57]. 

The results are shown in Figure 3.34 for a load up to about the stage where the 
membrane action begins to dominate. The dimensions and estimated displacement 
of the load point (indicated as circles in the figure) are taken from References [55]. 
The agreement is good. 

3.7 Deformation-Dependent Loads 

In the computational examples up to now, the applied load vector {p} was taken 
as fixed in direction. There are many situations, however, where the load depends 
on the response. Some examples are wind, aerodynamic, and contact loadings. 
An introduction was given when we considered the elastica with follower loads. 
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L = 131 nun (5.175in.) 

R = 126mm(4.953in.) 

h = 2.39 mm (0.094 in.) 

.3 

.2 

~ 
...J .1 

.0 
.0 

- mid-plane 
.... _. end-plane 

1.0 

v 

2.0 3.0 
Displacement 

Figure 3.34: Circular cylinder with a central transverse load. 
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/ 
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We now look at the computational difficulties that this type of loading can 
cause. Distributed load problems, such as pressure distributions, are typically 
modeled as a series of nodal loads, hence it is sufficient for us to only consider 
concentrated nodal loads. 

Point Loads at a Nodes 

Consider the simple situation of a cantilever beam loaded with a follower force 
as shown in Figure 3.35. At time t , the load vector is 

{p} = {- sin 4>, cos 4>, O}T P 

At the next time step, t + ~t, both P and its orientation, 4>, will have changed. 
The new force is then 

{PI} = {-sin(4)+~4>), cos(4)+~4>), O}T(p+~p) 

Expanding and regrouping gives 

{PI} {- sin 4>, cos 4>, O}T P + {- sin 4>, cos 4>, O}T ~p 
+ { - cos 4>, - sin 4>, O} T p ~4> + . .. 

Neglecting the higher-order terms, we see that the new load is comprised of 
three terms; the first is the load at the previous time, the second is the load 
increment but aligned with the previous orientation, and the third term includes 
the orientation increment. It is this last term that can create some difficulties. 

To see why it creates difficulties, first write the new load in the form 

- sin 4> } { 
cos~ + ~p 

- sin 4> 
cos 4> 

o 
- cos 4> 1 
- sin 4> 

o 
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Figure 3.35: Incremental representation of a follower force. 

The first two are familiar load vectors, but the third term acts as a contribution 
to the stiffness matrix because it depends on the deformation increment. Nor­
mally, this could be taken to the right-hand side of the equilibrium equation to 
result in an effective stiffness. However, the contribution results in a nonsym­
metric stiffness matrix, which then changes the complete nature of the finite 
element programming, making them computationally expensive to solve. 

One common approximate scheme is simply to use a symmetricized version of 
the effective stiffness. Another approximate scheme is to ignore the second and 
third terms but update the force orientation as part of the Newton-Raphson 
equilibrium iterations. That is, the applied force vector at time t +tlt is 

This has the advantage of simplicity, but it is at the expense of having to use a 
smaller load step size as well as more iterations. Furthermore, the iterations can 
"lock" in the sense that they seem to oscillate between two different states but 
with approximately the same convergence norm. 

We can do a more general development by referring to Equation (3.4) . That 
is, write the rotated load vector as 

PI = P + sin¢(e x P} + (1 - cos¢}(e x (e x P)} 

where the rotation pseudo-vector is 

We are interested in small virtual variations, hence 

8P = 8¢e x P 

The vector cross-products can be expanded as 

8P = - [(08¢x-Pz8¢y+Py8¢z)i+(Pz8¢x+08¢y-Px8¢z)J+( -Py8¢x+Px8¢y-08¢z}k] 

This leads to the matrix representation for the virtual force change 

{8P} = - [ P~ 
-Py 
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Suppose P is applied along one of the global coordinate directions; then, over 
time, it will have the components 

where the unit vector is obtained from the strucLurallevelllodal triad. 
When the deformation-dependent load is brought to the left-hand side of the 

equilibrium equation, it has a stiffness contribution of 

This occupies the [i,3 + j], i,j = 1,3 submatrix of the [18 x 18J element stiff­
ness matrix with all other entries being zero. Clearly, the contribution is non­
symmetric and the loading is nonconservative. To avoid the computational cost 
associated with nonsymmetric matrices it is common practice to use a sym­
metricized version of the stiffness [18], but additional discussions are given in 
References [4, 20J. That is, 

Again, this is at the expense of increased iterations. 

Example 3.53: Determine the displacement histories and deformed shapes of 
a cantilever beam with a transverse follower force. 

10. 

8. 

2. 

o. 
, , 

o. 50. 100. 

--Theory 
o FEM 

Load 
, I ! 

150. 200. 

L = 254mm (10. in.) 

b = 25.4mm(1.0in.) 

h = 2.54mm(O.lin.) 

aluminum 

Figure 3.36: Tip positions for a cantilever beam with transverse follower load. 

This is one of the cases considered in Section 3.1. We use 10 elements. The 
results are shown in Figure 3.36. There is excellent agreement up to the point 
where the tip becomes horizontal. At that stage, the theory shows that the rotation 
continues to increase but the FEM solution shows a decreasing orientation. Also, 
the FEM solution had difficulty converging for these values of load. 
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The deformed shapes are shown in Figure 3.1. The FEM results are for equal 
load increments, while the analytical is for equal tip angle increments. The final 
load for both cases is about the same. Although only 10 elements were used, the 
curves look smooth because the beam shape functions were used to get interme­
diate values. 

Nodal Moments 

An applied moment about a fixed axis acting on a point on a structure which 
is free to rotate about an arbitrary axis is nonconservative. This is seen by 
considering the following situation. Let the body be rotated 1r about the z-axis. 
The same final position is obtained by the successive rotations of 1r first about 
the x-axis and then about the y-axis. Now suppose there is a moment vector in 
the z direction; the first scenario does work because there is rotation about z, 
the second scenario does no work since there is no rotation about z. Clearly, the 
loading is path dependent and hence nonconservative. 

These cases are considered in Reference [5]; in the present case, we prefer to 
replace all moments with concentrated forces (forming couples) and therefore 
amenable to the developments just presented. 

Problems 

3.1 Reconsider the truss problem shown in Figure 3.4. 
• Investigate the effect of an initial Px force on the equilibrium paths. 
• Use an FEM analysis to confirm the results. 

3.2 Reconsider the beam/plate problem shown in Figure 3.33. 
• Investigate the effect of an initial Px force on the equilibrium paths. 
• Use an FEM analysis to confirm the results. 

3.3 For the truss shown: 
• Establish the nonlinear equations necessary to determine the deflec­
tions at A. 
• Use a numerical method to solve the equations. 
• Confirm the results using a nonlinear FEM analysis. 

P 

h = 50in . o 
3.4 For the frame structure shown: 

0.75in. ID 

1.00 in. OD 

aluminum 

• Establish the nonlinear equations to determine the deflections at A, 
• Use a numerical method to solve the equations. 
• Confirm the results using a nonlinear FEM analysis. 
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D 10 mm 

lOmm steel 

L=lm 

3.5 For the torque loaded ~ymmetric frame structure shown: 
• Establish the nonlinear equations to determine the deflections at A and 
the reactions at B. 
• Use a numerical method to solve the equations. 
• Confirm the results using a nonlinear FEM analysis . 

3.6 For the frame structure on rollers shown: 

o 
lin. Diam 

L = 1ft 
aluminum 

• Establish the nonlinear equations to determine the deflections at A. 
• Use a numerical method to solve the equations. 
• Confirm the results using a nonlinear FEM analysis. 

steel D lOmm 

L = 1m 10mm 

3.7 Reconsider the cantilever beam problem shown in Figure 3.31. 
• Use an FEM analysis to investigate the effect of follower loads . 



4 
Vibrations of Structures 

In this chapter, we look at the effect inertia has on the response of structures. 
For thin-walled structures and frames, the out-of-plane (or transverse) flexural 
vibration is more dominant than the in-plane, and we concentrate on analyzing 
this. Throughout, we alternate between the free and forced responses, although 
restricting ourselves to the linear behaviors. 

The main goal of the chapter is consideration of the discretized form of the 
inertia necessary for our computational analysis. As a follow-on, we look at the 
modal analysis of structures; this will be valuable when we discuss the general 
properties of dynamical systems. Modal analysis allows us to order the dynamic 
effects; Figure 4.1 illustrates two of the vibrational mode shapes of a circular 
cylinder (the exploded view is intended to give a clearer picture of the three­
dimensional mode shape). In interpreting the figure, the numbers indicate the 
particular mode. We conclude the chapter with a discussion of the relationship 
between a modal (vibrational) analysis and a transient (wave) analysis; this will 
help to put into perspective where the two types of analyses are applicable. 

Figure 4.1: The (n, m) vibration mode shapes for a cylinder. 

J. F. Doyle, Nonlinear Analysis of Thin-Walled Structures
© Springer Science+Business Media New York 2001
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4.1 Free and Forced Vibrations 

A vibration is a special form of dynamic behavior where the structure executes an 
oscillatory motion about an equilibrium position. A vibration executed without 
the presence of external forces is called a free vibration. A ppnonlum is a simple 
example. Vibration that takes place under the excitation of periodic external 
forces is called a forced frequency vibration. An example of forced vibration is 
that due to unbalance in rotating machinery. This section is a brief review of the 
elements of vibration analysis as well as some aspects of spectral analysis. More 
detailed background can be found in References [23, 49, 76] and some interesting 
historical issues can be found in Reference [56]. 

Harmonic Motion and Vibration 

A vibration motion such as 
u(t) = Asinwt 

is called simple harmonic motion with an amplitude A and an angular frequency 
w. A plot of this function is shown in Figure 4.2. The time for the response to 
repeat itself is called the period and is given by T = 2n / w. The rate of repetition 
is called the frequency f = l/T. The relation between displacement, velocity, 
and acceleration for the point undergoing harmonic motion is obtained simply 
by differentiation, that is, 

displacement: u 
velocity: it 

acceleration: iL 

Asin(wt) 
wAcos(wt) 
-w2 A sin( wt) 

= wA sin(wt - n /2) 
= w2 A sin(wt - n) 

We use the notation of a super dot to mean derivative with respect to time. The 
behavior of all three responses is harmonic and is shown (scaled) in Figure 4.2. 
It is obvious that they all have the same shape. What is different is their phase 
- how much they need to be moved (in time) relative to each other so as to 
overlap exactly. In the above case, for example, the velocity is 90 degrees (n /2 
radians) out of phase with the displacement. Phase plays are very important 
role in the analysis of vibrating systems. It is apparent from this that a general 
expression for harmonic motion is u(t) = A sin(wt + 0), where 0 is a phase shift. 

The description of the dynamic response of elastic systems will be motivated 
by considering the simple case of a single spring/mass system. Consider the free 
body diagram of the mass attached to the spring of stiffness K as shown in 
Figure 4.3. We identify four forces acting on the displaced mass. The applied 
force P is the agent causing the displacement, the elastic force K u attempts to 
return the mass to its original position, the inertia force - Mil acts so as to keep 
the mass where it is, and finally the damping force Fd attempts to retard the 
motion. The equation of motion for the mass is therefore 

Ku + Mil + Fd = P(t) (4.1 ) 
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( ... ;s .... ) 
...... .............. 

Figure 4.2: Simple harmonic motion. 

where pet) is the externally applied load history. 
All real structures experience some sort of dissipation of energy (or damping) 

when set in motion. This is due to such factors as friction with the surrounding 
air, and internal friction of the material itself. The scientific nature of friction is 
still not too well understood, therefore its treatment in vibration is approached 
from the point of view of convenience. We will consider the question in more 
detail later, but as a first attempt at modeling damping, we will look at viscous 
damping as represented mechanically by the dashpot. The dashpot exerts a 
retarding force which is proportional to the instantaneous velocity. Thus, we 
write pd = Gil, where G is the damping constant. The equation of motion that 
we will mostly discuss is therefore 

K u + Gil + Mit = P( t) 

where we seek to find u(t) when pet) is specified. 

y 

x 

Fd _ 

Ku ~ •• P 

Mii -

Figure 4.3: Simple spring/mass system. 

(4.2) 

Example 4.1: Determine the motion of a spring/mass system after it is dis­
placed from its initial position and released. Assume no damping. 

The differential equation of motion (after release) reduces to 

Ku+Mii=O 

This is a second order differential equation with constant coefficients. We expect 
solutions of the form 

u(t) = Acosat + Bsinat 
where A and B are the constants of integration, and a is an as yet undetermined 
constant. Substitute the assumed solution into the differential equation to get 

[K - Ma2 jA cos at + [K - Ma2 jB sin at = 0 
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Because the differential equation must be satisfied for any value of time, then we 
must have that 

K-Mo?=O 

This specifies a to be 

a=±a=±Wo 

and gives the general solution as 

u(t) = Acoswot + Bsinwot 

The arbitrary constants A and B are determined from the initial conditions. The 
problem as stated says that initially the mass is displaced and then released from 
rest. The initial conditions at t = 0 are therefore that 

u(O) = U o , u(O) = 0 

This gives A = U o and B = 0, and the solution 

u(t) = Uo coswot, u(t) = -WoUo coswot 

This is shown plotted in Figure 4.4 for the case K = 2, M = 1, U o = 1/v'2. The 
system is exhibiting an harmonic motion of frequency W = Wo = JK/M. This 
value is called the natural frequency. A single-degree-of-freedom system, when 
set in free vibration motion, vibrates at only one frequency, and that frequency 
depends only on the material properties of the system. The phase-plane plot of 
displacement against velocity is an ellipse continuously repeated . 

~5 
~~ 

~t~~~~~~~~~~~~~~~ 

• 

{f\f\ 1\1\ i\;~+t!tl\ i\{l
i 
-> ~p 

V V V V i ....... vel 

Figure 4.4: Free vibration response. 

u(t) 
~ 

Example 4.2: Let the mass of the previous example be already in motion at 
time t = O. Describe the subsequent motion if there is no damping. 

The complete dynamic state of a single-degree-of-freedom system is described 
in terms of its displacement and velocity. At the instant in time, t = 0 say, we let 
the initial conditions be u(O) = Uo and u(O) = Vo, then, irrespective of how the 
motion was originally initiated, a free vibration is described as the sum of a sine 
and cosine term in the form 

u(t) = Acoswot + Bsinwot 

Using the initial conditions gives that A = Uo and B = vo/wo allowing the time 
history to be written as 

u(t) = Uo coswot + Vo sinwot = C cos(wot - 8) 
Wo 
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where the amplitude and phase are given, respectively, by 

0== Ju~ +v~jw~, 

Such motion is also periodic and of frequency WOo 

Example 4.3: Determine the response of the mass of Figure 4.3 to a sinu­
soidally varying load P(t) = Fsinwt. Neglect damping. 

Under this circumstance, the equation of motion becomes 

Ku + Mil = P(t) = F sin wt 

This differential equation is inhomogeneous because of the nonzero on the right­
hand side. Thus the solution will comprise two parts; the general solution obtained 
after setting P = 0, and the particular (or complementary) solution obtained so 
as to give P(t). 

We already know that the homogeneous solution is given by 

Look for particular solutions of similar form, that is, try 

up(t) = 0 cosot + Dsinot 

where 0 is an as yet unspecified frequency and 0, D are arbitrary constants. On 
substituting into the differential equation, get 

[K - M02]Ocosot + [K - M02]D sin ot = Fsinwt 

This must be true at any value of time; hence separately equating the terms 
associated with the sines and cosines gives 

0=0, 
F 

D= K-w2 M' o=w 

The total displacement response can therefore be written as 

u(t) = Acoswot + Bsinwot + K _~2M sinwt 

Again, the coefficients are obtained from the initial conditions. Using the initial 
conditions of the last example gives the complete solution as 

( ) Vo . Fwjwo . P. 
ut =uocoswot+-smwot- K 2Msmwot+K 2Msmwt 

Wo -w -w 

The first three terms carry the natural frequency Wo , while the last term carries 
the forcing frequency w. In any real system, where some slight damping always 
exists, the only motion that will persist is the motion described by the last term. 
Hence we call the last term the steady-state response, while the rest are called the 
transients. 
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An interesting feature of this solution is observed when the forcing frequency 
is varied; it is seen that the amplitude of the response changes. Indeed, when 

2 K 2 
W = !vI = Wo 

the response is infinite, even for very small values of excitation force. This situation 
is called resonance. Figure 4.5 shows how the steady-state amplitude ratio 

il 1 1 

P/K l-w2 M/K 

varies as a function of frequency (the figure also shows the effect of damping <; 
which is zero in the present case). As will be shown later, in practical situations 
there is always some damping and therefore an infinite response is never achieved 
as implied in the figure. 

5. 
il 

4. 
Ip/kl <; = .05 "y =.10 

<; =.10 "y = .20 

3. 

2. 
<; = .45 "y = .90 

(a) (b) 

1. 

W/Wo 
O. I I , 

.0 .5 1.0 1.5 2.0.0 .5 1.0 1.5 2.0 

Figure 4.5: Forced frequency response of spring/mass system. (a) Viscous damping. 
(b) Hysteretic damping. 

Complex Notation and Spectral Analysis 

The use of complex algebra facilitates the mathematical analysis of vibration 
especially when we deal with phase shifts. We therefore find it propitious to 
introduce it at this stage. 

A complex quantity is written as 

z = a + ib, 

This can be thought of as a vector with components a and bj a is the real part, 
b is the imaginary part. The magnitude and orientation is given by 

Izl = .J a2 + b2 = A, 

Consequently, an alternative form for the complex number is 

z = A(cos8 + isin8) 
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We can put this in a convenient form by noting the following relation for ex­
ponential functions. The Taylor series expansion of the exponential function eix 

is 

eix ~ 1 + (ix) + !(iX)2 + ~(ix)3 + 2\(ix)4 + 1~o(ix)5 + 7~o(ix)6 + ... 
[1 - !x2 + i4X4 - 7~ox6 + ... J + i[x - ~x3 + 1~ox5 + ... J 

cosx + i sinx 

We can now write the complex number as 

Z = AeiO 

Some other relations of use are 

where Re and 1m stand for real part and imaginary part, respectively. 
The addition, multiplication, and so on, of complex numbers follows the usual 

rules of vector algebra. For example, suppose we have two complex numbers 

Then addition is achieved by adding the components 

Zl + Z2 = (a + e) + i(b + d) = A1ei01 + A 2 ei02 

Multiplication is given by 

ZlZ2 = (ae - bd) + i(ad + be) = A 1A 2e i (,h+62) 

The exponential form makes multiplication very simple. 
To show how these ideas can help to simplify the description of harmonic 

motions, consider the equation of motion 

Kv + Cv + Mii = Pocos(wt + 8) 

where all terms are real. Now introduce the complementary equation of motion 

Kw + Cw + Mill = Posin(wt + 8) 

Multiply the second equation by i and add it to the first. The result shows that 
the complex variable u == v + iw must satisfy the following differential equation: 

Ku + Cit + Mil = Poei(wtH) = Peiwt 

In the last form for the load, we have incorporated the phase with the applied 
load so that P, in general, is a complex quantity. If we solve this equation for u, 
then we can recover both v or w from 

v = Re[ u J, w = Im[ u J 
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respectively. We emphasize that working with the complex variable u is equiv­
alent to working with the real variable V; no information is gained or lost, it is 
just a matter of convenience. 

The solution for harmonic motion is written simply as 

u(t) = uetwt 

In the following, the super hat notation will designate the complex amplitude of 
each frequency component; these components are called the amplitude spectrum. 
It is understood that when the actual displacement is required, then the above 
is combined with its complex conjugate to give a real response. 

Exrunple 4.4: Determine the forced frequency response for the spring/mass 
system of Figure 4.3 taking damping into account. 

The equation of motion for forced single frequency sinusoidal excitation may 
be written as 

Ku+Ci£+Mu=Peiwt 

where P is the excitation force and w is the excitation frequency. Using a trial 
solution of the form 

u{t)=ueiwt 

gives the velocity and acceleration as 

i£{t) 

u{t) 

iw ueiwt = iw U 

(iW)2 ueiwt = _w2 ueiwt = _w2 u 

This shows that differentiation is accomplished by multiplying by iw. Therefore 
by substituting for u{t) and canceling the common time factors, we get 

[K + iw C - w2 Mju = P 

This is solved to give 

. p w~P/K P/K 
u= = = 

[K - w2 M + iwCj [w~ - w2 + i2(wwoj [1- {w/wo}2 + i2(w/w~j 
where Wo == JK/M is the undamped natural frequency, ( = C/2Mwo is the 
dimensionless damping ratio, and P / K is the static extension of the spring caused 
by the force. These are shown plotted in Figure 4.5{a). 

The idea of representing the time variation of a function by a summation 
of harmonic functions is extended here to representing arbitrary functions of 
time and position resulting from the solution of our distributed systems. The 
approach is to remove the time variation by using the spectral representation of 
the solution. This leaves a new differential equation for the coefficients that, in 
many cases, can be integrated directly. 

Consider the time variation of the solution at a particular point in space; it 
has the spectral representation 

U(Xl,Yl,t) = h(t) = L:Clneiwnt 
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At another point, the solution behaves as a second time function f2(t) and is 
represented by the Fourier coefficients C2n . That is, the coefficients are different 
at each spatial point. Thus, the solution at an arbitrary position has the following 
spectral representation 

u(x, y, t) = L un(x, y,wn)eiw"t 

where un(x, y) are the spatially dependent Fourier coefficients. Note that these 
coefficients are functions of frequency W n , and thus there is no reduction in the 
total number of independent variables. 

For shorthand, the summation and subscripts will often be understood and 
the function will be given the representation 

u(x,y,t) 

Sometimes, we will write the representation simply as U. 
The governing differential equations, in general, are in terms of both space 

and time derivatives. Because these equations are linear, it is then possible to 
apply the spectral representation to each term appearing. Thus, the spectral 
representation for the time derivative is 

au = !!.- '""' u eiwnt = '""' iw u eiwnt 
at atLn L nn 

In shorthand this becomes 

au 
at 

In fact, time derivatives of general order have the representation 

amu 
atm 

Herein lies the advantage of the spectral approach to solving differential equa­
tions - time derivatives are replaced by algebraic expressions in the Fourier 
coefficients. That is, there is a reduction in the number of derivatives occurring. 

Similarly, the spatial derivatives are represented by 

and in shorthand notation 

au 
ax 

or 
au 
ax 

In this case there does not appear to be any reduction; as will be seen later, with 
the removal of time as an independent variable, these derivatives often become 
ordinary derivatives, and thus more amenable to integration. 
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Example 4.5: Determine the general spectral solution for a vibrating rod. 
The equation of motion for a simple rod obtained in Chapter 1 is 

82u 82u 8u EA--pA--",A- =0 
8x2 8t2 8t 

Assume a spectral representation of the solution in the form 

and substitute into the governing equation to get 

Because the bases functions eiwnt are independent, we conclude that this equation 
must be true for each Wn to give 

This is an ordinary differential equation with constant coefficients (note that Wn 

just plays the role of a parameter) and therefore has solutions of the form 

u(x) = Ae-ikx 

where k (called the wavenumber) is as yet undetermined. This is determined by 
substituting into the above equation, which leads to 

This can only be true when 

which gives two possible solutions 

The general solution is then 

and u(x, t) = I.)Ae-ik1X + Be-ik2X]eiwt 

The coefficients A and B are complex and are determined from the boundary 
conditions. Specific examples will be considered later. A thorough application of 
this approach to wave propagation in structures is given in Reference [23]. 

Example 4.6: Determine the free vibration response for a fixed-free rod. Ne­
glect damping. 

Since we neglect damping, we can write the solution in the real-only form 

u(x) = Cl cos(,Bx) + C2 sin(,Bx) , ,B = wy'pA/EA 
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The boundary condition at x = 0 is 

u(O) = 0 ==> 0 = c] 

The boundary condition at x = L is 

A du 
F(L) = EA dx = 0 ==> 0 = EAC2f3cos(f3L) 

The only nontrivial solution is when 

f3L = ~7l', ~7l', ... or 

for n = 0, 1, .. '. The corresponding mode shape is 

u(x) = C2 sin[(n + ~)7l'x/ LJ 

The coefficient C2 is unknown. 
It is worth noting that the differential equation dictated the form of the spec­

trum relation; but the boundary condition then determined those frequencies that 
are acceptable. 

Damping 

All real structures experience some sort of energy dissipation (or damping) when 
set in motion. This is due to such factors as friction with the surrounding air 
and internal friction of the material itself. This section considers some of the 
consequences of this on the motion. 

There are two simple mathematical models for damping in a vibrating struc­
ture; the damping may be viscous or hysteretic. In the first, energy dissipation 
per cycle is proportional to the forcing frequency, while in hysteretic damping, 
it is independent of frequency. Mathematically, the two types are very similar; 
we shall therefore give a brief comparison of their effects, but concentrate on the 
viscous damping. 

I: Critical Damping 

Before we proceed with discussing the effects of damping, we would first like 
to get a measure of what is meant by small amounts of damping. To this end, 
consider the free vibration of the system with viscous damping. The equation of 
motion is 

Ku+Cu+Mu=O 

Look for particular solutions of this in the form u(t) = Ae i /1t . (A note on nota­
tion: when we expect the frequency of vibration to be real only, we will assume 
the harmonic response Aeiwt , but if the frequency can be complex (as is usually 
the case with damped systems) we assume the response Ae i /1t .) Substitute into 
the differential equation and get the characteristic equation 
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The value of Jl that satisfies this is obtained by solving the quadratic equation 
and is 

= iC ± _1_. 14MK _ C2 
Jl 2M 2M v 

The time response of the solution is affected hy the sign of the radical term as 

C2 > 4MK; 

C2 4MK; 

C2 < 4MK; 

Let the critical damping be defined by 

overdamped 

critical damping 

underdamped 

Cc == y'4MK = 2Mwo , wo== JK/M 

then the characteristic values of Jl are given by 

Jl = wo[i( ± v'I=(2] 

where ( == C ICc is the ratio of the damping to critical damping. The free 
vibration solutions are 

u(t) = e-<:wot[Ae- iwdt + Be+iwdt ] 

where Wd == wo v'I=(2 is called the damped natural frequency and A and Bare 
constants to be determined from the initial conditions. The critical point occurs 
when ( = 1, thus we say that the structure is lightly damped when ( « 1. 
This is the situation of most interest to us in structural analysis; measurement 
instruments (accelerometers, for example) are usually overdamped [48]. 

Example 4.7: Determine the motion of the mass of Figure 4.6 after it is dis­
placed from its initial position and released. Assume the system is lightly damped. 

We use as initial conditions at t = 0 that 

u(o) = uo , it(O) = 0 

to determine the coefficients A and B. This gives the solution 

which is shown plotted in Figure 4.6 for the case K = 2, M = 1, C = 0.1, and 
u o = 1/-./2. Note that the response eventually decreases to zero, but oscillates as 
it does so. The frequency of oscillation is Wd = wo~ ~ wo(l- ~(2). Hence, 
for small amounts of damping this is essentially the undamped natural frequency. 
The rate of decay is dictated by the term e-wo(t = e-Ct / 2M . The phase-plane 
plot of displacement against velocity is an elliptical spiral shrinking to zero. 
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Figure 4.6: Damped response. 

II: Viscous and Hysteretic Damping 

253 

A u(t) 

.~(t) 

We shall compare the forced frequency response of the system for both viscous 
and hysteretic (structural) damping; in both cases we assume that the system 
is only lightly damped. 

The equation of motion for forced single frequency sinusoidal excitation of the 
system with viscous damping may be written as 

Ku+Cu+Mu = Peiwt 

where P is the excitation force and w is the excitation frequency. Using a trial 
solution of the form 

u(t) = ueiwt 

we can show by differentiation and substitution that 

A 2 A 

, P woPIK u- -----,;--",;----'....,-:-.,---
- K - w2 M + iw C - w5 - w2 + i2(wow 

where Wo = J KIM is the undamped natural frequency, ( = C 12M WO is the 
dimensionless damping ratio, and PI K is the extension in the spring caused by 
the force alone. Thus, the displacement history is 

't [ 1 JPo t ' O t u(t) = ue'w = _e'w = H(w)Pe'W 
1 - (Wlwo)2 + i2(wlwo K 

It can be seen that the displacement is proportional to the applied force, and 
the proportionality factor H (w) is called the frequency response function (FRF) 
- it is complex and depends on frequency. The damping causes the response to 
lag behind the applied force. The phase difference is given by the angle 

-1 2(wlwo 
c5 = tan [1 _ (Wlwo)2] 

The solution can therefore, alternatively, be written in the form 

u(t) = [ 1 1 P ei(wt-o) = IH(w)1 Pei(wt-o) 
J[l - (wlwo)2J2 + (2(wlwo)2 K 
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which emphasizes the separate effects of amplitude and phase. The amplitude 
response is shown in Figure 4.5(a) for different values of damping. 

Many materials, when subjected to cyclic strain, generate internal friction that 
dissipates energy per cycle which is relatively independent of the strain rate. In 
the present context, this means the damping force is taken as 

Fd = h~, Fd = ihil 
w 

It is important to realize that the hysteretic damping idealization is restricted 
to the forced frequency case because, otherwise, the frequency in its definition 
is undefined. If we take the forcing frequency as wo , the natural frequency, then 
this damping reduces to the viscous case. 

The equation of motion for a single-degree-of-freedom system with structural 
damping is written in the time domain as 

h ' 
Ku + -it + Mil = P(t) = Psinwt 

w 

and in the spectral form as 

[K(1+h)-w 2M]il=P or P [ 1 ] 
il = K 1 - (wlwo )2 + h 

where,,( == hi K is called the structural damping factor. The frequency response 
function is obtained from 

u(t) = ile,wt = H(w)Pe,wt = -e' wt-u , ,,[ 1 1 P '( <) 

vI[l - (Wlwo )2J2 + "(2 K 

where the displacement lags behind the force by the angle 

For hysteretic damping, the maximum response occurs exactly at wlwo = 1, 
independent of the damping. At very low frequencies, the response depends on 
the amount of damping, unlike the viscous case, as shown in Figure 4.5(b). When 
the system is vibrating at the natural frequency with wi Wo = 1, both the viscous 
and hysteretic models give the same results if we have "( = 2(. 

III: Effects of Damping 

The frequency response function, H(w), can be interpreted as a magnification 
factor between the input force and the output response. Figure 4.5 shows the 
absolute value of this as a function of the frequency ratio wi Wo for various values 
of the damping ratio (. We can see that increasing the damping diminishes 



4.1 Free and Forced Vibrations 255 

the peak amplitudes. Furthermore, there is a shift of these peaks to the left of 
w / Wo = 1. In fact, the peaks occur at frequencies given by 

and the peak value of IH(w)1 is given by 

H w _ l/K ~ l/K 
1 ()I- 2(JI=(2 2( 

This last relation is for light damping (( < 0.1) and shows the sensitivity of the 
peak to damping. The points where the amplitude of IH(w)1 reduces to 1/v'2 of 
its peak value are called the half power points. The difference in the frequencies 
at the half power points for light damping can be shown to be 

For this reason, the term 2( is sometimes called the Loss Factor. 

2. U 

1. - viscous 
hysteretic imag 

o. . .... 
real 

-1. 

-2. .I 
....• 

W/Wo 
I, ,I , , I I"" I"" I 

.0 .5 1.0 1.5 2.0 -1.0 .0 1.0 

Figure 4.7: Forced frequency response of spring/mass system. (a) Real and imaginary 
components of the FRF. (b) Nyquist plot. 

Because the frequency response function is a complex quantity, it can therefore 
be decomposed into its real and imaginary parts by multiplying the numerator 
and the denominator by its complex conjugate. Thus 

H(w) [ 1 - (w/wo)2 i2(W/wo ] 1 
[1 - (w/wo)2J2 + (2(W/wo)2 [1 - (W/wo)2J2 + (2(W/wo)2 K 

HR + iHJ 

As shown in Figure 4.7, the real component of the FRF has a zero at w/wo = 1, 
independent of damping and exhibits maxima at frequencies given by 

Wl=Wo~, W2 = Wo yIl+2( 
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These frequencies are often used to estimate the damping of the system from 

2( = 1 - (WdW2)2 
1 + (WdW2)2 

The plot of the imaginary part of the FRF ha..'l a peak dose to w/wo = 1, which 
is sharper than that of the magnitude of [H(w)]. 

A similar analysis can be done for the hysteretic damping. It must be kept 
in mind, however, that real structures exhibit neither viscous nor structural 
damping in its pure form. More likely, they exhibit a nonlinear combination of 
both, with the proportion of each probably depending on the frequency range. 
Additionally, much of the damping in structures comes from the joints and the 
interaction with attachments. As a consequence, the damping is not a material 
"constant" like the Young's modulus or density that can be determined by com­
ponent testing. Because we deal with lightly damped structures, it is sufficient 
that we consider just the viscous model. 

Example 4.8: The spring/mass system of Figure 4.6 is initially at rest. Find 
the damped response to the following step loading: 

[~. 
r 

P(t) 

P(t) 

I 
I I Ii 
1 \ \ 

o t<O 
Po t > 0 

I : \ , 1\ 

j WVW\tvv'rv,r. 
Figure 4.8: Response to impulsive loads. 

A u(t) 

An impulsive force is a force that acts over a short period of time. The time 
integral of the force is referred to as the impulse of the force. When the system is 
linear, we can obtain the response to an arbitrary force history P(t) by considering 
it to be the sum of a sequence of impulses. Specifically, consider an arbitrary force 
history P(t) as shown in Figure 4.8 with one of the impulses indicated. Each 
impulse is Pflr. The action of this impulse on the mass is to cause a change of 
momentum given by 

Mflu= Pflr or flu = Pflr 
M 

If the mass is initially at rest, then the change in velocity is the initial velocity 
for the motion. That is, we have 

u(O) = U o = 0, u(O) = Vo = p~r 
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The response to this impulse is 

The term (t - r) takes into account the fact that the pulse occurs at time rand 
not time zero. The actual force history is a series of these impulses at different 
times r; hence, the cumulative effect is obtained by letting 6.r become very small 
and replacing the summation by an integral over the full time to give 

This is called Duhamel '8 integral and represents a particular solution of the differ­
ential equation of motion subjected to an arbitrary forcing function. For simple 
forcing functions (for example, stepped loading) the integration may be performed 
exactly, but generally it must be done numerically. 

The initial conditions for our problem are such that U o = 0 and Vo = 0; if, 
however, the initial conditions are not zero, then the homogeneous solution must 
be added to complete the solution. The solution is obtained by substituting for 
the force into Duhamel's integral to get 

Po it - w t . Po [ - w t Wo(.] u(t) = Wd M 0 e ( " sm[wd(t - r)] dr = K 1- e ( 0 (coswdt + -::;;; smwdt ) 

This response is shown in Figure 4.8 for a value of damping of ( = 0.04. Note 
that the response oscillates about the static deflection position. The maximum 
deflection approaches two times the static value when the damping is very small. 

4.2 Free Vibration of Plates and Beams 

We use the thin-plate theory derived in Chapter 2. With reference to Figure 4.9, 
the first task is to extend the spectral analysis method so as to handle spatial 
variations in two dimensions. We will do this by introducing a Fourier series 
representation in the y and () directions. 

y y 

b 
x 

a x 

Figure 4.9: Rectangular and circular plates. 
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Free Vibration Analysis 

It is easy for us to add some viscous damping to the governing equations, it is 
just a matter of modifying the inertia term to give 

8w 82w 82 [J2 
D'\12'\12w I Kw + T/h7jt + ph (}t2 ~ q, '\12 == 8x2 + 8y2 (4.3) 

where TJ is the viscous damping per unit volume, K is the stiffness of an elastic 
foundation, and D = Eh3 /(1 - v2 ). For free vibration with q = 0, we have that 
a typical variable can be written as 

w(x, y, t) = w(x, y)e-iwt 

where w is the angular frequency, i = A, and it is understood that 'Ill could 
be complex. The spectral form for the governing equation is then 

( 4.4) 

The solution of this equation can be written as linear sums of solutions of the 
following two differential equations: 

(32 == J phw2 - ~hW - K (4.5) 

These form the basic equations for further analysis and emphasize that there 
are two fundamentally different modes. 

A summary of the spectral form of Equations (2.17) is given by 

Displacement : 

Slope: 

Moment: 

Shear: 

Loading: (4.6) 

A similar set for cylindrical coordinates can easily be constructed from Equa­
tions (2.22). Time domain responses are obtained by performing an inverse 
Fourier transform on w(x, y, w). 

Example 4.9: Specialize the governing equations for the case of cylindrical 
bending. 

For cylindrical bending about the y-axis, the displacement has the special form 
w(x, y, t) = w(x, t). The differential equation for w then becomes 

d2 A 

dx~ ±,62w = 0 



4.2 Free Vibration of Plates and Beams 259 

This has constant coefficients, hence e- ikx is a kernel solution. The spectrum 
relations are then 

k2 = ±J-(32 

For the undamped case and no elastic foundation, the relation between the wavenum­
ber and frequency is given by 

[Ph] 1/ 4 
kl = ±v'W D ' [Ph] 1/4 

k2 = ±iv'W D 

This is the behavior of a beam [22] if the following associations are made: 

El D 
- {=>-
pA ph 

or 

Thus the plate in cylindrical bending behaves as a beam in plane strain. 

Example 4.10: Determine the effect of an elastic foundation on the vibration 
of a simply supported beam. 

10. 

W 

WI 8. 
n = 3 

6 . 

"'"""".­
n = 1 ..._.-"..-.. -... 

~-.. -.;;...----
4 . 

El, L, pA, K 
2. C n~ o 
O. , , 

O. 5. 10. 15. 20. 

Figure 4.10: Pinned/pinned beam on an elastic foundation. 

The governing equation is 

and the spectral form of the differential equation for f; becomes 

Because this has constant coefficients, we seek solutions of the form v = Aeikx , 

which leads to the characteristic equation 

25. 
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from which we obtain the four spectrum relations 

Thus, the general solution is represented by 

(4.7) 

In analyzing problems without damping (where a and a are likely to be real only), 
we will find it more convenient to use the solution form 

V(x) = Cl cos(ax) + C2 sin(ax) + C3 cosh(ax) + C4 sinh(ax) 

Both forms, of course, will lead to the same answer. 
The boundary conditions are that at x = 0, we have 

v=O => 

M=O => 

V=0=Cl+C3 
d2v 2-2 - = 0 = -a Cl + a C3 = 0 dx2 

This leads to Cl = 0 and C3 = o. At x = L, we have 

v=O => 

Mxx = 0 => 

where S == sin(aL) and Sh == sinh(aL). These two equations lead to the system 

[ sinaL 
-a2 sinaL 

sinhaL ] { CC24 } = 0 _a2 sinhaL 

The characteristic equation is obtained by setting the determinant equal to zero 
and gives 

This has the solutions 

aL = n7r or 1V4 (pAw 2 - K) L = 
2 EI n7r 

Expanding and re-arranging gives 

WI (n7r)4 !5..-
Wn = V PA L + EI or 

Wn 

The corresponding mode shapes are given by 

vn (x) = C2 sin( ax) = C2 sin( n~x) 

These mode shapes do not depend on the elastic foundation. 
The variation of resonance frequency with spring stiffness is shown in Fig­

ure 4.10. We see that the spring increases the frequency; this is typical structural 
behavior - added stiffness increases the vibrational frequencies. Furthermore, 
they all asymptote (from above) to the n = 0 line as the foundation stiffness is 
increased. 
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Rectangular Plate Solution 

In this section, we extend the spectral analysis method so as to handle spatial 
variations of the deflected shape in two dimensions. This results in an extra 
summation over the space wavenumbers quite comparable to what was done in 
Chapter 2. 

Since the deflected shapes, possibly, can have arbitrary shapes in space, con­
sider a representation of the form 

Wl(X,y) = ~ LWlme-i~"'Y, W2 = ~ L W2me-i~mY (4.8) 
m m 

with the space wavenumber given by em = 2rrm/b. The differential equations 
governing the transformed displacements are 

where we allow (3 to be complex. The coefficients of the differential equations 
are constant, hence the solutions are exponentials of the form e-ikx . The char­
acteristic equations associated with these solutions are 

-k~ - e -(32 = 0 

giving the spectrum relations as 

These spectrum relations are shown in Figure 4.11. It is noted that for a partic­
ular e the first mode shows a cut-off frequency with the lower-frequency compo­
nents being purely complex. 

The full solution for the plate becomes 

w(x, Y, t) = L L[Ae-ik1X + Be-ik2X +Ce+ik1X +De+ik2X]e-i~mY eiwnt (4.10) 
n m 

That is, the actual solution is obtained by summing kernel solutions of the 
above form for many values of Wn and em. To gain an intuition for this solution, 
consider it as a plane wave in x (the bracketed term) modified in y. Then, for 
a particular e, the summation over W is similar to that for a beam as shown in 
References [22,23]. The corresponding spectrum relations, however, are modified 
by e as shown in Figure 4.11. 

Sometimes it will be more convenient to represent the general solution by 

w(x, y) = L [Cl cos(amx) + C2 sin(amx) + C3 cosh(amx) + C4 sinh(amx)] !(emY) 
m 

where f(emY) is either cos(emY) or sin(emY). For the case m = 0, we have beam­
like behavior. For m > 0, we have beam-like behavior with a more complicated 
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-mode 1 i~ 
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Figure 4.11: The spectrum relation for different values of the ~m wavenumber. 

variation in y, and a more complicated spectrum relation. This association to 
beam theory will help in specifying the boundary conditions. Looking at the 
boundary conditions at y = 0 and y = b, we see that 

w=o, a2w 
ay2 = 0 

always. That is, this is true for each m term and implies that this particular 
solution can solve only those problems with simply supported lateral sides. 

Example 4.11: Determine the resonance frequencies and mode shapes for a 
simply supported rectangular plate. 

Consider a simply supported rectangular plate of size [a x b]. Choose only 
the sin(emY) terms. We need only concentrate on the boundary conditions at 
x = 0 and x = a, since, as indicated above, the lateral boundary conditions are 
automatically satisfied. 

At x = 0, we have 

w=o '* 

These two must be true for any value of y, hence together they give that Cl = 0 
and C3 = O. At x = a, we have 

w=O => 

!vIxx = 0 => 

where S == sin(ama) and Sh == sinh(ama). These two equations lead to the system 

sinhama 
-a;' sinh ama 
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The characteristic equation is obtained by setting the determinant to zero and 
gives 

This has the solutions 

Oma = mr '* (V!J2 - a,)a = mr => ( w{i§ -(~7r)2)a = mr 

Expanding and re-arranging gives 

wmn = I! [(n;? + (~7r)2] 
This gives an ordered set of frequencies as m and n are varied. 

Figure 4.12: First two mode shapes for a rectangular plate. 

The corresponding mode shapes are given by 

wmn(X,y) = c2sin(omx)sin(~mY) = C2 sin(n:x) sin(n:y ) 

These mode shapes form a regular 2-D pattern as shown in Figure 4.12. Thus, in 
comparison to a beam, we see not just different mode shapes at different frequen­
cies but here we also see the pattern changing in both dimensions. 

Circular Plate Solution 

In cylindrical coordinates, the differential operator for the spatial variation is 

2 (J2 10102 
'V =-+--+--

or2 r or r2 8()2 

Again, we can consider the variation with respect to one of the coordinates to 
be represented in a Fourier series. For example, consider the form 

WI (r , B) = L Rlm(r)eimli 

The differential equation for WI becomes 

'"' [d2 RIm ~ dRlm (_m2 /32)R ] imO = 0 ~ d 2 + d + 2 + 1m e r r r r 
m 
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Setting this to be true for all components m leads to a differential equation for 
RIm(r) as 

d2 RIm ~ dR1m [-m2 (32]R _ 0 
d 2 + d + 2 + 1m-r r r r 

Make the substitution z = (3r and rearrange the differential equation as 

d2R1m + ~ dR1m + ~(z2 _ m2)R1m = 0 
dz2 Z dz z2 

This is a Bessel equation and the solutions are 

z = (3r 

The notation used for the Bessel functions is that of Reference [1]. 
A similar analysis of the second equation leads to the differential equation 

d2R2m + ~ dR2m _ ~(Z2 + m2)R2m = 0 
dz2 Z dz z2 

This is a modified Bessel equation and the solutions are 

z = (3r 

Combining the two solutions, we get a representation for the general solution as 

A " { cos(mO) w(r, 0) = ~ [cdm((3r) + C2Ym((3r) + C3 K m((3r) + c4Im((3r)] sin(mO) 
m 

(4.11) 
This solution can be used to solve a variety of plate problems including those 
with an inner circular hole. Note that when m = 0, we get the axisymmetric 
solutions, but just because the plate is geometrically axisymmetric does not 
mean that they are the only solutions. This will be seen in the next example. 

Example 4.12: Determine the resonance frequencies and mode shapes for a 
clamped circular plate. 

We require that the deflection and its various derivatives be finite at r = O. 
Because of the singular nature of the functions Ym and Km at r = 0, this requires 
that C2 = 0 and C4 = O. Also, it is sufficient to just use the cos( mO) terms. This 
gives the solution as 

w(r, 0) = L [cdm(.8r) + c31m(.8r)] cos(mO) 
m 

We will obtain the remaining coefficients from the boundary conditions at r = a. 
The deflection and radial slope are zero at the outer edge, giving, 

wm(a,O) = 0 =? [cdm(,8a) + c31mU3a)] cos(mO) = 0 

aW8~a, 0) = 0 =? [cd:'" (,Ba) + c31:'" (,Ba)] cos( mO) = 0 

=? [c1,B{;: Jm - Jm+d + c3,B{;: 1m + Im+d] cos(mO) = 0 
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In this, the superscript prime indicates differentiation with respect to z = {3a. We 
can put these equations in the form of a matrix; multiplying out the determinant 
and re-arranging gives the characteristic equation as 

This must be solved numerically. The results can be nondimensionalized using 

2 r;;h 
Anm = ({3a)nm =--= Wnmy 15 or 

The values of Anm are given in Table 4.1. Additional values for Anm can be found 
in Reference [45] . 

n,m 0 1 2 3 4 5 
1 10.21 21.26 34.88 51.04 69.66 90.73 
2 39.77 60.82 84.58 111.0 140.1 171.8 
3 89.10 120.0 153.8 190.3 229.5 271.4 
4 158.1 199.0 242.7 289.1 338.4 390.4 

Table 4.1: Values of Anm = ({3a)~m' 

The mode shapes are given by 

( 4.12) 

with {3nm == VAnm/a. These are shown in Figure 4.13 labeled as [nm]. Addi­
tional solutions for circular plates and for other plate geometries can be found in 
Reference [45]. 

Figure 4.13: The (n, m) mode shapes for circular plate clamped on its outer edge. 
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Circular Cylinder Solution 

As can be inferred from the flat-plate solutions, we are not in a position to 
solve general shell or curved plate problems. We therefore restrict ourselves to a 
complete cylindrical shell with the following support conditions at both ends: 

U= 0, w=O, N yy = 0, Myy =0 

These could be achieved physically by having a very rigid ring at both ends. 
Note that the axial motion is unconstrained. 

The boundary conditions are satisfied by assuming solutions of the form 

U = U o sin(ks) sin(ey)eiwt, v = Vo cos(ks) cos(ey)eiwt, w = Wo sin(ks) sin(ey)eiwt 

where k = n/ R and ~ = mn / L. Substitution into the governing equations (2.30) 
gives the homogeneous system of equations 

[
:' - Ik' + (1 - v)el %. 

-[it + (k2 + e)D] ~ 

'Y 

-e vE-
R 

where 

-E[k2 + ~(1 - v)e] + phW2, 'Y == ~(1 + v)Eke 
-E[e + ~(1- v)k2] + phW2, 03 == D[k2 + e]2 - phw2 

The 01,02, and 'Y terms alone define the flat membrane problem, while 03 alone 
defines the flat-plate flexural problem. All the other terms are couplings due to 
the curvature. The curved beam result is obtained by setting e = O. 

The characteristic equation, obtained from the determinant of this system, is 
cubic in w2 • It is therefore simplest to solve for the resonance frequencies using 
some numerical scheme. 

Example 4.13: Determine how the resonant frequencies are dependent on the 
aspect ratio of the cylinder. 

One of the challenges in assimilating results for complicated systems such as 
a shell is to see the results as part of a pattern. The simple flat plates (both 
rectangular and circular) gave a nicely ordered system in terms of nand m. This 
is not the case for the cylinder. Figure 4.14 shows how the frequencies vary against 
length of cylinder. 

A vertical line on this plot will give the ordered sequence obtained in an eigen­
analysis. For example, the sequence of modes for two aspect ratios are: 

L/R = 2.5: 

L/R = 4.0: 

41,31,51,61,21,52,62,71,42,81,32,91,22 

31,41,21,51,42,52,61,32,62,71,22,81,91 
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Figure 4.14: Variation of resonance frequency with length of cylinder. Solid lines are 
m = 1, dashed lines are m = 2. 

Clearly, the simplest mode shape does not necessarily have the lowest frequency. 
Furthermore, in looking at the L/ R = 2.5 line, in some cases, such as the (8,1) 
and (3,2) modes, the frequencies are the same, while in other cases, such as the 
(6,2), (7,1), and (4,2) modes, the frequencies form a cluster. Thus, in any prac­
tical analysis, slight variations in dimensions or material properties can have a 
significant effect on the observed sequence of mode shapes. 

4.3 Matrix Representation of Inertia Forces 

Inertia loads are a special case of body forces and therefore the matrix represen­
tation will follow directly as was done, for example, in Section 3.4. For rotational 
motion such as that of turbine blades or helicopter rotors, a corotational (or con­
vected) frame of reference is often used. We also look at these cases to see how 
the reference frame affects the representation of inertia; the formulation for this 
is taken primarily from Reference [4]. 

Mass and Damping Matrix 

By D' Alembert's principle, we can consider the external loads as comprising the 
applied loads and the inertia 

P!i ::::} P!i - pili - 'f/Ui 

Thus, we can do a similar treatment as used for the body forces in Chapter 3. 
That is, using Ui = {h}T {u h or {U} = {H}{ u} as the discretized representa­
tion of the displacements, the virtual work of the applied loads leads to 

L J !iOUidAo ::::} {p} = [L)H]T{!}dAO ] 

t 
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Applying this specifically to the inertia terms leads to 

-[ m ]{ it} = -[ f p[Hf[H] dVO]{ it} iva 

where [ m ] is called the element mass matrix and [ c ] is called the element 
damping matrix. Note that the integrations are over the original geometry and 
that the resulting matrix forms for [ m ] and [ clare identical. That is, 

This is an example of the damping matrix being proportional to the mass matrix 
on an element level. 

When the shape functions [ H ] are the same as used in the stiffness formu­
lation, the mass and damping matrices are called consistent. Note that these 
masses do not necessarily have any simple interpretation of masses at nodes. 

The assemblage process for the mass and damping matrices is done in exactly 
the same manner as for the linear elastic stiffness. As a result, the mass and 
damping matrices will exhibit all the symmetry and bandedness properties of 
the stiffness matrix. The result is that we get the equations of motion of the 
structure as a whole to be 

[ M ]{ it} + [ c ]{ it} = {p} - {F} 

where [ M ] is the structural mass matrix, [ C 1 is the assembled damping matrix, 
{F} = [ K ]{ u} for linear elastic problems, and {p} are the externally applied 
loads not including the inertia contributions. 

When the structural joints have concentrated masses, we need only amend the 
structural mass matrix as follows 

[M] = ~)m(i)]+ fMeJ 
i 

where f Me J is the collection of joint concentrated masses. This is a diagonal 
matrix. In the next chapter we consider the more complex nonlinear case when 
the joints have rotational inertia and undergo finite rotations. 

For proportional damping at the structural level, we assume 

[ c ] = a[ M 1 + ,B[ K ] 

where a and ,B are constants chosen to best represent the physical situation. 
Note that this relation is not likely to hold for structures composed of different 
materials. However, for lightly damped structures it can be a useful approxima­
tion. 
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Example 4.14: Determine the consistent mass matrix for a frame element. 
The displacements for the rod element can be written in terms of the nodal 

values as 

Write the accelerations in matrix form as 

or {u}=[H]{u} 

with [ H ] being a [1 x 2] matrix. Then the mass matrix is 

[ m ] = { p[ H f [ H ] dVo = ( P [ffdf 1 

ivo ivo 2 1 

hh] dVo =;. [m] = pAL [2 21] 
hh 6 1 

The element masses are also given by 

It is clear that it is the symmetry of the terms fi(x)h(x) that ensures the sym­
metry of the mass matrix. 

The procedure for determining the element mass matrix for beams proceeds as 
for the rod. Recall from Chapter 1 that the deflection can be represented in terms 
of the nodal values as 

v(x) 

We write this in the matrix form 

l{ ih 

} { v } = [ gl g2 g3 g4 ~1 or {u}=[H]{u} 
V2 
~2 

with [ H ] now being a [1 x 4] matrix. Then the mass matrix is 

[ 

156 

[m ] = pAL 22L 
420 54 

-13L 

We can also write the masses as 

22L 
4L2 
13L 

-3L2 

54 
13L 
156 

-22L 

-13L 1 -3L2 
-22L 
4L2 
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which again shows that it is the symmetry of the terms gi(X)gj(x) that ensures 
the symmetry of the mass matrices. 

The mass matrix of the frame is a composition of that of the rod and beam 
suitably augmented, for example, to [6 x 6] for a plane frame. 

Example 4.15: Determine the mass matrix for a triangular plate element. 
As was done in the earlier chapters dealing with plates and as just done with 

the frame element, we find it convenient to separate the behaviors into membrane 
and bending. For the membrane behavior we use the shape functions associated 
with the constant strain triangle. The accelerations are represented as 

3 a 

il(x, y) = L hi(X, y)ili , v(x, y) = L hi(X, Y)Vi 

In matrix form 

ill 
VI 

{ il } = [ 
hI 0 h2 0 h3 0 ] il2 {il}=[H]{il} 

V 0 hI 0 h2 0 h3 V2 
or 

ih 
va 

Then the mass matrix is 

2 0 1 0 1 0 
0 2 0 1 0 1 

[ m] = 1 p[ H ]T[ H ]dVO [m] = pAh 1 0 2 0 1 0 
===} 

0 1 0 2 0 1 v o 12 
1 0 1 0 2 0 
0 1 0 1 0 2 

For the MRT element, we also have the three drilling degrees of freedom {¢I, ¢2, ¢a}. 
In the next subsection, we will treat this as diagonal and estimate it based on the 
lumped rotational inertia for a beam. 

For the bending behavior, let the displacements be represented by 

{w(x,y)} = [N ]{u}, 

where the shape functions N(x,y) are given from Equation (2.43). Again, we get 

[m]= jPh[Nf[N]dA 

The expressions are too lengthy to write here. We will generally find it more 
beneficial, anyway, to use the lumped mass matrix. 

Example 4.16: Assemble the system of equations for the dynamic response 
of the fixed/fixed rod shown in Figure 4.15. Use two, then three, elements to 
represent the structure. 
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CD 0 CD CD 0 CD 
(a) 

1IIIIIi:: ::·I:llil 
(b) Il~l!li:: 

EA , pA , L EA, pA , L 

Figure 4.15: Fixed/fixed rod with two and three element models. 

The element stiffness matrices are 

[k(12)] = EA [1 -11] 
L/2 -1 

[k(23)] = EA [1 -11] 
L/2 -1 

giving the full assembled structural stiffness matrix as 

[ K ] = 2EA [ ~1 
L 0 

-1 
2 

-1 
o 1 - 1 
1 
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0 

::·l!!ill 

Note that this is the same as if it were a static problem. The element mass matrices 
(using the consistent mass matrix) are 

giving the full assembled structural mass matrix as 

[ M ] = P:2L 1 4 1 [ 
2 1 0 1 
012 

The equations of motion in full form for the dynamic response of the structure 
are 

2EA [ ~1 
L 0 

-1 
2 

-1 ~1 1 { ~: } + P:2
L [1 ~ ! 1 { ~: } = { ;: } 

This is reduced in the usual manner by removing the fixed degrees of freedom . 
The boundary conditions are 

Consequently, the reduced structural matrices are 

[K*]= 2~A[ 2], 

The dynamic problem now simply becomes 

[M*] = pAL[ 4 ] 
12 
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Consider the same problem but this time use three elements. Number the nodes 
as shown in Figure 4.15(b). Only consider the reduced matrices; the unknown 
displacements and known forces are, respectively, 

The reduced element stiffnesses are 

-1] 
1 ' 

giving the reduced structural stiffness matrix as 

The reduced element mass matrices are 

[ *(23)] = pAL [2 1] 
m 18 1 2 ' 

giving the reduced structural mass matrix as 

The dynamic system of equations becomes 

These equations can now be solved to obtain the dynamic response. We will do 
this in the next section. 

Lumped Representations 

It is useful to realize that because the mass matrix does not involve derivatives 
of the shape function, then we can be more lax about the choice of shape func­
tion than for the stiffness matrix. In fact, in many applications we will find it 
preferable to use a lumped mass (and damping) approximation where the only 
nonzero terms are on the diagonal. We show some examples here. 

The simplest mass model is to consider only the translational inertias, which 
are obtained simply by dividing the total mass by the number of nodes and 
placing this value of mass at each node. Thus, the diagonal terms for the 3-D 
frame and plate are 

pAL 
-2- f1, 1, 1, 0, 0, 0; 1, 1, 1,0,0, OJ 

f m j 
pAh 
-3- fl, 1, 1,0,0,0; 1, 1, 1,0,0, 0; 1, 1, 1,0, 0, OJ 
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respectively. These neglect the rotational inertias of the flexural actions. Gener­
ally, these contributions are negligible and the above are quite accurate especially 
when the elements are small. There is, however, a very important circumstance 
when a zero diagonal mass is unacceptable and reasonable nonzero values are 
needed. In the next chapter, we develop an explicit numerical integration scheme 
where the time step depends on the highest resonant frequencies of the structure; 
these frequencies in turn are dictated by the rotational inertias. 

First consider the frame. It is tempting to estimate the rotational inertia of 
a beam by taking the total rotational inertia, pAL3/12, and placing half of it 
at each node. This would grossly overestimate the inertia because the lumped 
masses already contribute a significant rotary inertia. We instead will use the 
diagonal terms of the consistent matrix to form an estimate of the diagonal 
matrix. Note that the translation diagonal terms add up to only pAL 312/420. 
Hence, by scaling each diagonal term by 420/312 we get 

pAL 
1 m J = -2- 11 , 1, 1, {3, {3, {3; 1, 1, 1, {3, {3, {3 J , {3 = aL2/40 

where a is typically taken as unity. This scheme has the merit of correctly giving 
the translational inertias. 

We treat the plate in an analogous manner as 

pAh 
1 m J = -3- 11, 1, 1, {3, {3, 20{3; 1, 1, 1, {3, {3, 20{3; 1, 1, 1, {3, {3, 20{3 J 

with {3 = aL2 /40. We estimate the effective length L ~ J A/rr as basically the 
radius of a disk of the same area as the triangle. Again, a is typically taken as 
unity. 

Example 4.17: Assemble the system of equations for the dynamic response 
of the fixed/fixed rod shown in Figure 4.15. lIse two, then three, lumped mass 
elements. 

The procedure follows that of the previous example, hence we state just the 
mass results. The element mass matrices are 

[ (12)] = pAL/2 [1 0] 
m 2 0 1 ' 

giving the full assembled structural mass matrix as 

[M] = P~L 0 2 0 [ 
1 0 0 1 
001 

The equations of motion in full form for the dynamic response of the structure 
are 

2EA [ ~1 
L 0 

-1 
2 

-1 ~1 1 { ~: } + P~L [~ ~ ~ 1 { ~: } = { ~: } 
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This is reduced as before to 

2EA2 pAL 2 ·· P. ( ) ---y;- U2 + -4- U2 = 2 t 

Consider the same problem but this time use three elements. Number the nodes 
as shown in Figure 4.15(b) and only consider the reduced matrices. The reduced 
element mass matrices are 

giving the reduced structural mass matrix as 

The dynamic system of equations becomes 

3EA [ 2 
L -1 

-1] {U2 } + pAL [2 0] {~2 } = { P2 } 
2 U3 6 0 2 U3 P3 

These equations can now be solved to obtain the dynamic response. This will 
be done in the next section where comparisons are made to the results for the 
consistent mass formulation. 

Inertia in a Rotating Reference System 

We are interested in describing the motion of a point in terms of variables rele­
vant to a moving observer. The laws of mechanics must be written in terms of 
an inertial frame; what we need to do here is establish the relationship between 
the two sets of variables. 

Consider two reference frames: the fixed absolute inertial frame (AX, AY, AZ) 
is situated at A and has unit vectors (z, j, k); the moving observer frame (x, y, z) 
is situated at 0 with unit vectors (Aex , Aey , Ae z ) relative to A and is rotating 
with angular velocity AW relative to A. The components of a vector referred to 
unit vectors at A can be written in terms of components referred to unit vectors 
at 0 according to 

Av=[T]ov, 

where the triad [ T ] has the components of the unit vectors at 0 referred to 
the unit vectors at A. The components of the unit vectors are related through 

Aex = f3xxz + f3xyj + f3xzk = 2: f3xi ei 

where f3ij are the direction cosines. The rate of change of this vector (and the 
triad) is 
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• p 

;.~~o~~, 
.. ' Aei 

... ····0 x 

AY 

j .··::·····[~+ul~ 
A , •••••• i 

k A Absolute AX 

Figure 4.16: Rotating frame of reference. 

as we saw in the Section 3.2 on finite rotations. 
A point P initially at x~ goes in motion with the displacement u(t)~. The 

position of this point P relative to A and referred to unit vectors at A can be 
written in terms of position vectors relative to 0 and referred to unit vectors at 
o according to 

where we are using the notation 

a = point, b = relative to, c = referred to 

The velocity of the point is given by 

A[ it l~ + [ t lo[x+ulb + [T lor it lb 
A[ it l~ +AW XA [T lo[x+ulb + [T lor it lb 

We want to refer the components to the observer frame, hence multiply across 
by the transpose of the triad and re-arrange to get 

[ ~ IP [~IP [~IO A [A + AlP o U A = 0 U 0 +0 U A +AW Xo X U 0 

The first term is called the relative velocity, while the next two are the tmnsport 
velocity of 0 relative to A 0 . 

In a similar way, we can determine the acceleration of a point as 

.. P o[ U IA o[ 1i Ib+o[ 1i 1~+A~XO[x+ulb+AWXAWXO[x+ulb 
+ 2AW Xo [ it Ib 

The first term is called the relative acceleration, while the next three are the 
transport acceleration of 0 relative to A 0, and the final term is the Coriolis 
acceleration. 
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As before, using Ui = {h V {U}i or {U} = {H}{ u} as the discretized repre­
sentation of the displacements, the virtual work of the inertia force becomes 

=? [M]{u}= [!voP[H]T[H]dVO]{u} 

=? [C2 ]{u} = [!vol H ]T2A[ w][ H ]dVO]{u} 

=? [K2 ]{u} = [!vol H ]~[ ~ ][ H ]dVO]{u} 

=? [K3]{U} = [!vol H ]~[ w ][ w ][ H ] dVO]{u} 

=? {PR} ={!vo[H]T[Ui O+ A [ ~ ]{X}+A[ w][ w ]{X}]dVO} 

where we have introduced the rotation matrix 

[W]=[~Z 
-Wy 

wxv [ W ]{v} 

to allow the vector crossproducts to be written in matrix form. 
The system of equations can now be written as 

where it is clear that using a rotating reference frame has introduced both 
stiffness-like and damping-like terms. What is especially worth noting is that 
the matrices [K2 ] and [C2 ] are skew symmetric. This would add considerably 
to the computational cost of the solution. In the subsequent sections and chap­
ters, we will always use an inertial reference frame because of the simpler nature 
of the matrices. 

Example 4.18: Consider the dynamics of a rod loaded as shown in Figure 4.17. 
Determine the equations of motion in a fixed coordinate system when n = o. 

z 
n y 

x 

Figure 4.17: Rotating rod. 
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Based on the shape functions for a rod, we have 

The derivatives are therefore 

d 
8=-d' x 

This leads to the stiffness relation 

x X 
{h.,} = {(I - Y)' C1=)} 

J 1 1 T 1 1 EA [ 1 
[ k 1 = {-I'I} [D ]{-I' I}dV = L -1 

The mass matrix is determined as 

J x X T X x pAL [2 21] 
[ m 1 = {(1- I)' (In p{(l- I)' (In dV = -6- 1 

If there is a distributed load q(x) = qo = constant, this evaluates to 

J x X T qoAL { 1 } {p} = {(1- I)' (In qodx = -2- 1 

The equations of motion then become 
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Example 4.19: Now consider when the rod is rotating at an angular speed 
of n about the z-axis. Establish the equations of motion in a coordinate system 
rotating with the rod. 

The mass and stiffness matrices remain the same, but we will get some addi­
tional matrices dependent on n. 

At the instant when the rod is in the position shown where the absolute and 
observer frames coincide 

flo = 0, Uo = ui, Wo = nk, 9 =9", 

Evaluating each term, we get 

These lead to the equations of motion 

[ E A [1 -1] _ pn2 AL [2 1]] {u1 } + pAL [2 1] {~l } = _ pAn2 L 2 { 1 } 
L -1 1 6 1 2 U2 6 1 2 U2 6 2 
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Note that the applied force is larger at the second node than what occurred in 
the first example. 

Consider the special case when the first node is restrained, then Ul = O. For 
free vibrations with U2 = u2eil-'t, we have that 

which gives the frequency 

p,= 
EAj L - p0.2 ALj3 

pALj3 

An interesting situation to note is that it is possible to have a static instability 
effect when the angular speed reaches 

0.= l...J3EA 
L pA 

To put the magnitude of this speed into perspective, the axial vibration of the 
rod is given by 

or -l...J3EA 
We - L pA 

Thus the system must be rotating with an angular speed comparable to the res­
onance frequency in order to see the effect. 

Matrix Form of Linear Dynamic Problems 

The computer solution of the structural equations of motion is discussed in more 
detail in the next chapter, but it is of value now to consider some of the major 
problem types originating from our present matrix formulation. 

The matrix form of the equations of motion for a linear system are 

[ K ]{ U} + [ c ]{ it} + [M]{ it} = {p} 

When the equations are written in an inertial frame, all the matrices are sym­
metric. This equation is to be interpreted as a system of differential equations 
in time for the unknown nodal displacements {u}, subject to the known forcing 
histories {p}, and a set of boundary and initial conditions. Generally, these re­
quire some numerical scheme for integration over time. Therefore, for transient 
dynamic problems, the matrix method approach becomes computationally in­
tensive in two respects. First, a substantial increase in the number of elements 
must be used in order to model the mass distribution accurately. The other is 
that the complete system of equations must be solved at each time increment. 
These issues are dealt with in Chapter 5. 
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For the special case when the excitation force is harmonic, that is, 

{p} = {P}eiwt or 

(note that many of the Pn could be zero) then the response is also harmonic and 
given by 

{ u} = { u } eiwt or 

This type of analysis is referred to as forced frequency analysis. Substituting 
these forms into the differential equations gives 

or, after canceling through the common time factor, 

[[ K] +iw[ C ]-w2 [MlJ {u} = {P} or [ k ]{ u} = {P} 

The solution can be obtained analogous to the static problem; the difference 
is that the stiffness matrix is modified by the inertia term w 2 [ M] and the 

complex damping term iw[ C ]. The matrix [ k ] is the discrete approximation 
of the dynamic structural stiffness; it is frequency dependent as well as being 
complex. This system of equations is now recognized as the spectral form of the 
equations of motion of the structure. One approach, then, to transient problems 
is to evaluate the above at each frequency and use the FFT [16] for time domain 
reconstructions. This is feasible, but a more full fledged spectral approach based 
on the exact dynamic stiffness is developed in Reference [23]. 

A case of very special interest is that of free vibrations. When the damping 
is zero, this case gives the mode shapes that are very important in a modal 
analysis. For free vibrations of the system, the applied loads {p} are zero giving 
the equations of motion as 

This is a system of homogeneous equations for the nodal displacements {u}. For 
a nontrivial solution, the determinant of the matrix of coefficients must be zero. 
We thus conclude that this is an eigenvalue problem, w2 are the eigenvalues and 
the corresponding { u} the eigenvectors of the problem. Note that the larger the 
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number of elements (for a given structure), the larger the system of equations; 
consequently, the more eigenvalues we can obtain. 

Once the matrices are assembled, NonStaD uses the subspace iteration scheme 
[7, 22] to solve the eigenvalue problem. In this analysis, a reduced eigensystem is 
established by iteration on a set of Ritz vectors. The advantage in using subspace 
iteration (over vector iteration, say) is that the convergence of the subspace and 
not of individual iteration vectors is achieved. Consequently, it is less likely to 
miss any eigenvectors during the search. 

Example 4.20: Consider the free vibration of the fixed/fixed rod shown in 
Figure 4.15. Neglecting damping, use two elements to find an approximate solu­
tion. 

u(x) 2nd mode 

x 

u(x) 1st mode u(x) 1st mode 
~ . .--"""'=--.. 

x x 

Figure 4.18: Mode shapes for a fixed/fixed rod modeled with two and three elements. 

We already established the equations of motion in the previous section, we will 
now solve the free vibration problem. The equations of motion in full form for the 
free vibration of the structure are 

-1 
2 

-1 

~ 1 ]_ w2 pAL [ ~ 
1 12 0 

1 
4 
1 

This is reduced by removing the fixed degrees of freedom. That is, the boundary 
conditions are used to determine the unknown degrees of freedom as 

Consequently, the reduced eigenvalue problem now simply becomes 

[2EA2 _ w2pAL 4] U2 = 0 
L 12 

allowing the resonant frequency to be obtained as 

w = v'I2 J EA ~ 3.46 J EA 
L pA - L pA ' 

7r/EA 
Wexact = LV PA 

There is a difference of about 10% in comparison with the exact solution. However, 
there is only one value computed - the two element formulation is incapable of 
giving any higher resonances. 
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The corresponding lumped mass result is 

W = v'8 JEA ~ 2.83 [EA 
L pA L VPif 

This value is an underestimate by about the same amount that the consistent 
mass is an overestimate. Thus it appears, from an accuracy point of view, there 
is no significant difference between the two approaches. 

The mode shape for this solution is simply {O, 1, O}. This corresponds to the 
first symmetric mode of the exact solution as shown in Figure 4.18. 

Now consider the same problem but this time use three elements. Using the 
earlier results, the eigensystem of equations for the reduced system becomes 

[3EA [ 2 
L -1 

-1] _ 2pAL [4 1]] {U2 } = 0 
2 W 18 1 4 U3 

These equations can now be solved to obtain the eigenvalues. That is, the fre­
quency equation is obtained by multiplying the determinant out, and rearranging 
to get 

( 54EA _ 2)(54EA _ 2) = 0 
5L2 pA W £2pA W 

The solutions of this are 

First mode: W = J54/5 (EX ~ 3.29 J EA 
L VPif L pA 

Second mode: W = v's4 JEA ~ 7.35 JEA 
L pA L pA 

The accuracy of the first mode is improved, but also, an estimate of the second 
frequency is obtained. (Note that for this problem, the numerical factor for the 
theoretical solution varies as mr.) The lumped mass results are also improved 
giving 

First mode: W = v'9 JEA ~ 3.0 JEA 
L pA L pA 

Second mode: W = v'27 (EX ~ 5.20 J EA 
L VPif L pA 

Again, these lumped frequencies are on the lower side of theory by about the same 
amount that the consistent results are higher. 

The corresponding mode shapes are (irrespective of the mass matrix) 

{ U h = {O, 1, 1, O} , {uh = {0,1,-1,0} 

It is apparent that these are estimates for the first symmetric and first anti­
symmetric mode shapes, respectively, as shown in Figure 4.18. 

Example 4.21: Use a convergence study to compare the performance of the 
lumped and consistent mass matrices for a plate in flexural vibration. 
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Figure 4.19: Generic [4 x 8] mesh. 

a = 203mm 

b = 101mm 

h = 2.5mm 

aluminum 

The generic mesh is shown in Figure 4.19. The other meshes are obtained by 
dividing this. We will use the simply supported plate as the test case. 

The resonance frequencies are given in Figure 4.20. In each case, the mesh 
represented the complete plate and subspace iteration was used to determine the 
eigenvalues. 

3.0 
.0 0 8 .& -Exact 

N 2.5 Q .. 0 Consistent 
l!I :0 

:t: 6. Lumped 
~ 

()' 2.0 .. a :0 c: 0 0 1: [1x2]=4 Q) 
::s 1.5 1>. 0- 0 2: [2x4]=16 
~ 

LL .& :0 6 6 3: [4x8]=64 
1.0 0 4: [8x16]=256 

0 a 6 6 0 

.5 5: [16x32]=1 024 

1>. 
0 1>. 

.0 <p I I I f I I I I I I I I I I I I Mesh density 
1 2 3 4 5 

Figure 4.20: Convergence study for the resonance frequencies of a simply supported 
plate. 

There is very little difference in the performance of the mass matrices except 
for the very coarse meshes. Hence, we can conclude that because of the attractive 
diagonal property of the lumped mass that, generally, this will be the mass matrix 
of choice. 

Example 4.22: Test the performance of the flat platelet modeling of a circular 
cylinder. 

The dimensions and mesh are shown in Figure 4.21. There are a total of 64 
modules in the hoop direction and 24 in the length direction. This gives modules 
that are nearly square. The boundary conditions at each end are 

There is a rigid body mode in the z-direction. These boundary conditions corre­
spond to the problem solved in Figure 4.14. 

The inset table in Figure 4.21 shows the sequence of modes obtained and are 
compared with those obtained from Figure 4.14. The values are quite close thus 
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L = 254 mm (10. in.) 
n,m Exact FEM R = 127 mm (5.0 in.) 

h = 2.54 mm (0.1 in.) 31 497 494 
41 626 616 
21 762 762 
51 941 923 
42 1048 1041 
52 1143 1125 
32 1347 1350 
61 1357 1328 

Figure 4.21: Dimensions of cylinder with a typical mesh. 
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diff 
0.6 % 
1.6 % 
0.0 % 
2.0 % 
0.7 % 
1.6 % 

-0.2 % 
2.2 % 

validating the faceted element modeling. Since the complete cylinder was modeled, 
many of the computed modes are actually for double roots; the table only reports 
results for distinct mode shapes. 

Two of the mode shapes are shown in Figure 4.1. The exploded view is intended 
to give a clearer picture of the three-dimensional mode. In interpreting the figure, 
recall that the boundary conditions imposed are that the ends do not change in 
diameter. 

4.4 Modal Analysis 

It is apparent that the analysis of complicated structures will involve systems 
that have very many degrees of freedom and therefore are described by a large 
number of equations. This is all the more true since the use of the approximate 
stiffness requires subdividing a given member into many small elements. This 
section develops some of the concepts that form the basis for the treatment 
and understanding of the dynamical behavior of large systems. Central to this 
development is the concept of the modal matrix because through it the system 
can be transformed into a set of uncoupled equations. We only consider the case 
when the system matrices are symmetric; nonsymmetric matrices can give rise 
to complex eigenvalues and we leave some of their discussion until Chapter 7. 

Orthogonality of Free Vibration Mode Shapes 

When an undamped system is excited, it will continue to vibrate long after the 
initial disturbance is over. Furthermore, it vibrates with a characteristic shape 
(called the mode shape) governed by the following system of equations: 

[K]{u}+[M]{ii} =O 

Since the motion is harmonic, then {u(t)} = {u}e iwt , and the characteristic 
shape satisfies the algebraic system of equations 

[[ K ]- .\[ M J] {u} = 0 (4.13) 
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where .A = w2 . These equations are homogeneous, hence the solutions, in general, 
are zero. The only time a nontrivial solution is obtained is when the determinant 
of the coefficients is zero. Thus Equation (4.13) is recognized as the familiar 
eigenvalue problem; .A are the eigenvalues and {u} are the eigenvectors. There 
are as many eigenvalues as the order of the system of equations. That is, the 
solution yields N eigenvalues .Ai and N corresponding eigenvectors {u h-

It is apparent that if { u} is a solution, then a{ u} is also a solution, where a 
is a nonzero scalar constant. That is, the modal vector represents a shape rather 
than the absolute deflection of the structure; the ratio of the elements of the 
modal vector are fixed not their absolute value. If, however, one of the values is 
fixed, then the eigenvector becomes unique in an absolute sense also. The process 
of scaling the elements of the mode shape is called normalization; the resulting 
scaled modes are called orthonormal modes. There are several methods available 
for doing this, the following is a partial list: 

1. The largest element is set to unity. 
2. The length of the mode vector is set to unity. 
3. A particular, physically significant, element is set to unity. 

4. The modal mass is set to unity such that {¢ }~[ M]{ ¢}m = Mmm = 1 

The first three of these are useful when the mode shapes are to be plotted. The 
last of the scaling schemes is implemented in NonStaD and will be explained 
presently. As a reminder that the mode shapes are some sort of normalized 
version of the displacements {u}, the notation 

{ ¢ } == normalized { u } 
will be used. 

Consider two arbitrary, non-null vectors { v hand { v h. For the square matrix 
[ A 1 to be positive definite, we must have that the triple product 

{ v } n A ]{ v h = constant 

be greater than zero. If the matrix [ A 1 is symmetric, we also have that 

We will use these two important results to establish some properties of the mode 
shapes. 

Each mode shape will satisfy the equation of motion, that is, when substituted 
into Equation (4.13) they give 

Pre-multiply this by the transpose of another mode shape {¢ }j 

{ ¢ } J [ K 1 { ¢ } i = .Ai { ¢ } J [ M 1 { ¢ }i 
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Now write the equation for the lh mode and pre-multiply this by the transpose 
of the ith mode; that is, 

Subtract these, and since the mass and stiffness matrices are symmetric, then 
obtain 

0= (Ai - Aj){ 4>}f[ M]{ 4> h 
We chose the mode shapes to be at two different natural frequencies, therefore 
Ai i:- Aj resulting in 

{4> }f[ M ]{ 4> h = 0 

This is a statement of the orthogonality property of the mode shapes with respect 
to the mass matrix. By analogy to vector algebra, it means that the eigenvectors 
are perpendicular (orthogonal) to each other, and their vector dot product is 
therefore zero. It is emphasized, however, that in the present case we have a 
weighting factor [M J. In a similar manner, it can be seen that 

{4> }f[ K ]{ 4> h = 0 

also. There are cases of repeated roots; that is, the system has different modes 
at the same frequency. The above development only shows that these modes are 
orthogonal to all other modes but not necessarily to each other. Actually, the 
eigenvectors are not unique and a linear combination of them may also satisfy 
the equations of motion. In these circumstances we will prescribe that the mode 
shapes associated with repeated roots be orthogonal to each other. 

Modal Mass and Stiffness Matrices 

If we set i = j = m in the previous analysis, then the two mode shapes we 
are dealing with are the same, and therefore the triple product is equal to some 
nonzero constant. That is, 

{4>}~[M]{4>}m 
{4>}~[ K ]{4>}m 

where Mmm and Kmm are called the modal mass and modal stiffness of the mth 
mode, respectively. 

These relations show that the mass and stiffness matrix can be converted to 
a single constant, one for each mode, by multiplying by the mode shapes. Thus, 
construct the square matrix [ <P ] whose columns are the normalized mode shape 
vectors as 



286 Chapter 4. Vibrations of Structures 

The matrix [ cf> ] is referred to as the modal matrix. It is a fully populated matrix 
of order [N x N] and typically is not symmetric. 

The orthogonal properties of the mode shapes and the definition of the modal 
mass and stiffness can now be expressed in matrix form as 

[ cf> f [ M ][ cf> ] = I it J , [ cf> V[ K ][ cf> ] = r k J 

where r iiI J and r k J are diagonal matrices of order [N x N]. 

Example 4.23: The simple system shown in Figure 4.22 is modeled with two 
degrees of freedom. Determine the eigenvalues and eigenvectors associated with 
this system if the governing equations of motion are 

[ 4 -2] {Ul } + [1 0] {~1 } = { PI } 
- 2 6 U2 0 2 U2 P2 

Figure 4.22: Two-degree-of-freedom system. 

The spectral form of these equations for free vibration leads to the system 

[ 4 - >. -2 ] {U 1 } { 0 } 
- 2 6 - 2>' '112 - 0 ' 

The determinant must be zero for a nontrivial solution; thus on multiplying out 
and rearranging, we get 

(4->.)(6-2>.)-4=0 or >.2- 7>.+10=0 

Since this is quadratic, then the roots are 

>. = 7±v"49=40=~±~=2 5 1,2 2 2 2 ' 

Thus the ordered eigenvalues are >'1 = 2 and >'2 = 5. The two natural frequencies 
are 

WI = Ft = v'2 and W2 = yI:\;- = v'5 
The mode shape for the first mode is obtained by substituting >'1 into the 

original system to give 

[
4-2 
-2 

-2 
6-4 
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and these become, when written out separately, 

2ih - 2ih 0 

-2ih + 2'112 0 

From both equations we have that '11 1 = fL2, thus the first mode shape is 

{ '11 h = '11 1 {¢ h = '11 1 { i } 
where the magnitude of '111 is arbitrary. Similarly, for the second mode we get after 
substituting for >"2 

[ 
4 - 5 
-2 

-2 
6 -10 

giving as separate equations 

-'111 - 2'112 0 

-2'111 - 4'112 0 

Both of these equations give '112 = -!U1. Thus the second mode shape is 

{ '11 h = '11 1 {¢ h = '11 1 { !! } 
Again, this has been normalized to the first displacement. 

These mode shapes are shown plotted in Figure 4.22. Strictly speaking, we 
should only plot the values of '11 1 and '112, but since the orthogonality properties 
are not affected by augmenting the eigenvectors with zeros, then a clearer picture 
is obtained by incorporating the zero displacement at the attachment points. 

Example 4.24: Show that the eigenvectors of the previous example are or­
thogonal. 

We will consider only the normalized forms 

and 

First note that these are not orthogonal in the simple vector dot product sense, 
since 

{~}T {_\}=l-!i=O 
The eigenvectors are orthogonal with respect to the mass and stiffness matrices. 

For the mass matrix, we have 

And for the stiffness matrix 

{ ~ } T [~2 ~2] { _\ } = { ~ } T { !5 } = 0 
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Example 4.25: Determine the modal mass and modal stiffness for the system 
of Figure 4.22. 

Recalling that 

and 

then the generalized mass for the first mode is 

and for the second mode 

Note that there is only one mass for each mode. The modal stiffnesses are 

- { 1 }T [4 -2] {I} - {1}T [4 -2] { I} 15 K l1 = 1 -26 1 =6, K22= -~ -2 6 -~ ="2 

It is useful to note that these results for the stiffness could also be obtained by 
using the relationship involving the resonant frequency, that is, 

- 2 -Kl1 = wIN!ll = 2 x 3 = 6 and K22 = W~N!ii = 5 x 3/2 = 15/2 
The exact same results are also obtained when the full modal matrix is used. 

First establish the modal matrix as 

[<I>J=[II] 
1 -~ 

Now pre- and post-multiply the mass and stiffness matrices by this modal matrix 
to get for the mass 

r M J = U -\] [~ ~] U -\] [~~] 
and for the stiffness 

1][4 -2][11] [60] 
-~ -2 6 1 -~ 0 ¥ 

These results emphasize the diagonal nature of the modal mass and stiffness matri­
ces. They also show that if the mode shapes are normalized in a different manner 
then different numerical values will be obtained for the modal stiffness and mass. 
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Transformation to Principal Coordinates 

Consider a system described by the following coupled equations of motion: 

In these equations, the coupling is due to the fact that the stiffness matrix is 
not diagonal. This is called elastic or static coupling. When the mass matrix is 
not diagonal, the coupling is termed inertial or dynamic coupling. If we obtained 
diagonal mass and stiffness matrices simultaneously, then the system would be 
uncoupled and each equation would be similar to that of a single-degree-of­
freedom system. These could then be solved independently of each other. Such 
a transformation will be shown here. 

Consider the transformation of the displacements to new values by the equa­
tion 

{u} = [1> ]{77} 

where [ 1> ] is the modal matrix. Here {77} are called principal coordinates or 
normal coordinates. The equations of motion in terms of these new coordinates 
are 

[KJ[ 1> ]{77}+[ eJ[ 1> ]{1j}+[M][ 1> ]Ui}={p} 

Pre-multiply this by the transpose of the modal matrix to get 

Because of the orthogonal properties of the mode shapes and the definition of 
the modal mass and stiffness, the terms associated with the mass and stiffness 
are diagonalized. This, however, is not true of the damping matrix. A simplifying 
assumption usually introduced at this stage is that the distribution of damping 
throughout the structure is proportional. That is, 

[ e ] = a[ M ] + j3[ K ] 

where a and j3 are constants; this is usually referred to as Rayleigh damping. 
Clearly, [ C ] will be diagonalized so that the equations of motion become 

This represents N uncoupled equations of the form 

where {1; }m is the mth mode shape, Mmm , Cmm, and Kmm are the mth modal 
mass, damping, and stiffness, respectively. Each equation above is the equation 
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of motion for a single-degree-of-freedom system, and since Kmm = w~Mmm, can 
be written as 

(4.14) 

where the damping ratio is defined as 

We see that although the damping matrix [ C 1 is "constant," the effect it has 
on the response is different for each mode. Specifically, for mass proportional 
damping ((3 = 0), the higher modes have very little damping. 

Following on from earlier in the chapter, the uncoupled equations of motion 
can be integrated directly to give the generalized response as 

where Wd == wmJl - (;,. This is Duhamel's integral for each mode. For simple 
forcing functions (for example, stepped loading) the integration may be per­
formed analytically, but generally it must be done numerically. 

Once time responses for all the TJm are obtained, the solution in terms of the 
original coordinates can be obtained by simply transforming back to the physical 
coordinates according to 

{u} = [<I> ]{TJ} 

In general, for an N-degree-of-freedom system, the responses are 

} T/M(t) 

M 

This can also be written as 

M 

{u(t)} = L{</J}mTJm(t) 
m 

This is a fundamental relation in the dynamics of structures. It shows that the 
response of any complicated system can be conceived as the superposition of the 
responses of the natural vibration modes. Furthermore, the summation need not 
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extend to N (the system size) but can be truncated at M < N. The justification 
is that if the loading {p}(t) does not have a frequency content high enough to 
excite the higher modes, then it is not necessary to include these higher modes. 
Indeed, for many practical problems (such as earthquake analysis of buildings) 
M is significantly less than N and generally on the order of 1 to 5. 

Example 4.26: Consider again the simple system described by the equations 
of motion 

[ ! 2 ~ 2] { ~: } + [~ ~] { ~: } = { ~~ } 
Obtain the equations of motion in principal coordinates. Also, determine the free 
vibration characteristics of the system. 

We have already shown that the modal matrix [ 1> 1 is assembled as 

The coordinate transformation is therefore given by 

Applying this to the equation of motion and pre-multiplying by [ 1> ]T gives 

Multiplying out, get 

Note how the mass and stiffness matrices have been diagonalized. The equations 
of motion can be separated as 

6111 + 3ih 

¥'rJ2 + ~ii2 

It is worth observing that while the coordinates are uncoupled, all the applied 
forces now act at each generalized node as shown in Figure 4.23. 

Figure 4.23: The modal representation of the undamped 2-DoF system. 
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Example 4.27: Consider a special case of the last example when P2 = 0 and 
H is a stepped loading of magnitude Po. Obtain the solution if the system is 
initially at rest. 

The differential equations after t = 0 are simplified to 

ih + 2"71 j.Po 

i12 + 5Tf2 j Po 

Integrate this using the Duhamel's integraL The initial conditions are that Tf(O) 
and 1j(O) are zero for both modes, leading to the modal responses 

~Po[l- COSW1t] , 

15Po[l- eosw2t] , 

Performing the transformation back to physical coordinates gives the total re­
sponse as 

Ul(t) Tfl(t) + TJ2(t) = ~Po[l - cos(wIl)] + 15Po[1 - COS(W2t)] 
U2(t) TJl (t) - h2(t) = ~ Poll - COS(WI t)] - ;fu Poll - ~ COS(W2t)] 

This is shown plotted in Figure 4.24. Note that the response for Ul (t) appears 
somewhat random even though it is made up of only two sinusoids. 

, ~ .2 
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.0 
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O. 10. 20. 30. 40. 50. o. 10. 20. 30. 40. 50. 

Figure 4.24: Transient response of the 2-DoF system. 

Example 4.28: With reference to the last two examples, what set of applied 
forces will excite only the second mode of vibration? 

If the applied force for the first mode is zero, then there will be no response in 
that mode. For the present system we have that 

Hence by choosing P2(t) = -H (t), then this mode is not excited. That is, if equal 
but opposite forces are applied at the two masses, then only the second mode is 
excited. 
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Damped Free Vibration Modes 

We now consider the effect of damping on the vibration modes. The essential idea 
to emerge is the distinction between proportional and nonproportional damping. 

Figure 4.25: Two-degree-of-freedom system. 

Consider the simple structure shown in Figure 4.25 and which has the reduced 
equations of motion 

For free vibration we ask the question if the motion can be of the form 

On substituting we get 

The determinant must be zero for a nontrivial solution; thus on multiplying 
out and rearranging, we get the characteristic equation to determine J-l. In the 
present case, this is quadratic, and therefore there are two roots and associated 
shapes 

In general, the roots and shapes are complex functions. 
As was pointed out before, a simplifying assumption usually introduced is that 

the distribution of damping throughout the structure is proportional. That is, 

[ C 1 = a[ M 1 + /3[ K 1 

where a and /3 are constants. We will not do that here; instead, in the following 
examples, we will consider the special case when the governing equations of 
motion are 

[ 4 -2]{Ul}+c[1 O]{~l}+[l O]{~l}={Pl} 
- 2 6 U2 0 a U2 0 2 U2 P2 
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When the coefficient a has the value 2, the damping matrix is proportional, 
otherwise it is nonproportional. 

Example 4.29: The simple frame shown in Figure 4.25 is modeled with two 
degrees of freedom. Determine the eigenvalues and eigenvectors associated with 
the proportionally damped :system with a = 2. 

For free vibrations, the spectral form of equations are 

[[ 4 -2] . [10] 2[1 O]]{ih} {O} -2 6 + Z/-lC 0 2 - /-l 0 2 U2 = 0 

This leads to the system 

[ 
4 + iC/-l- /-l2 
-2 

The determinant must be zero for a nontrivial solution; thus on multiplying out 
and rearranging, we get 

/-l4 -- 2ic/-l3 - 7/-l2 - C2/-l2 + 7ic/-l + 10 = 0 

This has the factorization 

which leads to the two roots 

/-ll = 4ic ± V2- ~C2, 
These roots are plotted in Figure 4.26 for different values of c. Note that each mode 
has a different critical value of damping, for example, Gel = 2y12, Ge2 = 2V5. 
This indicates that it is possible to simultaneously have some modes overdamped 
while others are underdamped. 

2. 

.5 

.0 
.0 .5 1.0 1.5 

--Approx 
o beta =-0.4 
D. beta =+0.4 

2.0 

Real 

2.5 
Figure 4.26: Roots for damped free vibration. 

The mode shape for a given mode is obtained by substituting /-l into the original 
system to give 

, 1 [4' 2] , U2 = 2 + zC/-l - /-l U 1 
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Doing this for both modes leads to 

{iit} A {I} 
U2 1 = Uj 1 ' 

These mode shapes are identical to those of the undamped case. Note that this 
result is true irrespective of the amount of damping. 

-1.0 

-Node 1 
............ Node 2 

(b) 

Time [sl Time [sl 
I ! I ~I ~,~~, ~I~, ~,~~I~,~~~I ~,~,_.c.....L--'---'---'--.J 

o. 2. 4. 8. 10. O. 2. 4. 6. 8. 10. 

Figure 4.27: Free vibration damped responses. (a) Proportional damping. (b) Non­
proportional damping. 

Example 4.30: Determine the eigenvalues and eigenvectors associated with 
the nonproportionally damped system with a = 2(1 + (3). 

Note that by setting (3 = 0 we get the proportionally damped situation. The 
spectral form for the governing equations of motion are 

-2] [1 6 + if1C 0 

and this leads to the system 

[ 
4 + iqt - J.L2 
-2 

The determinant must be zero for a nontrivial solution; thus on multiplying out 
and rearranging, we get 

The roots are not obvious but it has the approximate factorization 

This leads to the two approximate roots 
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These roots are also shown plotted in Figure 4.26 for values of /3 = ±O.4. The 
comparison with the exact values shows that the approximation is reasonable 
especially for small values of damping. This being so, we can rewrite the approx­
imations as 

which shows that the behavior of the roots is essentially that of the proportional 
case except that the damping is increased or decreased by /3. 

For the purpose of our discussions of the effect of /3 on the mode shapes, we 
can make the further approximations 

JlI ~ V2 + ~ic(l + ~,B), Jl2 ~ v'5 + ~ic(l + ~/3) 
This is the vertical sections of the plots in Figure 4.26. The mode shape for a 
given mode is obtained by substituting Jl into the original system to give 

ih = ~ [4 + iCJl - Jl2jUI 

Doing this for both modes leads approximately to 

{ Ul } A { 1 } 
U2 I = Ul 1 - ~icJ2.B ' { UI } A { 1 } 

A = Ul I I . U2 2 -2 - f,tcv'5.B 

Only if the deviation from proportionality, /3, is zero are these mode shapes the 
same as for the undamped case. 

The effect of /3 is to make the mode shapes complex. Hence, they have a slightly 
different interpretation than for the proportionally damped case. We will see their 
meaning by looking at the time traces in the next example. 

Example 4.31: Plot the displaced shape of the structure as a function of time. 

Figure 4.28: Free vibration mode shapes. (a) Proportionally damped. (a) Nonpropor­
tionally damped. 

We recover the actual time histories by noting that 

(UR + iur)ei(I-'R+il-'l)t = (UR + iUr)(COSJlRt + iSinJlRt)e-l-'lt 

(UR cos JlRt - UI sin JlRt)e-l-'l t + i(UR sin JlRt + UI cos JlRt)e-l-'lt 

and now we just use the real part. For the first mode, we get 

UI(t) = uo[cos V2tje- ct / 2 , U2(t) = uo[cos V2t + ~cV2.Bsin V2tje- ct/ 2 
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and for the second mode, we get 

These are shown plotted in Figure 4.27. We see for the proportional case ((3 = 0) 
that the shape remains the same over time - only the amplitude changes. For the 
nonproportional case, both the amplitude and the shape changes because there is 
a phase lag between the components. Consequently, we do not get sharp modal 
lines - they seem to wander in time. This is illustrated in Figure 4.2B. 

4.5 Relation of Wave Responses to Vibrations 

When a structure experiences a localized disturbance over a short period of time, 
an impulse, the energy propagates throughout the structure as waves. When the 
structure is relatively large so that the waves do not have many interactions with 
the boundaries, then the analysis must be done using wave analysis methods. 
Some of these techniques are developed in Reference [23J. Our interest here, 
however, is to show the connection between a wave response and a vibration 
analysis; that is, when the time scale is such that there are many reflections. 

/b 0x t7 a = BOO mm (32.0 in.) 

b = BOOmm(32.0in.) 

h = 2.54mm(0.lin.) 
a aluminum 

Figure 4.29: Simply supported plate with transverse impact loading. 

Consider the plate shown in Figure 4.29, which is simply supported on all 
sides. We will impact it at the center, x = 0, y = o. 

The short-term responses are shown in Figure 4.30 for a central impact. At 
the impact site, we see an impulse-type response followed by some oscillatory 
behavior. It can be shown [23J that the velocity response at the impact site of a 
large plate is given by 

dw 1 
dt 8..jji1illP(t) 

That is, the velocity history has the same shape as the impact force history. The 
very early response at the central location thus illustrates the forcing history. 

Elementary wave propagation, as for example a longitudinal wave in a long 
rod, is an example of a nondispersive wave, which propagates at a constant 
speed without change of its shape. The shape is retained even after reflection, 
and therefore reflections from various boundaries are easily identified simply by 
their arrival times (speed x distance) and their shape. 
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Figure 4.30: Short-term velocity responses due to a central impact. 

Wave propagation in beams and plates are dispersive, meaning they have a 
spectrum of propagating speeds and change their shape. It is not our intention 
here to delve deeply into such waves, but only to describe the observed responses. 
For x = 0 at a time of about 0.8 ms, the observed oscillations are the responses 
due to the reflected wave. The eye can follow these, so that at x = 10 they arrive 
at the earlier time of about 0.6 ms. This evolution into an oscillatory behavior 
can now be observed in the head of the outgoing wave: at x = 0 we see no zeros, 
at x = 2 we see perhaps one zero, at x = 4 we see three zeros, by x = 10 we 
can just about discern six zeros. The reflections, having traveled on the order of 
800 mm (32 in.), therefore exhibit the most zeros. 

Since our interest is in the connection to structural vibrations, we now look 
at a smaller plate that is simply supported on all sides with a = 400 mm (16 in.), 
b = 200mm(8in.). We will impact it at some points along y = O. 

I ! ! ! I ! ! ! I ! ! ! I Time [ms) 
. 0 .5 1.0 1.5 O. 2 . 4. 6. 10. 

Figure 4.31: Velocity responses due to a central impact. (a) Short-term responses. 
(b) Long-term responses . 
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The short- and long-term responses are shown in Figure 4.31. The short term 
response is somewhat similar to that of Figure 4.30 but with earlier arrivals of 
reflections due to the shorter b side. When we look at the long-term response, 
we see the superposition of very many reflections giving an almost random look 
to the response. 

central impact 

o Sym 
• Anti-sym 

All 

I! ! I! ! I ! ! ! I !! I!! I!!! I Frequency [kHz] 
.0 .5 1.0 1.5 2.0 2.5 3.0 

Figure 4.32: Frequency response due to a central and off-center impacts. 

However, when we look at the response in the frequency domain as in Fig­
ure 4.32, we see a definite structure. In fact, we see the emergence of resonance­
type behavior associated with the spectral peaks. What is happening is that 
the many reflections are superposing, some constructively, some destructively, 
thereby enhancing some frequency components and diminishing others. In the 
limit of very long time we would have very sharp spectral peaks corresponding 
to the modal responses. Thus the complex wave response is decomposing itself 
into a collection of modal responses. 

Also shown on the figure are the resonance frequencies as obtained from an 
eigenanalysis. We see that there are fewer spectral peaks than resonances; this 
comes about because the central impact will excite only some of the modes -
the doubly symmetric ones in this case. The off-center impact excites some of 
the nonsymmetric ones but not all of them. 

4.6 Parametric Excitations 

The previous sections considered the vibration of systems whose governing equa­
tions have constant coefficients. There are important situations, however, that 
give rise to equations with variable coefficients; examples of such problems are 
the compression of a piston rod in an engine and the effect of rotating machin­
ery on a building. It will also arise in the nonlinear analysis of structures where 



300 Chapter 4. Vibrations of Structures 

there are interaction effects between different loadings; this is our main reason 
for considering the problem. A good introduction is given in Reference [56]. 

Types of Parametric Excitation 

We begin our discussion with the simple system shown in Figure 4.33(a): a 
concentrated mass is attached to the end of a light flexible bar whose effective 
length is constrained by the position of the bushing. 

L(t) 

M 

Figure 4.33: Examples of parametric excitation. (a) Stiffness change. (b) Mass change. 
( c) Loading. 

The flexural stiffness is 3EI / L3 (think of the bar as a single beam element 
cantilevered at one end) and the equation of motion for free vibration is therefore 

.. 3EI 
Mu+ L3 u = 0 

Now let the bushing move along the bar such that 

L = Lo + Asinwt 

We see that the stiffness also changes in time and the equation of motion is 

M ·· 3EI 0 u+ u= 
[Lo + AsinwtJ3 

The oscillations of the mass can no longer be called free, since they occur under 
the time-dependent external force associated with the periodic change of stiff­
ness. On the other hand, they cannot be called forced, since the external force 
is not a driving force and occurs on the left-hand side of the equation. These 
oscillations, which occur for a fixed type of change of the parameters of a system 
(in this case the stiffness), are said to be parametrically excited. 

A simple example of an inertia-based parametric excitation is shown in Fig­
ure 4.33(b): the length of the pendulum string is given a periodic change. This is 
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also the action of a playground swing; the oscillations are excited by the periodic 
squatting of the person standing on the swing, which causes a periodic change 
in the center of gravity of the system. 

Our third example, shown in Figure 4.33(c), is associated with an external 
load. The equation of motion, obtained by summing the moments about the 
base, is given by 

Mil + [K - P(t)/ L]u = Q(t) 

We see that the two forces appear in different positions in the equation; Q(t) 
appears on the right-hand side as a usual applied load, whereas P(t) appears on 
the left-hand side. This load is referred to as parametric loading, and has the 
distinctive feature that the static behavior can cause instability as we will see in 
later chapters. 

The equation of motion of the type of systems we are interested in can be 
described by 

Mil + P(t)u + Ku = Q(t) 

Although this system is linear, it is still very difficult to solve and we will 
need some mathematical developments (known as Floquet's theory) in order 
to progress with an analysis. We will look at the case where Q = 0 and P(t) 
varies harmonically as 

P(t) = Po + Pcoswt 

This gives a system with periodic coefficients. 

Solution Structure: Floquet's Theory 

Because of our interest in vibrations, we are interested in establishing the exis­
tence of periodic solutions. Rewrite the equation as 

il+p(t)u=O, - 2[ PO) P ] p(t) == Wo (1- K - K coswt , 

where p(t) is a periodic function of period T, that is, p(t+T) = p(t). Just because 
p( t) is periodic does not mean that u( t) is periodic; indeed, in most cases it is 
not. The system is second order, hence it has two fundamental solutions, which 
we write as 

Because of the periodic coefficient, we know that Ui (t + T) are also solutions (al­
though not necessarily periodic). We will now establish the form of the functions 
Ul(t) and U2(t). The results are taken from References [38,82]. 

The time-shifted solution functions can be written as a linear combination of 
the fundamental solutions 



302 

The total solution is then 

U(t + T) 
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AUl(t + T) + BU2(t + T) 

A[alUl(t) + a2U2(t)] + B[b1Ul(t) + b2U2(t)] 
[Aal + Bb1]Ul(t) + [Aa2 + Bb2]tt2(t) 

We now ask: under what circumstance is the time-shifted solution similar to the 
original solution? That is, 

where J.t is some constant. Equating coefficients leads to the eigenvalue problem 

The values of J.ti are obtained from the quadratic equation 

The importance of this result is the possibility of special values of J.t implying 
the existence of periodic solutions. That is, 

U(t + mT) = J.tu(t + (m - l)T) = J.t2u(t + (m - 2)T) = ... = J.tmu(t) 

Hence, if J.t is the mth root of unity (with m being a positive integer), then u(t) 
has periodicity of mT. Some particular values of J.t are 

m= 1: 

m=2: 

m=3: 

m=4: 

J.t=1 
J.t=±1 
J.t = (ei211")1/3 = 1, !( -1 ± V3) 
J.t = ±1, ±i (4.15) 

We see there are many possibilities for periodic solutions of which period T is 
onlyone. 

In general, J.ti are complex numbers so represent them as 

and we can therefore write the solution at time t + T as 

Accordingly, a typical fundamental solution is written as 
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Multiply both sides by e-i>'i(t+T), which leads to 

This gives us the important conclusion that the functions 

are periodic functions of period T. Consequently, we can write the general solu­
tion in the form 

Depending on the values of Ai, the total solution could be periodic or aperiodic. 
As a simple illustration, the fundamental solutions 

Ul(t) = e-2t sin3t, 

give a response that is not periodic. 
The periodic functions Pi ( t) are called Mathieu functions and can be found 

tabulated in Reference [1]. 

Approximate Solutions 

Now that we know the structure of the solution, we can attempt to get an 
approximate solution; the method to be used is explained in additional detail in 
References [38, 82]. First, re-write the governing equation in the form 

U + [0: - f3coswt]u = 0, _ 2( PO) 
0: = Wo 1- K ' 

Since Pi (t) are periodic with the same period as the forcing term, then let the 
solution be represented with the Fourier expansion 

00 

u(t) = ei>.t L bneinwt 
n=-oo 

Substitute this into the governing equation and regroup using the complex rela­
tion for the cosine term 

to get 

00 

L {!f3bn-l + [-(A + nw)2 + o:]bn + !f3bn+l} ei(>.+nw)t = 0 
n=-oo 
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This must be true for all time; hence, the term inside the braces must be zero 
leading to the recurrence relation 

This is an homogeneolls spt of equations, and to get a nontrivial solution we set 
the determinant to zero. This, then, specifies the value A for a given set of Q and 
(3. With A so determined, we can then solve for bn in terms of boo Finally, bo can 
be determined from the initial conditions. 

Example 4.32: Use a three-term approximation to investigate the motion of 
a system under periodic loading when released from an initial displacement. 

Approximate the system with just the three middle terms, which leads to the 
set of equations 

1(3 
2 2 

-(A - 0) +a 
~(3 

We get a nontrivial solution only when the determinant is zero. Represent the 
determinant as 

~ = ~(a,(3jA,w) = ~(a,l1jX) 
where the parameters are normalized as 

X=A/w 

Using a root solver, we can determine the values of X, which, for given values of a 
and 11, make the determinant zero. We seek only real values of X and the results 
are shown in Figure 4.34. 

2.0 
11 
1.5 

1.0 

.5 

.0 
-1.0 -.5 .0 .5 1.0 1.5 2.0 

Figure 4.34: Characteristic exponent. 

A curious feature of this plot is the absence of any parameter values in the 
wedges just above a = 0.25 and to the left of zero. The former is confirmed by 
the inset, which is for X ranging from 0.4 to 0.5 in steps of 0.01: the contours are 
either close to the 0.4 line or close to the 0.5 line. Actually, the values of A are 
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complex in these regions, leading to unstable solutions. We will consider this in 
greater detail in Chapter 7. 

We solve for b- I and bi in terms of bo as 

-~{3bo 
LI = [( )2 ] , -'\-w +0: 

Imposing the initial condition that u(t = 0) = U o gives 

[ -~{3 -~{3] 
bo = u o / [-(,\ _ w)2 + 0:] + 1 + [-(,\ + W)2 + 0:] 

Our final solution is 

U(t)=bo { -~{3 ei('\-w)t+ei(.\+O)t + -~{3bo ei(.\+W)t} 
[-(,\ - w)2 + 0:] [-(,\ + W)2 + 0:] 

2.0 

~ 1.0 
E 
Q) 

~ c. .0 
en 
is 

-1.0 

-2.0 

. '. 

-Exact 
o Approx 

Force 

L..L..J. ......... .w... ........ ..w.. .......... U-L .......... .w..... .................................... .L-J...-'..u.. ....... ' '...w' I Ti me [s 1 
o. 5. 10. 15. 20. 25. 30. 35. 40. 

Figure 4.35: Comparison for displacement response. 

Figure 4.35 shows a reconstruction and a comparison with the numerically 
integrated solution. The parameters used were 

w= 2, 0: = 1.8, {3 = 1.0 

leading to the graph parameters 

a = 0.45, ,8 = 0.25, ~ = 0.64, ,\ = 1.28 

This is indicated with a triangle in Figure 4.34. The approximate solution captures 
the main characteristics of the response. What is especially worth noting is that 
the response does not bear any obvious period relation to the forcing history. 

Systems of Equations 

Consider a system of second-order linear equations described by 

j j 
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where the coefficients aij and bij could be functions of time. Introduce the new 
variable Vi == Wi, then the system can be written as 

Using {u} = {v, wV as the state vector, we then have the relation in matrix 
notation as 

{'Ii} = [A(t)]{u} + {p} 

where the elements of the [N x N] matrix [ A ] could be functions of time. We 
will consider some properties of this general system. 

Let { 't/J h, {'t/J h, .. " {'t/J} N, be linearly independent solutions, then the matrix 

is called the fundamental matrix and we can write 

[~(t)] = [A(t)][\l1(t)] 

This is equivalent to our original system. When the matrix [A(t)] is a function 
of time, it is usually impossible to construct an explicit fundamental matrix. 
However, it is very useful in organizing some of the properties of the solutions 
and that is our main purpose in using it. 

A general solution of the equations can be written in terms of the fundamental 
matrix as 

{u(t)} = [\l1(t)]{ c} 

where the array {c} contains constants associated with the initial conditions. 
We conclude that any two fundamental matrices are related through 

[\l1(t)12 = [\l1(t)h[ c ] 

since each column of [ \l1 12 is a linear combination of each column of [ \l1 h­
Noting that 

{u(O)} = [\l1(0)]{ c} giving {c} = [\l1(O)tl{u(O)} 

from which we get that the solution of the initial value problem is 

{u(t)} = [\l1(t)][\l1(O)tl{u(O)} 

which shows the dependence of the solution on the initial conditions. 
For the inhomogeneous system with {p} :f. 0, we can write the solution as 

{u(t)} = {up(t)} + {'t/Jc(t)} 
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where {up(t)} is the particular solution and fl/Jc(t)} is the complementary solu­
tion of the associated homogeneous system. The solution of the inhomogeneous 
system can be written as 

The second term is the particular solution, while the first is the complementary 
solution. This is a particular form of Duhamel's integral introduced earlier in 
this chapter. 

Let the Wronskian (determinant) be defined as 

then we conclude from the above that either 

W (t) = det 1 [ w ]1 = 0 or W (t) = det 1 [ w ]1 i= 0 for all time 

The first occurs if the solutions are linearly dependent, and the second implies 
that [ W ] is a fundamental matrix. The behavior of this determinant plays an 
important role in the behavior of the system, and therefore it is of value to know 
some of its properties. For example, it can be shown (Reference [38] gives a nice 
proof) that 

d: = Tr[ A ]W(t) or ~ =Tr[ A] (4.17) 

where Tr[ A ] means the sum of the elements of the diagonal of [ A ]. This 
relation can be integrated to give 

W(t) = W(o)exp{lt Tr[A(r)] dr} (4.18) 

as a useful alternative form. 

Example 4.33: Determine the fundamental matrix for the system of equations 

{ Ul } [1 1] {Ul } 
U2 = 0 f(t) U2 ' 

The second equation gives 

[2 - cos t]U2 = [sin t]U2 

from which we conclude that 

or 

f(t)= sint 
2 - cost 

g(t) U2 = g(t) U2 

U2(t) = b[2 - cost] 

where b is some constant. Substituting for U2 into the first governing equation 
gives the inhomogeneous equation 

Ul = Ul + b[2 - cost] 
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whose solution is 
Ul(t) = net + b[-2 + ~ cost - ~ sint] 

'liVe can combine both into the solution representation 

{ Ul}= ret -2+~Cost-~sint] {a} 
U2 0 2 - ('os t b 

We identify the square matrix as the fundamental solution. 
The Wronskian is 

W = det I[ iii ]1 = e t [2 - cost] 

and therefore 
TV = et[2-cost+sint] = 1+ sint 
W et[2-cost] 2-cost 

which is clearly the trace of [A(t)]. We also see that W(t) never goes through zero. 

A common occurrence is where the matrix [A(t)] is a periodic function of time 
with minimal period T. That is, we have 

{u(tn = [A(t)]{u(tn, [A(T + t)] = [A(t)] 

As we showed earlier, just because the coefficient matrix is periodic in time does 
not mean that the solutions are also periodic. 

Using the fundamental matrix representation, we can write 

[W(t)] = [A(t)][\lI(t)] 

At the later time we also have 

[W(T + t)] = [A(T + t)][\lI(T + t)] = [A(t)][\lI(T + t)] 

This shows that [1lJ(T + t)] is also a fundamental matrix and therefore we have 

[1lJ(T + t)] = [1lJ(t)][ C ] 

Evaluating this at t = 0 allows 

[1lJ(T + 0)] = [1lJ(O)][ C ] or [ c] = [1lJ(O)]-l[1lJ(T)] 

Let (Mi, {¢ }i) be the eigenpairs of the matrix [ c ], that is, 

(4.19) 

We therefore can write the initial conditions as {u(On = Lk ad ¢ h. The solu­
tion at arbitrary time is 

{u(T + tn = [1lJ(T + t)]{u(On = [\lI(t)][ C ] Lad ¢ h 
k 
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and using Equation (4.19) becomes 

{u(T + t)} = [1l1(t)] I: akILd ¢ h 
k 

Let ILk = eiAkT where Ak are called Floquet's exponents. Furthermore, let 

Now introduce 

then 

{p(T + t)h e-iAk(T+t){u(T + t)h = e-iAdT+t) [1l1(t)]ake+iAkT {¢ h 

e-iAkt{u(t)h = {p(t)h 

Therefore each of the components of {p( t) h are periodic functions with period 
T. We now have the representation of the solution as 

( 4.20) 
k k 

This is the result equivalent to Equation (4.16). 
We also have the interesting result 

W(T) = ILIIL2'" ILN = exp{lT Tr[ A ] ds} (4.21 ) 

We will find a useful application of this formula in the pulsating beam problem 
of Chapter 7. 

Problems 

4.1 Consider the forced frequency response of an undamped system initially 
at rest. 
• Show that the response is 

( ) wowPo/ K . ( ) Pol K . ( ) 
u t = - [2 2] sm wot + [2 2] sm wt Wo - w wo-w 

• Plot this function for a value of w close to Wo and observe the "beating" 
effect. 
• Consider when the forcing frequency is near resonance, that is, W-Wo = 
2tJ.w is small. Show that the early time response is 

u(t) = tJ.w~Po/ K ] sin(tJ.wt) cos [(wo + w)t/2] ~ [~Po/ ~ t cos[(wo + w)t/2] 
w~+w ~+w 

• Plot this function and compare to the above result. Observe the linear 
increase in amplitude with time. 
• What happens in the limit as tJ.w --+ 0 ? 
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4.2 Consider the free vibration of a free/free rod of length L. 
• Show that the characteristic equation is 

ksinkL=O, k == wJpA/EA 

• Determine the first two natural frequencies. 
• Sketch the first two mode shapes. 

4.3 Consider the free longitudinal vibrations of a rocket: The effective length 
is 20 ft, net cross-sectional area 10 in. 2, unloaded structural weight 2001b, 
and material aluminum. Making whatever assumptions seem reasonable, 
• Determine the first three natural frequencies for the empty rocket. 
• Determine the first three natural frequencies when the rocket carries a 
distributed load of 100 lb. 

4.4 A fixed/fixed rod has a sinusoidal forcing function applied to its mid-point 
as shown. 
• Determine the response against frequency and plot . 
• Compare the frequencies of the spectral peaks to the natural frequen­
cies; comment. 
• Plot the response shape at the three frequencies: ~WI' WI, ~WI' where 
WI is close to the first natural frequency. 

D aluminum 

L= 400mm 
25mm 

4.5 A rod, fixed at one end and having a concentrated mass at the other, is 
vibrating longitudinally. 
• Use the Ritz method to estimate the first and second natural frequen­
cies of vibration. 
• Sketch the dependence of the frequencies on the mass ratio me/pAL. 
• Superpose the exact results for the cases of no mass and when both 
ends are fixed. 

no mass: Wn = 
(n+~)1TJEA 

L pA' 
fixed: _ (n)1T JEA 

Wn - L pA 

<:" <~l 
~l~:::::::::::::::::::::~"'=1D 

4.6 Consider the free vibration of a cc-ss-cc-ss rectangular plate. 
• Use the analytical solution to determine some of the resonance frequen­
cies. 
• Use the Ritz method to estimate the fundamental frequency of free 
vibration. 
• Compare both results with the analytical solution for a fixed-fixed 
beam. 
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4.7 A three-story building frame is to be modeled as a shear building with the 
following description 

[ 1800 -800 

-60~ 1 { 
Uj 

} + [ 
3 0 

~ 1 { 
iiI }={ PI } -800 1400 U2 0 3 U2 P2 

0 -600 600 U3 0 0 U3 P3 

The location 1 is closest to the ground. 

• Determine the natural frequencies and mode shapes. 

• Sketch the mode shapes. 

4.8 Consider the strain energy and kinetic energy in principal coordinates. 
• Show that the expression for the strain energy takes on the following 
simple form: 2U = wrr,r + wi",? + .. '. 
• Show that the expression for the kinetic energy takes on the following 
simple form: 2T = iii + ilr + .. '. 

4.9 Consider the free vibrations of a cantilever beam. 
• Estimate the fundamental frequency using the single Ritz function 
g(x) = [x 2 ]. 

• Now use the static deflection under its own (uniformly distributed) 
weight as the Ritz function to estimate the fundamental frequency. 
• Compare both results to the exact 

4.10 Consider an infinite plate. 

_ 3.516 (Ei 
Wn - L2 V PA 

• Show that the response to a rectangular pulse of duration T is 

w(r, t) P [ r2 r2 ] 
47rbph tH(4bt)-(t-T)H(4b(t_T)) 

H(x) ~ - Si(x) - sin(x) + xCi(x) 

where Si and Ci are the sine and cosine integrals, respectively. 
• Do an FEM analysis to confirm this result. 

- Reference [29], p. 243 

4.11 Determine the resonances of a circular plate with simply/supported bound­
ary conditions. 
• Do an FEM analysis to confirm the results. 

- Reference [45]. 
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5 
Nonlinear Dynamics 

This chapter considers the effect of nonlinearities on the dynamic response of 
structures. As with the nonlinear static analysis, an incremental/iterative ap­
proach is developed; here, however, we must also discretize the time. The com­
puter methods established will be applicable to most dynamics problems; in the 
analysis, however, the emphasis is on vibrations, and we consider the two cases 
of free vibration and forced vibration. For structural applications, the dominant 
behavior is linear elastic, therefore we treat the nonlinearities as perturbations 
on this behavior. This will allow us to effect some simplified solutions. 

A characteristic of nonlinear dynamic systems is that a small change in initial 
conditions can give quite different steady-state behavior. Additionally, nonlin­
ear equations can exhibit a wide range of complex behaviors for a relatively 
small range of parameter changes. By complex behavior we include seemingly 
random or "chaotic" behavior from the system even though the solutions re­
main deterministic in terms of their initial values and there is no random input. 
Consequently, prediction becomes impossible. 

As an illustration of chaos, Figure 5.1 shows phase plane plots (position against 
velocity) for the Lorenz equations for two slightly different initial conditions. The 
two solutions are completely different in the detail; nonetheless, they exhibit a 
similarity in that the two solutions jump back and forth about between two 
orbits. These orbits are called strange attractors and act to give organization to 
the chaotic behavior. 

Figure 5.1: Phase plane plot of the Lorenz equations. 

J. F. Doyle, Nonlinear Analysis of Thin-Walled Structures
© Springer Science+Business Media New York 2001
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5.1 Free Vibration 

We begin with one of the simpler nonlinear dynamics problems, namely, that 
of free vibration. This case, nonetheless, illustrates the difficulties encountered 
with nonlinear problems as well as showing many of the ways the solutions differ 
from their linear counterpart. 

In order to effect a solution, we first need to impose some global restrictions. It 
seems reasonable to assume that, since there is no damping, we look for motions 
that are periodic. That is, we seek solutions for which u(t + T) = u(t). Since the 
solutions are periodic on T, then they have a Fourier series representation in the 
form 

211" 
wf=r 

In this, the coefficients an and the period T (hence W f) are unknown. That we 
anticipate multiple harmonics in the solution means that we expect the solution 
to be periodic but not harmonic. This method is sometimes called the method 
of harmonic balance, although the way we will use it is really as part of a per­
turbation solution. Reference [60] has a concise discussion of some of the other 
solution methods available for solving nonlinear problems. 

Symmetric Return Force 

The equation we wish to solve is 

Mil + K(l + O!u2 )u = 0 or 

where Wo == vi K / M is the natural frequency of the linear system and O! can be 
either positive or negative. 

For the symmetric return force, motions on the half period will be the minus 
image, that is, u(t + !T) = -u(t). Therefore, we must only have odd terms in 
our expansion leaving as the solution 

u(t) = A[cos(wft) + €Cos(3wft) + ... ] , 211" 
wf=­

T 

The amplitude ratios are replaced with € on the assumption that the various 
higher harmonic contributions are small. The other terms in the governing equa­
tion are 

il -wJA[coS(Wft) + 9€cos(3wft) + ... ] 
u3 A3[COS3(Wft) + 3€COS 2(Wft) cos(3wft) + ... ] 

Noting that 
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gives the governing equation as 

-wJA[coS(Wft) + 9€cos(3wft) + ... j + w;A[cos(wft) + €cos(3wft) + ... j 
+aw;A3[~ cos(3wft) + ~ cos(wft) + ... j = 0 

This must be true for all time, and sinn' thp cosine functions arc linearly inde­
pendent, we get 

cos(lwft) : 

cos(3wft) : 

The first of these gives 

Wf = WoVl + a~A2 
which indicates an amplitude-dependent frequency. Using this in the second 
equation gives 

Our complete solution may now be written as 

A similar process, although more cumbersome, can be used to determine the 
higher harmonic contributions. 

This solution exhibits a characteristic that is very different from the corre­
sponding linear solution; that is, it has an amplitude-dependent frequency. As a 
consequence, the principle of superposition does not hold and all solution meth­
ods based on this principle (such as Fourier analysis or Duhamel's integral) are 
no longer directly applicable. Furthermore, conclusions arising from such analy­
ses (modal matrix, etc.) no longer apply. 

Example 5.1: Determine the free motion response of a system with IvI = 1, 
K = 1, and a = 0.4 when it is released from an initial position of u(O) = 1. 

Imposing the initial condition, we get 

a 2 
u(O) = 1 = A[1 + 32 A 1 

from which we can determine that A ~ 1 (the other solutions give imaginary A, 
which are rejected on physical grounds). 

The solution is compared to the numerically generated response and the linear 
response in Figure 5.2. The value of a used corresponds to wJlwo ~ 1.14. It is 
seen from the figure that this is about the ratio of the periods. 

What may seem curious is why there is no apparent amplitude effect. This 
occurs because the initial displacement is matched at t = 0 and since the solution 
is periodic, then it must be matched at every nT. Consequently, only the phase 
shift is noticeable. 
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Figure 5.2: Free vibration response for a symmetric return spring. 

Nonsymmetric Return Force 

The equation we wish to solve is 

Mu+K(I+/3u)u=O or u + w~ (1 + /3u)u = 0 

where again Wo == V K / M is the natural frequency of the linear system. 

315 

For the nonsymmetric return force we must keep all terms in the expansion, 
leaving as our solution 

u(t) = Ao + A[cos(wft) + (,cos(2wft) +"'J, 27r 
wf=-

T 

Again, the amplitude ratios are replaced with (' on the assumption that the 
various higher harmonic contributions are small. Working as before gives the 
governing equation as 

-wJA[coS(Wft) + 4('cos(2wf t ) + ... J 

+/3w; [A; + 2AoA cos(wft) 

+ w;[Ao + A{cos(wft) + (,cos(2wft) + .. '}J 
+ A2[~ + ~ cos(2wft) + ... J] = 0 

This must be true for all time, and since the cosine functions are linearly inde­
pendent, we get 

cos(Owft) : 

cos(Iwft) : 
cos(2wft) : 

The first of these gives 

A _ -1 ± VI - 2/32A2 ~ _1/3A2 
0- 2/3 ~ 2 

indicating a nonlinear negative off-set. Combine this with the second equation 
to get 
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Again, we get an amplitude dependent-frequency - this time, however, it results 
in a period elongation. Using this in the third equation gives 

_ (3w;A~ ~ l(3A 
E - 4w2 -w2 ~"6 

f 0 

Our complete solution is therefore 

u(t) = _~(3A2 +A[cos(wft) + !(3AcoS(2wft ) + ... J, 
A similar process can be used to determine the higher harmonic contributions. 

Within the limits of our approximation, this solution indicates that as the 
initial amplitude is increased, the frequency can go to zero and for an amplitude 
slightly larger, there would be a static instability. This is an example where 
slightly different initial conditions give very different responses. Actually, this 
example illustrates the type of behavior that would be exhibited by the truss 
structure of Figure 3.2. The instability observed would correspond to "snap­
through" where the truss ends up on the negative side. We reconsider this again 
later in this chapter. 

Example 5.2: Determine the free motion response of a system with M = 1, 
K = 1, and (3 = 0.4 when it is released from an initial position of u(O) = 1. 
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Figure 5.3: Free vibration response for a nonsymmetric return spring. 

Imposing the initial condition, we get 

u(O) = 1 = _~{3A2 + A + ~{3A2 or 

from which we can determine that A ~ 1.19 and A ~ 6.3. The latter corresponds 
to an imaginary frequency W f, hence we take the former value. 

The solution is compared to the numerically generated response and the linear 
response in Figure 5.3. We see the period elongation relative to the linear response 
as expected. A value of {3 = 0.4 corresponds to an off-set of -0.20. This closely 
matches the value in the figure - note that the difference seen is twice the off-set 
value. 

Again the positive peaks agree because the initial displacement is matched at 
t = 0 and since the solution is periodic, then it must be matched at every nT. 



5.1 Free Vibration 317 

Frictional Contact 

One of the early examples of frictional contact studied was by Rayleigh in con­
nection with the oscillations of a violin string. His analysis led to the equation 

where the nonlinearity is associated with the "damping" term. Before discussing 
this further, we will put it into the standard form of a Van der Pol equation by 
differentiation and making the substitution iJ ---+ u to give 

The sign of the damping contribution depends on the relative magnitude of 
the displacement: for lui < 1/ -.J!3 it is negative and the system receives energy, 
while for lui > 1/ -.J!3 it is positive and the system dissipates energy. Thus on 
a complete cycle, energy is both gained and lost; for this reason, the responses 
of these systems are often referred to as self-excited oscillations, although it is 
somewhat of a misnomer since there is an energy source eternal to the system 
(for example, the rotating drum in the introduction, or the energy to the violin 
string coming from the bow). 

We will obtain a solution based on the assumption that E is small. First con­
sider the linear case: 

ii - elt + w~u = 0 

Because this has constant coefficients, seek solutions of the form eil.d , which leads 
to the roots 

The solution is therefore 

For a given set of initial conditions, this solution corresponds to spirals away 
from the origin. That is, the solution is unstable. This is as expected, since 
the friction corresponds to negative damping. However, when we return to the 
nonlinear equation, it shows that, when the amplitude exceeds a certain value, 
the friction becomes dissipative and, consequently, we should not get an infinite 
amplitude. Actually what happens is that the solution finds a limit cycle - an 
orbit in the phase plane that is constant. Limit cycles are equilibrium motions (in 
contrast to equilibrium points where the system is at rest) where the system is 
performing a periodic motion. Neighboring paths are not closed but spiral into 
(stable) or away (unstable) from the limit cycle. In the present case they are 
spiraling into the limit cycle. Limit cycles are an important feature of nonlinear 
systems (linear systems with constant coefficients cannot exhibit limit cycles) 
and we will discuss them in greater detail later. 
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Once the system has achieved the limit cycle, then the solution can be repre-
sented as 

u(t) = Acos(wft) + ... , 27r 
wf=-

T 

We now wish to determine A and wf' Using Xl = u and X2 = il, we can rewrite 
nllr system as 

We are expecting the limit cycle to be nearly circular in the phase plane, so 
introduce the polar coordinates 

rcos(} = WoXI, rsin(} = X2 

Differentiate the radius, 

and substitute for Xl and X2, to get 

This shows that the radius is nearly constant (since its rate of change is of order 
c) and can be represented by 

r(t) = A + 0(10) 

In a similar manner, we get 

and the frequency is predominantly that of the linear system without any fric­
tion. 

It remains to determine A. Since the cycles repeat, the total change in r must 
be zero leading to 

From this we get 

A=_2_ 
wov7J 

and 
2 

u(t) = I7J cos wot 
wovf3 

This solution resembles the solution for a linear oscillator without friction. There 
is a significant difference, however; for the linear oscillator, the amplitude de­
pends on the initial conditions - the bigger the initial energy, the bigger the 
radius. Here, the radius depends on the system parameters only, and is the same 
irrespective of how the motion is initiated. 
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Figure 5.4: Free vibration response for the Van der Pol equation. 
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Example 5.3: Determine the free motion response of a system with AI = 1, 
K = 1, /-L = 0.2, and f3 = 0.25 when it is released from an initial position of 
u(O) = O.l. 

The linear and approximate limit cycle solutions are compared to the numeri­
cally generated response in Figure 5.4. We clearly see how the linear part of the 
true solution grows as an outward spiral until it reaches the limit cycle. (Note that 
because displacement is plotted on the vertical axis, the time axis is into the page 
and therefore the spirals are clockwise as assumed in the above derivations.) The 
radius depends on the strength of the nonlinearity as 1/.J!J. Thus, when f3 = 0, 
we get the linear solution, which corresponds to a spiral going to infinity. The 
phase of the two solutions match very well, and the approximation estimates the 
radius of the limit cycle quite well. 

When the initial conditions are such that u(O) > 4.0, the solution spirals inward 
toward the limit cycle. 

5.2 Forced Response 

We saw that a linear system can exhibit resonance behavior when forced har­
monically. We therefore divide our nonlinear approximate analysis into two sit­
uations: first when the excitation is far from the linear resonance, and second 
when it is close to the linear resonance. In both cases, we only consider the 
symmetric return case for which the governing equation is 

Mil + K(l + au2 )u = P(t) = Pcoswt 

and w is the forcing frequency. 

Forced Response Away from Resonance 

Begin by rewriting the equation as 

il + w;(1 + au2 )u = P coswt 



320 Chapter 5. Nonlinear Dynamics 

We will get an approximate solution by way of a perturbation method. To that 
end, consider f to be small and let 

Substitute these into the governing equation to get 

Regroup in equal powers of f and impose the condition that the equation must 
be satisfied (that is, be equal to zero) for equal powers of f. This gives 

fO : Uo + w~uo = Pcoswt 
1 .. 2 3 
f: Ul +WoUl = -Uo 

f2 : U2 + W~U2 = -3UOUl 

and so on. We are interested in solutions with period T = 21l'Iw because they are 
related to the forcing frequency. However, we suppose that the forcing frequency 
is not an integer fraction of the natural frequency, W cI woln. The major term 
uo(t) is a periodic solution of the linearized equation. Hence, we are restricted 
to finding solutions which are close to the linearized result. The method will not 
expose other results. 

Integrate the first equation to get 

. P 
uo(t) = Acoswot + BSlllwot + 2 2 coswt 

Wo -W 

If Wo is not an integer multiple of w, then the above is not periodic on 21l'IW and 
we must have A = 0 and B = 0, leaving us with 

P 
uo(t) = 2 2 coswt 

Wo -W 

The second equation becomes 

- -3 
.. 2 (P)3 3 P [3 () 1 ( )] Ul + W 0 Ul = 2 2 cos wt = (2 2)3 4" cos wt + 4" cos 3wt 

Wo - W Wo - W 

Integrating, and retaining only those solutions with the required periodicity, 
gives 

3 p3 1 p3 
Ul(t) = --4 (2 2)4 cos(wt) - -4 (2 2)3( 2 2) cos(3wt) 

Wo - W Wo - W Wo - 9w 

Our second approximation now becomes 
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The series continues with cos 5wt, cos 7wt, and so on. 
The method fails when wo/w = 1, 3, 5, ... ; this is averted by the integer con­

dition, but nonetheless for a nearby frequency it indicates the series would have 
difficulty converging, hence we have a "near" resonance. That is, the solution 
shows that we get large responses at or near 

1 
w =Wo or or w = -Wo 

5 
or 

These are "resonances" due to the higher harmonics in u3 feeding back into the 
linear system. These are called subharmonic resonances. 

Example 5.4: Analyze the case when !vI = 1, K = 1, and Q = 0.4. 

2 .0 

C 
~1.0 
~ 
'" C. 
<n 

is .0 

-1.0 

-2.0 

-.5 .0 

, 
.i 

\ I 

\..1 I \. 
I. 

.5 O. 20. 40. 60. 

Figure 5.5: Subharmonic resonances. 
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Figure 5.5 shows an example of forcing the system at w = wo /5. It is clear that 
a higher Wo response is being generated; the time traces show the higher harmonic 
rider on the forcing frequency, the phase-plane plot shows small "loop-the-Ioop" 
patterns. This behavior would not happen in a linear system. 

The results shown are for the steady state response. This was achieved by having 
C = 0.1 with the initial conditions U o = -0.2, uo = 0.48. If the initial conditions 
are not set correctly, then the initial response will always show the presence of 
the resonance frequency. However, for linear systems they die down due to the 
damping. 

Forced Motion Near Resonance 

Now consider the situation where the forcing frequency is close to the linear 
natural frequency. 

The equation we are considering is rewritten as 

ii. + w~u + w 3 = Pcoswt, 
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Let the forcing frequency be near resonance such that 

w~ = (1 + €(3)W 2 

where {3 is a small parameter. Also, let the force be small, that is, P = €'Y. Our 
equation now becomes 

As in the last section, consider € to be small and let 

Substitute these into the governing equation and group equal powers of € to get 

€o : ilo + w2uo = 0 

€l : ill + W2Ul = 'Y cos wt - (3w2uo - u~ 

Integrate the first equation to get 

uo(t) = A cos wt + B sinwt 

Since there is no damping, we can take B = 0 
The second equation now becomes 

ill + w2Ul = 'Y cos wt - (3w2 Acoswt - A3[~ cos(wt) + ! cos(3wt)] 

Note that the particular solution for il + w2u = a coswt is u(t) = (at/2w) sinwt, 
which introduces a secular term, that is, a term increasing in time. Hence we 
must have the associated coefficient be zero, leading to 

'Y - {3w2 A - ~A3 = 0 

Substituting for (3 and 'Y gives 

A(w2 _w2) + ~aw2A3 - P = 0 o 4 0 

The three solutions for A are shown in Figure 5.6(a). Consider the situation 
with P > 0: for w > 1.5, there are three real solutions; for w < 1.5, there is 
one real solution and two complex solutions. The case P = 0 is similar except 
that for w < 1.5, two of the solutions are purely imaginary. Note that the only 
physically viable solutions are those with real only components. These are shown 
as magnitudes in Figure 5.6(b) for three different load values. 

Note that even if w2 = w~, then 

A= [~ll/3 
~aw2 4 0 
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Figure 5.6: Variation of amplitude A(w) near resonance for different load values. 
(a) Three complex roots. (b) Real only solutions. 

showing that the amplitude is finite. It is only when Q = ° (the linear case) that 
the amplitude becomes infinite. This interesting result shows that nonlinearities 
in the system would prevent the infinite displacement associated with linear 
resonance phenomena. Another special case is when ? = 0, the free vibration 
case. We get 

A=O, ± 

This is the same relation as derived in the earlier section on free vibration. 
Here it corresponds to the centerline of the forced frequency response curve in 
Figure 5.6(b). 

Effect of Damping 

The effect of damping in linear systems is to decrease the peak amplitude at 
resonance. It is of interest to know if damping has a similar effect on the nonlinear 
peaks. 

The equation we are considering is rewritten as 

U+17U+W;U+w3 = ?coswt, 

where we have introduced a linear viscous damping term. Let the forcing fre­
quency be near resonance such that 

where j3 is a small parameter. Also, let the force and damping be small, that is, 
p = ey, "1 = Eli. Our equation now becomes 
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As in the last section, we consider f to be small and let 

Substitute these into the governing equation and group equal powers of f to get 

fO : iio + W 2710 = 0 

fl : iii + W 2Ul = 'Y cos wt - IiU o - (3w2uo - u~ 

Integrate the first equation to get 

uo(t) = A coswt + B sinwt 

Since there is damping, we cannot take B = O. 
Using relations such as 

cos3 X = ~ cosx+i cos 3x, sin2 x cos x = [1-cos2 x] cos X = ~ cosx- i cos 3x 

the second equation now becomes 

[liwA - B[(3w + ~(A2 + B2)J] sinwt 
+[ - IiwB - A[(3w + ~(A2 + B2)] + 'Y] coswt 

+[ - iB3 - ~A2B] sin3wt + [ - iA3 + ~AB2] cos3wt 

As noted before, the particular solution for equations such as ii + w2u = a cos wt 
is u(t) = (at/2w) sinwt, which introduces a secular term. Hence, we must have 
the associated coefficient be zero, leading to 

o IiwA - B[(3w2 + ~(A2 + B2)] 

o IiwB + A[(3w2 + %(A2 + B2)] - 'Y 

Substituting for (3, Ii, and 'Y gives 

17wA - B[(w; - w2) + %w;a(A2 + B2)] 

17wB + A[(w; - w2) + %w;a(A2 + B2)] 

o 
p (5.1) 

If there is no damping, we get B = 0, and the second equation becomes the 
result previously obtained. 

Squaring both equations and adding, we get the equation for the amplitude 
as 

The solution for C is shown in Figure 5.7 for different excitation levels. Paren­
thetically, the simplest way to make this plot is to solve for w2 (which is only 
quadratic) for different values of real-only amplitude. 
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Figure 5.7: Effect of damping on the amplitude response near resonance. 
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The major point to note about the plot is that, for a single excitation level, 
there is only one solution curve but it folds on itself. Consider the following 
thought experiment to help explain the plots. Set P at a low value and slowly 
scan through W from WI < Wo to W2 > Wo and back again. As W is increased, 
in the vicinity of W ~ wo , we will see a peak response but it gets smaller on 
further increase of w. The return response for decreasing W is similar. These are 
familiar behaviors from the damped linear theory. Now increase P and again 
scan through w. Just past point A, the amplitude will show a sudden decrease 
corresponding to a jump to point A'. Thereafter, it will show a steady decrease. 
On the return journey, it will get to point B before suddenly jumping to B' with 
a larger amplitude. These jump behaviors are characteristic of an instability -
we will therefore take this up in greater detail in the next two chapters. 

Example 5.5: Use numerical integration methods to investigate the depen­
dence of the forced nonlinear response on the initial conditions 

Time[s] 
I ,,,1,,,,1,,,,1, ,1""I""I""III"! 

(I) 
w..u.Lu..u..I Velocity 

-1. O. 1. 

Figure 5.8: Time and phase plane plots for two slightly different initial conditions. 
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Owing to the folding of the response plot in Figure 5.7, there is a multiplicity 
of amplitudes for a given excitation frequency. The effect of this is illustrated 
in Figure 5.8, which shows two slightly different initial conditions (under the 
same forcing conditions) converging to two very different steady-state behaviors. 
Figure 5.7 shows that three amplitudes are possible for a given frequency (beyond 
B) and yet the simulations exhibit only two amplitudes. The reillion is that the 
middle amplitude solution is unstable. 

The phase-plane plots are also shown in Figure 5.8. In both cases, the beginning 
point is clearly seen. The heavier regions are the steady-states achieved. This 
dependence of the final steady state solution on the values of the initial conditions 
is a hallmark of nonlinear systems. In the linear case, there is a nice separation of 
the two. 

5.3 Dynamic Equilibrium with Large Rotations 

In the case of thin-walled structures, we must take into account the effect of 
large rotations and the possibility that joint masses may be sizable in extent. As 
will be seen, the equations of motion governing the rotation are nonlinear even 
for a single mass. 

Rotational Motion 

Consider a body rotating about a fixed axis (as in Figure 3.13) with angular 
velocity w. The origin is on the rotation axis. Each point not on the axis moves 
in a circle in a plane normal to the axis with velocity and acceleration 

f w x f 

f ~ x f + w x (w x f) 

Consider now a rotation about a fixed point 0 rather than an axis. Euler's 
theorem says that any finite motion of the body is equivalent to a rotation of 
the body about some particular axis through this point. 

During a time .6.t the body will rotate through an angle .6.¢ about the unique 
rotation axis. As .6.t approaches zero, the ratio .6.¢/.6.t becomes the magnitude 
of the angular velocity w. The direction of w is along the rotation axis. 

For a general motion of a body about a fixed point, the rotation axis is not a 
line fixed in the body. We can represent the velocity and acceleration as above, 
the difference between the general motion and the one about a fixed axis lies in 
the angular acceleration ~ term: when the axis is fixed, the vector ~ is directed 
along the rotation axis and represents the rate of change of w; in the general 
case it reflects the change in direction of w as well as its change in magnitude 
and it is not directed along the rotation axis. 

Finite rotations are not commutative; infinitesimal rotations do, however, obey 
the parallelogram law of vector addition. It follows that the angular velocities 
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may be added vectorally, that is, 

Note that for finite rotations W i=- ¢. 

Kinetics 

Consider a rigid body with axes (x, y, z) attached with origin at the mass center 
G. The angular velocity of the reference frame is therefore w. When the body 
rotates, the inertia changes when referred to the inertial frame of reference. We 
will therefore find it more convenient to refer the governing equations to a set 
of body fixed coordinates. 

The angular momentum of a small element of mass dm = p dV is 

dH = f x v dm = f x (v + w x f) dm 

But f f x vdm = 0 since the origin is the mass center, hence, we have 

dH = f x (w x f)dm or H = J f x (w x f)pdxdydz 

The explicit form for the components of dH are 

dHx = [ (y2 + Z2)wx 
dHy = [ -yxwx 
dHz = [ -zxWx 

Now let 

-xyWy 
(z2 + x 2)wy 

-zywy 

-xzwzldm 
-yzwzldm 

(x2 + y2)wzl dm 

and so on 

where lij are the mass moments of inertia. The angular momentum expression 
now becomes 

Hx = [ lxxwx -lxywy -lxzwzl 
H y = [ -lyxwx lyywy -lyzwzl 
Hz = [ -lzxwx -lzywy lzzwzl 

This lends itself to the matrix forms 

{ Hx } ~ [ lxx -lxy -lxz ]{ Wx } Hy -lyx lyy -lyz Wy or {H}=[J]{w} 
Hz -lzx -lzy lzz Wz 

The quantity [ J 1 is a second-order tensor and therefore transforms analogously 
to stress. It has principal values and directions. This relation shows that the 
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Figure 5.9: Geometry of composite object. 

direction of the angular velocity and angular momentum are generally not the 
same. 

Example 5.6: Determine the moments of inertia for the angle bracket shown 
in Figure 5.9. 

Some useful formulas for moments of inertias about the mass center are 

Block [a x b xc]: Ixx = f2m(b 2 + C2), Iyy = 112m(c2 + a2), Izz = f2m(a 2 + b2 ) 

Cylinder [L x R]: Ixx = Iyy = f2m(L2 + 3R2), Izz = ~mR2 
Sphere [R]: Ixx = Iyy = Izz = ~mR2 

The approach to general bodies is to conceive of them as made of simpler parts 
and then to use the parallel axis theorem to add them with respect to a common 
point. This theorem says that the inertia matrix about a set of axes at x can be 
written in terms of inertias about a set of parallel axes at the center of mass XC 

using the formulas 

and so on 

where m is the mass of the body. 
For the given problem, we must first determine the mass center for the com­

posite object. Choosing the origin as shown, we have for the first moments 

My p(abh)a/2 + p(cdh)(a + c/2) = p(abh + cdh)cx 

Mx p(abh)b/2 + p(cdh)d/2 = p(abh + cdh)ey 

Helice the centroid is at 

c = (ab)a + (cd)(2a + c) = 69 = 4 93 
x 2(ab + cd) 14" 

= (ab)b + (cd)d = 19 = 2.71 
ey 2(ab + cd) 7 

The second moments are 

Ixx = 112 P(abh)(b2 + h2) + p(abh)(b/2)2 + 112 P(cdh)(d2 + h2) + p(cdh) (d/2)2 = p299.7 

1 2 2 2 1 2 2 ( / )2 Iyy = 12 P(abh)(a + h ) + p(abh)(a/2) + 12 P(cdh)(c + h ) + p cdh)(a + c 2 = p934.3 

Ixy = 0 - p(abh)(a/2)(b/2) + 0 - p(cdh)(a + c/2)(d/2) = -p484 

The parallel axis theorem could be used to relocate this inertia to the center of 
mass. 
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Equations of Motion 

For an absolute reference frame, the change of momentum is related to the 
externally applied moments according to 

where the terms are taken about either a fixed point 0 or about the mass center 
C. When iI is expressed relative to a moving coordinate system, then 

L A diI
l 

A A 

M=-d +f2xH t xyz 

This is written in component form as 

Hx - Hyf2z + Hzf2y 

Hy - Hzf2x + Hxf2z 

Hz - Hxf2y + Hyf2x 

Let the reference axes coincide with the principal axes of inertia, then Ixy and 
the other off diagonal terms are zero and we have n = w leading to 

Ixxwx + (Izz - Iyy)wywZ Mex 

Iyywy + (Ixx - Izz)wzwx Mey 
(5.2) 

These equations are known as Euler's relations. Note that they are nonlinear, 
and this can give rise to some unexpected phenomena. In the special case when 
all principal values are the same, the Euler relations uncouple and become 

These are linear and are the equations usually employed in a linear small dis­
placement analysis. 

The orientation of the rigid body is not simply the integral of the angular 
velocities; indeed we must use the transformation developed in Chapter 3. That 
is, during an incremental scheme, we use the above equations to determine es­
timates of the angular velocities from which increments in the orientation is 
then 

~¢ =w~t 

and the orientation of the triad vectors are then updated as 
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If desired, the small angle approximation 

can be used. 

Example 5.7: Consider a rigid block that experiences moment impulses in 
such a way that one of the rotational velocities is significantly larger than the 
other two. Determine the subsequent free motion. 
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Figure 5.10: Rotational speeds due to moment impulse. (a) Impulse ratio is [5:1:1]. 
(b) Impulse ratio is [1:5:1]. 

Let Wx be the dominant velocity, then we can approximate the response as 

where {i are small terms. Substitute this approximation into the Euler's relations 
and neglecting nonlinear terms we obtain the free response equations as 

Ixxex 0 

Iyyey + (Ixx - Izz)wo{z 0 

Izzez + (Iyy - Ixx)wo{y 0 

The first equation shows that {x, and hence W x , will remain essentially constant. 
The second and third equations are coupled first-order equations that can be 

written as 

These can be uncoupled to give second-order equations such as 
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which we recognize as the equation of a linear oscillator. Note, however, that the 
"stiffness" term can be positive or negative depending on the relative magnitudes 
of the inertias. 

We will deal with the first-order equations. Since the equations have constant 
coefficients, we seek solutions of the form 

On substituting, this leads to the homogeneous equation 

To have a nontrivial solution, the determinant must be zero; this will determine 
the allowable values for 1-£. Multiply out to get 

(Ixx - Iyy)(Ixx - I zz ) 
IyyIzz 

As long as Ixx > Iyy,Izz or Ixx < Iyy,Izz then 1-£ is real and we have oscilla­
tory behavior for {y, {z and similarly for wy , Wz . The frequency of the oscillation 
is dependent on the magnitude of woo This is shown in Figure 5.1O(a) for the 
parameters 

Ixx = 1 , Iyy = 2, Izz = 3 

and the ratio of the major impulse to the other two is 5 : 1. From the figure we 
get that 

1-£ = ±wo /V3 ~ ±4.6/V3 = 2.66 = w 
This corresponds to a period of T = 27r/w = 2.36, which is approximately as 
shown in the figure. 

It is worth noting that if Ixx is neither the maximum nor minimum inertia, 
then 1-£ is imaginary leading to exponentially increasing solutions. As shown in 
Figure 5.1O(b) this does not actually occur. What takes place is that, as predicted, 
wyand Wz do indeed increase, but at a certain stage they are no longer small as 
assumed in the analysis above and we have a fully nonlinear situation. As shown 
in the previous section, the nonlinearities will prevent an infinite value occurring. 

5.4 Nonlinear Dynamics and Chaotic Motions 

The previous sections highlighted some of the differences between the vibration 
of linear and nonlinear systems. This section attempts to place these ideas in a 
broader dynamics context. 

A characteristic of nonlinear dynamic systems is that a change in initial condi­
tions can give quite different steady-state behavior. Nonetheless, certain aspects 
of the long-run behavior of such systems show systematic characteristics with a 
certain degree of independence of the initial conditions and parameter values. 
This is what we want to look at in this section. 
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Phase Space Plots 

When the differential equations are not explicitly dependent on time, they are 
called autonomous; while if time does appear explicitly, they are called nonau­
tonomous. Equations with a time-dependent forcing term are examples of nonau­
tonomous systems. However, sl\ch a system can always be converted tu all au­
tonomous one by increasing the order of the system. For example, the driven 
pendulum 

ML ~:~ + C~~ + MgsinO = PSin(wt) 

can be converted to the system 

Xl = X2 

X2 = -CX2 - w~ sinxl + Psinx3 

X3 =W 

where we have introduced three new variables: Xl = 0, X2 = dOjdt, X3 = wt; and 
the parameters c = C j M L, and w~ = g j L. 

The phase space of a dynamical system is a mathematical space with orthog­
onal coordinates representing each of the variables necessary to specify the in­
stantaneous state of the system. A particle moving in one dimension is described 
by its position and velocity. A particle moving in three dimensions would have a 
six-dimensional phase space with three position and three velocity coordinates. 
If a forcing term is present, then the dimension of the phase space is increased 
by one. 

Phase plane 

\: 

Displacement trace 

Figure 5.11: Phase space plots for a driven pendulum. 

The path in phase space followed by a system as it evolves in time is called an 
orbit or trajectory. An example of trajectories in three-dimensional phase space 
is shown in Figure 5.11 for the pendulum. The two-dimensional projections of 
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the three-dimensional plot onto the different planes are collectively called phase­
plane plots; two we recognize as the displacement and velocity traces, the third 
(which shows the motion without time) is usually called the phase-plane plot. 
These plots show the state of the pendulum during the initial transient period as 
well as its long-term behavior. In this case, each trajectory starts at a different 
initial condition but limits to the same closed orbit. This closed orbit is an 
attractor and is called a limit cycle. 

Figure 5.12: Classification of some equilibrium points. 

While the transient portion of the motion is usually very complex, sometimes 
thE' long-term behavior exhibits a degree of regularity as above. In these cases, 
we can ignore time and the position/velocity projection contains the information 
we require. In the cases we will be looking at, we will generally not plot the initial 
transient and focus only on the long-term behavior. 

Some special phase plane plots are shown in Figure 5.12. The center is al­
ways stable. The spiral is stable when the trajectories go toward the origin and 
is typified by a damped oscillator. The stable node (focus) is an overdamped 
oscillator. The saddle point is unstable. 

Chaotic Motions 

The central characteristic of chaotic systems is that its motion does not repeat 
its past behavior even approximately. Despite this lack of regularity, they do 
follow deterministic equations. A chaotic system resembles a stochastic system 
(a system subjected to random external excitations); however, the source of the 
irregularity is quite different. For chaotic motions, the irregularity is part of the 
intrinsic dynamics of the system, not unpredictable outside influences. 

The phase-plane behavior of a chaotic system is shown in Figure 5.13(a), where 
the individually computed state points (not connected) are shown. Apparently, 
the solution is "all over the place." Its central characteristic is that the system 
does not repeat its past behavior even approximately. 

Necessary conditions for chaotic motion [6] are that the system have at least 
three degrees of freedom (or two with a forcing term) and have a nonlinearity 
that couples at least two of the variables. In the case of the pendulum, we see 
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Figure 5.13: Chaotic motion and two Poincare sections. 

that the nonlinearity sin Xl couples Xl and X2. For the dynamical systems that 
have a great number of degrees of freedom, we see that chaotic motion is always 
quite possible. 

The search for periodicities can be assisted by plotting Poincare maps appro­
priate to the period being looked for: with a forcing frequency of w, then 2n: /w 
for the forcing frequency, 4n: /w for the doubling frequency, and so on. It is con­
structed by viewing the phase space diagram stroboscopically in such a way that 
the motion is observed periodically. The long-term behavior in Figure 5.11, for 
example, would appear as a single dot. If a motion whose natural frequency is 
w is strobed at a frequency of 2w, the Poincare section would have two points. 
The initial transients are discarded when making the Poincare sections. 

When we apply this procedure to chaotic output, we find that there is some 
degree of underlying structure as shown in Figure 5.13(b). The shape of the 
Poincare sections varies with the phase at which they are taken - the figure 
shows sampling at two different phases. There are no fixed points observed in 
the chaotic regime; instead the set of Poincare section points plays a similar role. 
The set, to a large extent, is independent of the initial conditions in that it has 
the property that any point once in the set generates a sequence of first returns 
all of which lie in the set. This is described as a strange attractor. 

Bifurcation Diagrams 

Consider the simple example of a linear oscillator with a displacement-dependent 
"gain" G, 

Mu+Ku=Gu+P(t) 

The free vibration e i /-'t response has the roots 

-fJ.2M + K = G or 
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Clearly the nature of the responSE changes when G becomes equal to and exceeds 
K; that is, the behavior changes from being oscillatory to being exponentially 
increasing. This is an example of a static instability. 
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Figure 5.14: Bifurcation plots for the driven pendulum. 

In statics and dynamics, a change in the number of solutions to a differen­
tial equation can occur as a parameter is varied; this is called a bifurcation. 
This passage from one set of responses to another often occurs very suddenly 
or "catastrophically." A static example is the buckling of a column: initially 
there is only axial compression, but after the bifurcation there is both axial and 
transverse displacements. 

Figure 5.14 shows a bifurcation plot for the nonlinear driven pendulum as the 
amplitude parameter is changed. Note that it alternately goes through regions of 
periodic behavior and chaos. The regions of periodic behavior exhibit a number 
of bifurcations. To get these plots, we set the forcing amplitude and them sample 
the long-term steady state-response as a Poincare plot. Thus the dots on each 
vertical segment (at a given amplitude) required a complete time trace analysis. 

We associate limit and bifurcation points with instabilities of the system and 
leave their fuller discussion until the next two chapters; the next example, how­
ever, illustrates some of the dynamics issues. 

Example 5.8: A rigid pendulum rotates about a vertical axis with constant an­
gular velocity r2 and is elastically constrained by a spring as shown in Figure 5.15. 
The massless spring is assumed to rotate with the mass about the vertical axis. 
Investigate the bifurcation behavior as the rotational speed is changed. 

The mass has a velocity component LO about the pendulum axis, and a com­
ponent r2L sin 0 about the axle, hence the kinetic energy is 

The total potential is given by 

II = U + V = ~K [LsinO]2 + MgL[l- cosO] 
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-7r 

Figure 5.15: Static equilibrium paths. 

Substituting these into Lagrange's equation 

leads to 

8 = t[xcosO - 1 - Q cos ()J sin() ==' F.(()j X), 

o 

l+Q 

KL 
Q=='­

Mg 

7r () 

We will identify X as a "loading" parameter in the sense that we are interested in 
the change of solutions as X is increased. 

The static equilibrium paths (8 = 0) are given by 

F.(Oj X) = t[xcos() - 1 - QCOS ()J sin() = 0 

This has two sets of solutions 

sin() = 0, Xcos() - 1- QCos() = 0 

The first is independent of X and gives 

0=0, ±7r, ±27r, ... 

This is called the fundamental path, and corresponds to when the pendulum is in 
the vertical alignment. The other solution gives 

1 + QCos() 
X = --co-s-=():--

Both solutions are shown plotted in Figure 5.15. The two solutions intersect at 
() = 0 when X = 1 + Q leading to a bifurcation or two possible equilibrium states. 
Bifurcations are an important aspect of stability analysis, and we consider them 
in greater detail in Chapters 6 and 7. 

To draw the phase-plane plots, we need to determine the velocity. Second-order 
systems always have a first integration, which can be obtained from 

.. d· d( 0) dO . dO 1 d . 
() = dt (0) = d() dt = 0 d() = 2 d()2 (()) = F(()j X) 
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Figure 5.16: Contours of equal energy for two load levels. (a) X = 0.5. (b) X = 2.0. 

Integrating both sides with respect to 0 gives 

· 2 2g o = y[-hcosO + 1 + ~acosOl cosO 

The phase-plane plots are shown in Figure 5.16 for two values of X. For X < 1 +a, 
there is a single center that is stable. For X > 1 + a, there are two centers, both 
stable, which are separated by an unstable saddle point located at the fundamental 
path. 

Small variations in the loading parameter near the bifurcation value can cause 
the system to flip-flop between having a single center and having two centers, with 
a resulting chaotic motion. This is demonstrated next. 

Example 5.9: Use numerical methods to demonstrate the effect of the load 
level on the free vibration response . 
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Figure 5 .17: Effect of load level on the free vibration response. (a) XO = 1.95. (b) 
XO = 2.05. 
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We use the parameters a = 1, 9 / L = 1, and take the load level as 

x = Xo[l + 0.05sinwt] , w = 0.1 

The static bifurcation occurs when X = 1 + a = 2. This variation of the loading 
makes the problem a parametric excitation problem. 

FignfP fi.17 shows thp phase-plane plots for two values of XO. Case (b) is ini­
tially unstable and therefore the final trajectories are independent of the initial 
velocities. Case (a), on the other hand, is stable and the radius of the trajectories 
does depend on the initial velocity; therefore, the initial velocity of Case (a) was 
adjusted so that the two phase-plane plots are about the same size. 

For X greater than the static bifurcation, the trajectories show a chaotic behav­
ior. We can identify the two centers of Figure 5.16(b), but there also seems to be 
the single center of Figure 5.16(a). The response is such that it dwells periodically 
in orbits around each of the centers. The response seems to have three attractors. 

5.5 Time Integration of Linear Systems 

It is clear from the foregoing sections that the only feasible way to generate 
solutions for general nonlinear systems is by numerical methods. This section 
introd uces some (direct) time integration methods for finding the dynamic re­
sponse of structures; that is, the dynamic equilibrium equations are integrated 
directly in a step-by-step fashion. We operate with the full structural matrices 
in the general linear form 

[ K ]{ u} + [ c ]{ it} + [ M ]{ il} = {p} 

The nonlinear systems are treated in later sections, 
The equations for direct integration are either explicit or implicit. In the ex­

plicit case, the equations of motion are written at the current time and as a result 
neither {u} nor {it} at the current time is a function of the acceleration {il} 
at the next time t + i}.t. In the implicit case, on the other hand, the equations 
of motion are used at the next time, t + i}.t. An example of both will be given. 

Central Difference Method 

To construct the central difference algorithm, we begin with finite difference 
expressions for the nodal velocities and accelerations at the current time t 

{ ith 1 
2i}.t {ut+At - Ut-At} 

1 
i}.t2 {UHAt - 2Ut + Ut-At} (5.3) 

Substitute these into the equations of motion written at time t to get 

1 1 
[ K ]{ U h+ [ C l2i}.t {Ut+At-Ut-At}+[ M 1 i}.t2 {Ut+At - 2Ut + Ut-At} = {ph 
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We can rearrange this equation so that only quantities evaluated at time t + /),t 
are on the left-hand side 

This scheme is therefore explicit. Note that the stiffness is on the right-hand side 
in the effective load vector; therefore, these equations cannot recover the static 
solution in the limit of very slow loading. Furthermore, if the mass matrix is not 
positive definite (that is, if it has some zeros on the diagonal), then the scheme 
does not work because the square matrix on the left-hand side is not invertible 
in general. 

The algorithm for the step-by-step solution operates as follows: We start at 
t = 0, initial conditions prescribe {u}o and {it }o, from these and the equation 
of motion, we find the acceleration {u}o if it is not prescribed. These equations 
also yield the displacements {u} -flt needed to start the computations; that is, 
from the differences for the velocity and acceleration we get 

The set of Equations (5.3) and (5.4) are then used repeatedly; the equation of 
motion gives {u} flt, then the difference equations gives { u } flt and {it} flt, and 
then the process is repeated. We defer describing the full algorithm until we have 
considered the nonlinear case. 

The solution is inexpensive if the mass and damping matrices are diagonal. 
This is a significant advantage. The computational cost, in general, is approxi­
mately 

cost = !NB! + [2N(2Bm -1) + N2B]q 

where q is the number of time increments, B is the semi-bandwidth of the stiff­
ness matrix, and Bm is the semi-bandwidth of the mass (and damping) matrix. 
When the mass matrix is diagonal, this reduces to 

cost = 2NBq 

The cost is linear in the number of time steps. 

Example 5.10: Use the central difference scheme to determine the free re­
sponse of the system 

Ku+Mil=P(t)=O 

with K = 1, M = 1, and u(O) = 1. 
The recurrence relations become 
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c 
Q) 

E 

Substitute for tht mass and stiffness and using a time step of ~t = 1 we get 

{U h+~t = { '11 h - {u h-~t 

We first determine the starter values from 

where the acceleration was obtained from the equation of motion. The sequence 
of values is 

'111 = +1.0 - 0.5 = +0.5 

'112 = +0.5 - 1.0 = -0.5 

'113 = -0.5 - 0.5 = -1.0 

'114 = -1.0 + 0.5 = -0.5 

'115 = -0.5 + 1.0 = +0.5 

'116 = +0.5 + 0.5 = +1.0 

'117 = +1.0 - 0.5 = +0.5 

Us = +0.5 - 1.0 = -0.5 

The full sequence is shown plotted in Figure 5.18(a) along with the exact solution. 
Note that the amplitude is correct, but there is an increasing phase difference. This 
is an order O(~e) algorithm, hence halving the time step will decrease the error 
by a factor of 4. 

o CD ~ 
0.. o. 
(/) 

c NI 
-Exact is 

·1. -
'-'--'-'-'--'-'--'--'-'-~'-'--'-'---'--'-'--"-L..JI Time [51 
o. 5. 10. 15. 20. O. 5. 10. 15. 20. 

Figure 5.1.8: Time integration schemes. (a) Central difference (CD) scheme. (b) New­
mark implicit (NI) scheme. 

Constant Average Acceleration Method 

We will now derive a different integration scheme by considering the equations 
of motion at the time step t + flt. Assume that the acceleration is constant over 
the small time step flt and given by its average value. That is, 

u(t) ~ ~(Ut +ut+~t) = constant = a 
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Integrate this to give the velocity and displacement as 

u(t) Ut + at 
u(t) Ut + utt + !at2 

We estimate the average acceleration by evaluating the displacement at time 
t + L!!.t to give 

1 (.. ..) 2 { . At} "2 Ut + Ut+L).t = a = L!!.t2 UHL).t - Ut - Ut U 

These equations can be rearranged to give difference formulas for the new accel­
eration and velocity (at time t + L!!.t) in terms of the new displacement as 

2{ a } - { ii h = L!!.~2 {Ut+L).t - utl - 1t { u h - { ii h 

{a }L!!.t + { u h = ~t {Ut+L).t - Ut} - { u h (5.5) 

Substitute these into the equations of motion at the new time t + L!!.t to obtain 
the implicit scheme 

[ K ]{ U h+L).t + [c] { ~t {UHL).t - utl - { u h } 

+ [M] {L!!.~2 {UHL).t - utl-1t {uh - {iih} = {ph+L).t 

All terms that have been evaluated at time t are now shifted to the right-hand 
side. The rearranged equations of motion are then 

(5.6) 

The new displacements are obtained by solving this system of simultaneous 
equations. This scheme is a special case of Newmark's method [7]. 

The algorithm operates as follows: We start at t = 0, initial conditions pre­
scribe {u}o and {u }o. From these and the equations of motion (written at time 
t = 0) we find {ii}o if it is not prescribed. Then the above system of equations 
are solved for the displacement {u} L).t, from which estimates of the accelerations 
{ ii } L).t and the velocities {u} L).t can also be obtained. These are used to obtain 
current values of the right-hand side. Then solving the equation of motion again 
yields {u hL).t, and so on. The solution procedure for {u h+L).t is not trivial, but 
the coefficient matrix need be reduced to [ u V r D J [ u ] form only once if L!!.t 
and all of the system matrices do not change during the integration. Note that 
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in the limit of large ~T we recover the static solution. We again defer describing 
the full algorithm until we have considered the nonlinear case. 

The computational cost is approximately 

cost = ~NB2 + [2NB + 2N(2Bm - l)]q 

where the first term is the cost of the matrix decomposition. When the mass 
matrix is diagonal, this reduces to 

cost = ~ N B2 + 2N Bq 

Except for the cost of the initial decomposition, the total cost is the same as for 
the central difference method. 

Example 5.11: Use the constant acceleration scheme to determine the free 
response of the system 

Ku+Mu=P(t)=O 

with K = 1, M = 1, and u(O) = 1. 
The recurrence relations become 

Substitute for the mass and stiffness and using a time step of 6.t = 1, we get 

5{ u h+L:>t = ~ [4{ u h + 4{ u h + { u h] 

The updating is done as 

{uh+L:>t 

{uh+L:>t 
4{ Ut+L:>t - ud - 4{ u h - { u h 
2{ Ut+L:>t - ud - { u h 

Again the acceleration was obtained from the equation of motion. 
The sequence of values is 

Ul = [4 x 1.0 + 4 x 0.0 - 1.0]/5 = 0.6 

U2 = [4 x 0.6 + 4 x -0.8 - 0.6]/5 = -0.28 

U3 = [4 x -0.28 + 4 x -0.96 + 0.28]/5 = -0.94 

U4 = [4 x -0.94 + 4 x -0.35 + 0.94]/5 = -0.84 

U5 = [4 x -0.84 + 4 x 0.54 + 0.84]/5 = -0.76 

U6 = [4 x -0.76 + 4 x 1.0 + 0.76]/5 = 0.75 

U7 = [4 x 0.75 + 4 x 0.66 - 0.75]/5 = 0.98 

U8 = [4 x 0.98 + 4 x -0.21 - 0.98]/5 = 0.42 

The full sequence is shown plotted in Figure 5.18(b) along with the exact solution. 
Note that the amplitude is correct but there is an increasing phase difference. Just 
like the central difference method, this is an order O(6.t2 ) algorithm, hence halving 
the time step will decrease the error by a factor of 4. 



5.5 Time Integration of Linear Systems 343 

Numerical Stability 

Numerical integration schemes are susceptible to instabilities, a symptom of 
which is that the solution diverges at each time step. We now analyze both 
algorithms in this respect. 

A point to note is that, if the system of equations are integrated directly, 
then, since we are dealing with linear systems, the same results are obtained if a 
modal transformation is first performed, the integration done numerically, and 
the physical responses reconstructed. Therefore, to study the accuracy of the 
direct integration methods, we may focus attention only on integrat,ing a single 
modal equation. In this way, the only variables to be considered are flt, wm, 
and (m- Furthermore, because all equations are similar, we need only study the 
integration of a typical one given by 

where w is the modal frequency and ( is the modal damping. 
To investigate the central difference algorithm, we begin with finite difference 

expressions in time for modal velocities and accelerations at the current time 
t as given in Equation (5.3) and substitute these into the equations of motion, 
written at time t, to get 

By appending the identity (1 + (wflt)un = (1 + (wflt)un , we can write the 
recurrence relation as 

{ Un+l } 1 [2 -e 
Un - (1 + (~) 1 + (~ 

-1 +(~] { Un } + {Pnflt2} 
o Un-l 0 

where ~ == wflt. We seek solutions of the homogeneous problem in the form 

Substitute this to give the characteristic equation associated with this difference 
equation as 

2 (2 - e) (1 - (~) 
p - P (1 + (~) + (1 + (0 = 0 

The roots are 

The amplitude and phase are given by 

A= 
1- (wfl 
1 + (wflt ' 
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When damping is negligible, these reduce to 

A = 1, 
±w~tJl - w2~t2 /4 

tan¢= (l-w2~t2/2) 

indicating there are no amplitude errors but there is a phase advance. A plot of 
the amplitude A and phase-related term ¢/~ are given in Figure 5.19. Note the 
abrupt change at ~ = w~t = 2. 
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Figure 5.19: Amplitude and phase behaviors of the two algorithms. (a) Central dif­
ference. (b) Newmark implicit. 

We need to have oscillating solutions (because of our second-order system), 
hence the radical must be negative. Thus, we require that 

or ~ = w~t < 2JI=(2 

Hence the method is only conditionally stable, since it is possible for this crite­
rion not to be satisfied in some circumstances. When there is no damping, this 
simplifies to 

2 T 
~ = w~t < 2 or ~t < - = -

W 7r 

where T is the period associated with the frequency w. Thus, for numerical 
stability, the step size must be less than one-third the period. This seems easily 
achieved, since it is generally considered [12, 18] that the step size should be less 
than one-tenth the period for an accurate solution. As we will see for multiple 
degree of freedom systems, this is not so straightforward. 

A similar analysis for the average acceleration method gives 

1 { u } u~t 
u~t2 

n 

where D = 1 + (~ + ie. We can obtain a characteristic equation for this system 
by assuming a solution of the form 

{u}={c}pn 
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After substitution, this gives rise to an eigenvalue problem, the roots of which 
are 

1 - ~e ± i~ icJ> 
P = 1 = Ae 

1+ 4e 
for the no damping case. The magnitude and phase are given by 

A= 1, 
wLlt 

indicating there are no amplitude errors but there is a phase lag. A plot of the 
amplitude A and phase-related term ¢>/~ are given in Figure 5.19{b). Note that 
both functions are monotonic over the region plotted. 

We note that there is always only an imaginary part to i¢>, hence the solution 
will exhibit the desired oscillations. Consequently, we conclude that the system 
is unconditionally stable, gives no amplitude decay, but will exhibit a phase shift. 

1. 

o. 

Example 5.12: Show how the phase and amplitude behaviors of the two al­
gorithms manifest themselves for the simple oscillator. 

-1. 
I • 
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Figure 5.20: Reconstructions showing effects of phase shifts. (a) e = 1.0, (b) e = 1.95. 

The results are shown in Figure 5.20 for two different values of e = wilt. Both 
algorithms essentially maintain the proper amplitude; it is the phase that shows 
the most degradation - the two algorithms shift it in opposite directions. 

The significant difference of the two algorithms is that the central difference 
scheme is only conditionally stable, but once e < 2.0, both algorithms give about 
the same accuracy. 

Explicit Versus Implicit Schemes 

The foregoing analysis shows that the computational cost for the explicit central 
difference scheme can be less than the implicit average acceleration method. 
Furthermore, the stability analysis shows that the criterion 

2 T 
Llt < - =­

W 11" 

for the explicit scheme will automatically be satisfied because of accuracy con­
siderations. Hence, we could conclude that the explicit scheme is preferable. 
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Statics Structural Dynamics Waves 

Figure 5.21: Overlap of effectiveness of implicit and explicit methods. 

A very important factor was overlooked in the above: a multiple-degree-of­
freedom system will have many modes and when direct integration is used, this 
is equivalent to integrating each mode with the same time step l:l.t. Therefore, 
the above stability criterion must be applied to the highest modal frequency of 
the system even if our interest is in the low-frequency response. In other words, 
if we energize the system in such a way as to excite only the lower frequencies, 
we must nonetheless choose an integration step corresponding to the highest 
possible mode. 

The significance of this is that the matrix analyses of structures produce 
so-called stiff equations. In the present context, stiff equations characterize a 
structure whose highest natural vibration frequencies are much greater than the 
lowest. Especially stiff structures therefore include those with a very fine mesh, 
and a structure with near-rigid support members. If the conditionally stable al­
gorithm is used for these structures, l:l.t must be very small, usually orders of 
magnitude smaller than for the implicit scheme. 

In summary, explicit methods are conditionally stable and therefore require 
a small l:l.t but produce equations that are cheap to solve. The implicit meth­
ods are (generally) unconditionally stable and therefore allow a large l:l.t but 
produce equations that are more expensive to solve. The size of l:l.t is governed 
by considerations of accuracy rather than stability; that is, we can adjust the 
step size appropriate to the excitation force or the number of modes actually 
excited. The difference factor can be orders of magnitude and will invariably 
outweigh any disadvantage in having to decompose the system matrices. Based 
on these considerations, the implicit scheme is generally the method of choice for 
general structural dynamics problems that are linear and where the frequency 
content is relatively low. The explicit scheme is generally the method of choice 
for wave-type dynamics problems where the frequency content is relatively high. 
A schematic of this division is shown in Figure 5.21. 

More discussions can be found in References [12]. Additional considerations 
come into play when we look at nonlinear systems and this is explored next. 
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5.6 Explicit Nonlinear Scheme 

When inertia effects are significant in nonlinear problems, as in such problems 
as wave propagation, we have the choice of using either an explicit integration 
scheme or an implicit scheme. We will see that the explicit scheme is simpler 
to implement (primarily because it does not utilize the tangent stiffness matrix) 
and therefore is generally the more preferable of the two. 

Nonlinear Formulation 

Assume the solution is known at time t and we wish to find it at time t + Ilt. 
The applied loads in this case include the inertia and damping forces. We begin 
with the dynamic equilibrium equation at time t 

[ M]{ u h + [ c ]{ u h = {ph - {Fh 

where {F} is the assembled vector of element nodal forces. The difference ex­
pressions for the nodal velocities and accelerations at the current time are 

1 
21lt {Ut+.6.t - Ut-.6.t} 

1 
Ilt 2 {ut+.6.t - 2ut + Ut-.6.t} (5.7) 

Substitute these into the equilibrium equation and rearrange so that only quan­
tities evaluated at time t + Ilt are on the left-hand side 

{ph - {Fh (5.8) 

[-~MJ {u}t - [_1 M - _1 cJ {uh-.6.t 
Ilt 2 Ilt 2 21lt 

The initial conditions prescribe {u}o and {u }o, from these and the equation of 
motion, we find the acceleration {u}o if it is not prescribed. These equations 
also yield the displacements {u }-.6.t needed to start the computations; that is, 
from the differences for the velocity and acceleration we get 

Generally, the mass and damping matrices are arranged to be diagonal and 
hence the solution for the displacements is a trivial computational effort. Further­
more, there are no equilibrium iteration loops as will be needed in the implicit 
schemes. 

A very important feature of this scheme is that the structural stiffness matrix 
need not be formed [10]. That is, we can assemble the element nodal forces 
directly for each element. This is significant in terms of saving memory and 
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also has the advantage that the assemblage effort can be easily distributed on a 
multi-processor computer. Furthermore, since the nodal forces {F} are obtained 
directly for each element, there is flexibility in the types of forces that can be 
allowed. For example, Reference [83] uses a cohesive stress between element sides 
in order to model dynamic fracture of brittle materials. In this context, we can 
also model deformation dependent loading effects (such as follower forces or 
sliding friction) without changing the basic algorithm. 

Nonlinear Algorithm 

The basic algorithm for the central difference method can be stated as: 

Step 1: Specify algorithm parameters such as number and size of time steps. 
Step 2: Read the initial geometry and material. 
Step 3: Initialize the triads. 
Step 4: Assemble the effective inertia matrix as 

Step 5: Decompose the inertia matrix if necessary 

Step 6: Specify the initial conditions for { u }o and { u }o. Obtain { il}o from 
the equations of motion. 

Step 7: Read the load vector {Ph- It may be necessary to interpolate this 
from non-equispaced values. 

Step 8: Begin loop over time increments: 

Step T.l: Assemble the nodal loads vector {F}. 

Step T .2: Form the effective load vector 

Step T.3: Solve for the new displacement increments from 

Step T.4: Update the geometry, stresses and triads. 

Step T.5: Store results for this time step. 

Step 9: End loop over time increments. 
Step 10: END 

It is possible to enhance this algorithm by including automatic step changes, 
automatic testing for appropriate time step size, and so on. 

Example 5.13: Use the explicit integration scheme to investigate the nonlinear 
dynamic response of a shallow arch uniformly loaded. 
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For illustrative purposes, we let the arch have a radius of 1651 mm (65 in.) and 
a span of 1270mm (50 in.). This results in an initial height of the arch of 127mm 
(H = 5.0 in.). We model the arch as a frame with elements and apply the load in 
a smoothed stepped fashion. 

For low loads, the response is a transient vibration finally settling into a dis­
placed position. However, as the load is increased, there is a critical value beyond 
which the behavior is quite different. Figure 5.22 shows the response for stepped 
loads of 425 and 435 that straddle the critical load. 
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Figure 5.22: Dynamic response of the center point of a shallow arch. (a) Vertical 
displacement. (b) Rotation. 

It is clear that the slightly higher load has caused a snap-through of the arch and 
the structure finds a new equilibrium position now curved downward. Damping 
was used to give an indication of the final settled value of the deflection, otherwise 
the oscillations can be large enough to cause the structure to snap through multiple 
times. In fact, it is interesting to note how energetic the snap-through has been. 

What is quite curious about this problem is that the rotation at the center 
node is nonzero. To emphasize this point: the geometry is symmetric, the loading 
is symmetric, and therefore, we expect the deformation to be symmetric, and 
specifically that the rotation at the center be zero. As will be demonstrated in the 
next chapter, what is happening is that as the load gets close to the limit load, 
the tangent stiffness becomes singular. At that point there is a rigid body mode 
quite similar to the first buckling load which is antisymmetric. Being a rigid body 
mode, any slight disturbance in that direction is not resisted and a relatively large 
deflection can ensue. It is true that there are no applied loads in that direction but 
accumulated round-off errors serve the purpose and so we note the asymmetry. 
Figure 5.23(a) clearly shows the asymmetry during the snap-through. 

To further justify our conjecture the problem was re-run, but this time with 
a very small asymmetric ping - two small forces acting in opposite directions 
located around the center point. Figure 5.23(b) shows the results as the strength 
of the ping is varied. A strong ping induces the jump sooner than a weak one. 
Indeed, we see the non-ping case as essentially being Q ::::; 10-5 , which is on the 
order of the round-off error. 
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Figure 5.23: Effect of ping on the initiation of the snap-through. (a) Deformed shapes, 
(b) Vertical deflection. 

A final point worth making is that if the primary load is made large enough, 
we can cause the snap-through without any appreciable rotation. This is in agree­
ment with our conjecture, because the rotation accumulates only slowly while the 
primary load simply pushes the structure through. Furthermore, if we incorrectly 
assume symmetry and model only half of the arch, then the snap-through load 
obtained would be higher than the actual load. 

Example 5.14: Analyze the longitudinal impact of a rod by a sphere. 

~Us ~Ub 

R, Tns, VsO--- p ---I d EA, pA 

Figure 5.24: Impact of a rod with a spherical ball. 

Consider a long bar impacted by a spherical ball traveling at velocity Vs. Let 
Us be the motion of the center of mass of the ball and Ub be the motion of a 
representative point on the rod. The equation of motion of the impactor is 

Msu s =-p 

Assume that the impact generates a longitudinal plane wave that travels in the 
bar, then the velocity of our representative point is related to the force by [23] 

Ub = _ CoO' = ~ P 
E EA 

Assume that this relation is valid even near the impact site. Let the contact 
between the ball and the flat end of the rod be described by the Hertzian contact 
law; that is, the force and relative indentation are given by [27] 

p = Ka 3 / 2 , a = Us - Ub, 
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This allows Us and Ub to be obtained from the following differential equations: 

.. K ( )3/2 
Us = - lvIs Us - Ub , 

. coK ( )3/2 
Ub = EA U. - Ub 

with the initial conditions that at t = 0 

Us = 0, Us = Vs , Ub = 0 

These equations can be programmed to allow calculation of the resulting histories. 

(b) 0000000000000000000 

Ub 

.0 Us 
o 

-FEM 
-.1 0 theory 

Time [I's] 0000000000000000000 

, , , , ! , , , , , , , , , , , , , , ! • , , , , 

o. 50. 100. 150. 200. o. 10. 20. 30. 40. 50. 

Figure 5.25: Responses for impacted rod with Vs = 250m/s (lOOOOin./s). (a) Hertzian 
contact. (b) Flush contact. 

The above differential equations can be combined into a single equation for the 
indentation as 

Msa + Ka3 / 2 + Ca1/ 2a = 0, C= 3coMsK 
2EA 

with the initial conditions that at t = 0: a = 0, a = Vs. Note that this has the 
form of a nonlinear spring/mass system with a nonlinear viscous damper - the 
apparent damping arises because the long rod is a conduit of energy out of the 
contact region. 

The responses are shown in Figure 5.25(a). The force history is nonsymmetric. 
Note that the ball has a rebound velocity. 

The comparison is with a rod element modeling. Incorporating the contact force 
within the explicit formulation is relatively straightforward because we need only 
modify the load vector according to 

{p} - {F} {p} - {F} + {Fc} 

where {Fc} is the vector of contact forces computed from the current deformation 
state and the Hertzian contact law - in the present case there are only two 
nonzero components. The most significant difference between the theory and the 
FEM results would be the reflected waves; otherwise the comparison is almost 
identical. 
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Example 5.15: Analyze the longitudinal impact of a rod by a small cylinder. 
By way of contrast, consider the case where the impactor is cylindrical so that 

the contact is flush. The equations of motion are similar to the above but we 
impose the condition that the contacting surface!> have the same motion. That is, 

or 1 P _ Co dP 
- Ms - EA dt 

Thi~ differential equation for P(t) can be integrated to give 

Vs [ -(3t] 
Us = Ub = 73 1 - e , 

What is interesting is that the maximum force occurs at t = 0, and it does not 
depend on the mass of the impactor. The reason is that the actual boundary 
condition is that of an imposed velocity, and this, of course, is independent of the 
mass. Where the mass has a big effect is on the time decay through the parameter 
(3 - the larger the mass, the flatter the force trace, and the longer the duration 
of the force. Thus two very long, flat ended rods, impacting collinearly, would 
produce a force history that is simply a step function that exists for a very long 
time. 

The displacement and force histories are shown in Figure 5.25(b). The most 
significant difference in comparison to Figure 5.25(a) is the very sharp rise time. 
Indeed, for the FEM comparison it was necessary to refine the element size an or­
der of magnitude. There are various ways of implementing this contact condition; 
the one chosen to present the results is in the form of a cohesive law where 

U [ Uj2 O"n = 'YO"c"J 1 -"J ' O"c = E/l0 

and 'Y and 0 are parameters. This has been used to model the cohesive debonding 
of materials; however, in the present case we only use it for the compressive 
behavior. Note that in problems like these, the dominant effects are associated 
with the dynamics of the impacting bodies, and not so much with the particulars 
of the contact laws. Consequently, this gives greater latitude in modeling the 
contact conditions. 

5.7 Nonlinear Structural Dynamics 

As indicated in Figure 5.21, our meaning of structural dynamics is the frequency 
range that begins close to zero and extends a moderate way, perhaps five to fifty 
of the modal frequencies. Since this encompasses nearly static problems, we 
see that we must use some sort of implicit integration scheme that utilizes the 
tangent stiffness. 

Nonlinear Formulation 

In our incremental solution, we assume the solution is known at time t and wish 
to find it at time t + tl.t. As was done in the static case, we write the dynamic 
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equilibrium equation at time t + Ilt 

(5.9) 

where {p} are the externally applied loads and {F} is the assembled element 
nodal forces. The element nodal loads are not known but can be approximated 
as 

of [KTJ=[-J au 
(5.10) 

where {IlF} is the increment in element nodal loads due to an increment in 
the displacements, and [K T J is the tangent stiffness matrix. In addition, we can 
approximate the accelerations and velocities using the finite differences of the 
constant acceleration method 

{u h+6.t 
{it h+6.t 

{u h+6.t 

{uh+{llu} 

{ it h + ~ Ilt {Ut + Ut+6.t} 
4 4 

Ilt 2 ({ U }t+6.t - {u h) - Ilt { it h - {u h (5.1l) 

Substituting these into the equilibrium equation allows the increment in dis­
placements to be obtained by solving 

[KT+ ~tc+ 1l~2M] {Ilu} = {ph+6.t-{Fh (5.12) 

+ [ c J {~t u + it } t + [ M J { 1l~2 U + ~t it + U } t 

Once the increment in displacement is obtained, then all variables can be up­
dated. At this stage it is possible to move onto the next load level and repeat 
the above to get the next displacement increment. 

It must be realized, however, that just as in the static case, if the estimates for 
the new displacements are substituted into the equilibrium relations of Equa­
tion (5.9), then this equation will not be satisfied because the displacements were 
obtained using the approximation of Equation (5.10). What we can do, however, 
is repeat the above process at the same load level until we get convergence. That 
is, noting 

and substituting along with Equation (5.11) into Equation (5.9), we obtain the 
iterative increments of displacement as 

(5.13) 



354 Chapter 5. Nonlinear Dynamics 

{ -2 . 1 } 
+[ c J~t (U~+~t - Ut) + it t 

[ M J { -4 ( i-l ) 4. .. } + !1t2 Ut+~t - Ut + !1t U + U t 

This is ff~pp,ated using the updates 

{U};+~t = {u};+~t + {!1U}i, [K J;+~t = [Kt]({u};+~t), {F};+~t = {F}({u};+~t) 

The iteration process is started (at each increment) using the starter values 

This basic algorithm is known as the full N ewton-Raphson method. It has the 
disadvantage that during each iteration, the tangent stiffness matrix must be 
formed and decomposed. For large systems, the cost of this can be prohibitive. 

The modified Newton-Raphson method is basically as above except that the 
tangent stiffness is not updated during the iterations. This generally requires 
more iterations and sometimes is less stable but it is less computationally costly. 

Nonlinear Algorithm 

The basic algorithm for the full Newton-Raphson method can be stated as: 

Step 1: Specify parameters of the algorithm such as tolerances and time step. 
Step 2: Read the initial geometry and material properties. 
Step 3: Initialize all triads. 
Step 4: Assemble the mass and damping matrices [ M ] and [ C ]. 
Step 5: Specify the initial conditions for { U }o and { it, }o. Obtain { il}o from 

the equations of motion. 
Step 6: Read the load vector {Ph- It may be necessary to interpolate this 

from non-equispaced values. 
Step 7: Begin loop over time increments: 

Step T.l: Increment the applied load vector {ph+~t. 

Step T.2: Initialize for equilibrium iterations 

o 
Ut+~t = Ut, 

Step T .3: Begin loop over iterations: 

Step 1.1: ITERATE: 

Step 1.2: Assemble the element nodal force vector {F}i. 
Step 1.3: Form the effective load vector 

{Peff h+~t {ph+~t - {F}::;:~t + [ C ] {~~ (u::;:~t - Ut) + it,} t 
[ ] { -4 ( i-I ) 4. .. } + M t1t2 ut+~t - Ut + t1t U + U t 
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Step 1.4: Assemble the linear stiffness matrix [K E ]. 

Step 1.5: Assemble the geometric stiffness matrix [KG]. 
Step 1.6: Form the tangent stiffness matrix as 

[KT] = [KE] + [KG] 

Step I. 7: Decompose the effective stiffness to 

Step 1.8: Solve for the new displacement increments from 

Step 1.9: Update the displacements 

Step 1.10: Update geometry and triads. 

Step 1.11: Test for convergence. 

if: 

if: 

Step T.4: 

Step T.5: 

I{~u}il/I{ u }il < tal 

1{~U}il/l{ u }il > tal 

End loop over iterations. 

UPDATE: 

{u h+Ll.t 

{xyzh+Ll.t 

converged, goto UPDATE 

not converged, goto ITERATE 

{u }~+Ll.t 
{xyz }:+Ll.t 

Step T.6: Compute orientation of global nodes. 

Step T. 7: Store results for this time step. 

Step 8: End loop over time increments. 
Step 9: END 

355 

It is possible to enhance this algorithm by including automatic step changes, 
automatic testing for appropriate time step size, and monitoring the spectral 
properties of the tangent stiffness. This algorithm is clearly more involved than 
the one for the central difference scheme. 

Example 5.16: Analyze the response of a mass attached to a rod and allowed 
to swing under gravity loading. 

Without energy losses, the mass should swing back and forth always achieving 
the same height. 

Figure 5.27(a) shows the effect of the time step on the stability of the algo­
rithm. Unlike the linear case, which just shows a slow deterioration, the nonlinear 
case exhibits catastrophic failure. Worse, there is no prior indication of imminent 
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L = 3.05m(120in.) 

Me = 1 Kg (2.2Ib) 

h = b = 2f).4mm (1.0in.) 

aluminum 

Figure 5.26: Pendulum with elastic link. 
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Figure 5.27: Pendulum responses. (a) Effect of time step. (b) Effect of convergence 
tolerance. 

failure. This means that the two stable cases shown might actually fail at a later 
time. 

Figure 5.27(b) shows the effect of the convergence tolerance. In dynamic prob­
lems, it is essential to have equilibrium checks with a fairly tight tolerance. 

This pendulum problem illustrates that the implicit integration schemes, when 
applied to nonlinear problems, have a step size restriction much more restrictive 
than for the corresponding linear problem. Schemes for improving the implicit 
algorithm are discussed in References [20, 25, 41] but all require additional com­
putations at the element level and therefore not readily adapted to general purpose 
finite element programs. The best that can be done at present is to always test 
convergence with respect to step size and tolerance. 

Example 5.17: Investigate the choice of proportional damping on the dynamic 
response of structures. 

We take the damping as proportional in the form 

[ c ] = 0:[ M ] +,6[ K ] 

The easiest way to see the effect of damping is to observe the attenuation behavior 
of a wave propagating in a structure. To this end, we will impact the rod shown 
in Figure 5.28(a) with a relatively sharp pulse and observe the dynamic response. 
These responses are shown in Figure 5.29(a) where the impacted end is monitored. 
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Figure 5.28: Impacted rod. (a) Geometry. (b) Modal damping. 
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Figure 5.29: Impacted rod responses. (a) Time histories. (b) Expanded time trace. 
(c) Amplitude spectrum. 

There is an attenuation of the response; a closer look at the response in the 
vicinity of t = 9.0 ms is shown in Figure 5.29(b) and indicates a definite difference 
between the two types of damping. The amplitude spectrum of these is shown in 
Figure 5.29(c) from which it is apparent that, when 0: i= 0 (mass proportional), 
the low frequencies are attenuated, whereas, when ,8 i= 0 (stiffness proportional), 
the high frequencies are attenuated. 

To explain the frequency effect of the "constant" [ C J matrix, we return to 
the linear modal analysis of the previous chapter; by choosing the damping to be 
proportional, the modal matrix can diagonalize the damping matrix to give 

r 6 J = o:r IVI J +,BI K J 

Since Kmm = W;"A.lmm , we can introduce the modal damping ratio defined as 

This is shown in Figure 5.28(b). In broad terms, we expect a similar behavior in 
the nonlinear case. 

These results have an important implication for our choice of time integration 
scheme. If we choose an explicit integration scheme, then the stiffness matrix is 
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not readily available and we must use a mass proportional damping. Consequently, 
the high-frequency components will not be attenuated. If, in order to get some 
sort of high-frequency attenuation, [ C 1 is approximated somehow in terms of 
an initial stiffness matrix, then we loose the advantage of dealing with diagonal 
matrices and the computational cost increases significantly. 

5.8 Dynamic Load Interactions 

Structures and machines typically have a combination of different loads. For 
example, a building may have dead weight load of snow acting vertically and 
then a strong wind blows, or, an airplane may have the equilibrated loads of lift, 
cargo, drag, etc., and then has transient impact loads on landing. 

For structures that behave linearly, the effects of these separate loads may be 
calculated separately and then simply superposed. This cannot be done when 
the systems are nonlinear. 

Simple Example 

We are familiar with the idea that superposition cannot be used for nonlinear 
cases. Thus, a load of P = 2, say, does not have the same effect as twice the 
load of P = 1. A more subtle nonlinear effect is the interaction effect between 
different components of load. 

Consider the simple two-degree-of-freedom system 

Kl1UI + KI2U~ PI 

K2IU~ + K 22U2 P 2 

where the nonlinearity is taken only in the coupling terms. The relation between 
UI and PI is 

[
P2 - K21ur]Q 

PI = K l1 UI + KI2 K22 

Consider this as a one-degree-of-freedom system with P2 as a parameter; then 
the tangent stiffness is given by 

Contrast the linear case (0: = 1) with a nonlinear case (0: = 2) 

,.., = 1·. K - K KI2K2I 
C-< T- 11- k ' 

22 

In the linear case, the tangent stiffness is constant and independent of the second 
load. Consequently, resultant effects can be computed as simple superpositions. 
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For the nonlinear case, the tangent stiffness depends explicitly on the second 
load as well as on the current level of deformation. Consequently, effects that 
depend on the current tangent stiffness (such as vibrations) will be affected by 
the value of the second load. 

Effect of Ping Loads 

The general case of load interaction requires a full nonlinear analysis; however, 
to gain a sense of how loads can interact, we consider the special case of a two 
load system where one load is quasi-static and the other is a short-term impulse 
or "ping." This is shown schematically in Figure 5.30, and we chose it because 
it is amenable to a perturbation-type analysis. 

~P(t) 

l~ __ ~=-______ ~~Q_(_t) _______ , t 

Figure 5.30: Two load histories. 

Let us conceive of the total response and applied load as made up of two parts 

{u(tn = {uo(tn + E{~(t)}, {p(tn = {PO(tn + E{Q(tn 

That is, there is the primary response {uo}, which is due to {Po}, and the smaller 
perturbation response {~}, which is due to the ping load {Q}. Substituting this 
into the equation of motion for the total response gives 

Since E{ ~} is a small perturbation, we can expand {F} to give 

of 
{F(uo + E~n R::j {F(uon + [~jE{ 0 + ... = {F(uon + E[KT(Uo)]{ 0 + ... 

uUo 

where [KT] is the tangent stiffness at the current state of deformation. Substitut­
ing this expression for {F} into the equation of motion and grouping according 
to different powers of E gives the two equations 

[M ]{uo} + [ C ]{iLo} = {Po} - {F(uon 

[M]{O + [ C ]{O + [KT]{O = {Q} (5.14) 

We see that the response due to the ping is that of a linear system with a constant 
stiffness [K T]' How the stiffness changes is governed by the first equation and 
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for quasi-static problems reduces to 

This is the situation covered in Chapter 3. As the deformation unfolds, the 
tangent stiffness can change; indeed, it call even become singular - this is one 
of the situations covered in the next two chapters . Clearly, then, the spectral 
content of the ping free vibration response will give information about the current 
tangent stiffness [K T ]. 

The above analysis has much in common with the example in Section 1. 7 
where the effect of residual stresses on wave propagation was investigated. In 
both cases, the initial stress changed the tangent stiffness/modulus and thus 
changed the dynamic response. For the in-plane problem, the effects were on 
the order of 1/1000 for stress levels comparable to the yield stress and hence is 
generally neglected. For structures, and in particular thin-walled structures, the 
interaction effects occur at a significantly lower stress level, and hence must be 
accounted for. 

Example 5.18: Investigate the effect of an axial load on the dynamic response 
of a beam. 

L = 254mm(1O. in.) Q(t) 
b = 2.54mm(1.0in.) 
h = 2.54 mm (0. lin.) 

~OO[ aluminum PmClx 

t Q(t) pet) 
pet) ~o/ .. 6- Time [ms) 

I I I I I I I I I j I I I I I I I I I I I I I I 

O. 5. 10. 15. 20. 25. 

Figure 5.31: Simultaneous load histories applied to a simply supported beam. 

Consider the simply supported beam shown in Figure 5.31. We will apply two 
loads to this structure. The first is the axial load, which on its own will just cause 
elongation, and the beam behaves as a rod. The second load is transverse and on 
its own will simply cause a transient vibration of the beam. The two loads applied 
simultaneously will have a nonlinear interaction effect, which we now investigate. 
The two load histories are also shown in Figure 5.3l. 

The first load is initially zero and then increases to P max; this is done over a 
time scale that causes very few transients. Three situations are considered: one 
when it is tensile, one when it is compressive, and one when it is zero. 

The second load is comprised of a sharp transverse ping load when pet) = Pmax • 

In the linear case, this would just cause free vibration of the beam. The pulse is 
sharp enough to cause multiple modes whose frequencies are given by 
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Figure 5.32: Transverse responses of a loaded beam. 

Damping is used to bring this transient response to zero within a reasonable time. 
When P is zero, the transverse displacement shows an increase due to the 

first ping, but it eventually comes back to zero. The velocity shows a typical 
multimode response. Significant differences are observed, however, after the axial 
load is applied. When the load is tensile, there is a slight decrease in the peak 
displacement but it eventually comes back to zero. When the load is compressive, 
the peak is greater but remains high for a much longer time. 

1000. 
Freq [Hz] 

1500. 
Figure 5.33: Amplitude spectrum of transverse velocity responses. 

From a cursory glance, the velocity responses are similar, but we can get a 
deeper insight by looking at their spectral content as shown in Figure 5.33. 

A tensile P causes an increase in the frequency and this coincides with our idea 
that an axial load increases the transverse stiffness as in a clothes line or a violin 
string. A compressive P causes a decrease in frequency as is clear for the second 
mode. The first mode is the most interesting; its frequency has decreased to near 
zero. This implies that there is a load value that could bring it to zero giving rise 
to a d.c. component - a component that monotonically increases in time. If we 
wait long enough, the transverse displacement will then be very large (definitely 
disproportionate to the linear case). This is the hallmark of an instability, indeed 
we are seeing a dynamic manifestation of static buckling. This simple beam case 
has static buckling loads [22] of 

Per = EI(n1r)2 
L 

compressive 
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The value of the applied P max is ±80% of the lowest critical value confirming that 
we are close to buckling. 

A more comprehensive dynamic view of instabilities is taken up in the next two 
chapters. 

Problems 

5.1 A mass !vI is attached to the mid-point of an elastic string fixed at both 
ends and of length 2L. 
• Obtain the equations of motion. 
• Use the method of harmonic balance to estimate the frequency relation. 
• Use numerical methods to integrate these equations. 

5.2 Look at the design of an equal frequency shock mount. 
- Reference [56]. p. 131 

5.3 The set of equations considered by Lorenz in his discussion of the unpre­
dictability (chaotic nature) of the weather were 

• Use numerical methods to integrate these equations. 
• Show that they have a strange attractor. 
• Replace the coefficient 28 with the parameter X and investigate the 
possibility of bifurcations as X is varied. - Reference [26]. p. 291 

5.4 A shear building with walls under compressive loading has the following 
linearized equations of motion 

[ 4 -2]{UI}_p[1 -l]{UI}+[l O]{~I}={PI} 
- 2 6 U2 -1 2 U2 0 2 U2 P2 

• Determine the mode shapes and frequencies as a function of P. 
• Determine the modal mass and stiffness. How are they affected by P ? 
• Rewrite the system of equations in Principal (or Normal) coordinates. 
• Discuss the effect of P on the coupling of the applied loads {PI, P2}. 
• What combination of forces should be used if only the first mode is to 
be excited? 
• Devise a set of FEM tests to confirm the results. 

5.5 Use numerical time integration to show that the following systems have 
no periodic solutions: 

• Xl = X2 
• Xl = -(1 - XI)3 + XIX~ 
• Xl = x~ + 2XIX2 
• Xl = Xl 

• Xl = X2 

• Xl = 1 - x~ + x~ 
• Xl = X2 

X2 = 1 + x? - (1 - Xt)X2 

X2 = X2 +x~ 
X2 = -x~ + X2 - x~ + x~ 
X2 = 1 +XI +x~ 
X2 = -1- x? 
X2 = 2XIX2 
X2 = (1 + X?)X2 + X3 

- Reference [38]. p. 92 



6 
Stability of Structures 

In the previous chapters, we investigated the equilibrium (both static and dy­
namic) of various structural systems. Now we wish to consider a very important 
property of systems in equilibrium, namely, their stability. Basically, we are in­
terested in what happens to the structure when it is slightly disturbed from its 
equilibrium position: as shown in Figure 6.1, does it return to its equilibrium po­
sition, or does it depart even further? We term the former case stable equilibrium 
and the latter unstable equilibrium - clearly a load-carrying structure in a state 
of unstable equilibrium is unreliable and hazardous. Reference [32] gives a good 
background setting for the study of structural stability, whereas Reference[77] 
is an excellent compendium of examples and solutions. Mention should also be 
made of References [74, 75, 85], which place stability in a much broader context. 

It is difficult to discuss stability without simultaneously discussing dynam­
ics. We will therefore introduce a dynamic view of nominally static instability 
problems; fundamentally, this view considers instability to be synonymous with 
motion and large displacements, and thus requires a fully nonlinear dynamic 
perspective. We use the dynamic view to navigate the complex problem of mode 
jumping. 

Q(t) 

Figure 6.1: Dynamic view of a static instability. 

J. F. Doyle, Nonlinear Analysis of Thin-Walled Structures
© Springer Science+Business Media New York 2001
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6.1 Concepts of Stability 

There are a number of definitions of stability and the one chosen should be 
appropriate for the phenomena being investigated. Our basic notion is that if 
a system is slightly disturbed from its equilibrium position and event.ually rp­
tUfll<; to the original position after removal of the disturbance, then it is stable. 
Conversely, if it gives a disproportionate response, then it is unstable. There 
are other concepts of stability such as the original as proposed by Euler, which 
was phrased in terms of alternate equilibrium positions not "too far" from the 
configuration under discussion. We look at Euler's concept first. 

Euler's Static Equilibrium View 

To clarify our stability idea in an actual situation, consider the simple pinned 
structure shown in Figure 6.2(a). The initially vertical bar is assisted in remain­
ing vertical by the action of the horizontal spring; the spring is unstretched 
when the bar is vertical. An equilibrium analysis in the undeformed state shows 
that the displacements are related to the forces through the following stiffness 
relations 

Ku=Q, (6.1) 

where Kb is the axial stiffness of the bar. For the purpose of the later discussion, 
let the bar be very stiff, from which we conclude that the displacement is only 
horizontal, that is, v = o. 

(b) 

Figure 6.2: Disturbed equilibrium state of a pinned bar. (a) Small deflection model. 
(b) Large deflection model. 

A key point in Euler's stability analysis is to look at equilibrium of the struc­
ture in its deformed state. In this first analysis, we will consider a linear analysis 
where all displacements are assumed to be small. Consider the situation when 
the bar has already displaced by an amount u as shown in Figure 6.2(a). Since 
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it is in equilibrium, summing the moments about the base gives 

-QL-Pu+KuL=O or [K -P/LJu = Q 

It is worth noting at this stage the different roles played by the two forces: Q 
appears as a regular applied load on the right-hand side, but P appears on the 
left-hand side almost like a stiffness term. We refer to this as an initial stress 
term and is the same as the geometric stiffness of Chapter 3. 

Clearly, we can solve for the displacements for any combinations of loads, thus 

Q 
u=K_P/L 

These are shown plotted in Figure 6.3(a) for different values of Q. The obvious 
point of note is that in the vicinity of P = K L the displacements are very large 
even for negligible Q. (Note that it is a consequence of the linear approximations 
that the infinity occurs - deflections in a real nonlinear situation would be 
finite.) Keep in mind that every point shown in the figure is an equilibrium 
position, and based on our discussion above we would declare that the structure 
is unstable near P = K L. One could imagine, therefore, a loading sequence that 
need only "skip over" this special value of load and we would not have to worry 
about stability. The situation is much subtler than this, and we need to refine 
our concepts of equilibrium and stability. 
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Figure 6.3: Behavior of the linear bar model. (a) Displacements for various values of 
loads. (b) Potential energy for different P values and constant Q. 

The total potential for our simple system is comprised of the strain energy 

U = ~Ku2 

and the potentials of the loads 

V = -Pv - Qu ~ -~(P/L)U2 - Qu 
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The approximation is based on small deflections. The total potential is 

II = u + V = ~KU2 -- ~(PjL)U2 - Qu 

This is shown plotted in Figure 6.3(b) for rliffercnt values of r but the sallle 
value of Q. Note that most points on these plots are not equilibrium points -
equilibrium is where 

all 
F=-=Ku-(PjL)u-Q=O au 

and are shown as dots in the figure. 
For P < K L, the plots show a series of valleys the bottoms of which correspond 

to the equilibrium positions. For P > K L, the plots show a series of peaks the 
top of which correspond to the equilibrium positions. Is there a difference in the 
nature of the two sets of equilibrium states? 

Consider the following scenario: for P < K L, increment Q by a small amount 
t::.Q. This will move the system to a new equilibrium position. Now release 
t::.Q; since the system is no longer in equilibrium, a dynamic process ensues. 
That is, the additional potential is converted to kinetic energy. The system 
will pass through a valley and come to rest temporarily but again this will be 
at a nonequilibrium position. And the process repeats. Now let the system be 
"sluggish" so that on each cycle energy is lost, then eventually all the excess 
potential is dissipated and the system finally comes to rest in the valley at an 
equilibrium point. We therefore say that the points for which P < KLare stable. 

Now consider the same scenario but for the case P > K L. The increment 
t::.Q causes a decrease in potential; this conceivably could be restored on release 
leaving the system back at its original equilibrium position. However, because of 
our stipulation that there is dissipation, then this cannot happen. Hence, if the 
system comes to rest temporarily, it will not be an equilibrium position. Thus as 
the dynamic process ensues potential energy is continually lost but, since there 
is no valley in which to finally come to rest, the system continues the process 
until the displacement is very large. At this stage the system has collapsed. We 
therefore say that for any load for which P > K L the system is unstable. 

We have thus gone beyond declaring just the point P = K L unstable and now 
see that all points beyond P = KLare unstable. The special point P = K L is 
called the critical value or sometimes a bifurcation point. In those cases when Q 
is small, the deflections in the region close by are small; we will take advantage of 
this to do a linearized eigenvalue analysis to determine these bifurcation points. 
In the literature (see Reference [77] for a very large collection of solutions) this is 
generally known as a buckling analysis. It is emphasized, however, that such an 
analysis determines only the critical points and says nothing of the post buckling 
behavior. 
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Limit Points and Bifurcation Points 

Consider the loaded column shown in Figure 6.2(b); this is similar to that of 
Figure 6.2(a) except for the additional spring and that the deflection can be 
large. We use the angle off the vertical, (), as the independent variable and allow 
it to vary in the range from zero to 1r. 

Since the frame member is rigid, we easily establish the relationship between 
the vertical and horizontal displacements as 

u=Lsin(), v = Lcos() 

The total potential energy is given by 

II ~KIU2 + ~K2V2 - Pv - Qu 
~KL2 sin2 () + ~K2L2(1 - cos())2 - PL(l - cos()) - QLsin() 

The equilibrium configurations are found by setting 

:F = ~~ = [Kl cos() + K 2(1 - cos()) - ~ Sin()] sin() - ~ cos() = 0 

Rearranging gives 

Q cos() 
P = Kl cos() + K2(1- cos()) - -L . () 

sm 

where we view Q simply as a parameter. 
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Figure 6.4: Behavior of the nonlinear bar model with K2 = O. (a) Rotation for various 
values of loads. (b) Potential energy for different P values and small constant Q. 

Figure 6.4(a) shows a plot of the force P against angle for different values of 
Q when K2 = O. In each case, the force cannot exceed a particular maximum 
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value and in the limit of small Q this corresponds to the critical value Pc = KiL. 
One interpretation of this figure is to view it as imposing the displacement and 
the force is the resulting reaction. Suppose, however, we wish to impose the 
force, then what is the interpretation of the decreasing force? More specifically, 
suppose we are at the peak value and we increment the load a small amount 
tl.P, what happens? 

To answer this question, we need to look at the potential energy plotted in 
Figure 6.4(b). The total potential energy (when K2 = 0) is given by 

II = ~KiL2sin2 0 - PLcosO - QL sin 0 

Again, it is emphasized that most points on the potential plots are nonequilib­
rium points. Consider the line corresponding to the load values P = 0.6Pc in 
Figure 6.4(a). It intersects the equilibrium curve at three points, but only two 
of the points (near 0 and 180) are stable. In other words, all points immediately 
past the peak are unstable and therefore a load/angle combination in this range 
would cause a large displacement. The member would rotate until it found the 
second stable equilibrium point at a large angle. 

The maximum load point is called a limit point, because the load cannot exceed 
this limiting value. The phenomenon of quickly jumping from one equilibrium 
configuration to another distant one is called snap-through. 

In the previous developments we saw that Q ~ 0 is a special case. Let us 
now deal directly with this situation. The equilibrium relation is 

F = ~~ = [Ki cosO + K 2(1- cosO) - ~ Sino] sinO = 0 

This has two solutions. The first is 

sinO = 0 or 0= 0, ±7r, ±27r, ... 

These correspond to when the bar is in a vertical alignment. The other solution 
gives 

P = Ki cosO + K2(1 - cosO) 

Both solutions are shown plotted in Figure 6.5 for different values of K2/ K i . 

We see that the solutions intersect at P/KiL = 1, which is the critical value we 
previously identified. The presence of K2 does not affect this critical value but it 
does change the shape of the equilibrium curve. We now investigate its stability. 

The first variation of the potential energy is related to the equilibrium solution, 
while the second variation determines its stability. This is given by 

8F 82 II 
KT = 80 = 802 = KiL2(2 cos2 0 - 1) + K2L2(1 - 2 cos2 0 + cosO) - P Leos 0 

For the solution 0 = 0, this becomes 

82II 2 
KT = 802 = KiL - PL 
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Hence, when P > KIL this solution path is unstable. That is, the intersection 
with the second solution has caused this solution path to become unstable. On 
the other hand, for () = ±7r this becomes 

a2rr 2 2 
KT = a()2 = KIL - K2L + PL 

When K2 = 0, say, then the solution is stable as long as P is not reversed. If 
K2 > K 1, then a minimum value of P is required to maintain stability otherwise 
the bar will snap back to the original upright position. 

For the second solution with P = Kl cos() + K 2(1- cos()), we get 

a2rr 2 . 2 
KT = a()2 = (K2 - K1)L 8m () 

Thus, so long as K2 > Kl the solution paths are stable. In particular, if K2 = 0, 
the solution is always unstable, confirming what we saw in Figure 6.4(a). The 
complete picture is shown in Figure 6.5. 
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Figure 6.5: Bifurcation view. 

We now have the following bifurcation view of the loading process: as P is 
increased, the solution (() = 0) is stable until the critical point P = KIL is 
reached; a further increment of load along this path makes the solution unstable 
- any disturbance will cause it to snap. Where it goes depends on the relative 
values of Kl and K 2: for K2 > Kl there is a small increase in () onto the stable 
path and the load can then continue to be increased. For K2 < K 1, there is a 
very large increase in () where the bar snaps to the inverted position. This snap, 
in reality, would involve a dynamic process. 

A Dynamic View of Static Instability 

It was difficult to discuss the Euler view of stability without simultaneously 
discussing dynamics. Thus it seems that dynamics is inseparable from our view of 
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stability. In fact, a common intuitive notion of stability asks the simple question: 
if the structure is slightly perturbed, what happens to the ensuing dynamics? 
That is, if the structure returns to its current state, then it is stable; otherwise it 
is unstable and a dynamic process ensues. The purpose of this section is to pursue 
the implications of this simple notion of stability; later we revisit it within the 
context of modern computational methods, and a more comprehensive dynamic 
view will be developed in Chapter 7. 

Fundamentally, the dynamic view considers instability to be synonymous with 
motion and large displacements, and thus requires a fully nonlinear dynamic per­
spective. In comparison to the static methods, we make two operational changes. 
First, the independent variable is time; all variables, including the load, are func­
tions of time, and the complete state vector - both velocity and displacement 
- is computed and monitored. Secondly, we explicitly separate the loading as­
sociated with the fundamental path from that which initiates or interrogates the 
instability. There are very few papers devoted to a dynamic analysis of static in­
stability; however, mention should be made of Reference [59J, which introduced 
a combined static/dynamic analysis, and References [44, 85J give very clear dis­
cussions of the difference between the static and dynamic methods of stability 
analysis. 

A schematic of our dynamic view is illustrated in Figure 6.1. A stable loading 
state (resulting from the slowly applied load P(t)) is illustrated by the segment 
A; a disturbance (in the form of a short duration ping load Q(t)) causes os­
cillations about the equilibrium path; these are temporary and the structure 
eventually comes back to the equilibrium path. At, or beyond, a critical point, 
however, a small disturbance will cause a significant dynamic process to ensue. 
Depending on the particular problem, a nearby equilibrium path mayor may 
not be found. It is worth noting that the new equilibrium path may not be stat­
ically connected to the original one; that is, we could not devise a proportional 
loading sequence (where the ratio of all the loads is kept constant) to connect 
the two equilibrium states. 

Consistent with our dynamic view of instability, let us conceive of the total 
response and applied load as made up of two parts 

{u(tn = {uo(tn + E{~(tn, {p(tn = {po(tn + E{Q(tn 

That is, there is the primary response {u }o, which is due to {Po}, and the 
smaller perturbation response {~}, which is due to the ping load {Q}. As shown 
in Section 5.8 on dynamic load interactions, since E is small, this leads to two 
equations 

EO: [M ]{Uo} + [ c ]{Uo} = {Po} - {F(uon 

E1: [M]{E}+[C]{O+[Kr]{O={Q} 
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The second equation, which is often referred to as the variational equation [44], 
shows that the response due to the ping is that of a linear system with a constant 
stiffness [K T ]. 

How the stiffness changes is governed by the first equation and for quasistatic 
problems reduces to 

As we showed in Chapter 3, the incremental form of this relation becomes 

and so long as [K T] is nonsingular we can uniquely determine the deformation. 
As the deformation unfolds, the tangent stiffness can change, and in particular 
it can become singular - this is precisely the situation of interest here. 

At a given load Po, the tangent stiffness matrix is constant and therefore the 
small disturbance response is that of a linear system. After the ping is applied, 
the system is in free vibration governed by 

[KT]{O + [ C]{O + [M ]{.€} = {o} 

We look for solutions of the form {e( t)} = {¢ }eil't. Substitute into the equation 
of motion to get 

There can be nontrivial solutions only if the determinant is zero, which leads to 
a characteristic equation to determine the eigenvalues J..Li and eigenvectors { ¢ li­
The general solution is written as a combination of 

We state our stability criterion in terms of the properties of the eigenvalues J..Li. 
For the system to be asymptotically stable we want 

Im[J..L] > 0 since 

Thus, a negative imaginary component of J..Li would give an exponentially in­
creasing function of time. If the criterion is not true for anyone of the roots, 
then the system is unstable. 

The static instability criterion of Euler is essentially the case of J..Ll = 0; that is, 
both the real and imaginary parts are zero simultaneously. There are structural 
problems, however, where this criterion is insufficient. For example, for follower­
force type problems (and related problems such as aeroelastic flutter) instability 
occurs when the real part of J..Ll is still positive. Such situations are usually 
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referred to as dynamic (or kinetic) instabilities [85]. These situations are covered 
in the next chapter; the next example discusses a pseudo-static situation. 

Example 6.1: Investigate the stability of a slightly out-of-round shaft rotating 
with constant angular speed f2. 
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Figure 6.6: Rotating shaft with eccentricity. 

Let the center of the shaft have displacements u(t) and v(t) about its original 
position. The slight out-of-roundness causes it to have different principal bending 
stiffnesses. Let these principal values be represented by the spring constants K1 
and K2 with K1 < K2, then the strain energy is given by 

U 1K 2 1K 2 = 2 1U + 2 2V 

The kinetic energy has two components: that due to the motion about the center, 
and that due to the rotation, 

T = ~M'li? + ~MV2 + ~M[f2u12 + ~M[f2v12 
Following Section 4.3, the Coriolis acceleration is given by 

2,;) x it = 2f2k x (ui + vj) = 2f2(-vi + uj) 

Therefore, the components of force acting on the system are 

Qu = 2Mf2v, Qv = -2Mf2u 

Substituting into Lagrange's equation gives 

~{a~}_ aT + a(u+v) -Qu=O=Mil-Mf22U+K1U-2Mf2v 
dt au au au 

~{~} _ aT + a(u + V) _ Qv = 0 = Mii -lVm2v+K2v+2Mf2u 
dt av av av 

This can be rearranged to the form 



6.1 Concepts of Stability 373 

where ',,)f = Kl/M and w~ = K2/M. 
We now investigate the stability of the system as a function of the angular 

speed. In this case, the angular speed plays a similar role to the load in the 
previous examples. First note that, because the system is linear, this is also the 
equation of motion for the perturbation. The tangent stiffness matrix is 

[KT] = [W~ ~ 0 2 W~ ~ 0 2 ] 

which shows the possibility of diagonal terms becoming zero and then negative. 
In particular, the determinant is zero when 

or O=Wl, 

There are two singular values. Note that the dynamic potential at the zero velocity 
point is 

u - T = ~KIU2 + ~K2V2 - ~M[OU]2 - ~M[nv]2 

and this is negative for all n > WI, irrespective of W2, implying that all speeds 
n > WI are unstable. As we will see next, this conclusion is not correct. 

A dynamic stability analysis begins by assuming free vibration solutions of the 
form 

Substituting this into the governing equation gives the eigenvalue system 

which leads to the characteristic equation 

1-£4 - 1-£2[W~ + w~ + 202][W~ - 02][W~ - 202 ] = 0 

This is quadratic in 1-£2, hence there are four roots appearing as ± pairs. 
First look at the possibility of a static instability - this occurs when 1-£ = 0 

or WI =0, 

which, of course, is the same result as above. The actual roots are given by 

1-£1,2 = [~(W~ + W~) + n2 ± ~ J(w~ - W~)2 + 802(W~ + W~)] 1/2 

which are shown plotted in Figure 6.6. It is only in the region WI < 0 < W2 that 1-£ 
has a negative imaginary part and hence that the shaft is unstable. If the Coriolis 
force is ignored in the analysis, then the roots are given by 

which shows all speeds 0 > WI to be unstable. That is, the Coriolis force has 
stabilized the shaft for speeds n > W2; such a result could not be predicted by the 
static methods because the Coriolis force would never appear. 

The special case Kl = K2 = K (or WI = W2 = wo) is interesting because it 
gives a critical (where 1-£ = 0) speed of 0 = Wo = J K / M that is stable. Of course, 
any imperfection in the shaft (or loading) would destroy that. 
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General Comments 

To summarize, motivated by dynamic heuristics, our view of static instability is 
that the structure is in a state of unstable equilibrium when the second derivative 
of the total potential energy is negative. The agent for the change in the above 
analysis was an applied load Q quite separate from the primary loading P, out 
note that we get a critical value even in the limit of Q = O. 

The agent Q is referred to as an imperfection since it can be thought of as a 
slightly mis-applied P, and since slight geometric imperfections have the same 
result. The structure (and the solution) is called perfect when Q = O. Imperfect 
structures exhibit limit type instabilities while the perfect structure can also 
exhibit bifurcations. 

In the remainder of this chapter we will concentrate on static instabilities and 
generally adopt the Euler approach of looking at equilibrium in the deformed 
configuration. We focus on monitoring the eigenvalues of the tangent stiffness 
matrix, our stability criterion being that if one of them goes to zero then the load 
is at a singular point. This rules out static problems that have a non-symmetric 
tangent stiffness - we leave some of these cases until the next chapter where a 
fully dynamic view is developed. The discussion of stability involves an analysis 
of the post-buckling behavior - this clearly needs our full nonlinear analysis 
techniques developed in the earlier chapters. In many situations it is sufficient 
just to know the first critical load and in the next few sections we develop 
methods for obtaining this information without doing a complete nonlinear post­
buckling analysis. In the final sections, however, we navigate through a complete 
load/unload cycle for a structure undergoing large deformations and buckling. 

6.2 Beams with Axial Forces 

In this section, we take into account the effect an axial load has on a beam. 
The axial force may be either tensile or compressive, but compression is of more 
interest here because of its effect on stability. The key to the analysis is to look 
at equilibrium of the beam in a slightly displaced position. 

We consider equilibrium in two steps. The first step corresponds to a linear 
analysis where we establish the forces and moments acting on the beam segment; 
the beam is still in its initial configuration. This is called the pre-buckle analysis. 
Then we displace the beam segment slightly leaving the loads intact as shown 
in Figure 6.7. This will give us the measure of the sensitivity of the equilibrium 
condition to changes in configuration. Since the change in configuration is only 
slight, we can retain all the usual assumptions of the elementary beam theory. 
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Figure 6.7: Equilibrium of small beam segment slightly deformed. 

Governing Equations 

Consider the Lagrangian strain in a beam bending in the x - y plane 

au 1 au av [( )2 ( )2] Exx = axo + 2 axo + axo 

where we are using the large displacement coordinate description of Chapter l. 
The kinematics of thin-beam theory gives 

av 
u(xO,yO)~u(xO)-yO-a ' 

XO 

Substitute these into the strain/displacement relation to get 

au 1 [( au ) 2 (av) 2] ° a2v 1 [( ° a2v ) 2] 
axo + 2 axo + axo - y axo2 + 2 -y axo2 

au ° a2v 1 ( av ) 2 
axo - y axo2 + 2 axo 

The approximation is based on the assumption that the transverse deflection 
is significantly larger than that of the axial displacement. We recognize the 
leading term as that of the linear theory of rods; the second as that of the linear 
flexure theory of beams; the third term, which is nonlinear, comes from the large 
deflection of the beam. Now that we have established the nonlinear contribution 
to the strain, we can use the small deflection notation that does not distinguish 
between the deformed and undeformed configurations. 

The axial strain gives rise to a stress according to 

O'xx = EExx 

The strain energy for a beam in uniaxial stress is 

U = ! Iv O'xxExx dV = ! Iv EE;x dAdx 

After substitution and integration we are left with the three terms 

u = 1 r [ d2v 2] 1 r [ (aU) 2] 1 r [- av 2] 
2 iL EI(dx2) dx+ 2 iL EA ax dx+ 2 iL Fo(ax) dx 
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In this, we introduced the term 

which corresponds to an axial load. Strictly, this is deformation dependent as 
we showeu ill Chapter 3, but in the following it is assumed to be preexisting in 
the beam and therefore not subject to variation. Thus, the energy expression 
comprises the contribution for the elastic behavior plus terms associated with 
the axial loading. 

The potential of the distributed applied loads is 

V = - J quudx - J qvdx 

Using Hamilton's principle, and assuming sectional properties and axial force Fo 
are piecewise uniform, leads to two uncoupled governing equations [23] 

The associated boundary conditions are specified using the terms 

To see the meaning of the resultants, look at the free body diagram in Figure 6.7. 
It is apparent that the axial force causes a bending action and therefore will enter 
the beam equilibrium equations. Thus, balance of force and moment on the small 
segment of Figure 6.7 gives (for small slopes and deflections), respectively, 

dV 
dx = -q, 

dM dv-
-+V--Fo=O 
dx dx 

All the relationships for the flexural quantities may now be collected as 

Displacement : 

Slope: 

Moment: 

Shear: 

Loading: 

v =v(x) 

1= dv 
dx 

d2v 
M = +EI dx 2 

d3v - dv 
V = - EI dx3 + Fo dx 

d4v _ d2v 
q = +EI dx4 - Fo dx 2 (6.2) 

We shall refer to these equations as the coupled beam equations. The only differ­
ence in comparison with the elementary beam equations is the addition of the Fo 
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related terms in the expressions for the loading and shear. Thus with 1'0 treated 
as a parameter, it is seen from these that the transverse displacement v(x) (via 
its derivatives) can be viewed as the fundamental unknown of interest. 

For the purpose of integrating these equations, we treat the axial term as 
constant - it is known either by specification or through a separate linear 
analysis of the in-plane loads. In this way, the problem is reduced to being linear 
even though it takes the deformed configuration into account. As an example, to 
integrate the loading relation, we will assume that the transverse loading q = qo 
is constant, then integrating twice gives 

E1 d2v F- * * 1 2 dx2 - oV = C1x + C2 + 2qox 

This is an inhomogeneous second-order differential equation. The complete solu­
tion comprises a solution to the homogeneous problem plus a particular solution. 
The character of the solution differs depending on whether 1'0 is tensile or com­
pressive. The general solution for compressive loading (Le., 1'0 = -P) is 

v(x) = Cl cos kx + C2 sinkx + C3X + C4 + 2;;k2X2, 

and for tensile loading (Le., 1'0 = P) is 

v(x) = Cl coshkx+c2 sinh kx +C3X+ C4 + 2;;k2X2, 

k 2 == -1'0 = £.- (6.3) 
EI EI 

k 2 == 1'0 = £.- (6.4) 
EI EI 

The constants of integration Cl, C2, C3, C4 are evaluated by imposing particular 
boundary conditions. The shear distribution is given by the simple expression 

V(x) = ±k2 EI C3 - qox 

with the ± corresponding to tensile and compressive axial loading, respectively. 
When the distributed loading is zero, the shear is constant and simply related 
to the constant C3. 

Example 6.2: Consider the cantilevered beam shown in Figure 6.8 with the 
combination of axial and transverse forces. Determine the deflected shape. 

EI L tQ 
----~~~-----------;~p 

Figure 6.8: Cantilevered beam with end loads. 

Let us first solve this problem in the manner of elementary beam statics (this 
will constitute the pre-buckle analysis). The axial behavior gives a displacement 
and force distribution of 

Px 
u(x) = - EA' F(x) =-P 
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That is, the axial analysis simply gives that the axial force is the same everywhere 
along the beam and is P compressive. Imposing the boundary conditions of zero 
transverse displacement and slope at one end, zero moment and an applied force 
of Q at the other, gives the deflected shape as 

We have thus solved for the transverse displacements independent of the axial 
behavior. This is the nature of the linear uncoupled theory. 

We will now solve the coupled beam equations. The distributed loading is zero 
and the axial force is compressive, therefore, the general deflected shape is 

v(x) = Cl coskx + C2 sinkx + C3X + C4, k = JP/EI 

We impose the following boundary conditions to determine the coefficients. At 
x = 0, we have 

At x = L, we have 

v=o 
dv = 0 
dx 

M = E1d2v = 0 
dx2 

V = _ E I d3 
V _ P dv = Q 

dx3 dx 

Solving directly gives (noting that P = k 2 EI) 

Q Q Q sinkL 
Cl = - PEl coskL' C2 = k 3 EI ' C3 = - k 2 EI' 

As a result, the deflected shape is determined to be 

Q sinkL 
C4= -----

k 3 EI coskL 

v(x) = k3Q ~k [-sinkLcoskx + coskLsinkx - kxcoskL + sinkL] 
EI cos L 

A couple of points to note about this solution. First, if Q is removed, then the 
beam returns to its initially straight position. Furthermore, this elastic behavior 
is linear - a doubling of Q results in a doubling of deflection. Second, the axial 
load appears in the solution in a complicated fashion; the deflection is not linear 
with respect to this load. This is another example of load interactions. A final 
point is that we can recover the uncoupled case (straight beam) by appropriately 
letting P -+ O. We now look at varying P. 

Example 6.3: Determine the load interaction effect of the axial load on the 
stiffness relation for the cantilever beam. 

Since we are eventually interested in stiffness-type relations, consider the above 
solution for a particular point. For convenience, choose the end point x = L, then 

v(L) = .-!L [SinkL - kLcoSkL] 
k3 EI coskL 



6.2 Beams with Axial Forces 379 

Rearrange this as a stiffness relation in the form 

EI [ k3 L3 coskL ] v(L) = Q 
£3 sin kL - kL cos kL 

or 

Figure 6.9 shows a plot of the stiffness as a function of the initial axial load. 
The axial load is seen to have a profound effect on the stiffness . Indeed, there 
are multiple points where the stiffness is zero and other points where it is infinite 
(both positive and negative). 

To show tha t these results are consistent with the straight beam, choose P 
small so that the parameter { == kL is also small, then 

v(L)>::;-- =-Q [{ - e/6 . .. -{(1-e/2 ... )] Q [ . e/3··· ] 
k 3 EI 1-{2/6 · ·· k 3 EIl-{2/6 ·· · 

This indeed is the uncoupled value obtained in the previous example. 

1. 2. 
(a) (b) 
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Figure 6.9: Stiffness as a function of axial load. (a) Linear plot over small range. (b) 
Log plot over large range. 

The zero stiffness crossings in this exa mple correspond to critical loads because 
at these points the beam has complete loss of stiffness and is in a state of neutral 
equilibrium. That is, even for a nominal Q the deflections are indicated to be very 
large. (An alternative viewpoint is that any specified position can be obtained 
with very little Q.) These critical points occur at 

coskL = 0 or kL = ~1T , ~1T , ~1T , ... , ~(n+ 1)1T 

On substituting for k in terms of the force , this gives 

2 2 EI 
P = (n + 1) 1T 4L2 

There are many critical loads. The minimum load to cause buckling is at n = 0, 
hence 

Per = EI (2:f 
An alternative way to write this relation is in terms of the critical stress. Let the 
moment of inertia of the beam cross-section be I = f2bh3 , then 

Per [h)2 
Cler = bh = aE L ' 
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The ratio L/h is called the slenderness ratio. We see from this relation the pro­
found effect the slenderness of the beam has on the failure stress: typically, the 
yield stress is related to the modulus as Uy ~ E/200 and therefore, for beams 
with L > I5h, the beam will buckle collapse before it yields. Furthermore, each 
doubling of the beam length reduces the critical load by a factor of four. 

Effect of Load and Geometric Imperfections 

A perfect beam/column loaded perfectly along its axis would not buckle. For 
buckling to occur we need an agent; in the previous developments, we considered 
the transverse load Q as the agent for causing the instability. Furthermore, we 
saw that even in the limit of Q going to zero we still could ascertain the critical 
axial loads. 

A related idea is the role played by geometric imperfections and load eccen­
tricities. Essentially, the effect of both is to give the beam a "nudge" in the 
transverse direction and thus set it in motion in the transverse direction even 
though the loads may be only axial. That is, they too can act as agents for the 
instability. 

Example 6.4: Determine the effect of the load eccentricity on the deformation 
of the pinned/pinned beam shown in Figure 6.10. 
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.0 
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Figure 6.10: Pinned/pinned beam with eccentric load. The eccentricities range from 
L/lO to L/1000. 

Let the load be applied a distance e off the axis of the beam. This can be 
thought of as a geometric imperfection (the beam is not straight with respect 
to the load point and the support) or as a load imperfection (the actual load at 
the end of the perfect beam is a combination axial load and moment). We will 
take this latter view. By inspection get that the axial load is Fo = -P, and the 
boundary conditions are 

at x = 0: v = 0 =? 0 = Cl + C4 
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M=El d2v =0 => 0=-cl k2 
d,x2 

at x = L : v = 0 => 0 = Cl cos kL + C2 sin kL + C3L + C4 

Pe 2 2 • 
EI = -clk coskL - c2k smkL 
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Note that the additional moment term enters the equations in that same way as 
Q previously. We can solve for all the coefficients to get 

-Pe [SinkX X] [Sinkx X] 
v(x) = Elk2 sinkL - L = -e sinkL - L ' k=!f; 

Clearly, whenever 

sinkL = 0 or kL = rr, 2rr, 3rr, ... or 
EI 2 2 2 

P = L2 [rr , 4rr , 9rr , ... J 

we get a very large deflection somewhere along the beam. A plot of the mid-beam 
deflection for different values of eccentricity is shown in Figure 6.10. In the limit 
as e goes to zero, the plot limits to a bifurcation. 

We get the same effect if we consider an initial curvature (or geometric imper­
fection) given, say, by vo(x) = esin(rrxjL). 

Instability as an Eigenvalue Problem 

In a buckling analysis we seek only the critical values of load and possibly the 
corresponding deflection shapes. This section shows that we can get this infor­
mation from an eigenvalue analysis without explicitly considering the agents for 
the instability. 

To see this, recall that there are four constants of integration that are to be 
determined from the boundary conditions. Thus, we always set up a system of 
simultaneous relations as 

[A(P)]{ c} = {B(Q)} 

where [A(P)] means the system of equations depends on the axial loading P, 

the vector of coefficients is {c} = {Cll C2, C3, C4}, and {B ( Q)} are the specific 
form of boundary conditions that may depend on the transverse loads Q. To 
solve for Cl, say, we could use Cramer's rule, but for this to be valid we must 
have det[ A ] # O. Note, however, that it is possible for det[ A ] to be zero and 
at precisely those values Cramer's rule breaks down and there is not a unique 
connection between the coefficients (Le., the deflection shape) and the boundary 
conditions. This means that one or more of the equations are linearly dependent 
and therefore the solution is not unique. In other words, there is a second solution 
{ c*} that also satisfies the equations 

[A(P)]{c*} = {B(Q)} 
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Let the difference of the two solutions be {¢} = {c} - {c*}; it satisfies the 
homogeneous equations 

[A(P)]{¢} = {a} 

In general, this admits only the trivial solution {¢} = {o}, but when det [ A ] 
is ?:Pro, thE'rE' arc other solutions. 

From the above, it is clear that we need only consider the homogeneous prob­
lem in order to determine the critical loads. That is, we consider the problem 

[A(oX)]{¢} = {a} 

where oX is some parameter (in our case the critical load), special values of which 

cause the determinant of [A(oX)] to be zero. This is known as an eigenvalue 
problem; actually, since [ A ] contains transcendental functions, it is usually 
referred to as a transcendental eigenvalue problem. We obtain the special values 
of oX (called eigenvalues) by setting the determinant to zero. Corresponding to 
each eigenvalue, we can find a solution for {¢}, this is called an eigenvector. 
This terminology is the same as introduced during the discussion of vibrations 
in Chapter 4. 

Example 6.5: Determine the buckling loads for the pinned/pinned beam shown 
in Figure 6.11. 

F~2-----,- 2M mod, 

............................................ x 

1 
vex) ....................................................... I·l mode 

_................... ........ ......... .. 

x 

Figure 6.11: Mode shapes for pinned/pinned beam. 

Except for P, the problem does not state any other applied loads, therefore, by 
inspection get that Fo = -Po The boundary conditions are 

atx=O: 

at x = L: 

v=O 

M = E1d2v = 0 
dx2 

v=O 
d2v 

M=EI-=O 
dx2 

0= Cl + C4 

O=-c1 k 2 

0= Cl cos kL + C2 sin kL + c3L + C4 

0= -Cl k2 cos kL - c2 k2 sin kL 

where k = J P / EI. These equations are quite similar to those of the eccentric 
load problem except that the moment is zero. These four equations can be put 
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into matrix form as 

[ 1 

0 0 

~]{ 
Cl 

} ~O _k2 0 0 C2 

coskL sinkL L C3 

_k2 cos kL _k2 sin kL 0 C4 

We now inquire if the determinant of this matrix can be zero. On multiplying out 
get 

det = k 4 LsinkL = 0 

There are many values of k when this equation is satisfied. The obvious one of 
k = 0 corresponds to the trivial case of zero axial load. The other possibilities are 

kL = 7r , 27r , 37r, ... , n7r 

On substituting for k in terms of the force, this gives 

2 2 EI 
Per = n 7r L2 

There are many critical loads, and corresponding to each there is a different de­
flected shape. To determine these shapes, let us reconsider the relation among the 
coefficients. At the special values of kL = n7r, the matrix for determining { c } 
reduces to 

[+ 
0 0 

~]{ 
Cl 

} ~O 0 0 C2 

0 L C3 
_k2 0 0 C4 

From this we get 
Cl = 0, C3 = 0, C4 = 0 

But we cannot determine C2. In other words, the equations are satisfied for any 
value of C2. Hence the mode shape is 

vex) = C2 sin kx, k = n7r/L 

The first two mode shapes are shown in Figure 6.11. Note that, since C2 is un­
known, we have determined the shape of the deflection but not the actual deflec­
tion. 

Example 6.6: Determine the effect of an elastic foundation on the buckling 
loads of a simply supported beam. 

The governing equation for a beam on an elastic foundation is 

Since this has constant coefficients, we seek solutions of the form v( x) = Aeikx , 

which leads to the characteristic equation 
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Figure 6.12: Buckling loads for a pinned/pinned beam on an elastic foundation. 

from which we obtain the four spectrum relations 

kl ,3(P) = ±V V;34 + t P2 - ~P == ±a, k2,4(P) = ±iV V;34 + t P2 + ~P == ±a 
Thus, the general solution is represented by 

or alternatively, 

v(x) = CI cos(ax) + C2 sin (ax) + C3 cosh(ax) + C4 sinh(ax) 

when a and a are likely to be real only. 
For the simply supported boundary conditions, we have that at x = 0 

v=o =? 

!vI=o =? 

fj = 0 = CI + C3 

d2 fj 2_2 - = 0 = -a CI + a C3 = 0 
dx 2 

This leads to CI = 0 and C3 = O. At x = L, we have 

v=o =? fj = 0 = CIS + C3 Sh 

!vIxx = 0 =? 
d2 fj 2 2 
dx2 = 0 = -a CI S + a C3 Sh = 0 

(6.5) 

where S == sin(aL) and Sh == sinh(aL). These two equations lead to the system 

[
sinaL 

_a2 sinaL 
sinhaL 

-n2 sinhaL 

The characteristic equation is obtained by setting the determinant equal to zero 
and gives 

(a2 + ( 2 ) sin(aL) sinh(aL) = 0 

Since sinh( nL) is always positive, this equation has the solutions 

aL = n7r V ~ vi 4;34 + p2 _ ~ P = n;; 
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Expanding and rearranging gives 

Per == EI[(mr)2 + ~(~)2] 
L EI mr 

The corresponding mode shapes are given by 

vn(x) = c2 sin(ax) = c2sin(n~x) 

These mode shapes are the same as for the buckling of a simply supported beam. 
The effect of the elastic foundation is to always increase the buckling load. In 

so doing, it actually changes the effective length of the beam. To see this, the 
variation of buckling load with beam length is shown in Figure 6.12. It is noted 
that for a beam of given length, the lowest buckling load does not necessarily 
coincide with the simplest mode shape. As the length increases, it is a higher and 
higher mode that buckles and the limiting buckling load is independent of length. 
We can get this overall minimum buckling by setting 

8Pcr = 0 = EI[- ~(mr)2 + ~~(~)2] 
8L L L EI L mr 

from which (mr/L)2 = JK/EI giving 

P'Tnin = 2VK EI, Leff=7rJEI/K 

As the length is increased, the beam will always buckle in a shape that is multiples 
of Leff. 

Free Vibration with Axial Force 

From the foregoing, we know an in-plane load can cause a stiffening or soften­
ing of a structure. Not surprisingly, therefore, is that it also affects the vibra­
tion characteristics. In this chapter, we are specifically interested in buckling 
and therefore wish to consider the vibration characteristics as the applied load 
approaches the critical value. As intimated in the introductory discussion of 
stability, the vibrational characteristics contain information about the stability 
state. 

Consider the case when there is an elastic foundation; the governing equation 
is 

a4v - {J2v (J2v 
EI ax4 - Fo(t) ax2 + Kv + pA at2 = 0 

As written, this is a case where the coefficients are variable; solutions to these 
equations are very difficult to find as we saw in Section 4.6 on parametric excita­
tion, therefore we leave this general case to the next chapter. To simplify matters, 
we will consider only the case when the applied load P(t) is quasi-static, that 
is, Fo(t) = P(t) = Po. 

The spectral form of the differential equation for v becomes 

d4~ d2 ~ 
--.3!.. _ P --.3!.. - f34 ~ = 0 
dx4 dx2 V , 

f34 = (pAw2 - K) 
- EI ' 
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Figure 6.13: Beam with quasi-static axial load and its effect on the vibration charac­
teristics. 

Since this has constant coefficients, we seek solutions of the form v 
which leads to the characteristic equation 

k4 + Pk2 _ {34 = 0 

from which we obtain the four spectrum relations 

k1,3(W) = ±V ~J4{34 + P2 - ~P == ±a, 

Thus, the general solution is represented by 

v(x) = Ae-io:x + Be-ax + Ce+io:x + De+ax 

Aeikx , 

(6.6) 

As noted in Chapter 4, in analyzing problems without damping (where a and 
a are likely to be real only), we will find it more convenient to use the solution 
form 

v(x) = Cl cos(ax) + C2 sin (ax) + C3 cosh(ax) + C4 sinh(ax) 

Both forms, of course, will lead to the same answer. 

Example 6.7: Determine the resonance frequencies and mode shapes for a 
simply supported beam with an axial load. 

The solution follows almost identically to that for the beam on the elastic 
foundation. At x = 0, we have 

v=O =? 

M=O =? 

This leads to Cl = 0 and C3 = o. At x = L , we have 

v=O =? v=0=C1S+C3 Sh 

NIxx = 0 =? 
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where S == sin(o:L) and Sh == sinh(O:L). These two equations lead to the system 

[ sino:L 
_0:2 sino:L 

sinho:L ] { CC24 } = 0 
_0:2 sinh 0:£ 
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The characteristic equation is obtained by setting the determinant equal to zero 
and gives 

(0:2 + 0:2 ) sin(o:£) sinh(o:L) = 0 

This has the solutions 

o:L = n7r j ~ vi 4,84 + in - ~ P = n7r / L 

Expanding and rearranging gives 

{Ei (n7r)2 [(n7r)2 Po] ~ 
Wn = V PA £ £ + EI + EI 

The corresponding mode shapes are given by 

vn(x) = c2 sin(o:x) = c2sin(n~x) 

These mode shapes are the same as for the buckling of a simply supported beam. 
The variation of resonance frequency with axial load is shown in Figure 6.13 

for K = o. We see that the axial tension increases the frequency, while an axial 
compression decreases it. In fact, the frequency can be driven to zero when 

n7r 2 
Po = Pc = EI(y) 

These are the collection of static buckling loads. 
At the first static buckling load, the vibrational frequency is zero (AI = w 2 = 0 

in our stability analysis) but the mode shape is that of a single half-sine. At a 
load slightly more compressive, the mode shape stays the same but (AI < 0) and 
the beam is unstable. 

Example 6.8: Investigate the effect of a varying axial force on the vibration 
characteristics of a beam. 

Consider the case when the internal force distribution is symmetric and applied 
to a simply supported beam. The force and corresponding applied load are given 
by 

These are shown plotted in Figure 6.14(a). This distributed load was approxi­
mated over 24 elements and Figure 6.14(b) shows the results of the vibration 
eigenanalysis. There is no essential difference from the previous example except 
that the antisymmetric mode is relatively insensitive to the symmetric internal 
load. 

We get the simple theory solution by using a Ritz approximation. The strain 
energy, in general, is 
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Figure 6.14: Effect of varying axial stress on the vibration. (a) Applied loading and 
internal force distribution. (b) Resonance frequency as a function of the load magni­
tude. 

Now assume that the mode shapes can be approximated by 

vex) = vsin(~nX), 

where n = 1 is a symmetric mode and n = 2 is antisymmetric. Substituting this 
and the expression for Fo(x) into the energy expression, and integrating leads to 

en = 2.97, -0.30 

The kinetic energy is handled in a similar way, leading to 

T= ~ f pAi?dx T = ~pAi/ L/2 

Assuming harmonic motion, and obtaining the stiffness and mass in the usual 
way, leads to the eigenvalue problem 

or Wn = 

This is shown plotted as the full line in Figure 6.14(b). That the FEM results 
and this simple theory agree so well is not surprising, since both are based on a 
similar Ritz approximation. Indeed, this is the reason why in this book most of 
the comparisons with the FEM results use a method other than the Ritz method. 

Local Buckling and Post-Buckling Behavior 

An eigenanalysis gives the critical load, but it does not indicate what happens af­
ter that. In our discussion ofthe elastica in Section 3.1, Figure 3.8 indicates that 
some structural components continue to maintain their load-bearing capability 
and even increase it. We will now look closer at this. 

We must distinguish between load-bearing capability and stiffness. A com­
pressed column looses stiffness as the load is increased, at the critical point the 
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Figure 6.15: A constrained frame structure and its first six buckled shapes. 

stiffness is zero but its load-bearing capability is still the applied load. Therefore, 
a simple approach to post-buckling analysis is to assume that only the critical 
members are affected, that they maintain their critical load after becoming crit­
ical, but do not share in any further increases in load. 

This simple post-buckling analysis works best when there is local buckling, that 
is, the buckling mode is confined to a single member or portion of the structure. 
An example of local buckling is shown in Figure 6.15 where the inside and outside 
members have cross-sections [a x a] and [2a x 2a], respectively. Each member 
buckles as if it is a standalone beam with fixed/fixed boundary conditions. Note 
that the rigid horizontal bars plus the upper right constraint serves to isolate 
each column - if this constraint is removed, then the lowest buckling mode is 
a global one where all members tilt to the side. 

Example 6.9: Estimate the post-buckling behavior of the frame shown in 
Figure 6.15. 

Assume the members behave as clamped/clamped columns so that the critical 
load is Per = 4E1(mr/L)2, then the ratio of critical loads are Pl/P2 = 16 and 
the inner members become critical first. Actually, the inner members have two 
buckling loads before the outer ones become critical. 

Just at the critical point P2 = 4Eh(7r/L? = Po, the load is shared among all 
members in proportion to their areas so that 

P = 2H + 2P2 = 2(4 + I)Po = lOPo , 

After this point, the outer members carryall the increments in load until they 
too become critical. Then 

P = 2P1er + 2P2er = 2(16 + I)Po = 34Po , 
b.L _ PI _ 16Po _ 4 
L - EAt - 4EA2 - Eo 

Note that it is assumed that the middle members deform the same as the outer 
members. This is consistent with their loss of stiffness while maintaining their 
load-bearing ability. 
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Figure 6.16: Post-buckling behavior of the frame. (a) End shortening. (b) Large 
deformation FEM results for transverse deflections. 

The plot of load against shortening is shown in Figure 6.16(a). The overall 
stiffness is hardly affected, and the ultimate load achieved is more than three 
times that of the first buckling. 

Let us now tie the inner members to the outer ones at their centers. This will 
prevent the first buckling mode from occurring, but will not affect the second 
mode. Our estimate of the first critical point is then 

P = 2Pl + 2P2 = 2(4 + 1)4Po = 40Po , 

and the second buckling is 

P = 2Plcr + 2P2cr = 2(16 + 4)Po = 40Po , 
tl.L _ Pl _ 16Po _ 4 
L - EAl - 4EA2 - Eo 

In this particular instance, tying the members together caused the outer members 
to buckle at the same time as the inner ones. In this case, we have a global 
buckling. 

Example 6.10: Do a large deformation analysis of the frame shown in Fig­
ure 6.15 and compare with the simple theory. 

Small transverse loads (Q = P x 10- 5 ) are applied to the center of each mem­
ber to act as the agent for the buckling. These results are shown plotted in Fig­
ure 6.16(b). Note the very large transverse deflection of the inner member relative 
to that of the outer member. In fact, the outer member hardly moves in the 
transverse direction until the collapse load is reached. 

Also shown in Figure 6.16(a) are the large deformation results for the end 
shortening. The comparison with the simple theory is very good. 
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6.3 Buckling of Plates 

Our development for the buckling analysis of plates follows along lines very 
similar to that for beams. That is, we include second-order effects in the strain 
displacement relations and then use Hamilton's principle to obtain the governing 
equations and the associated boundary conditions. 

y 

ss 
aa aa ss: simply supported 

b aa: arbitrary 
a ss x 

Figure 6.17: Rectangular plate of size [a x bJ and the type of boundary conditions. 

Governing Equations 

Consider the x·component of the Lagrangian strain in a plate in flexure 

8u 1 [( 8u ) 2 (8v) 2 ( 8w ) 2] 
Exx = 8xo + 2" 8xo + 8xo + 8xo 

where we are using the large displacement coordinate description of Chapter l. 
Thin-plate theory gives approximations for the in-plane displacements as 

and the out-of-plane deflection as w(XO, yO, ZO) ~ w(XO, yO). Substitute these into 
the strain energy expression to get 

The approximation is based on the assumption that the out-of-plane deflection 
is significantly larger than the in-plane displacements. We recognize the leading 
term as that of the linear membrane theory of plates, the second as that of the 
linear flexure theory of plates; the third term, which is nonlinear, comes from the 
large deflection of the plate. We have similar expressions for the other in-plane 
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components of strain 

Now that we have estahlished the nonlinear contribution to the strains we can 
revert back to the notation that does not distinguish between the deformed and 
undeformed configurations. 

All these strains give rise to stresses according to 

E 
1 _ v2 [Exx + vEyy] <Txx 

<Tyy 
E 

1 _ v2 [Eyy + vExx] 

<Txy G2Exy 

The strain energy for a plate in plane stress is 

After substitution and integration, we get 

u = 1 r [ 2 2 [ {Pw 2 [Pw a2w] ] "2D JA (\7 w) + 2(1 - v) (axay) - (ax2 )( ay2) dxdy 

+- Eh - + - +2v-- +Gh -+- dxdy 11 [ * [(aU)2 (aV)2 au aV] (aU aV)2] 
2 A ax ay ax ay ay ax 

1 r [- ow 2 - ow ow - ow 2 2] +'}. JA Nxx( ax) + 2Nxy( ax)( ay) + Nyy( ay) + Kw dxdy 

where we have added the effect of an elastic foundation. In this, we grouped 
some terms according to 

Eh (aU aV) 
1 - v2 ax + v ay 

Eh (aV aU) -- -+v-
1- v2 ay ax 

Gh(aU + aV) 
ay ax 

which correspond to in-plane loads. Strictly, these are deformation dependent, 
but in the following they are assumed to be pre-existing in the plate and therefore 
not subject to variation. Thus the energy expression comprises the contribution 
for the linear behavior plus three new terms associated with the in-plane loading 
and the elastic foundation. 
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Using Hamilton's principle, this leads to the uncoupled governing equations 
for the membrane and flexural behaviors. The latter equation is [63] 

As in Chapter 2, the associated boundary conditions are found to be 

(6.8) 

For the purpose of integrating the governing equations, we treat the in-plane 
terms as constant. They are known either by specification or through a separate 
linear analysis of the in-plane loads. In this way, the problem is reduced to being 
linear even though it takes large deflections into account. 

Solution Structure for Rectangular Plates 

Following the method introduced in Chapter 2 and also used in Chapter 4, we 
consider solutions of the form 

m 

where b is the width of the plate. We will determine the coefficients wm by 
requiring that the governing differential equations be satisfied. The differential 
equation for W becomes 

with /34 == (-K)jD. This has constant coefficients, hence, e-ikx is a kernel 
solution. The spectrum relations are then 

Because of the odd power of k occurring in this characteristic equation, the roots 
do not appear as ± pairs. Thus, the general solution is represented by 

w(x, Y) = L [Ae- ik1X + Be-ik2X + Ce-ik3X + De-ik4X ] eif,mY (6.9) 
m 

In this way, the solution structure is quite similar to that already used in Chap­
ter 2. 
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Example 6.11: Determine the buckling loads and mode shapes for a simply 
supported rectangular plate of size [a x b] with axial compression in the x-direction. 

When the in-plane shear force is zero, the roots are determined to be 

Thus, the general solution is represented by 

w(x,y) = L [Ae-iO<",x + Be-Cimx + Ce+iO<m x + De+CimX ] ei~mY 
m 

(6.10) 

which is identical to that of Equation (2.20). Sometimes, we will find it easier to 
use the solution form 

Looking at the boundary conditions at y = 0 and y = b, we see that 

w=o, 

always. That is, this is true for each m term and implies that this particular 
solution can solve only those problems with simply supported lateral sides. 

Choose only the sin(emY) terms. We need only concentrate on the boundary 
conditions at x = 0 and x = a, the lateral boundary conditions are automat­
ically satisfied. The solution is precisely the same as for the simple plate with 
the same boundary conditions obtained in Chapter 2. Hence, we have the same 
characteristic equation 

This has the solutions 

Expanding and rearranging gives 

The corresponding mode shapes are given by 
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Figure 6.18: Buckling loads a'l a function of aspect ratio a/b. 

In the special case of proportional loading (Nyy = 'YNxx ) we have 

395 

It is clear that a biaxial compressive stress is more critical than a uniaxial stress. 
On the other hand, a tensile Nyy has a stiffening effect. The expression for the 
uniaxial case (Nyy = 0) is 

These buckling loads are shown plotted in Figure 6.18 for different values of as­
pect ratio a/b with K = O. (The loads are normalized to No = D1f2 /b2.) Note 
that the minimum loads correspond to the sine waves in the shortest dimension. 
Furthermore, for a given aspect ratio the sequence of modes does not necessarily 
correspond to going from simple to complex. As indicated for a/b = 1.6, for ex­
ample, we get the (mn) sequence (2,1), (1,1), (3,1), (4,1), (3,2), (4,2), (2,2). Two 
buckling modes coincide when the aspect ratio is given by a/b = In(n + 1), or 

v'2 = 1.41, v'6 = 2.45, v'I2 = 3.46, and so on. 
Furthermore, as the plate length increases, we get a minimum buckling load 

that is independent of the length. Referring to Figure 6.18, we get the minimum 
critical load by setting m = 1 and differentiating with respect to a (keeping b 
constant) to get 

aNxx = 0 
aa I!. = b 

n 
- 1f 2 

Nmin = -4D( b) 

The buckled (half) wavelength is the width of the plate. This behavior of a limiting 
wavelength is quite similar to that for a beam on an elastic foundation. Indeed, 
the ~m = (m1f/b) term enters the solution in the same way as K; consequently, 
we can think of the higher modes as being associated with higher orders of elastic 
constraint [23]. 
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Example 6.12: Determine the buckled shapes for a rectangular plate simply 
supported on all sides with a uniform in-plane shear stress. 

The differential equation for the plate with shear loads becomes 

This problem was first solved in Reference [68] where inertia effects were also 
taken into conf<ideration. We basically follow the same procedure but ignore the 
inertia effects. Consider solutions of the form 

where b = 2c is the width of the plate. We will determine the coefficients wm 
by requiring that the governing differential equations be satisfied. The differential 
equation for w becomes 

( d2 k2)( d2 k2) - {34 - 2 'kN- dw 0 dz2 - dz 2 - Wm - Wm - Z xy dz = , 
{34 = (phw 2 - K)b4 

- D 

with z == y/c. This has constant coefficients, hence, eiAZ is a kernel solution. The 
spectrum relations are then 

2 -
A = c Nxy 

- D 
B = (phW2 - K)c4 

- D 

The coefficients A and B are associated with the membrane load and inertia, 
respectively; in the following, we take B = O. Thus, the general solution is repre­
sented by 

w(z = y/b) = AeiA1Z + BeiA2Z + CeiA3Z + DeiA4Z 

For simply supported conditions we can use 

The boundary conditions are 

z = ±1: 

z = ±1: 

w=O 
d2w 
dz2 = 0 

(6.11) 

After setting up the homogeneous system of equations we get a nontrivial solution 
only if the determinant is zero. This leads to 

This complicated equation must be solved numerically. 
The solution process to find the critical load has three steps. First we need to 

find Ai as a function of the wavenumber k. This is shown in Figure 6.19(a) for a 
value of A = 1.5. Not all of these values of Ai will satisfy the determinant relation 
associated with the boundary conditions. For each value of A we determine those 
roots that do satisfy the relation; the values of wavenumber where this happens is 
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Figure 6.19: Steps in the solution for the plate with shear. (a) Roots Ai for A = 1.5. 
(b) Values of coefficient A and wavenumber k that satisfy the boundary conditions. 

shown in Figure 6.19(b). The critical value of load occurs where A is a minimum 
and is given by 

c2 _ b2 _ 

A = 13.17 = DNxy = 4DNxy, k = 1.25 

Finally, with this value of A and k, we have the corresponding roots of 

Al = -0.076 + iO, A2 = -2.854 + iO, A3 = 1.465 + i3.06, A4 = 1.465 - i3.06 

These are then used to obtain the mode shape shown in Figure 6.20. 

Figure 6.20: Mode shape at critical load. 

Although the plate is infinitely long, there is a definite wavelength to the buckled 
shape. Clearly, this is connected to the width of the plate as being the character­
istic length - a result we also found for the normal in-plane loads. 

Reference [77] solves the problem of nearly square plates under shear loading. 
It then proposes the relation 

- a 2 7r2 D 
Nxy = [5.35 + 4('b) ]V 

as a reasonable approximation for the minimum critical load for plates with arbi­
trary aspect ratio. This underestimates the exact solution derived above by about 
6%. 
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Example 6.13: Compare the buckling performance of steel and aluminum 
plates. 

Take the simply supported plate as an example. The stress at the critical load 
is 

where h is the plate thickness. The density and modulus of steel are approximately 
three times that of aluminum. Therefore, for equal weight plates of same size [a x b], 
an aluminum plate is approximately three times the thickness of the steel plate, 
and consequently, the critical stress is three times that of steel. The critical load 
itself is nine times that for steel. From this comparison, we can see the importance 
of aluminum in light-weight thin-walled structures. 

Example 6.14: Discuss the effect of thermoelastic stresses on the buckling of 
plates. 

In the uncoupled theory of thermoelasticity, the effect of the temperature is to 
cause a volume change; if this is constrained, then stresses are generated. If these 
stresses are of the membrane type, then they need to be considered in the buckling 
analysis. There are no new essential difficulties introduced by the temperature. 
Thus, a buckling analysis of the problem in Figure 2.5, say, would simply use the 
computed elastic stresses in the buckling equation. 

Reference [15] considers thermoelastic problems in general as well as some ther­
moelastic stability problems. 

Example 6.15: A thin-walled structure is made from fiat plates and frame 
reinforcers as shown in Figure 6.21. Estimate the buckling loads. 

(a) (b) 

h = 0.1 
aluminum 

200. FEM: cc 

150. 
............... -......... . 
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Figure 6.21: A 3-D folded plate shell structure. (a) First mode out-of-plane buckled 
contours. (b) Buckling load as a function of the short side. 

A reasonable analytical approximation to 3-D folded plate structures of the 
type shown in Figure 6.21 is to treat each face separately as a plate with simply 
supported conditions on the two long edges. The end conditions are a little more 
problematic - these depend quite sensitively on the nature of the applied loading, 
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the fixities, and local reinforcement, but some reasonable approximation for these 
end conditions can be made. We wish to look further into this. 

The figure shows the out-of-plane deflection contours for the lowest mode and 
indeed, one of the striking aspects is the resemblance they bear to the behavior 
of simple plates. In particular, the long edge seems to rotate without offering 
a bending resistance, and therefore resembles the simply supported boundary 
condition. Note that the reinforcement was such that both ends behaved nearly 
as simply supported. 

Figure 6.21 shows what happens as the side aspect ratio is changed. The simple 
theory, of course, predicts the same buckling load because the large side is not 
changing. The FEM results, however, show a significant change with the load 
increasing. The results are bounded by the flat plate results for simply-supported 
and clamped boundary conditions. What is happening is that the smaller the top 
plate becomes, the more of a constraint it imposes on the large side plate. 

Effect of Membrane Loads on Plate Vibration 

Consider a plate with the in-plate loadings Nxx , Nyy , Nxy and resting on an 
elastic foundation of stiffness K. The spectral form of Equation (6.7) is 

Again, consider solutions of the form 

m 

where b is the width of the plate. We will determine the coefficients wm by 
requiring that the governing differential equations be satisfied. The differential 
equation for W becomes 

with 
(34 = (phw2 - i'TJhw - K) 

- D 

The differential equation has constant coefficients, hence, e-ikx is a kernel solu­
tion. The spectrum relations are then 

Because of the uneven power of k occurring in this characteristic equation, the 
roots do not appear as ± pairs. As shown in the example of the sheared plate, 
this leads to awkwardness in the solution, hence, we will take the shear in-plane 
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force as zero. The solution then is very similar to that of Equation (6.10) but 
with the above definition of (3. That is, the general solution is represented by 

w(X, Y) = L [Ae- iOmX + Be-OmX + Ce+iomx + De+OmX ] eit;,TnY (6.12) 
m 

Again, in analyzing prohlems without damping, we will find it easier tu use the 
solution form 

w(X, Y) = L [Cl cos(Ctmx) + C2 sin(Ctmx) + C3 cosh(omx) + C4 sinh(omx)] f(~mY) 
m 

Example 6.16: Determine the resonance frequencies and mode shapes for a 
simply supported rectangular plate of size [a x b] with an axial compression in the 
x-direction. 

Choose only the sin({mY) terms. We need only concentrate on the boundary 
conditions at x = 0 and x = a, since the lateral boundary conditions are auto­
matically satisfied. 

The solution is precisely the same as for the simple plate with the same bound­
ary conditions. Hence, we get the same characteristic equation 

(a;' + Ii;') sin(ama) sinh(lima) = 0 

This has the solutions 

_/~4 2(- -)1 1-2/2 2 1- 1 (n7r)2 ama=mr => ViJ +{ Ncx-Nyy D+4Nxx D -{ -2Nxx D= ~ 

Expanding and rearranging gives 

Wmn = In [[( mr)2 + (m7r )2] 2 + (n7r)2 Nxx + (m7r)2 Nyy + K] 1/2 VPii a baD b D 

The corresponding mode shapes are given by 

Wmn(X, y) = C2 sin(amx) sin({mY) = C2 sin(n:x) sin(m;y) 

These mode shapes are the same as for the simple plate. 
We see that Nxx , Nyy , and K all have similar effects on the frequency. The 

variation of resonance frequency with membrane load is shown in Figure 6.22 for 
two plate aspect ratios and Nyy = 0, K = O. In these plots, the normalizations 
on the frequency and load are, respectively, 

:41 Wmn 
Wmn = --, 

Wo 

fl.0 _ Nxx 
xx - No where 

We see that an in-plane tension increases the frequency, while an in-plane com­
pression decreases it, and that a mode keeps the same shape irrespective of load. 
The frequency can be driven to zero when 
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Figure 6.22: Variation of resonance with membrane load for plates with different 
aspect ratios. (a) alb = 2, (b) alb = 3. 

These are precisely the collection of static buckling loads. 
It is interesting to observe how the mode shapes interchange their order in going 

from a vibration with no membrane load to a vibration with the first critical value, 
say. That is, a vibration eigenanalysis done at the first buckling load will have a 
different sequence of mode shapes than one done at zero load. Furthermore, the 
sequence of mode shapes for the eigen-buckling problem is not the same sequence 
as for the eigen-vibration problem. In particular, the mode shape for the lowest 
vibration frequency at zero load does not coincide with the shape for the lowest 
static buckling load. 

We will return to more discussion of these mode shapes later in the chapter. 

6.4 Matrix Formulation for Buckling 

As shown in the previous sections, the strain energies for both the beam and 
plate have three contributions. The first is the axial or in-plane elastic con­
tribution, the second is the flexural elastic contribution, and the third is the 
second-order contribution from the in-plane loading. We have already estab­
lished matrix representations for the first two, and we now turn our attention to 
the second-order contribution. First, however, we attempt to draw the connec­
tion between an eigenanalysis of stability and the incremental analysis of large 
deflections presented in the Chapter 3. 

Relation of Eigenanalyses to Nonlinear Incremental Analyses 

Recall that for our incremental formulation of the corotational scheme, at each 
time or load step, we must solve the equilibrium relation 

[L)T~][kE + kGlm[T~l] {~u}n+l = {p}n+1 - {F}n 
m 
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where the superscript n refers to the time steps to, h, t2, ... tn. Let us focus on 
the first two steps of this process 

step 1: 

Hpdatf': 

step 2: 

m 

{ x r - {x} 0 ;- {Su} I , {F} 1 , [ k E ]1 , [ ke ]1 , [T]1 

[L[T;,][k~ + kblm[T;, l] {~u}2 = {p}2 - {F}1 
m 

For the first time step, the element nodal forces are zero, and, consequently, so 
also is the geometric stiffness. The elastic stiffness in local coordinates is always 
unchanged, the geometric stiffness in local coordinates changes because the axial 
and membrane loads change during the deformation. 

To help make the following ideas concrete, consider specifically a truss struc­
ture with a load distribution X{P}; that is, {p} specifies the distribution of 
loads while X is a scalar load multiplier (this is called proportional loading). The 
first load increment causes an axial force in each member that is proportional 
to XP , that is, 

- 1 
Fom ex: xP 

Furthermore, let pI be a small increment so that the change of geometry is 
negligible. The second step now becomes 

step 2: [L[T!][k~ + xkcNpl)]m[T!]] {~u}2 = {p}2 - {F}I 
m 

or 

step 2: 

For the incremental analysis, we could now proceed to obtain {~uP and con­
tinue to the next step. For the eigenanalysis of stability, however, we stop and 
ask the question: Is it possible to have two or more solutions to the above equa­
tions? We are asking if it is possible to have two equilibrium states for a given 
set of loads. If it is possible, then there is a second solution {~u*} that also 
satisfies the equations 

[KE + xK(l]{~u*} = {p}2 - {F}1 

Let the difference of the two solutions be {¢ } = {~U}2 - {~u*}; it satisfies the 
homogeneous equations 

In general, this admits only the trivial solution {¢} = O. There are circum­
stances, however, when X has special values (called eigenvalues) that are non­
trivial solutions. We obtain the eigenvalues X by setting the determinant to zero. 



6.4 Matrix Formulation for Buckling 403 

Finding these solutions is known as an eigenanalysis; in contrast to our earlier 
discussion with beams, this is called a linear eigenanalysis because the eigenvalue 
parameter X appears linearly in the equations. Corresponding to each eigenvalue, 
we can find a solution for {1> }, this is called an eigenvector. 

In the above discussion, we assumed pI was small so that we could asso­
ciate both [Ke] and [KG] with the undeformed configuration. Consequently, 
our eigenanalysis is rooted in the small deformation theory of structures, and 
therefore is not applicable to instability states (such as limit points) that are 
often associated with large deflections. We will call this small deflection analysis 
a linear eigenanalysis or a buckling analysis. However, we can modify the above 
discussion so that instead of discussing times to and h we could discuss times tn 
and tn+l. In other words, it is possible to do a linear eigenanalysis at each stage 
of a nonlinear deformation process - the value of critical load then obtained is 
the load change from the current state that will cause buckling. 

As we saw in Chapter 3 for incremental loading, we can use a rather poor 
geometric stiffness and still get good results because of the N ewton-Raphson 
equilibrium iterations. This is not so here because the eigenanalysis goes to the 
maximum load in one step; consequently, there is a greater need for an accurate 
geometric stiffness. We could alleviate the problem somewhat, as indicated in 
the previous paragraph, by doing the eigenanalysis at an elevated load. 

A final point worth nothing is that once the stiffness matrices are assembled, 
NonStaD uses the subspace iteration scheme [22] to solve the eigenvalue problem 
just as it does for the vibration eigenvalue problem. 

Example 6.17: Show the connection between a buckling eigenanalysis and a 
vibration eigenanalysis at the elevated load. 

The vibration eigenvalue problem is 

[K T ]{ </J h - wi[ M ]{ </J h = 0 

At the singular point, WI = 0, we have 

[KT]{</Jh=O 

Now consider the case when the structural response is only slightly nonlinear, 
then we can represent the tangent stiffness in the form 

where [K E 1 is the elastic stiffness, [ KG 1 is the geometric stiffness, and X is a 
loading factor. At the singular point, we therefore have 

This is the eigenvalue problem for the buckling of the structure, and we conclude 
that the vibration mode shape is the same as the first buckling mode shape. This 
result is consistent with Figure 6.22. 
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Information about the spectral properties of [K T J at an elevated load are not 
always readily available; the above shows that, in some circumstances, we can at 
least estimate the shape for the lowest mode by doing a linear buckling eigen­
analysis. 

Geometric Stiffness for Frames 

For illustrative purposes, we will first look at the plane behavior of a frame and 
truss where we allow a combination of axial and bending effects. The degrees of 
freedom at each node are {u} = {u, V, ¢}T. The strain energy due to the axial 
loading is 

UG = ~ 1 [Po(~:)2]dX 
for both trusses and frames and depends only on the transverse deflection. 

For the truss, let the transverse deflection be represented by the linear shape 
functions 

V(x) x x 
[1 - -]VI + [-]V2 L L 

We substitute these into the strain energy expression and integrate. This leads 
to 

P. 
2UG = L: [VI - V2]2 

The contributions to the stiffness are obtained from 

0 0 0 0 0 0 
0 1 0 0 -1 0 

82UG [kG] = Po 0 0 0 0 0 0 
[kGij]=~ => 0 0 0 0 0 0 Ui Uj L 

0 -1 0 0 1 0 
0 0 0 0 0 0 

This is precisely the same geometric stiffness matrix obtained in Chapter 4 using 
the corotational approach for trusses. 

For the frame member, we could let the transverse deflection be represented 
as above, then of course we would get the exact same geometric stiffness for 
the frame as for the truss. Such a stiffness would be called inconsistent because 
it does not use the same shape functions as used in establishing the elastic 
stiffness matrix. Instead, let the deflected shape be represented by the beam 
shape functions 
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We substitute these into the strain energy expression and integrate. After dif­
ferentiation as above, this leads to 

0 0 0 0 0 0 
0 36 3L 0 -36 3L 

[kG] =, Po 0 3L 4L2 0 -3L _L2 
(6.13) ._-

30L 0 0 0 0 0 0 
0 -36 -3L 0 36 -3L 
0 3L _L2 0 -3L 4L2 

This is not the same as obtained above for the truss or as obtained in Chapter 4 
for the corotational schemes for frames. The question therefore arises as to dif­
ferences caused by the different choice of interpolating or shape functions. This 
is answered in the following example. 

Example 6.18: Compare the performance of the consistent and inconsistent 
geometric matrices for the frame element. 

Figure 6.23 shows the first six buckling loads for a simply supported beam as 
the number of elements is increased. The mesh density is given as N where the 
number of elements is 2N. 
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Figure 6.23: Comparison of convergence of two geometric stiffnesses for a beam. 

The very important point to note is that both formulations exhibit convergence 
to the exact result and therefore both are acceptable. Clearly, however, the con­
sistent formulation shows the better rate of convergence. Thus, all other things 
being equal, the consistent formulation is the more preferable of the two. 

Sometimes it happens that certain factors, such as geometry or the need to 
model the mass distribution accurately, dictates the use of a small element and in 
those cases the inconsistent formulation might be slightly preferable because it is 
less computationally expensive to formulate and assemble. 



406 Chapter 6. Stability of Structures 

Geometric Stiffness for Plates in Flexure 

First consider the effect of the in-plane or membrane behavior of the plate. The 
strain energy due to the membrane loading is 

1 r [- ow 2 - ow ow - ow 2] 
UG = "2 JA NrT( (JX) + 2NTy ( iJX)( ay) + N yy ( oy) dxdy 

This depends only on the transverse deflection. Let this transverse deflection be 
represented by the linear shape functions 

w(x, y) = L hj(x, Y)Wj 
j 

The interpolations are those of the three-noded triangle. Note that the only de­
grees of freedom participating at each node are { u } = {u, v, w} T. We substitute 
these into the strain energy expression and integrate to get 

The contributions to the stiffness are obtained from 

02U 
[kij ] = 0 0 

Ui Uj 

which leads to the [3 x 3] submatrix of the [9 x 9] element stiffness submatrix 

- [00 0 1 - [00 - Nxx N xy 
[kG ]ij = - 0 0 0 +- 0 0 

4A 0 0 bibj 4A 0 0 

The contributions associated with the rotational DoF are zero. This is precisely 
the same geometric stiffness matrix obtained in Chapter 4 using the corotational 
approach if we convert the stresses to nodal forces. 

We saw with the frame member that performance can be improved if better 
quality shape functions are used. The DKT element does not have a clean repre­
sentation of its shape functions, so it is difficult to develop a consistent geometric 
stiffness to go with the DKT elastic stiffness. We will illustrate the procedure 
instead with an inconsistent representation but one that should perform better 
than that just derived. 

Keeping in mind that the demands on the shape functions for formulating 
the geometric stiffness is less severe than for the elastic stiffness (because of the 
different orders of derivatives in the energy expression), one good possibility is 
to take the displacements in the form 

w(x, y) = clhl + c2h2 + C3h3 

+ c4(hlh~ + h) + c5(h2h~ + h) + c6(h3hi + h) 

+ c7(hih2 + h) + c8(h~h3 + h) + c9(h~hl + h) (6.14) 
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where hi are the triangle area coordinates and 2h == hlh2h3. In this way, the 
lO terms of the Pascal triangle of Chapter 2 are distributed among the nine 
coefficients. If we now determine the nine coefficients in terms of the nine nodal 
degrees of freedom, then we get the associated shape functions as 

hI + (hih2 - hlh~) + (hih3 _. hlh5) 

- Y12(hih2 + h) + Y31(hih3 + h) 

-X21(hih2 + h) + Xl3(hih3 + h) (6.15) 

The other six are obtained by permutation. With this formulation, let the dis­
placements be represented by the participating degrees of freedom 

{w(X,y)} = [N ]{u}, 

After substituting into the energy expression and minimizing, we get the geo­
metric stiffness as 

where 

These expressions are too lengthy to repeat here. In any event, we are slightly 
more interested in seeing how the simpler version fares. 

Example 6.19: Use a convergence study to compare the effectiveness of the 
two geometric stiffness formulations for plates. 

The generic mesh is shown in Figure 6.24. The other meshes are obtained by 
dividing this uniformly. We will use the simply supported plate as the test case. 

Figure 6.24: Generic [4 x 8] mesh. 

a = 203 mm (8.0 in.) 

b = 101 mm (4.0in.) 

h = 2.54mm (0.1 in.) 

aluminum 

The buckling loads are shown in Figure 6.25. In each case, the mesh represented 
the complete plate and subspace iteration was used to determine the eigenvalues. 
Just as for the frame member, we note that both formulations converge to the 
exact solution. In this case, however, the refined model is only marginally better 
than the simple membrane model. 
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Figure 6.25: Convergence study for the buckling loads of a simply supported plate. 

The rate of convergence with respect to element size is relatively slow. But 
since both models converge from opposite sides , this convergence rate could be 
improved by using an inconsistent model based on some average of the two, or, 
as indicated by the beam results, by using a truly consistent model. 

[21] [31] 

[41] [11] 

Figure 6.26: Contours of the first four buckled modes shapes. The sequence is (2,1), 
(3,1), (4,1), (1 ,1) with modes (4,1) and (1,1) having repeated roots. 

The figure shows the first six modes, and, as predicted by the plots in Fig­
ure 6.18, roots 3 and 4 are repeated roots. We note that these roots appear as 
repeated roots in the numerical analysis only as the mesh is refined; for a coarser 
mesh they are distinct. 

Contours of the first four modes are shown in Figure 6.26. The sequence is the 
top row first, followed by the second row; these shapes are in agreement with the 
predictions of Figure 6.18. Note that even though roots 3 and 4 are repeated roots 
their mode shapes are significantly different. 

Example 6.20: Determine the buckling loads and mode shapes for Stein's 
plate. 
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Stein [69] did a thorough experimental study of the buckling and post-buckling 
behavior of plates. The parameters of the plate are interesting because they exhibit 
a mode jumping phenomenon. We will reconsider this problem again later. 

This plate is of size [25.36 x 4.71 x 0.39mm3 ] and made of aluminum. The 
boundary conditions are that the long sides are simply supported, while the other 
two sides are clamped. This aspect ratio is such as to generate many close modes 
and therefore is a good challenge as a convergence test. 

We first obtain the exact solution. The general solution is taken from Equa­
tion (6.10) as 

w(x, Y) = L [Cl cos(k1x) + C2 sin(k1x) + C3 COS(k2X) + C4 sin(k2x)] sin({mY) 
m 

The simply supported boundary conditions are automatically satisfied, hence we 
need only consider the end constraints. Looking at the boundary conditions for 
x = 0, we have 

at x = 0: w 
aw 
ax 

The solution is now written as 

o ==? 0 = Cl + C3 

o ==? 0 = k1c2 + k2C4 

w(x, y) = L [cI[cos(k1X) - COS(k2X)] + c2[sin(klX) - :: sin(k2x)]] sin({mY) 
m 

We also have for the other boundary condition 

at x = a: w 

aw 
ax 

o ==? 
kl 

0= Cl(Cl - C2) + c2(81 - k282) 

o ==? 0=cl(-klCl+k2C2)+C2(-k181-k182) 

where C1 == cos(kla) and so on. These homogeneous equations have a nontrivial 
solution only if the determinant is zero; this leads to 

2 k2 kl 
det = k1 (Cl - C2) + k1(81 - kl 82)(81 - k2 82 ) 

The simplest way to obtain the critical load is to put this expression in a do-loop 
where the load is changed. There are multiple load values corresponding to the 
buckling loads. These are the exact values given in Figure 6.27. 

The figure shows a comparison of the exact values with the finite element results. 
There is good convergence for both FEM formulations. It must be pointed out, 
however, that because so many of the roots are close, extra tightness on the 
convergence tolerance was needed to get the good results. There is not much to 
choose between the two formulations, hence, in future, we will use the simpler of 
the two. 

In-Plane Stiffening 

The emphasis in the preceding sections has been on the out-of-plane stiffening 
due to in-plane loads. For 3-D shell problems, which have all degrees of freedom 
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Figure 6.27: Buckling loads for Stein's plate (Po = 1000). 

participating, we can also get an in-plane stiffening effect. Our derivation follows 
a similar procedure as used for the flexure of plates. 

Consider the x-component of the Lagrangian strain in a plate stretching only 
in its plane 

Exx ::0 + ~ [(:;f + (::of] 

Eyy :;0 + ~ [(:;of + (:;f] 
au av [au au av av] 

2Exy ayO + axo + axo ayO + axo ayO 

These strains give rise to stresses according to 

E 
axx 1 _ v2 [Exx + vEyy] 

E 
ayy 1 _ v2 [Eyy + vExx] 

axy G2Exy 

The strain energy for a plate in plane stress is 

U = ~ fv [axxExx + ayyEyy + axy2Exy] dV 

After substitution, dropping higher products in the nonlinear terms, and inte­
grating through the thickness, we get 

U = ~ i [E*h[(~~f + (~~f +2V~~~~] +Gh(~~ + ~~f] dxdy 

1 r [- au 2 - au av - au av - av 2] 
+"2 JA Nxx(ax) +2NxY (ax)(ay) +2NxY (ay)(ax) + NYY(ay) dxdy 
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Thus, the energy expression comprises the contribution for the linear behavior 
plus three new terms associated with the nonlinear in-plane loading. In this we 
grouped some terms according to 

E*h(OU + v OV ) ox oy 
E*h(OV + V OU ) oy ox 
Gh(OU + OV) oy ox 

which correspond to an approximation of the in-plane loads. Strictly, these are 
deformation dependent, but in the following they are assumed to be pre-existing 
in the plate and therefore not subject to variation. 

In the energy expression, we have terms such as 

N (OU)2 
xx ox 

which have a common deformation. Hence in the governing equations (after 
applying our variational principle) we would have a common coefficient (E* + 
O'xx)h. In all practical situations, the modulus is larger than the stresses by 
several orders of magnitude, and we conclude that the in-plane stiffening effect is 
negligible compared to the elastic stiffness. Actually, the analysis just performed 
is essentially that of the example in Section 1.7 where initial stresses are shown 
to affect stress wave propagation. 

For completeness, and for comparison with results from the co rotational scheme 
of Chapter 3, we will evaluate the geometric stiffness for the in-plane stiffening. 
Let the in-plane displacements be represented by the linear shape functions 

U(x, y) = L hj(x, Y)Uj , 
j 

V(x, y) = L hj(x, Y)Vj 
j 

The interpolations are those of the three-noded triangle. Note that the only 
degrees offreedom participating at each node are { u} = {u, v V. We substitute 
these into the strain energy expression and integrate. The contributions to the 
stiffness are obtained from 

which leads to the [3 x 3] submatrix 

- [bib j 0 0 1 - [ 0 - N xx N xy 
[kG]·· = - 0 0 0 +- bc· +b·c· 'J 4A 4A ' J , J o 0 0 0 

This is not precisely the same geometric stiffness matrix obtained in Chapter 3 
using the corotational approach even if we convert the stresses to nodal forces. 
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It is, however, the geometric stiffness corresponding to the membrane behavior 
of the total Lagrangian formulation. That is, 

[kN ] = [BN]T[o.K][BN] V O 

where 

[ u~ 
K 0 J j, [ b, 

0 b2 0 b3 !j u]! 
[u K [ ~ Uf Uyy 0 [B ] = ~ CI 0 C2 0 C3 

0 K N 2A 0 bI 0 b2 0 u xx 

0 K ]! 0 CI 0 C2 0 C3 u xy U yy 

It is worth noting that we could do a similar procedure for frames while 
accounting for the effect on the out-of-plane stiffness. For the plane frame, we 
then get 

1 0 0 -1 0 0 
0 1 0 0 -1 0 

[kG] = Fo 0 0 0 0 0 0 
L -1 0 0 1 0 0 

0 -1 0 0 1 0 
0 0 0 0 0 0 

which looks quite similar to the earlier result. There is one significant differ­
ence, however; this matrix is isotropic, that is, it has the same entries for all 
orientations. 

6.5 Static View of Stability of Discrete Systems 

We now discuss some of the previous stability results in a more general context 
for discrete systems. In particular, we wish to explore the meaning of instability 
when the deformations are nonlinear. Many of the ideas are developed in more 
depth in the paper by Allman [3] and the book by Crisfield [20]. 

Proportional Loading Along the Primary Path 

We concentrate on the quasi-static primary loading path. In our decomposition, 
we assume this is a quasi-static path and hence governed by 

In the subsequent analysis, we drop the subscript on the displacements. The 
total potential energy of our general nonlinear system is 

II(u, X) = U(u) - X{u}T{p} 
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where U(u) is the strain energy that is a function only of the discrete displace­
ment vector {u}, {p} is a fixed load vector, and X is a scalar load multiplier. 
Since the load vector never changes, we say that this loading is proportional. 

Consider small changes in the total potential due to small changes in displace­
ment (with X fixed) 

We have that 

where [KT 1 is the tangent stiffness. The variation of the potential is therefore 
given by 

8Il(u, X) = {F}T {8u} + H8u}T[KT]{8u} + ... 
For an equilibrium loading path, the energy changes should be stationary. That 
is, the first variation should be zero irrespective of {8u}. Hence we have that 

oIl OU 
{ou} = {F}(u, X) = {ou} - X{p} = {F} - X{p} = 0 

This is the equation that defines the equilibrium path; this path can be viewed 
as a continuous curve in ({ u }T, X) space. In this, only the nodal force vector 
{F} is a function of the displacements. 

Consider a loading history along a sequence of equilibrium states. In particular, 
consider two equilibrium states, A and B, small {~u} and ~X apart, as shown 
in Figure 6.28, then we have 

{F}(u, X)IB {F}( UA + ~u, XA + ~X) 
of of 

{F}(u, X)IA + [ou lIA{~U} + {ox }IA~X + ... 

Since A and B are equilibrium states, then {F}IA and {F}IB are both zero 
giving 

of of of 
{ou }IA{~U}+[oxlIA~X = [oulIA{~U}-~X{P} = [KT]{~U}-~X{p} ~ 0 

The approximation is because we are neglecting the higher-order terms. We will 
refer to this as the loading equation. Provided that det 1 [KT II f=- 0 we get 

{~u} = ~X[KTl-l{p} 

This is the standard tangential solution used in a nonlinear analysis and de­
scribed in Chapter 3. Strictly speaking, this is exact only when the loading path 
is linear, and some method such as Newton-Raphson iterations are needed to 
insure that a sequence of such increments do not deviate too much from the 
actual equilibrium path. 
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Figure 6.28: Examples of limit and bifurcation singular points occurring along a 
fundamental loading path, 

Limit and Bifurcation Singular Points 

For stable equilibrium, the small changes of energy should be positive for any 
small perturbation {8u} about the equilibrium point, hence we require that 

II(u + 8u, X) - II(u, X) > 0 or for all {8u} 

since {FV {8u} = 0 through equilibrium. For the above to be true, we require 
that [KT 1 be positive definite. 

There are two situations of interest to us here. First, when 

for some {8u} 

then [KT 1 is not positive definite and it will have at least one negative eigenvalue. 
It is therefore unstable. The other case is when 

for some {8u} 

which is a neutral equilibrium state and [KT 1 has a zero eigenvalue. Conse­
quently, 

det I[KTll = 0 

A full investigation of the nature of its equilibrium requires the use of higher­
order terms in the expansion of the potential; this we will consider in the next 
subsection. 

For the neutral equilibrium case, we cannot find a unique {6.u} using the 
loading equation and we have a singular point. This singular point can be either 
a limit point or a bifurcation point. To see the distinction between these two, we 
must look at the spectral properties of the tangent stiffness. 

Consider the free vibration of the structure when loaded near a critical point; 
that is, let {6.u} = {~}eiwt leading to 
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It is therefore sufficient for us to introduce the eigenvalues Am and eigenvectors 
{ ¢}m of the tangent stiffness such that 

and let the eigenvectors be normalized such that 

When the solution is following the path from a stable state, the lowest eigenvalue, 
AI, is zero at the singular point. Hence, we have that 

[KT]{¢h=O 

Now multiply the transpose of the loading equation by {¢ h to get 

giving 

This relation is used to distinguish between limit and bifurcation points as fol­
lows: 

limit point: 

bifurcation point: 

~x=O, 

~X =f. 0, 

{p}T {¢ h =f. 0 

{p}T{¢h = 0 (6.16) 

Figure 6.28 shows examples of the two singular points. As shown in the figure, a 
2-D plot of U2 against load shows little or no motion until the singular point is 
reached, then it has two possible paths to take. In the simple example illustrated, 
the paths can be concave up (stable), concave down (unstable), or asymmetric 
(one stable, one unstable). 

We can get further insight into these singular points by a modal representation 
of the displacement increment in terms of the eigenvectors 

{~U} = TJl{¢ h + TJ2{¢ h + ... = L TJm{¢}m 

Now substitute this into the loading equation, multiply the resulting equation 
by {¢ }m, then making use of the orthogonality properties leads to 

or 
1 T 

TJm = Am ~X{p} {¢}m 

We therefore have the general modal representation for the displacement incre­
ment 

{~U} = TJd¢ h + ~X L f [{p}T{¢ }m] {¢}m = TJd¢ h + ~X{ v} 
m=2 m 

Note that {¢}f { v} = O. For the limit point where ~X = 0 and assuming 
Am =f. 0, we get 

{~u}=1]d¢h 



416 Chapter 6. Stability of Structures 

The displacement increment has the shape of the first eigenmode. The displace­
ment increment for the bifurcation point, on the other hand, depends on all 
the modes. We look more closely at these shapes in the next section; the next 
example problem looks at the relation between load and singular points. 

ExaUlple 6.21: Analyze the ::;tability of the simple truss structure shown in 
Figure 6.29 

4. 
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2. 
0 Approx 

c: 1. 
~ 
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Figure 6.29: A pinned truss and the approximate representation of its 
force/displacement behavior. 

We have already considered this problem in Chapter 3, but here we will look at 
it from the point of view of loading along the primary path. We established that 
the axial displacement in the member is 

it = J L~ + 2vLo sin a o + v 2 - Lo 

The axial strain is f = it/ Lo, hence the potential for the problem is 

II = ~KV2 + 2~EAf2 - Pv = ~KV2 + EA [ 

The equilibrium path is 

Fv = ~~ = Kv + 2EA [sinao + L] 

or simply 
F-P=O 

1 + 2 ~ sin a o + ( ~ )2 _ 1] 2 - Pv 
Lo Lo 

We are now in a position to determine P (and hence F) as a function of v. 
The member force term is too complicated for our present purpose, so we will 

approximate it with a polynomial. Noting that the three zero-load points occur 
when v is 0, -Lo sinao, and -2Lo sinao , respectively, then a good approximation 
is _ v 

v = -::---.,--­
- Losinao 
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A comparison of the approximate and true static behavior of the truss is shown 
in Figure 6.29 for when K = O. Clearly the approximation is good over the whole 
range of loads. The approximate form for the potential is now 

This is shown plotted in Figure 6.30 for different values of P. The role of the linear 
spring K is simply to make the two minima for P = 0 to be different . 

o s table equil 
1 . 2 • unstable equil 
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Figure 6.30: Total potential for different values of applied load. 

For each low value of P there are three equilibrium points - two valleys and 
a peak corresponding to stable and unstable equilibrium points, respectively. The 
second stable equilibrium point is in the snap-through position. As P is increased 
downward, we have a stable decreasing equilibrium path indicated by the open 
circles. This reaches a minimum where the stable and the unstable equilibrium 
points come together and are annihilated. When they meet, the structure is un­
stable and the load is at the critical value. The only equilibrium point for a higher 
load corresponds to the snap-through position. 

Limit point instabilities are sometimes also referred to as bifurcation insta­
bilities [261 because the system goes from having three solutions (equilibrium 
positions) to having only one when the load passes through the critical value. 
Reference [751 refers to it as a fold catastrophe and the load parameter as the 
unfolding parameter. They also show that the potential requires just the cubic 
term for determinancy, 

11 = av3 + XV + higher-order terms 

That is, it takes the same (topological) form whether or not higher-order terms 
are retained, and that the linear term is sufficient for its unfolding. 

Classification of Singular Points 

We now consider the higher-order terms in the expansion. Again, consider a 
loading history along a sequence of equilibrium states, and in particular, consider 
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two nearby equilibrium states A and B, such that 

{F}(UA + 6.u, \:A + 6.X) 

of of 
{F}(u, X)IA + [ou llA {6.u} + {OX }IA6.X 

1 T o2F T o2F 1 o2F 2 
+"2{ 6.u} [ouou llA {6.u} + {6.u} [ouox 1IA6.x + "2 [ox21IA6.x + ... 

For proportional loading, 

oU 
{F} = {ou} - X{p} = {F} - X{p} 

giving that 

Also, consider a loading path such that 

where s is the "arc-length" along the path. Substituting these into the equilib­
rium expression then leads to 

Because the loading path is an equilibrium path, each term in this sequence 
must be zero. The second term gives 

[oF]{u'} + {oF}x, = 0 
ou ox 

[KT]{U'} - {p}x' = 0 

which is very similar to the loading equation. As developed in the previous sub­
section, we can get a modal representation of the displacement increment as 

{u'} = 1Jd ¢ h + X' { v}, 
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Substitution of this into the third term and pre-multiplying by {cp h leads to 

where 

T[ {P;:] T[ oKT ]{ { cp h [ouou ]{ cp h {cp h = { cP h [ ou ]{ cP h cP h 

{cp }i[[:~:U]{ v}]{ cP h = {cp }i[[0:UT ]{ v}]{ cP h 

02;: 8KT 
{cp}i[[ouou]{v}]{v} = {cp}i[[ ou ]{v}]{v} 

{cp }n~~]{ v} + {cp}i {~~} = -{ cp}f {p} 

Letting ~s = 'Tll~S and ~X = X' ~s, we can write the above as 

(6.17) 

This is the equation we will use to classify the equilibrium states and the types 
of singular points occurring is structural analyses. 
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Figure 6.31: Classification of singular points and the effect of initial imperfections: (a) 
limit point, (b) asymmetric bifurcation, (c) stable symmetric bifurcation, (d) unstable 
symmetric bifurcation. 

To know if these states are stable or not, however, we need to have an expres­
sion for the potential energy. Again, consider small changes in the total potential 
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due to small changes in displacement (with X fixed) 

The first term is zero because of equilibrium, and the second term is zero because 
it is a singular point. The energy change is therefore determined by the next 
higher terms. Reference [3] shows that these can be represented as 

(6.18) 

where 

We are now in a position to classify each of the singular points. It must be 
said, however, that the above formulas are only useful for a general classification 
scheme but are not of much practical use because of the difficulty in determining 
the various derivatives during a general finite element analysis. 

For a limit point, ~X = 0, giving 

~s=± t B4~2X' V Bl 

There are two solutions symmetrically placed about the limit point. If Bl is 
positive, the energy change is negative for a negative ~s. Alternatively, if Bl is 
negative, the energy change is negative for a positive ~s. In either case, there is 
a direction in which negative energy results and hence a limit point is unstable. 

For a bifurcation point B4 = 0 giving 

Bl~S2 + 2B2~S~X + B3~X2 = 0 

There are two cases of this depending on the value of B 1 • For an asymmetric 
bifurcation, Bl -=I 0 leading to 

~s= --± _ ( B2 
Bl 

There are two solutions, the one corresponding to the plus sign is the funda­
mental path. The energy change is the same as for the limit point and hence an 
asymmetric bifurcation point is unstable. 

For a symmetric bifurcation, Bl = 0 leading to 

~x=O, 
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Again there are two solutions, the first of which is the bifurcated path. The 
displacement increment for this path is 

For the fundamental path, 

The stability is governed by the sign of Bs. 

Example 6.22: Analyze the stability of the asymmetric truss structure shown 
in Figure 6.32 
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Figure 6.32: Example of a nonsymmetric bifurcation. 

Unlike the previous example, we allow the load application point to have two 
degrees of freedom . As a result, this becomes an interesting little example because 
it can exhibit both a limit point and a bifurcation. 

First consider when then is no component of horizontal force. The behavior is 
that of a limit point - the end of the plot in each case in approximately the limit 
point. The next equilibrium position is a snap-through all the way to the mirror 
image. As the stiffness of the vertical member is increased, the limit point moves 
to the vertical position. In fact, if the vertical member is rigid, we will not get any 
displacement to the right at all. 

When the vertical member is quite stiff (0: = 104 ) , a small horizontal component 
of force will induce the bifurcation to the left. This bifurcation is stable. 

It is interesting to note that a linear buckling analysis of this problem gives the 
single buckling load of 

P 0: 

EA 1 + o:2V2 

(Actually, the second buckling load in infinite.) For 0: values of 1, 10, 100, this 
gives P / EA values of 0.26, 0.34, 0.35, respectively, shown as the horizontal lines 
in Figure 6.32. 
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This example highlights again, that many phenomena of stability can be truly 
observed only as limiting process of changing a loading parameter or a geometric 
parameter. 

Discussion 

Path-following schemes [20] are the computational implementation of the static 
methods; Reference [24] gives an excellent application and discussion (with many 
references) of current generalized path-following procedures. Severe difficulties 
can be encountered with limit points where the load/deflection curve becomes 
horizontal. The arc-length methods were introduced to overcome these difficul­
ties. The essence of the arc-length method is that the load parameter becomes 
a variable just like the displacement variables; these N + 1 unknowns are solved 
by using N equilibrium equations and a constraint equation. Various forms of 
constraint equations can be used, a good discussion of some of the simpler ones 
is given in Reference [19] and a comprehensive survey is given in Reference [80]. 

Implementing the arc-length method requires a level of programming sophis­
tication beyond the level directed by this book. As an alternative, the dynamic 
approach accepts that the structural behavior is dynamic in the vicinity of a 
critical point and the next section lays out some of the issues involved. 

6.6 Dynamic View of Static Instabilities 

As indicated in the introduction, a common intuitive notion of stability asks 
the question: if the structure is slightly perturbed, what happens to the ensuing 
dynamics? That is, if the structure returns to its current state, then it is stable; 
otherwise it is unstable and a dynamic process ensues. The purpose of this section 
is to pursue the implications of this simple notion of stability within the context 
of modern computational methods. One of the early papers taking this view is 
Reference [39] and a more recent paper is Reference [59]. 

The dynamic view considers instability to be synonymous with motion and 
large displacements, and therefore requires a fully nonlinear dynamic analysis 
capability. This section reviews some of the underlying theory, and its imple­
mentation as part of a finite element formulation. We use the example of a 
rectangular plate to illustrate the main features of the dynamic view - a range 
of other problems including frames and shells where the dynamic view was used 
can be found in Reference [81]. We first look at a simply supported plate because 
there are analytical solutions available for comparisons and for adding further 
insight into the study. 
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Monitoring the Spectral Behavior 

As shown earlier, the discretized form of the equations of motion are 

[ M ]{ u} + [ C ]{ 1L} = {p} - {F( u)} (6.19) 

where [M land [ Clare the mass and damping matrices, respectively; {p} is 
the total applied load vector, and {F} is the vector of nodal forces. As shown 
in Section 5.8, this decomposition leads to the two equations 

[M ]{uo} + [ C ]{uo} = {Po} - {F(uo)} 

[M]{O + [C]{O + [KT]{O = {Q} 

( 6.20) 

(6.21) 

It must be emphasized that this decomposition is only conceptual; in the discus­
sions and results that follow, Equation (6.19) is treated as fully dynamic and fully 
nonlinear and used to generate all the responses. We see from Equation (6.21) 
that the response due to the ping (at a given load {Po}) is that of a linear 
system with constant stiffness [K T]. With changing deformation, governed by 
Equation (6.19), the tangent stiffness changes and clearly monitoring the spec­
tral content of the free vibration response to {Q} will then give information 
about the current tangent stiffness and hence stability. 

Thus, a key ingredient of the dynamic approach is to monitor the spectral 
behavior of [KT]. This can be done by imposing a ping, and doing a Fourier 
analysis on the response. This is conceptually appealing and has the significant 
advantage that it can be implemented with an explicit solver for the nonlinear 
dynamics. Unfortunately, it is too computationally intensive for use as a con­
tinuous monitor of the system. When the tangent stiffness is available (as when 
using an implicit solver), a more expedient method is to do an undamped vibra­
tion eigenanalysis - we will then refer to the eigenvalues as Jl -+ A = w2 , which 
are real only. It should be pointed out, however, that this is generally not ef­
fective for follower-force type problems because most codes use an approximate 
symmetric tangent stiffness matrix. Actually, as demonstrated in Chapter 3, 
for incremental schemes using Newton-Raphson iterations, an accurate tangent 
stiffness matrix is not essential as verified by the success of the various mod­
ified Newton-Raphson methods. What this means is that for a given level of 
discretization, the tangent stiffness matrix as used in an implicit solver may give 
imprecise estimates of the vibration eigenvalues; it may, for example, indicate 
a negative eigenvalue even though the system is actually stable. Of course, we 
expect an accurate stiffness matrix in the limit of a fine mesh discretization, 
but short of that, and consistent with our dynamic view, the structure can be 
pinged to assess the true stability state of the structure. Thus the monitoring is 
a combination of a vibration eigenanalysis at regular intervals plus selective use 
of ping. We elaborate more on this later. 

For the present analysis, NonStaD was modified in three ways. First, it was 
changed to allow two independent load histories; one corresponds to the slowly 
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varying primary loading, and the other to the ping loading. Second, the implicit 
module was modified to give a vibration eigenanalysis at regular stages of the 
loading. Vector iteration [7, 22] was initially implemented for the eigenanalysis 
because it is very efficient at determining the single lowest eigenmode; it became 
clear, however, that we needed to monitor many of the lowest eigenvalues simul­
taneously and so the subspace iteration [7, 22] method was also implemented. 
The third significant modification was in the spatial design of ping. Three op­
tions are implemented: a single point load ping, a random (in space) ping, and 
a designer ping. The second of these was used to simulate ambient disturbances. 
As will be shown later, the designer ping is related to the vibration eigenvectors 
that become unstable. 

a= 153mm(6.0in.) 

b = 50.8 mm (2.0 in.) 

h = 2.54 mm (0.1 in.) 

aluminum 

Figure 6.33: Dimensions of the simply supported plate and a typical mesh. 

Simply Supported Plate 

Consider a simply supported plate with the geometry shown in Figure 6.33. This 
was given a load/unload cycle that took it past its first bifurcation. The load and 
some responses are shown in Figure 6.34(a), and the deforming shape is shown in 
Figure 6.34(b); from these it is clear the plate has buckled to a (3,1) mode. The 
load history was chosen to give a dwell past the bifurcation load, during which 
time the ping Q(t) was applied. The first four vibration eigenvalues are shown 
in Figure 6.35(a) and the corresponding mode shapes are in Figure 6.36(b). 
The loading portion of these histories can be divided into three stages: motion 
along the fundamental path, transition to the post-buckling stage, and the post­
buckling behavior. We will now analyze each of these portions in detail and try 
to make connections with results from earlier in this chapter. 

I: Motion Along the Fundamental Path 

Referring to Figure 6.35, as the load (time) increases, all the eigenvalues decrease 
and one eventually goes to zero. It is worth pointing out that at the instant when 
oX = 0, the deformation state of the plate (as inferred from Figure 6.34) is still 
that of only the membrane compression. During this loading stage, the modes 
are intersecting; linear buckling theory can be used to explain this interesting 
result. Note, as shown in Figure 6.35(b), that if the load is continued way past 
the first critical load that the modes continue to change their intersections. Thus, 
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(a) (b) 

Time [ms) 
, , t , , , p , , , I • " I I • , , ! I I , • , I ! , , , I , , , t I 

O. 10. 20. 30. 40. 50. 60. 70. 

Figure 6.34: Deformation history of the simply supported [3.0:1] plate. (a) Displace­
ments and loads as a function of time. (b) Exaggerated (x4) deformed shapes. 
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Figure 6.35: Monitoring the spectral behavior as a function of time. (a) First four 
vibration eigenvalues over the whole range of time. (b) First six vibration eigenvalues 
when the maximum load level is P = 1.7Pc . 

at these high loads, it is not necessarily the first mode that became critical that 
will be the dominant mode. 

The variation of the vibration mode shapes as the time (load) increases is 
shown in Figure 6.36; the sequence of intersecting mode shapes corresponds to 
that shown in Figure 6.22. 

On further increase of load, the eigenvalue becomes negative giving an imag­
inary frequency and the plate is then unstable. An agent is necessary to cause 
it to deflect out of the plane. The agent could be the eventual accumulated 
round-off error as we will see shortly, or it could be the active use of a ping. 
It must be kept in mind that at this stage, ping has two slightly different roles 
to play: one is as tester of stability (in case the eigenvalues are not sufficiently 
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Figure 6.36: First four vibration mode shapes at selected times. 

precise), and the other is as agent to "push" an unstable structure toward the 
new configuration. 

II: Transition to Post-buckling Behavior 

The transition to post-buckling behavior is a dynamic event. We will do a modal 
superposition analysis of the perturbed motion due to ping in order to get a closer 
look at this latter role. 

The associated undamped vibration eigenvalue problem for the perturbed mo­
tion is given from Chapter 4 as 

[KT]{¢} -,\,[ M]{¢} = 0, 

We can represent the dynamic response due to the ping using the following 
modal superposition 

m 

where "lm(t) are the principal coordinates obtained by solving the uncoupled 
equations 

ijm + 2(wm1}m + W;'''lm = {¢ }~ {Q} 

For a ping-like {Q} (short duration pulse), all "lm(t) behave like a damped os­
cillator and eventually tend to zero. However, at a static singular point (limit or 
bifurcation), we have WI = 0, giving 

iji = {¢ }f{Q} 

This is an unconstrained motion increasing almost linearly in time (since {Q} 
is of short duration). Therefore, all other things being equal, for a ping with 
arbitrary spatial distribution, we expect (after a short time) the shape of the 
deforming structure to be dominated by the first vibration mode shape at that 
load level. 

Example 6.23: Investigate the effect of ping magnitude on the transition to 
post-buckling. 
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Figure 6.37: Effect of ping magnitude on the plate response when P is 10% above 
critical. (a) Out-of-plane responses. (b) Delay time for initiation. 

In this example, we let the history of P(t) be a smooth ramp up to the maximum 
and then held constant; Q(t) is a sine-squared function that lasts for about 300 Ji,s. 
In this case, the ping is a single load applied at the center of the plate. When the 
maximum P load level is below the critical, the application of Q only causes a 
vibration that eventually dies down and the plate returns to its original state. 
Changing the magnitude of ping causes a change in magnitude of the response, 
but otherwise the traces are self-similar. This is in line with the ping response 
being linear. 

Figure 6.37(a) shows the response of the plate to a ping loading when the 
maximum P load level is 10% above the critical and for different peak magnitudes 
of Q. We see there is a transient response that eventually moves the plate to a 
new deformed configuration. Changing the magnitude of ping does not cause a 
change in magnitude of the response; in each case, the same final position is 
achieved but the time to initiate the transition is different. The plots shown are 
for ping magnitudes varying by 20 orders of magnitude. Note that once this motion 
initiates, it is as violent irrespective of the magnitude of ping that initiated it. 

To explain the delay-time behavior, we need to realize that the effect of ping 
is to put the plate in motion with an initial velocity; this velocity is directly 
proportional to the magnitude of ping. Because P exceeds the critical value, the 
solution is of the form 

W(t) ex Ve"t ex Qoeut = (3Qoe"t 

where a depends on the amount of P > Pc, V is the initial velocity, and (3 is some 
proportionality constant. This is an exponential increasing function. We now ask 
at what time the displacement reaches a certain value We. That is, 

or te = ±IOg((3~) ex log(Qo) 

This predicts that the threshold time is linear with the log of ping amplitude. The 
plot of the actual data in Figure 6.37(b) shows remarkable linearity. 

Phase-plane plots for the out-of-plane motions initiated by ping are shown in 
Figure 6.38(a) where the quarter points are monitored. The oscillations bear a 
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strong resemblance to the nonlinear vibrations of a system with a nonsymmet­
ric return force of Chapter 5. The plate eventually stabilizes in a new deformed 
configuration with all eigenvalues positive as seen in Figure 6.35. 

The deformed shape is shown in Figure 6.34. This (3,1) shape is the same as 
the first mode predicted by the linear buckling analysis in Figure 6.22, and the 
same as the lowest vihration morle in FigHre 6.06. 

We conclude that once the structure is unstable (Im[J-tJ < 0 or A < 0) that 
motion will eventually occur; the only effect of ping is to control when it begins. 
We are motivated to efficiently initiate this transition because we test for stability 
after each significant load stage. This control can be increased by enhancing the 
dominance of the first mode. This is achieved by letting the ping be designed 
such that 

{Q} = 0:[ M ]{ ¢ h (6.22) 

where 0: is a proportionality factor. Then 

Thus, the motions of the higher modes are initially quiescent. The designer 
ping of Equation (6.22) is implemented in NonStaD. Note that in many cases, 
multiple modes can go through zero almost simultaneously. For exploring those 
cases, NonStaD has actually implemented a ping designed as 

In implementing this, each eigenvector is normalized so that the largest compo­
nent is unity. 
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Figure 6.38: Post-buckling behavior. (a) Phase-plane plot. (b) Final equilibrium po­
sitions. 
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III: Post-Buckling Behavior 

One way to use the dynamic approach is to ramp directly to the maximum 
load and then apply ping. Figure 6.38 shows results for the final out-of-plane 
equilibrium positions where a range of P values were used. This gives an idea 
of the post-buckling behavior. In this regard, ping can be thought of as a load 
imperfection, but unlike static imperfections, it is short lived and therefore the 
structure returns to its perfect state. Consequently, the results of the analysis are 
always that of the perfect structure. Note that if the load level is high enough, 
then other equilibrium positions (such as the (4,1) mode) may be found. Many 
examples using this approach are documented in Reference [81] for a variety of 
structures. 

A more controlled dynamic procedure is to load the structure to just above 
critical, ping, and allow to settle. Then the load is slowly ramped up to the 
maximum level. The results for doing this are shown in Figure 6.38(b) as the thin 
continuous line. This line goes through the separate ping results. An advantage 
of this approach is that, on unloading, the initial portion of the post-buckling 
behavior can be obtained. 

Example 6.24: Estimate the post-buckling behavior for a simply supported 
plate. 

An approximate post-buckling analysis of the plate represents the out-of-plane 
displacements in the perturbation form 

N 

w(x, y) ~ L EnWn(X, y) , 
n=1,3,··· 

E = VP - Pc 
- Pc 

Using a perturbation procedure similar to that used in Chapter 5 and well docu­
mented in Reference [69], the first term approximation can be shown to be 

16Pc (mr/a? 
Ehb (mr/a)4 + (m7r/b)4 

This leads to the load deflection relation 

This is shown in Figure 6.38 as the simple theory and indicates the bifurcation to 
be a stable symmetric bifurcation. 

Discussion 

Returning to Figures 6.34 and 6.35, we are now in a better position to interpret 
these histories and survey them from a dynamic perspective. 

As the load increases, the vibration eigenvalues decrease with some eventually 
becoming negative. The plate is then unstable. Using ping as agent, the plate 
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was set in motion in a controlled fashion and a new stable equilibrium position 
was found with a (3,1) deformed shape. 

On further increase of load, the eigenvalues increase indicating a stiffening of 
the structure. This could not continue indefinitely, because the second mode is 
already indicating a downward trend before the load has peaked, and this could 
eventually become negative and unstable 

On decreasing the load from its peak value, the eigenvalues again decrease 
with one becoming zero and again positive almost immediately. The plate has 
gone through a smooth transition from having out-of-plane deflections to being 
flat. A ping with an antisymmetric (2,1) spatial distribution confirms that the 
plate has found a new equilibrium shape. This transition is less violent than the 
bifurcation during loading. The structure stiffens on further decrease of the load. 

In line with our intuitive notion of stability, the dynamic view treats all sta­
bility problems as dynamic events and thus there is no essential difference (or 
complication) between bifurcations, limit points, and phenomena such as mode 
jumping. In a sense, it recreates a situation quite close to an experiment where 
"what will happen will happen" and post-buckled states not easily attained by 
path-following methods are happened upon. The dynamic view is enhanced by 
implementing the following two aspects: monitoring the vibration eigenvalues to 
detect when a singularity is encountered, and using ping as agent to dynamically 
move the structure toward the new state. Both of these contribute a deeper in­
sight into the static instability problem as well as giving some control over the 
loading process. 

Monitoring the eigenvalues can also have a predictive aspect in the sense that 
it can show a trend toward zero, or if an eigenvalue goes close to zero. Both 
of these would indicate that if conditions changed slightly, an instability could 
arise. 

There are quite a number of issues yet to be explored. First among them 
is the situation when multiple modes become unstable - the question of the 
uniqueness of the new found equilibrium state arises. The design of ping sends 
the structure in a certain direction, but this may bear little relation to the 
final rested state. Similar issues arise with an asymmetric bifurcation point. 
Both of these require that we address the question of stability of motion in the 
large [38, 44], which is done in the next chapter. 

6.7 Mode Jumping 

We finish this chapter with a discussion of a phenomenon called mode jumping 
or sometimes secondary buckling. The phenomenon is intimately associated with 
the interaction of two buckling modes and therefore can be very sensitive to the 
precise geometry and boundary conditions. This phenomenon received a good 
deal of attention after Stein [70] reported for his plate experiments that the 
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changes of buckle pattern "occurred in a violent manner and were observed to 
go from 5 to 6 to 7 to 8 buckles." Our objective here is to use the dynamic view 
to navigate through a mode jump occurring in a plate. It is difficult to analyze 
within the context of plates, so we begin by developing some simple models 
through which we can explore some of its aspects. 

Simple Models for Mode Jumping 

Reference [72J and, more recently, Reference [61] show that the post-buckling 
behavior of plates is governed by cubic and quartic systems. This has been used 
as justification for neglecting higher-order terms in a Galerkin-type analysis. We 
use it as justification allowing the use of simple models through which we can 
explore, in a tractable way, some aspects of the mode jumping phenomenon. 

1j1jI1:t-· ------------------" 

xP -
Figure 6.39: Three-degree-of-freedom simple model for a plate. 

The essential deformations for the buckling of plates is an in-plane compres­
sion and a nonlinear out-of-plane flexure. Mode jumping is associated with the 
interaction of two modes, hence we need at least two flexural degrees-of-freedom. 
The simple model shown in Figure 6.39 (which is a modified version of that intro­
duced by Stein [70]) is made of rigid links each of length L with torsional springs 
KT representing the flexural stiffness. It also has axial springs associated with 
the shortening U3. As we will see, the spring K2 will introduce a nonlinearity 
into the system even for small deflections WI and W2. 

Consider the torsional springs first. With the small deflection assumption, the 
angles are given by 

WI W2 
()I ~ - ()2 ~ -

L ' L ' 
The twists of the spring are then 

The strain energy is 

TT - IK (2WI-W2)2+IK (2W2-WI)2_ KT[5 2 8 +5 2] UT - 2 T L 2 T L - 2L2 wI - WI W2 W2 
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Introduce new generalized coordinates defined as 

and X3 == U3, where Xl and X2 are the amplitudes of the symmetric and anti­
symmetric deformation modes. After substitution, we p;et 

This result is interesting for two reasons. First, the energies of the two modes are 
uncoupled and we can utilize this to add springs without affecting the coupling. 
Second, the anti-symmetric mode has a larger coefficient and hence we expect 
the symmetric mode to occur first. 

The end shortening of the links is computed as 

122 2122 
~ = L[3 - coslh -coso: - COS(i2] ~ 2L [WI + 8w2 + (WI - W2) ] = 4L [Xl + 3X2] 

The strain energy of the axial springs is therefore 

Us ~KIU~ + ~K2(U3- ~)2 

~(Kl + K2)U~ + K2(xi + 3x~)2/32L2 - K2(xi + 3X~)U3/4L 

We see the nonlinear contribution of the K2 spring in the second and third terms. 
What is also interesting to observe is that this spring couples the in-plane and 
out-of-plane deflections. 

We can write the total potential for the problem as 

II=U+V = :; [xi + 9X~] + ~(KI + K2)U~ 
K2 [ 2 2] K2 [ 2 2] 2 - 4L Xl + 3X2 u3 + 32£2 Xl + 3X2 - XPU3 (6.23) 

This is the general structure of the potential function. This model can exhibit a 
bifurcation, but it cannot exhibit a mode jump. We can utilize the uncoupling 
of the modes to modify the potential in various ways. Consider a nonlinear axial 
and a nonlinear torsional spring attached at the center of the middle link, then 
we would just add to the potentials 

(6.24) 

respectively. Note that both 0:2 and (32 can be either positive or negative. This 
gives us a mechanism to change the parameters of the system without affecting 
the mechanics of the problem. 

Rather than perform a parametric study using the general form of the potential 
- an exhaustive example of such a study for a plate on a nonlinear foundation 
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is given in Reference [17] ~ we find it more to the point to compare the above 

to a system known to exhibit mode jumping. 

Example 6.25: Show the connection between Allman's problem and the gen­
eral potential. 

Allman [3], as part of a discussion of mode jumping in plates, introduced an 
idealized problem with chosen parameters that make the manipulations less cum­
bersome. The potential energy (modified slightly) of the system is 

We can have a combination of Equations (6.23) and (6.24) coincide with Allman's 
by making the following associations: 

K1 +K2 = K, P=K, 
KT 11 

0:1 = K - 2L2' 0:2 = 12 

K 2 =2K 3 9KT 3 
L = 10' (31 = 4K - 2L2 ' (32 = --L ' 2 

and letting U3 f-+ X3. The main point of this is that, in terms of the physical 
model with nonlinear springs, in order to have mode jumping we need a softening 
mechanism associated with the antisymmetric mode in the large post-buckling 
region; that is, (32 must be negative. 

Example 6.26: Sketch the equilibrium paths for Allman's problem. 
The equilibrium equations are 

There are four equilibrium paths. The first three are obtained by setting Xl 

0, X2 = 0; X2 = 0; and Xl = 0; respectively. The fourth path is obtained by 
setting the first two bracketed terms to zero. This results in 

I: Xl = 0 X2 = 0 X3 = X 
II: Xl = v'2vx=-r X2 = 0 X3 = 2X - 1 

III: Xl = 0 X2 = V(6X - 8)/3 X3 = 4X - 4 
IV: Xl = y'6X - 10 X2 = y'4=2X X3 = X + 1 

These four equilibrium paths are shown plotted in Figure 6.40 where unstable 
segments are indicated as dashed lines. Note that these paths do not exist for all 
positive loads; for example, the second path exists only for X ~ 1. 

We are also interested in distinguishing the stable and unstable portions of the 
paths. We get this stability information by looking at the spectral properties of 
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Figure 6.40: Equilibrium paths for Allman's problem. 

the tangent stiffness matrix. This matrix is given by 

5XIX2 

4 + ~xi + 18x~ - 3X3 

-3X2 

For convenience, let the mass be specified as [ M J = [KT(Xi = O)J or 

[MJ = [~ 
o 
4 
o ~ 1 

The eigenvalue problem to be solved for each equilibrium path is 

[KT]{ </>} - A[ M ]{ </>} = 0, 

For Path I, for example, we get 

[ 1-X-~ o 
4 - 3X - 4A 

o 
This leads to the three eigenvalues 

As the load increases to X = I, Al goes to zero. Above this load, it has a negative 
value resulting in a complex WI; consequently, the path is unstable above X = 1. 

We summarize the behavior of all of the eigenvalues as 

I: Al = 1 - X, 

II: Al = i(2 - X), 
III: Al = X - ~ , 

A2 = 1 - h, A3 = 1 
A2,3 = H4X - 3) T h/16X2 - 32X + 17 
A2,3 = ~(6X - 7) T ~ V3(12X2 - 30X + 19) 

These eigenvalues are shown plotted in Figure 6.41. Stable portions of Path II and 
Path III do not intersect in Figure 6.40. They are, in fact, connected by Path IV 



6.7 Mode Jumping 435 

1.5 

II " III 

1.0 

III 5 

......... " I( 5 

III A 

.0 
II A 

-.5 I , , I , • I ••• , I , , • . I Load 
.0 .5 1.0 1.5 2 .0 2 .5 

Figure 6.41: Eigenvalues as a function of load for Allman's problem. S=symmetric 
mode, A=antisymmetric mode. 

whose solution exists only in the narrow region ~ ::; X ::; 2 and the eigenvalue )\1 

is always negative as shown in Figure 6.41. Consequently, Path IV is an unstable 
path. 

Example 6.27: Trace a load/unload cycle for Allman's problem. 
We can now trace a load/unload cycle for this simple model. With reference 

to Figure 6.40, we begin loading at 0 and increase up to A. During this stage 
Xl = 0, X2 = 0, X3 = X. Point A is singular with {cjJ}f = {I, 0, o}. This shifts 
the solution onto the stable Path II. The load can continue increasing until point 
B. During this stage the eigenvalue of the symmetric mode increases, but that of 
the antisymmetric mode decreases. 

Point B is another singular point and has {cjJ}f = {O, 1, O} . However, this 
is an unstable region . If we keep the load X constant at a slightly higher value, 
then the only stable equilibrium point to be found is point C' on Path III. This 
involves a large displacement or "jump" resulting in the new configuration Xl = 0, 
X2 = J473, X3 = 4. At this stage, the load can continue to increase indefinitely 
past point D and all eigenvalues increase. 

On unloading along Path III, point C' is not special, and we can decrease to 
point C with the state Xl = 0, X 2 = 0, X3 = 8/3. This point is singular with 
{cjJ}f = {I, 0, O}. Again, this is an unstable region, and if we keep the load 
constant (at a slightly lower value), then the only stable equilibrium point to be 
found is point B' on Path II. This involves a large displacement (but not as large 
as BC') resulting in the new configuration Xl = J473, X2 = 0, X3 = 7/3. 

The load can now be decreased to A where the symmetric mode becomes un­
stable and we get a change to Path I. We proceed to complete unloading with all 
eigenvalues increasing. 

The cycle just completed is not conservative. That is, there is an energy loss 
corresponding to the quadrilateral B' BC'C. This loss manifests itself as kinetic 
energy during the mode jumping process. 
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Secondary Buckling of Plates 

A common agreement is that the secondary buckling phenomenon is intimately 
associated with the interaction of two buckling modes and therefore can be very 
sensitive to the precise geometry and boundary conditions [33, 62J. We use a 
plate similar to that of the previous section and shown in Figure 6.33, but with 
two significant changes. The first is that it has clamped boundary conditions on 
the short edge; the second is that the plate aspect ratio is changed slightly to 
[3.4:1J. Both of these contribute to enhancing the interaction of buckling modes. 
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Figure 6.42: Deformation history of the [3.4:1] plate. (a) Displacements and loads as 
a function of time. (b) Contours of deformed shapes. 
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Figure 6.43: Monitoring the spectral behavior of the [3.4:1] plate. (a) First four 
vibration eigenvalues as a function of time over the full time range. (b) First two 
vibrations eigenvalues as a function of load; dashed lines are for unloading. 

Figure 6.42 shows the load and some displacement histories for a complete 
load/unload cycle. The load history is such that after each significant stage it re-
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Figure 6.44: Sequence of vibration mode shapes. 
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Figure 6.45: Load deformation plots. 
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mains constant until most of the dynamics associated with ping has died out, and 
Figure 6.42 shows deflection contours at some of these significant times. Clearly 
there are drastic changes in deformed shape. Figure 6.43 shows the eigenvalue 
histories and Figure 6.44 the vibration mode shapes. The latter figure shows a 
complex evolution over time; note that because of the clamped boundary con­
dition, the vibration mode shapes are not as "crisp" and well defined as for the 
simply supported case. 

For the first 10 ms the behavior seems about the same as in Figure 6.35 for 
the simply/supported plate. On closer look, however, we see some differences. 
First note that two modes become unstable almost simultaneously and that this 
mode pair is quite separated from the other modes. A second difference is that, 
after the bifurcation, the lowest mode has significantly less stiffness than for the 
simply supported case. 

On further increase of load, first there is a stiffening, followed by a rapid 
loss of stiffness, which occurs at about 22 ms. Figure 6.42 shows that after the 
dynamics has settled down, the deformed shaped has changed significantly from 
a symmetric (3,1) shape to an antisymmetric (4,1) shape. This singular point 
encountered is so sensitive that the application of ping was not necessary to 
cause the transition. This is the mode jump phenomenon. 

Between 30 ms and 34 ms, the load was then increased to show the stability 
of this new state - the four lower eigenvalues increased. On unloading, at a 
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time of about 59 ms, the plate goes through another mode jump, this time from 
a (4,1) to a (3,1) shape as shown in Figure 6.42. This is not at the same load 
level as the first mode jump, as can be seen more clearly in the load/deflection 
plots of Figure 6.45 and the load/eigenvalue plots of Figure 6.43(b). After this 
jump, the unloading path is identical to the first post-buckling path (it is notf'(i 
that for some computer rum; the sense of the deflection switches). The transition 
through the first bifurcation is similar as for the simply supported plate. 

The load/end-shortening plot of Figure 6.45 shows a hysteresis loop in the 
post-buckling region. This nonconservative behavior indicates an energy loss, 
energy that was dissipated during the dynamic mode jumping event. 

Discussion of Plate Mode Jumps 

We do not expect the simple model to precisely describe mode jumping in plates, 
but it should capture some of the essential features. We will now retrace the 
results of Figures 6.42 through 6.44 to see to what extent the simple model can 
explain what was observed. 

At zero load, the vibration mode shapes have the familiar sequence for a 
rectangular plate. As the load increases, the sequence changes, and it is the 
(3,1) and (4,1) modes that become unstable. Both modes have comparable 
eigenvalues. After the transition, which occurs at a load higher than the critical 
load, these two modes interchange positions. The behavior of this first bifurcation 
is quite similar to that illustrated by the simple model. 

As the load is increased, the (4, 1) mode is unchanged, but there is a strong 
interaction between the (3,1) and (1,1) modes. All eigenvalues increase. The 
second and third modes peak first and only after they are definitely decreasing 
does the lowest mode peak and then decrease. It appears that it is the com­
plicated large deflection of the plate that leads to the effective softening of the 
symmetric mode. As shown earlier in this chapter and in Chapter 3, in the FEM 
formulation, the tangent stiffness matrix is constructed of two parts as 

where the geometric stiffness contribution depends on the current state of the 
membrane stresses. Figure 6.46 shows the stress contours during this loading 
stage and Figure 6.47 shows the distributions along the centerline. As the load 
changes, the shape of the contours remain essentially the same, but the range of 
the numbers change considerably. Clearly, there is not a uniform stress as was 
the case leading up to the first bifurcation. Indeed, there is also a significant 
compressive (j yy stress. We identify the significant (j xx stress as the softening 
mechanism anticipated by the simple model. Referring back to Figure 6.14 we 
see that a symmetric axial stress affects the symmetric vibration mode more 
than the antisymmetric one. 
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Figure 6.46: Contours of stress at time t = 20 ms. 
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Figure 6.47: Stress distribution at times t = 14 ms and t = 20 ms. 

Note that small changes in the boundary conditions can cause large changes in 
the O'xx and a yy stresses, and , consequently, large changes in the post-buckling 
behavior. There is not much discussion in the literature about the role of this 
stress, although mention should be made of Reference [79]. 

Once the mode jump occurs, the symmetric mode is the lowest mode as also 
occurs in the simple model. On unloading, the second jump occurs a lower load 
just as in the simple model. The main difference between the simple model and 
plate is that, for the plate , it is the symmetric mode that causes the jumping. 

Problems 

6.1 Consider a cantilever beam as loaded in Figure 6.8. 
• Plot the shear force and bending moment diagrams. 
• Show that when the beam is loaded by an axial force and concentrated 
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moment applied at the free end the deflection shape is 

MoL2 [1 - COSkX] 
vex) = EI k2coskL 

• If the cantilever beam has a tensile axial force applied, show that 

veL) = -.!L [SinhkL - kL cosh kL] 
k3 El coshkL 

• Show that in the limit as P becomes very large that the deflection goes 
to zero. 
• Recover the uncoupled solution for each of these situations. 

[Reference[32). pp. 162) 

6.2 Consider the buckling of a clamped/clamped beam. 
• Show that the characteristic equation is 2 - 2 cos kL - kL sin kL = O. 
• Show that one set of solutions is given by 

2 2 El 
Per = 4n -rr L2' () ( 2n-rr . 

V X = COSTx-I) 

• Show that the lowest critical load of the second set of solutions is given 
by: Per = 8.I8-rr2 El/L2 . 

• Confirm these results using an FEM analysis. [Reference[77). pp. 54) 

6.3 A shaft is supported in two bearings and has two applied axial loads as 
shown. 
• If P2 = 0, what value of PI will make the shaft buckle? 
• If both PI and P2 are loads of 30E 1 / L 2 , what is the maximum distance 
a allowable without causing the shaft to buckle? 
• Confirm these results using an FEM eigenanalysis. 

L .:: 
a 

6.4 Consider a cantilever beam with a rigid "handle" of length a welded to 
the free end. The handle is oriented along the length of the beam with its 
tip closest to the fixed end of the beam. 
• Show that if a force is applied to the handle and pointing toward the 
fixed end of the beam that the characteristic equation for the buckling 
load is kL tan kL = L/a. 
• If the force is reversed so that the beam is in tension, show that buck­
ling occurs when kL tanh kL = L / a. This is an example of buckling even 
though the beam is in tension. 
• Confirm these results using an FEM eigenanalysis. Vary the length a. 

[Reference[85). pp. 56) 

L = IODin . 
....... ... ...... . I ... 

..... ~.~ 
P 0.5in. 

D 0.5in. 

aluminum 



Problems 

6.5 In reference to a cantilever beam supported at its end by a spring of stiff­
ness K, an interesting special case arises when the spring has the special 
values 0* = 2K2 / L. 
• Show that the critical loads and the corresponding mode shapes are 
given by 

2 2EI 
Per = n 7r L2' v(x) = C2 [sin 7 x ± n7r 2~] 

6.6 Consider the buckling of beams when the axial force varies. 
• Show that the governing equation is 

• Determine the critical load for a simply supported column loaded under 
self-weight. 
• Confirm these results using an FEM analysis. [Reference(56)' pp. 13) 

6.7 For the truss shown: 
• Determine the relationship between critical load and the angle B. 
• What orientation has a minimum buckling load? 
• Confirm the results using an FEM eigenanalysis. 

p 

aluminum 
L=5m 
A = 250mm2 

6.8 For the truss structure shown, and using an FEM analysis: 
• Determine the buckling load(s) using different values of 0 = 10°, 102 , 104 , 

and different values of f = ±O.l, ±O.Ol, ±O.OOl. 
• Compare the results with the given theory, 
• Do a nonlinear deflection analysis and compare. 

EA 

p. _ EAa 
er - 0 + 2V2 

6.9 Consider the folded plate structure of Figure 6.2l. 

25mm 

steelD 
25mm 

• Do an FEM eigenanalysis to investigate the effect of different boundary 
conditions. 
• Compare the results from those using a simple analysis where side 
plates are treated as simply supported. 
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7 
Dynamic Stability 

We considered stability in Chapter 6 in a statics context; clearly, however, it 
is in truth a dynamic phenomenon since we are talking of structural behavior 
changing. The purpose of this chapter is to analyze some of the relevant concepts 
from a fully dynamic perspective. 

We again invoke our intuitive notion that perturbations of a dynamic system 
(which are always present in real situations) cause the system to move about 
its (dynamic) equilibrium configuration. If this movement becomes excessive, we 
talk of an instability of the motion. Some situations where the stability of the 
motion arises are aeroelastic flutter, whirling of shafts, rotating saw blades and 
computer disks, belt drives, galloping of power lines, and control of structures. 

We also have the idea of a dynamic equilibrium position, although the system 
is in motion, it is stable in the sense that any disturbances eventually die down 
and the system returns to that dynamic state. This is illustrated in Figure 7.1 for 
a cantilever beam with a follower force: the phase plane-plots show that motions 
initiated either inside or outside the limit cycle will tend eventually to the limit 
cycle. 

Displacement 
I ! I ! I ! I ! I 

-4. -2. O. 2. 4. 

Figure 7.1: Beam with a follower force and the response for a load above critical. 
Phase-plane plots showing the achievement of a limit cycle from inside (left) and from 
outside (right). 

J. F. Doyle, Nonlinear Analysis of Thin-Walled Structures
© Springer Science+Business Media New York 2001
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7.1 Some Preliminary Ideas 

The definition of stability chosen must be appropriate to the types of phenomena 
we wish to distinguish. There are two dynamic situations of primary interest to 
us: 

• The free motion after an initial disturbance . 
• The forced response. 

In the first, we would like to have the dynamic response (e.g., displacement, 
velocity) "die down to zero asymptotically," that is, return (eventually) to its 
undisturbed position. In the second, we want "bounded response for bounded 
input." To clarify both of these concepts, we will look at a few simple structural 
systems. Reference [64] attempts to give an overview of stability under dynamic 
conditions. 

Static Instabilities Revisited 

Consider the simple pinned structure shown in Figure 7.2, which we have already 
looked at in Chapter 6. The initially vertical bar is assisted in remaining vertical 
by the action of the horizontal spring; the spring is unstretched when the bar 
is vertical. Let the bar be very stiff and massless; from a linear small deflection 
analysis we conclude that the displacement is only horizontal, that is, v = O. 

Figure 7.2: Disturbed equilibrium state of a pinned bar. Example of a follower force. 

Look at dynamic equilibrium based on the deformed configuration. Consider 
the situation when the bar has already displaced by an amount u as shown in 
Figure 7.2. Summing the moments about the base gives 

-QL - Pu + KuL + GiLL = -ML2u/L 

where a velocity-dependent resistance has also been added. This can be put in 
the usual form of our equations of motion 

[K - P/Lju+ [G jiL+ [Mju = Q (7.1) 
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We will now consider a couple of special cases. In each case, we treat P( t) as 
being quasi-static (Le., it alone will not cause inertia effects). 

I: Free Vibration 

Here we let Q(t) = 0 after some initial nonzero value and seek free vibration 
solutions of the form u(t) = ueilJ.t . On substituting this into the equation of 
motion get 

[[K - PILl + [iJ-LC - J-L2MlJu = 0 

This can be true only if the term inside the large bracket is zero. This leads to 

= iC ± JK -PIL _ (~)2 
J-L 2M M 2M 

The response is therefore 

u(t) == ueilJ.t = ue-(C/2M)te±iv'(K-P/L)/M-(C/2M)2t 

This solution is affected by the relative value of P and K L. 
As long as the damping is nonzero and P < K L, we always have a bounded 

response. When the damping is zero, we get oscillatory behavior since 

u(t) = ueilJ.t = ue±iy'[(K-P/L)/Mjt 

This motion will persist for all time, that is, it does not asymptotically decay to 
zero. We consider this an instability, although it is stable in the sense of starts 
near, stays near. When P> KL, then 

u(t) = ue-(C/2M)te±iy'-(P/L-K)/M-(C/2M)2t = ue-(C/2M)te±y'(P/L-K)/M+(C/2M)2t 

and one of the solutions is monotonically increasing. The solution is therefore 
unstable. This is an example of the type of instability covered in Chapter 6. The 
complete picture as the load is changed is shown in Figure 7.3, where J-L goes 
from being purely real to being purely imaginary. 

In the undamped special case when P = K L, we get 

iC iC iC 
J-L = + 2M ± 2M = + M ,0 

This has the two responses 

u(t) = ue-(C/M)t and u( t) = u = constant 

The velocity and acceleration go to zero but the mass does not return to its 
original position; this leads us to conclude that it is unstable. Let us look closer 
at the free motion of this system. The equation of motion is 

Cu+Mu=O 
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J.Lreal 

P compressive P tensile 

Figure 7.3: Undamped free vibration frequency as the load parameter P is changed. 

This is integrated to give the total solution as 

u(t) = ~A + Be-(C/M)t 
C 

For an initial velocity Vo when u = 0 

u(t) = V~M (1 _ e-(C/M)t) , 

Again, the original configuration is unstable because the bar does not return to 
its original position when it comes to rest. If the damping is very small, then by 
a Taylor series expansion we get 

u(t) ~ V~M [1- (1 - (C/M)t·· ·)l = Vot 

which increases without bound. Actually, the damping is only affecting the dis­
tance the bar travels before it comes to rest. 

II: Forced Vibration 

Consider a forced vibration where Q(t) 
u(t) = ueiwt , then 

Qeiwt and again assume solutions 

Rearrange this as 

[[K - PILl + [iwC -w2Ml]u = Q 

, [K - P/L - w2Ml- [iwCl ' 
u = [K - P/L - w2M]2 + [wC]2Q 

As long as the damping is nonzero, the denominator is nonzero, and we have 
a bounded response. However, for a given excitation Q, the response could be 
arbitrarily large depending on the value of damping; hence, it may be desirable 
to set the stability criterion in terms of some threshold value of u/Q. 
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When the damping is zero, it is possible to get an unbounded response. This 
occurs when the denominator is zero 

or 

From this, we consider resonance with no damping as unstable under forced 
frequency vibration. The relation between frequency and load is similar to the 
free vibration case except that here We is the forcing frequency and the critical 
case is where it coincides with the natural frequency of free vibration. 

P camp. 

Figure 7.4: Locus of unstable points exceeding a threshold value under forced fre­
quency response. 

To continue on this point (but with damping): any combination of (positive) W 

with (positive or negative) P gives a bounded solution. It is only in the vicinity 
of W ::::J We that the solution can exceed a threshold value and be unstable. This is 
shown plotted in Figure 7.4. We also see that static instability (buckling) is part 
of the continuum of forced frequency instability points. Actually, in looking at 
the figure and thinking in terms of a modal analysis, we can talk of the stability of 
the mode; that is, the figure shows one of the modes of a multi-degree-of-freedom 
system. 

In the special case when P = K / L, even if there is damping, then 

A [-w2M]- [iwC] A -1 A 

U= Q= Q 
[w 2 MJ2 + [wCJ2 w[wM - iC] 

and most points are stable. Only in the limit as w goes to zero does the response 
go to infinity and we say the system is unstable. That is, the system is stabilized 
by the inertia effects. Indeed, for all P > K L and any forcing frequency, the 
system is stabilized by the dynamics. The static case, of course, does not depend 
on any of the dynamic parameters (mass or damping) and hence cannot be 
stabilized. 

Follower Force and Self-Excited Oscillations 

Consider the interesting special case when the constant load P always remains 
pointing along the axis of the rod as shown in Figure 7.2(b). Although the 
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magnitude remains constant, the resolved components change as the rod rotates, 
and hence this is an example of a changing force. Taking moments about the 
base shows that this force does not appear in the equations of motion and we 
have 

[Kju+[ C ju+[Mju=Q 

Hence, there does not appear to be an opportunity for a static instability. That 
is, if Q is short lived, then after some vibration u(t) will go to zero and the 
system will be back at its original state. 

Intuition says, however, that there must be some sort of instability. Clearly, 
the equilibrium method is inadequate for this type of problem. We will later 
give the correct answer to this problem, but as a preliminary, we must refine our 
mathematical definition of stability. The aspect that characterizes the follower 
force problem is that the force is deformation dependent; that is, it changes as 
the displacement changes. The next example gives a simple illustration of the 
stability of such systems. 

There are many dynamical systems in which a steady energy source is con­
verted into oscillatory motion. Some examples are fluid flow around a structure, 
computer-controlled vibration systems, systems with chemical or biochemical re­
actions. What these have in common is that the input to the system is affected 
by the system response. 

] 
en or 

Figure 7.5: Simple system with feedback loop. 

As a simple example, consider the spring/mass system shown in Figure 7.5 
where an input is given to Mass 1 depending on the position of Mass 2. The 
equations of motion are 

K[2 -1]{U1}+C[O 1]{u1}+M[2 O]{~l}={Ql} 
-1 1 U2 0 0 U2 0 1 U2 Q2 

where C is a "gain" parameter that could be either positive or negative. Note 
that the system is linear, and therefore the tangent stiffness matrix is 

which is nonsymmetric. This nonsymmetry will affect the eigenvalues of the 
system. 
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As in the single-degree-of-freedom system, a stability analysis for free vibration 
begins by assuming solutions of the form 

~ubstituting this into the governing equation gives the eigenvalue system 

which leads to the characteristic equation 

Wo= JK/M 

This is quadratic in J..l2, hence there are four roots appearing as ± pairs. 
First look at the possibility of a static instability - this occurs when J..l = 0 

giving 
or G= -w2M =-K o 

Because the value of the gain is real only, we conclude that a static instability 
is possible. Note that for this value of G we have det[KT] = O. 

There are also other values of J..l, which we now look at. The roots are given 
by 

If J..l is complex, then 

and we want the imaginary part of J..l to be greater than zero for stability. Now 

2 ( .)2 2 2 + 2' J..l = J..lR + ZJ..lI = J..lR - J..lI ZJ..lRJ..lI 

therefore we want 1m [J..l2] > 0 for stability. The imaginary component of J..l2 comes 
from the square-root term only, hence we ask if the radical can be negative. That 
is, for instability, 

3-G/K<0 or G>3K 

Again, since the value of the gain is real only we conclude that an instability is 
possible. 

This is an instability quite different from the static instability we just discussed 
(and was the focus of Chapter 6) because it does not occur when J..l = OJ at the 
point of instability JL = V2wo and hence there is a vibration. That is, there is an 
oscillation occurring as the instability manifests itself - this is why it is called 
a dynamic instability. Furthermore, for this value of G, we have det[KT ] = 4K, 
which is certainly not zero or even negative. Finally, it is also worth noting 
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Figure 7.6: Roots as a function of the gain parameter C. 

that the dynamic instability occurs when two modes coalesce, whereas the static 
instability occurs for a single mode. 

The complete behavior is shown in Figure 7.6. At the static instability, we 
have both J-LR = 0 and J-LI = 0; however, at the dynamic instability we have 
J-LR > 0 and only J-LI = o. Physically, the manifestations of a static and dynamic 
instability are quite different; however, we can cover both of them with the single 
criterion that for stability 

J-LI > 0 

irrespective of the value of J-LR. This observation will be the backbone of our 
formal analysis of the stability of the motion. 

Dynamic Stability of Discrete Systems 

With the realization that all of our continuous systems can be reduced to discrete 
form, we will now consider general dynamic systems, both linear and nonlinear, 
presented in discrete form. The results and conclusions will also apply to con­
tinuous systems. In the linear description of systems, instability is equivalent to 
"blowing up." For nonlinear systems, "blowing up" is only one manifestation 
of an instability; there can be a large displacement (but not infinite) where the 
system comes to rest at a new equilibrium position. As we will see, there can 
also be limit cycles where the system remains in motion close to the (original) 
equilibrium point but it cannot remain arbitrarily close to it. 

To carryon the discussion of stability as phrased in Chapter 6, our notion 
of stability is rooted in the question: If the system is slightly disturbed from 
its (dynamic) equilibrium position, what would happen? We see that this is 
fundamentally a question about the dynamics of the system. 

The answers to the question are summarized in Figure 7.7, which is the dy­
namic companion to Figure 6.1. This figure shows a primary path (heavy dashed 
lines) and two examples of disturbed paths. In the first, illustrated by the seg­
ment A, the slightly disturbed motion returns to the primary path and we say 
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Figure 7.7: Some disturbed trajectories. 

the system is stable. In the second, illustrated by the segment B, the primary 
path itself is changed. We say the system was unstable even though the ensuing 
dynamics (about the changed path) eventually die down indicating a sort of new 
stable motion. 

As we did before, let us conceive of the total response and applied load as 
made up of two parts 

{u(t)} = {uo(t)} + I' {e(t)} , {P(t)} = {Po(t)} + E{Q(t)} 

That is, there is the primary response {uo}, which is due to {Po}, and the smaller 
perturbation response {e}, which is due to the ping load {Q}. This leads (as in 
Chapter 6) to the separate equations 

EO: [M ]{Uo} + [ c ]{Uo} = {Po} - {F(uo)} 

1'1: [M]{O+[C]{O+[KT]{O={Q} 

The change of stiffness of the perturbed system is governed by the first equation 
but unlike our treatment of it in Chapter 6, here the equation remains fully 
dynamic. 

The analysis of the ping free vibration response will give us the desired infor­
mation about the stability of the system. Because the stiffness may change in 
time, in general, we are dealing with a non autonomous system. We now look at 
a few particular cases. 

I: Autonomous Systems 

When the matrix [KT 1 is a constant, the stability criterion is relatively easy to 
construct. That is, starting with 

[M]{O + [ C ]{O + [KT]{O = {Q}, [K T 1 = constant 
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we look for undamped free vibration solutions of the form 

Substitute to get 

[[ K l-/L2[Ml]{c}e i J-tt =0 

This has to be true for all time, hence we must have 

451 

We can have nontrivial solutions only if the determinant is zero. This leads to a 
characteristic equation to determine the eigenvalues /Li and eigenvectors { c h­
There are N roots (real or complex) some of which may be repeated. 

The general solution is written as a combination of 

and as a result, the fundamental matrix can be written as 

We state our stability criterion in terms of the properties of the eigenvalues /Li. 
For the system to be asymptotically stable, we have 

1m [/Ll > 0 

If this is not true for anyone of the roots, then the system is unstable. 

Example 7.1: A two-degree-of-freedom system is described by 

[ 4 -2]{Ul} G[O 1]{Ul} [1 O]{ih}_{Pl} 
- 2 6 U2 + 0 0 U2 + 0 2a ih - P2 

where G is a gain parameter. Investigate the stability of the system as a function 
of the second mass 2a. 

First note that the tangent stiffness matrix is 

and is nonsymmetric. This nonsymmetry will affect the eigenvalues of the system. 
A stability analysis for free vibration begins by assuming solutions of the form 

Substituting this into the governing equation gives the eigenvalue system 
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which leads to the characteristic equation 

This is quadratic in J-!2, hence there are four roots appearing as ± pairs. 
First look at the possibility of a static instability - this occurs when J-t = 0 or 

lO+G=O or G=-l0 

Because the value of the gain is real only, we conclude that a static instability is 
possible. This is true irrespective of the value of the masses. 

Now examine the system for a dynamic instability, that is, we consider cases 
where J-! =I- 0 but could have a negative imaginary part. The roots are given by 

2J-!2 = (3 + 4a) ± V9 - 4aG - 16a + 16a2 

We want the imaginary part of J-! to be greater than zero. Since 

J-!2 = (J-!R + iJ-!I)2 = J-!~ - J-!~ + 2iJ-!RJ-!1 

we want 1m [J-t2] > O. The imaginary component comes from the square-root term, 
hence we ask if the radical can be negative. That is, 

9 - 4aG - 16a + 16a2 < 0 

The stability boundary is 

9 
G=--4+4a 

4a 
or 8a = G + 4 ± VG2 + 8G - 20 

The plot of G(a) is parabolic with a minimum at a = 0.75, G = 2. If the second 
mass is zero (a = 0) or infinite (a = 00), then an infinite gain is required to cause 
a dynamic instability. On the other hand, if G < 0.75, then irrespective of the 
second mass, there is no dynamic instability. 

II: Nonautonomous Systems with Periodic Coefficients 

We start with the system 

[M]{O+[ c ]{O+[KT]{O = {Q}, [KTJ = [KT(sinwt)J 

We saw in Section 4.6 that the general solution is constructed from solutions of 
the form 

where Pi(t) are Mathieu functions. The stability of the system is governed by 
the behavior of Ai, which in turn is governed by Mi. We concentrate on the roots 

Mi· 

Example 7.2: Determine the stability of the second-order system 

U + [0+ /1cost]u = 0 
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As was done in Section 4.6, we can arrange our equation of motion as a Mathieu 
equation in the form 

d {UI } [ 0 1] {UI } 
dt U2 = ~a~(3cost 0 U2 

The roots must be obtained from the quadratic form 

p? ~ bJ-l + C = 0 

giving 

J-lI, J-l2 = ~b± ~Jb2 ~ 4c 

Using the result of Equation (4.18), and the fact that the trace of the [A(t)] matrix 
is zero, we get 

W(T) = J-lIJ-l2 = exp(lT 
Tr[ A ] ds) = eO = 1 

This sets the value of c = 1. Replace b --+ ¢(a, (3) giving the general form of the 
roots as 

J-lI, J-l2 = ~¢(a,(3) ± ~J¢(a,(3)2 ~ 4 

Although 4>(a, (3) is not known explicitly, we can conclude the following [38]: 

• If 4> > 2, J-li are real hence Ai are complex, and there are two unbounded solutions. 

• If 4> = 2, J-ll = J-l2 = 1, A = 0, and there is one periodic solution (T) and one 
unbounded solution. 

• If ~2 < 4> < 2, J-li are complex with J-l2 = conjg(J-lI), IJ-lil = 1, and there are two 
bounded solutions. 

• If ¢ = -2, J-ll = J-l2 = ~1, AT = 7r, and there is one periodic solution (2T) and 
one unbounded solution. 

• If 4> < - 2 there are two unbounded solutions. 

We conclude that the boundaries 

¢(a,(3) = ±2 

separate regions where unbounded solutions exist from regions where all solutions 
are bounded. We also find that these are curves on which solutions of periodicities 
27r or 47r occur. If we find, by whatever method, parameter values for which T 
and 2T periodic solutions exist, then we have also found the boundaries of the 
stability regions. 

We will show an application of this when we consider the pulsating compression 
of a beam. 

III: Nonlinear Systems 

The full study of the stability of nonlinear systems is very difficult, extensive, and 
has a substantial literature of specialized techniques and solutions. Consistent 
with our contention that the nonlinearities of interest in structural dynamics 
are typically small perturbations from the linear system, we will use the results 
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obtained from our linear analysis to understand, at least locally, the stability of 
the nonlinear systems. The final sections of this chapter considers some other 
aspects of the stability of nonlinear systems. 

Let the nonlinear system have a stationary point {uo(t)}, which we call the 
origin. Assuming {F} is smooth, we can expand it in a Taylor's series ahol1t the 
origill to give 

[M]{O+[ c ]{O+[KT]{O ={Q} 

This is our variational equation, but this form is also called the linearized ver­
sion of the nonlinear equation. It is understood that an analysis based on this 
linearized equation is expected to give reliable results only in the neighborhood 
of the origin. 

Ziegler [85] discusses the connection between nonlinear systems and their lin­
earized form. The essential result is that if, in the linearized system, all the roots 
of the characteristic equation are such that 1m [J.l] > 0, the equilibrium of the 
actual (nonlinear) system is stable. Furthermore, if in the linearized system, at 
least one of the roots of the characteristic equation is such that 1m [J.l] < 0, the 
equilibrium of the actual (nonlinear) system is unstable. The results from the 
linear analysis are now directly applicable. 

Because there can be many equilibrium points, this approach is applied at the 
relevant ones. 

Example 7.3: Analyze the stability of the free vibration of a pendulum taking 
into account its nonlinearity due to large rotations. 

The equation of motion of the pendulum is given by 

M LO + eo + M 9 sin () = 0 

The body force and tangent stiffness are, respectively, 

F8 = fvIg sin () , 
{)F 

KT = {)(} = Mgcos(} 

Hence the linearized equation of motion is 

or € + c~ + [w 2 cos(}l~ = 0 

with c = elM L and w~ = giL. (Note that () is considered constant.) This system 
has many equilibrium points (Fs = 0 when 0 = 0 and ii = 0) at 

() = ±j7r, j = 0,1,2, ... 

These points correspond to multiplicities of the origin and the upright position. 
The characteristic equation, in the vicinity of () = 0, is given by 

or 

The system is stable. This result is not unexpected since the linearized equation is 
identical to a simple oscillator and hence our analysis was no different than that 
of the introductory discussion. 
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To emphasize that we are, indeed, considering the nonlinear system, let us 
now look at stability in the vicinity of the point B = 1r. That is, we consider 
the stability of the equilibrium state when the pendulum is vertical. The tangent 
stiffness changes sign and the characteristic equation becomes 

or 

Because one of the roots has a negative imaginary part , the equilibrium is unstable. 
This is a result in agreement with experience. 

Lyapunov Stability 

There are a number of definitions of stability (see References[26, 38, 44] for 
further discussions) of which just three are shown in Figure 7.8 - the usefulness 
of a particular definition can be assessed only in particular applications. In the 
following, it is helpful to think of the motion as a point in configuration space, 
some trajectories of which are shown in Figure 7.7, and we adopt the terminology 
of Reference [26]. 

. . .. .. . 

" . . .. . 
start near, stay near 

o start point 
• end point 

, 0 ..... :::, 
tend toward eventually 

.. . . .. ' 

tend toward directly 

Figure 7.8: Three definitions of stability. 

A point is Lyapunov stable if points which start nearby stay nearby or in short 
"start near, stay near." A point is quasi-asymptotically stable if nearby points 
tend toward it or, in short, "tend toward eventually." Note that this states what 
happens in the limit as time goes to infinity - in the meantime the solution 
can go all over the place. If a point is both Lyapunov and quasi-stable, then 
it is asymptotically stable or, in short, "tends toward directly." Each of these 
are illustrated in Figure 7.8 in the case where the point is a stationary point, 
although we need not restrict it in this way. 

The last of these definitions is the one we will adopt. Mathematically, we state 
that a point is asymptotically stable if for all E > 0 (the region within which we 
restrict acceptable behavior) there exists a J > 0 (the region of possible initial 
conditions) such that, if Ix - x*1 < J, then lu(x,t) - u(x*,t)1 < E and that 
lu(x, t) - u(x*, t)1 ----+ 0 as t ----+ 00. Necessarily, we have that J :::; L 

The inclusion of time in our definition has a subtle consequence. Consider a 
situation where, after a disturbance, the solution comes back to the undisturbed 
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path but there is a phase lag, then our definition would still consider it unstable. 
When phase lags are not important, we say the solution is Poincare or orbitally 
stable. For autonomous systems where the governing equations do not depend 
explicitly on time, Poincare stability implies Lyapunov stability. 

7.2 Follower Forces and Dynamic Instability 

The introductory discussion of this chapter indicated that a follower force does 
not cause an instability. This seems counterintuitive and therefore we take that 
question up now in more detail. Strictly, this is a statical problem in that the 
applied loads are quasi-static; however, to analyze the stability we will consider 
the dynamic response to a small disturbance. 

Figure 7.9: Beam with conservative and follower forces. 

Governing Equations 

Consider a column or beam with a quasi-static axial load P that is treated as a 
parameter. There are two situations that can prevail. The first is when the load 
P always remains horizontal. In this case P is a conservative load and hence we 
can write a potential for it. The second is when it remains tangential to the tip; 
while the magnitude remains essentially constant, the fact that it changes its 
orientation means it is a changing force and hence we cannot write a potential. 

Assume small deflections; then from Section 6.2, the equation of motion in 
both cases is 

84v _ 82v 82v 
EI 8x4 - Fo 8x2 + pA 8t2 = q 

with Fo being the tensile axial force. Note that, since Fo is assumed essentially 
constant, this is a linear equation with constant coefficients. The spectral form 
of this is obtained by seeking solutions of the form veip,t and leads to 

d4v - d2v 2 A A 

EI dx4 - Fo dx2 - pAJL v = q 

This is an ordinary differential equation with constant coefficients, hence seek 
solutions of the form v(x) = voe- ikx , which leads to 

v(x) = Cl cos k1x + C2 sin k1x + C3 cosh k2x + C4 sinh k2x 
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where the spectrum relations are 

P --+ 2EI 

In both of our cases the boundary conditions at x = 0 are 

v = 0 = CI + C3, 

These allow the solution to be written as 

457 

At the loaded end, we will have natural boundary conditions in terms of the 
shear force and bending moments 

d2A 
A V 

M = EI dx 2 ' 

These are specified differently for the two cases of interest. 

Stability Behavior 

When the load is not a follower load, we have that both iII and V are zero 

d2 A 

A V 
M = EI dx2 = 0, 

giving 

and 

These give a system of homogeneous equations for the two unknowns CI and C3. 

The determinant of the system, after simplification, is 

where C == cos kIL, Ch == cosh k2L, and so on. 
The roots (those values of f.1, for a given value of P that make ~ = 0) are 

shown in Figure 7.1O(a). Each mode goes to zero as the axial load is increased. 
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Figure 7.10: Roots for the continuous beam. (a) Conservative force. (b) Follower 
force. 

This behavior is the same as illustrated in our introductory example. Thus there 
are only static instabilities. 

When the force is a follower force, the moment is zero, but there is a nonzero 
component of the shear. That is, we have for the natural boundary conditions 

d2A 
A V 

M = EI dx2 = 0, 

This leads to the determinental equation 

d3A 
- EI --'!!.. = 0 

dx3 

2pA 2 p 2 rTF 
D.(P,J.L) = EI J.L (1 + CCh) + EI + V EIEiSSh = 0 

The roots are shown in Figure 7.1O(b). 
The behavior is very different from that of the previous case. First note that 

there are no static instabilities. That is, if IJ.LI = 0, we can only get D. = 0 when 
p = O. Furthermore, we see that pairs of roots coalesce at a nonzero real part 
and then produce positive and negative imaginary parts. Thus the instability 
occurs while the beam is vibrating. This is called dynamic instability or flutter. 
It is interesting to compare this result with that shown in Figure 3.10(b), which 
indicated that no instability would occur at any load for a perfect axial loading 
of a beam. The dynamic analysis has shown that there is, indeed, an instability 
load. 

This is an important example to complement our static examples of instabil­
ity. In the static case, we associate an instability with a loss of stiffness (also 
illustrated by the frequency going to zero) but in the dynamic case there is still 
stiffness. 

Example 7.4: Use a ping test to demonstrate the presence of a dynamic in­
stability for a beam axially loaded with a follower force. 

Consider a cantilever beam of dimensions [254x25x2.5 mm2 ] (lOx l.OxO.1 in.3 ) 

with an axial P applied load as a follower load. We will apply the ping load as a 
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transverse point load of approximately 4 ms duration. The beam is modeled with 
10 elements and damping used to diminish the vibrations within a reasonable time. 
The procedure applied the axial load quasi-statically, wait until the transients 
settled down, then apply the ping. 

(b) 

150 

15 

~70 
;r:n:e. [~) 

. 00 .02 .04 .06 .08 .10 .12 

I , , ! • I , , ! 
Freq [Hz) 
, , , , , I 

o . 100. 200. 300. 400. 

Figure 7.11: A ping test at different values of axial load. (a) Tip velocity responses. 
(b) Frequency response functions. 

The results are shown in Figure 7.11 for different values of the axial load. 
Clearly, beyond a certain axial load value (approximately P = 170), the system 
is unstable. What is most interesting, however, is that this can be anticipated 
by looking at the frequency response functions - the instability occurs close to 
where two modes coalesce. It is interesting to compare this result with that shown 
in Figure 5.33, which indicated both modes going to zero. Here, one decreases 
while the other increases until there is a coalescence. 

The linear theory predicts infinite displacements at the critical load. What 
actually happens is that the beam goes into large but finite amplitude oscillations, 
the magnitude of which depends on the magnitude of P. 

(a) 
" , , , , • • , ' , " " I" , , , ,T,i~~ls!, , , I 

(b) Displacement 
I • t • I ! I , I 

.00 .05 .10 .15 . 20 .25 .30 -4. -2 . O. 2. 4 . 

Figure 7.12: Response for a follower axial load above critical. (a) Time trace showing 
when second ping was applied. (b) Phase plane plots showing the achievement of a 
limit cycle. 
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As we showed earlier, the response to the ping (after {Q} goes to zero) is that 
of a linear, free vibration of a system with a tangent stiffness [KT ]. The spectral 
analysis of the ping response will give information about the tangent stiffness 
[KT]. It is worth noting that the FEM solution in this case used the explicit 
formulation, and hence did not directly deal with the tangent stiffness matrix. 
I3ut clearly ping it; extracting the desired information. Monitoring the spectral 
content as done in Chapter 6 would be to no avail here, since (for expediency 
reasons) the tangent stiffness is symmetricized and hence does not give complex 
eigenvalues. 

Our stability analysis predicts that we get an exponential increase in displace­
ment and velocity above the critical load. This does not occur in Figure 7.11, 
which shows an increase but only by a factor of about five. To further investigate 
this, a second ping was applied as indicated in Figure 7.12 at a time of t = 0.15 s. 
The phase-plane plots are for the responses up to the ping (left) and from the 
ping onwards (right). The first plot exhibits a spiral outwards but achieves a lim­
iting orbit. The second plot exhibits an excursion away from the orbit but then 
returns to it. The limiting orbit is a limit cycle and it is stable because the motion 
returns to it after the application of ping. It is worth noting that the strength of 
the second ping was two orders of magnitude larger than the first. 

Example 7.5: Replace the axially loaded continuous beam by a discrete ver­
sion. 

We explore the effect of discretization by looking at the two-mode discrete 
system shown in Figure 7.13 where the column is modeled as two rigid bars of 
length L, two torsional springs of stiffness Kl and K 2, and two masses MJ and 
M2. The two degrees of freedom are the rotations of the bars. We also take the 
opportunity to illustrate the use of virtual work in establishing the generalized 
applied loads. 

r:r;}lt.~ 

t Py = - Psin4>2 

~ P", = - PcosrP2 

P 

Figure 7.13: Discretized column. 

The strain energy is confined to the two springs and is given by 

U = ~Kl4>i + ~K2(4)2 - 4>J)2 

The stiffness matrix is obtained as 

82U 
Kij = 84>i84>j giving 



7.2 Follower Forces and Dynamic Instability 461 

The kinetic energy is confined to just the masses. The position of these masses 
are 

Xl = al sin <PI :::::: al<Pl 

Yl = al cos <PI :::::: ad1 - ~<pi] 
X2 = L sin <PI + a2 sin <P2 :::::: L<Pl + a2<P2 

Yl = L cos <PI + a2 COS<P2 :::::: L[l - ~<pi] + a2[1 - H~] 

were we have used the small angle approximations. This leads to the velocities 

:h = al4>l , Yl = -al<Pl4>l :::::: 0 

X2 = L4>l + a24>2 , Y2 = - L<Pl 4>1 - a2<P24>2 :::::: 0 

The kinetic energy is therefore 

T 

and the mass matrix is obtained as 

giving 

The overall inertia of the system depends on the particular location of the masses. 
We will consider the special case when al = a2 = L/2, Ml = M2 = M, and 

Kl = K2 = K, then the equations of motion are 

K [ 2 
-1 

It remains to consider the applied loads. 
For the conservative, noncirculatory system, the work done can be expressed 

in terms of a potential as 

v = -P x vertical deflection = -P[L - LCOS<Pl + L - LCOS<P2]:::::: -~PL[<pi + <p~] 

This gives the generalized forces as 

8V 
H = - 8<pl = + P L<Pl , 

Note that these are deformation dependent and hence the equations of motion 
become 

The axial load influences the system as a symmetric stiffness matrix. 
Now consider the follower force situation. Since angles are small, we have for 

the two components of force 

Py = -PCOS<P2::::::- P 
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We see that while Py is constant, Px changes. We could treat the vertical com­
ponent as before, but, since the horizontal component depends on the rotation 
cP2, it does not have a potential and therefore must be treated differently. We will 
establish the generalized forces for our system by looking at the virtual work done 
by both components. 

ThE' virtual horizontal dbplacClIlcllt is 

The virtual work of the horizontal component is then 

The virtual vertical displacement is 

The virtual work of the vertical component is then 

The total virtual work done by both components is 

The generalized forces associated with the degrees of freedom cPI and cP2 give the 
virtual work 

<>W = P1<>cPl + P2<>cP2 
From which we conclude that P2 = 0 and PI = PL[cPI - cP2j. Again, the applied 
loads are deformation dependent giving the equations of motion 

Note that the contribution of the P L term is that of a nonsymmetric stiffness 
matrix. 

Example 7.6: Compare the stability of the discrete form of the conservative 
and follower force problem. 

The stability analysis for free vibration begins by assuming solutions of the 
form 

Substituting this into the governing equation for the conservative system gives 
the eigenvalue problem 

which leads to the characteristic equation 
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This is quadratic in 0:2 , hence there are four roots appearing as ± pairs. 
First look at the possibility of a static instability -- this occurs when 0: = Jk = 0 

or 

This gives 

PL = ~(3 - V5)K = O.3SK, ~(3 + V5)K = 2.62K, 

Because the loads are real only, we conclude that static instability is possible. 
Note that this does not depend on the particulars of the mass distribution, since 
it occurs when the inertia is zero. 

Now examine the system for a dynamic instability; that is, we consider cases 
where Jk of 0 but could have a negative imaginary part. The roots are given by 

20:2 = -(6PL - 11K) ± V(6PL - llK)2 - 4(P2L2 - 3KPL + K2) 

We want the imaginary part of J-l (and hence 0:) to be greater than zero, hence, 
we want 1m [Jk2] > O. The imaginary component comes from the square-root term, 
hence we ask if the radical can be negative. Expanding and collecting terms gives 

32p2L 2 -120PLK + 117K2 < 0 

This is zero when 
PL = 60K ± i12K 

32 
Because a complex load is required, we conclude that a dynamic instability is not 
possible. 

The full results are shown in Figure 7.12(a), which illustrates both roots going 
to zero before the imaginary terms are generated. 

4. 
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Figure 7.14: Roots for the discrete form of the loaded beam/column problem. (a) 
Conservative. (b) Follower. 

We now consider the follower force problem. The stability analysis parallels 
that of the conservative system and leads to the characteristic equation 

0:2 == Jk2J .l\!I4L2 
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Again, this is quadratic in o?, hence there are four roots appearing as ± pairs. 
First look at the possibility of a static instability - this occurs when 0: = J-t = O. 

This is not possible unless K = O. This is in agreement with the conclusion in the 
introductory section, but it also applies to the two DoF system. 

Now examine the system for a dynamic instability, that is, we consider cases 
where /l =1= 0 hnt have a npgat.ivp imaginary component. The ruotlS are given by 

2o? = -(3PL -11K) ± V(3PL - llK)2 - 4K2 

We ask if the radical can be negative. Expanding and collecting terms gives 

9P2 L2 - 66PLK + 117K2 < 0 

This is zero when 
PL = 33k ± 6K = 3K 4.33K 

9 ' 
There are two loads at which the radical can be zero, hence we can get an imagi­
nary component of J-t for a nonnegative real part. 

The full results are shown in Figure 7.12(b), which illustrates both modes co­
alescing and generating both positive and negative imaginary parts. Thus, the 
instability occurs while the system is vibrating. 

7.3 Aeroelasticity and Flutter 

Aeroelasticity is the study of the structural dynamics when the loadings are 
aerodynamic in origin. To make the example concrete, we will look at the flutter 
of aircraft wings, but the analysis is also applicable to other structural systems 
(bridges, buildings, cars) under wind and similar loading. 

Structural Modeling 

The shape of the wing profoundly influences the aerodynamic loads, but it has 
little effect on the structural modeling. Therefore, we will replace the 3-D wing 
with a Ritz model approximation with a minimum of degrees of freedom . 

.. ~~:~ ............. ~~ 

<- 0 => 
I el 

Figure 7.15: Wing under aerodynamic loading. 
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For a complex structure modeled using FEM with many (N) degrees of free­
dom {u}, we have for the total strain energy 

Let us represent the degrees of freedom with a reduced system given by 

{U}=[IlI]{17} 

where {17} is only of size M < < N. The strain energy is then 

The matrix [ k ] is the [M x M] reduced stiffness matrix and the matrix [ III ] is 
the transformation matrix that imposes the kinematic restrictions. In a similar 
manner, we can establish the mass matrix as 

[ M] = [ III f[ M][ III ] 

The virtual work of the applied loads is 

The reduced applied loads vector {p} is of size [M x 1]. The system of equations 
becomes 

In this way, a conventional finite element model can be used to establish the 
mass, stiffness, and load matrices, and the above then used to reduce it to a 
smaller size for stability analysis. 

The question remains as to what to use as the reduction functions [ III ]. 
Actually, if an eigenanalysis is performed, then the lowest eigenmodes can be 
used as the reduction vectors. This, in fact, is basically what happens in the 
subspace iteration method [22]. The resulting stiffness and mass matrices are 
then diagonal. At first sight, it might appear that, if the eigenvectors are used 
as the reduction functions, this will lead to a diagonal system with no coupling 
and hence no possibility of a dynamic instability. Remember, however, that the 
effective loads will also be transformed and these will lead to the coupling. 

Example 7.7: Replace the wing with a reduced model. 
We saw in the follower force problems that at least two modes are needed in 

order to get a dynamic instability. Hence, let us replace the deflection of the wing 
with a vertical deflection and a rotation as shown in Figure 7.15. This gives 

- - - z 
-x + xcos¢ - ysin¢ ~ -y¢ = -y[-]¢ 

L 
u(x,y,Z) 

v(x,y,z) 
_ _ _ Z2 Z 

-y + xsin¢+ ycos¢+ v ~ v+x¢ = [£21v + x[j)¢ 
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2 

where [I j, [~2j, and [I j play the role of Ritz functions. The velocities are given 

by 
. . z 
U = -y</>[-j, 

L 
leading to the kinetic energy 

After performing the integrations, we can represent the kinetic energy as 
1 2 • 1 ·2 

T = 'iMBV + MBTV</> + 'iMT</> 

Thus the mass matrix is given by 

[Mj- [MB - MBT 
MBT] 
MT 

We can establish the stiffness matrix in a similar manner. Let the strain energy 
ultimately have the form 

U = ~KBV2 + KBTV</> + ~KT</>2 
giving the stiffness matrix as 

[K j = [KB 
KBT 

KBT] 
KT 

The equations of motion are 

[ KB KBT] {v} [MB MBT] {ii} {P} 
KBT KT </> + MBT MT ¢ = T 

where P is the resultant vertical load and T is the resultant torque. 

Aerodynamic Loading 

Let the aircraft be in steady flight with velocity V so that the lift just balances 
the weight. Now consider the additional lift due to rotation ¢ of the wing. This 
is given by 

P = !Pa V 2(27r)S¢ = CV2¢ 

where C is a group coefficient that depends on the surface area S, the airfoil 
shape, and the air density Pa. This acts at the aerodynamic center, which is a 
distance ee from the elastic (or shear) center. Thus, the torque acting is 

T = Pee = !pV2(27r)See¢ = CV2ee¢ 

Both of these loads are deformation dependent through the twist ¢. We can 
represent them in matrix form as 
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from which it is seen that the aerodynamic loading contribution is that of an 
unsymmetric stiffness matrix (since it is of the form [ K 1 { u } ). This will lead to 
the possibility of having complex roots. 

There are also unsteady aerodynamic effects. Because the airfoil itself has a 
velocity (at the aerodynamic center) of v + ec¢, the effective angle of attack is 
really 

A. _ A. _ V + ec¢ 
'f'eff - '/-' V 

The additional terms contribute to the loads as 

This has the form of a symmetric damping matrix. 
The full equations of motion become 

+ 

The CV term appears like a damping term and hence we would conclude it only 
contributes to the stability of the motion. It must be kept in mind, however, 
that ec can be negative. 

Stability Analysis 

As a preliminary to a stability analysis, introduce the following normalizations: 

2 KT 
8 = KB' 

2 MT 
r = MB' 

Furthermore, without loss of generality, we can take KBT = O. These allow us 
to rewrite the equations of motion as 

[ 1 0] { v} -2 [0 1] {v} - [1 0] {VI} [lOr] {v"} { 0 } o 8 2 ¢ - V 0 e ¢ +, V 0 e ¢/ + Or r2 ¢" = 0 
where the prime indicates differentiation with respect to normalized time T. 

A stability analysis begins by assuming solutions of the form 

Substituting this into the equations of motion gives the eigenvalue system 
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Multiplying out leads to the characteristic equation 

[r2(1- J2)]J-L4 - ['''y'V(r2 + e)]iJ-L3 - [(r2 + 8 2) + y2(Jr - e + ,2e)]J-L2 

+[,V(82 + e - y 2e)]iJ-L + [82 - y 2e] = ° 
This is a fourth-order polynomial in I' ami wonkl require numerical methods for 
its solution. We therefore look at some special cases. 

1: Divergence 

First see if the system can have a static instability. This occurs when J-L = 0, 
giving 

or 

Restoring the original variables 

V=/KT 
Gee 

This is called the divergence velocity. If the aerodynamic center coincides with 
the shear center so that ee = 0, then the divergence velocity goes to infinity. 
This was the case with the Spitfire fighter plane of WWII. 

II: No Mass Coupling, J = ° 
When J = 0, there is no mass coupling, that is, the mass center and the shear 
center coincide, and the characteristic equation can be factored as 

The roots are 

III ~iry ± VI- h2y2 

irYe ± 1[82 - V 2e]_ ['Yep 
2r2 V r2 2r2 (7.2) 

Note from the second mode that the system is unstable if e < 0. The first mode 
is bending while the second is torsion. These roots are shown plotted against 
velocity in Figure 7.16(a). The fact that they intersect means that in the coupled 
case there is a possibility of getting a dynamic instability. 

Let, = 0, and restoring to the original variables, gives 

The second mode exhibits divergence. 



7.3 Aeroelasticity and Flutter 

1.5 

1.0 

.5 

~ .0 

-.5 

torsion ----
bending 

• :::.:':~:' •• :::;::: ••• , , •• _ ... u_ 

- - real 
... _ .. _- imag 

I I 1-1 _ 1 _ 1 ---1 J I J l I 

.0 .5 1.0 

469 

(a) 

Velocity 
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Figure 7.16: Dependence of roots on velocity. (a) Uncoupled case. (b) General case. 

III: No Damping, I = 0 

When I = 0, there are no unsteady aerodynamic effects, and the characteristic 
equation becomes 

This is quadratic in /1-2 , which is easily solved. 
These roots are shown plotted against velocity in Figure 7.16(b) . There is 

indeed a region of dynamic instability, but this requires 8 < O. 

Stall Flutter 

When a structure is in a steady stream of air or water, a vortex sheet is formed 
behind the structure with the vortices flowing off at a definite periodicity. The 
periodicity depends on the shape and dimensions of the structure as well as the 
velocity of the stream. For example, Figure 7.17 shows vortex sheets forming 
around a cylinder and the number of vortices flowing off per second is given by 

0.22V 
27T"w=/= --Hz 

D 

where D is the diameter, V is the velocity of the stream, and the coefficient 0.22 
(Strouhall number) depends on the particular shape of the object. Reference [50] 
has a nice photograph of vortex shedding. 

Because the vortices separate alternately from either side of the cylinder, the 
cylinder experiences a periodic force perpendicular to the flow direction. This 
force can be approximated by 
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Figure 7.17: Vortex shedding off a cylinder. 

The coefficient CL depends on the particular structure; the poorer the stream­
lining of the structure, the larger is CL and hence the amplitude of the force. 
For example, flow around an airplane wing at small angles of attack is quite 
smooth, so that the vortex sheet is very well defined and the force is small. 
Poorly streamlined structures such as suspension bridges or off-shore oil drilling 
rigs can experience very large forces. 

The structure experiences a forced frequency oscillation; if the frequency is 
close to a natural frequency of the structure, then excessive deflections and 
hence damage can occur. This sort of excitation has been observed in large 
factory chimneys, and it is now considered to be the cause of the collapse of the 
Tacoma Narrows bridge [56J. 

This phenomenon is called stall flutter and as described is not essentially con­
nected with aeroelasticity. But clearly, once the structure begins to oscillate, 
there will be additional aeroelastic effects thus complicating the analysis consid­
erably. 

Other aspects of wind, wave, and blast loadings are covered in a readable 
fashion in Reference [73J. 

7.4 Pulsating Compression of a Beam 

In Chapter 4, we considered the vibration of a beam with a periodic axial loading. 
While developing the solution, we noted parameter regions where a solution did 
not exist. Using Floquet's theory, we are now in a position to look closer at these 
regions and establish aspects of their stability. 

El , L 

Figure 7.18: Beam with pulsating axial load. 
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Equation of Motion 

Because nothing in the derivation of the governing equation in Chapter 6 re­
quired P to be constant, we can write 

a4v a2 v a2v 
EI ax4 + P(t) ax2 + pA at2 = 0 

This gives rise to a case where the coefficients are variable; solutions to these 
equations are very difficult to find. To simplify matters, we look at the case when 
the load varies harmonically as 

P(t) = Po + P cos wt 

Thus the coefficients are periodic but even this is very difficult to solve. To 
further simplify matters, we will consider the case of simply supported boundary 
conditions and use a type of Fourier series expansion. 

At any instant in time, we can imagine the shape to be represented by a 
Fourier series 

m 

In this, we have considered the Fourier coefficients, Cm(t), to be functions of 
time. Furthermore, each term individually satisfies the pinned boundary condi­
tions. After substitution, we get for the time varying coefficients 

m1f' 4 m1f' 2 .. 
(r:) EICm-(r:) PCm+pACm=O 

This can be rearranged as 

= (m1f')2 (Ei 
wm - L V PA' 

where Wm are the natural frequencies of the beam while Pm are the static buck­
ling loads of the beam. Note that when P is zero, we have free vibration solutions 
of the form AeiJlt if 

or n o 
f-l=wm I--

Pm 

Thus, as long as Po < Pm, we get a stable solution. We also see the effect of 
axial load on the resonance frequencies; this was already covered in Chapter 6. 

Transition Curves and Their Approximation 

As was done in Chapter 4, we arrange our equation of motion as a Mathieu 
equation in the form 

u" + [0+,6 cos T 1 u = 0 ) 
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where a new time variable was introduced as T == wt. We concluded that the 
boundaries 

¢(a, (3) = ±2 

separate regions where unbounded solutions exist from regions where all solu­
tions arc bounded. \Ve also fUUllO that these are curves Ull which sulutiuJUs of 
periodicities 27r or 47r occur. We will get an approximation for these curves by 
way of perturbation methods. 

Consider f3 to be small and let 

Substitute these into the governing equation and group equal powers of f3 to get 

/30 : u~ + aouo = 0 

/31 : u~ + aOU1 = -a1UO - Uo COST 

/32 : U~ + aOU2 = -a2UO - a1 U1 - U1 cos T 

and so on. The solution to the first equation is 

Uo(t) = A cos foOT + B sin foOT 

We are interested in solutions that are periodic, having the same or multiple 
periods of the forcing term. Specifically, we want it with period 27r and 47r as 
concluded from the transition curve analysis. We achieve this with 

foO = 0, 1, 2, 3, ... , n, 

Both sequences can be combined into the single sequence 

n = 0, 1, 2, 3, ... 

In the following, we will look at the cases of n = 0 and n = l. 
For n = 0, we have that ao = 0 giving the sequence 

U~ =0 

We take a1 = 0 since otherwise that would destroy the periodicity. The second 
equation becomes 

from which we conclude that a1 = 0 and b1 = o. The third equation becomes 

u~ = -a2aO - (bo + ao COST) COST = -a2aO - !ao(l + cos 2T) - bo COST 

We conclude that 

or 



7.4 Pulsating Compression of a Beam 

.5 

.0 

-.5 

(3 

Figure 7.19: Transition curves for Mathieu's equation. 

Our expression for the transition curve is 

This is shown plotted in Figure 7.19 as the leftmost curve. 
For n = 1, we have that ao = i giving the sequence 

The second equation becomes 

There are periodic solutions (of 47r) only if 

or ao = 0, 

Our expression for the transition curve is 

and 

These are also shown plotted in Figure 7.19. 

_ 1 
al - "2 
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We can proceed in this way to determine the other transition curves. The next 
are 

a = 1 - ..!..{32 
12 and a-I + .E..{32 - 12 

Thereafter, they are almost vertical appearing at a = in2. These plots are also 
called Strutt's diagram. 

The portion of this graph between 0 < a < 1 corresponds to Figure 4.34. We 
now know that the center wedge is an unstable region. 
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Stability of the Beam 

It is seen from Figure 7.19 that the stable regions are mostly below the line 
Q = /3, which corresponds to 

( Po P 
1-- -) --

Pm Pm 
or 

The only major deviation from this is in the region of a 
a < ~ - !/32 leads to 

w2 P. P - > 4(1 - _0 ) + 2-
w;' Pm Pm 

while the region a > ~ + !/32 leads to 

w2 p. P _ < 4(1 - _0 ) - 2-
w;' Pm Pm 

1/4. The region 

These two regions are shown plotted in Figure 7.20. Note the inversion with 
respect to frequency. In fact, all of the higher transition curves (which are in­
finitesimally thin vertical lines) map into the lower left region. 

Po =0 

p 
.... ~..... ...~~~~~ .••.. 

~~~~::: .. ~ ... " ..... . 
......... <: ... hh 

Pm <~:~:t--1-'_ .. __ 
...................... 

Figure 7.20: Stability regions. 

It is thus clear that the frequency region near 

w2 ~ 4w!(1- ::) or 

where wm is the natural frequency of vibration of the beam with axial compres­
sion, is to be avoided. This is easily justified by looking at the inset figure in 
Figure 7.20 for a cantilever beam under axial varying load. On the vertical excur­
sion, the load is compressive and adds to the motion; when the motion reverses, 
the load pulls thus further aiding the motion. A similar effect occurs on the lower 
side. We see there are four load reversals for two displacement reversals. 

Example 7.8: Investigate the stability of a cantilever beam to an oscillating 
axial load. 

We will just look at the effect of the fluctuating load and ignore the static com­
ponent Po. The results for various frequencies and amplitudes are shown plotted 
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Figure 7.21: Cantilever beam under axial compression. (a) Stable and unstable points 
for various combinations offrequency and amplitude. (b) Displacement histories for just 
above and just below critical. 

in Figure 7.21(a). Clearly, there is a boundary between the stable and unstable re­
gions that depends on the combination offrequency and amplitude. Figure 7.21(b) 
shows the early responses for two amplitudes just straddling the boundary when 
(wlwl)2 = 4.4. For the unstable cases , the transverse displacement continues to 
rise to the order of LI2 and then numerical instability sets in. The rate of growth 
is sensitive to the amount of damping. Also, a small transverse load imperfec­
tion ( x 10- 3 that of the axial) was used as agent to manifest the instability in a 
reasonable time period. 

To plot the theory, we realize that we can do an analysis similar to that for the 
simply supported beam but the parameters Pm and Wm we use are from the FEM 
analysis. 

Example 7.9: Investigate the stability of a model of a bridge subjected to 
oscillating vertical loads. 

(a) (b)~~ 
h = 127 mm (5.0 in.) 1 6 25 4 

~ 
3618 

L = 254mm (10. in.) 

2~ aluminum 

L ~~~ 
~'\Z'\Z~ 2~ 40 16 

IIII:I ttttt: ~ ~ 
:;;7~ 

Figure 7.22: Bridge under oscillating vertical loads. (a) Geometry. (b) Vibration mode 
shapes with frequencies in [rls]. 
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20. 

The dimensions of the bridge are shown in Figure 7.22(a). The loading is con­
sidered to be that of vertical loads applied at each of the joints. Thus some of the 
members are in compression (top ones) while others are in tension (bottom ones). 
As the loads oscillate, we suspect there might be a parametric instability in the 
compressed members. 

25. 

(a) €20. 
~15. 2:. 

Q) u. 
a: ~ 15. 
!!:o10. 

Q. C) 
0 
oJ 5. ~ 10. 

o. 5. 
Freq [rls] 

~~LU~~~~LU~~~~~ 

1500. 2000. 2500. 3000. 3500. 4000. 4500. 
O. I , , , I , , , ! I , ! ! , , , I 

3400. 3600. 3800. 4000. 4200. 
Figure 7.23: Forced response of bridge. (a) Linear frequency response function (FRF). 
(b) Nonlinear response showing instability at twice the fundamental frequency. 

Shown in Figure 7.22(b) are the first eight vibration mode shapes. These sug­
gest that it would not be possible to distinguish parametric instability from the 
large response of one of the resonance frequencies. In looking at a complex struc­
ture under external loading, the first thing to do is to determine which modes 
are actually excited. From Figure 7.23{a) it is quite clear that only a subset of 
the modes are excited. Furthermore, the modes excited do not have the same 
magnitudes. Note that the particular frequency scan shown uses all the degrees 
of freedom and these are referenced to the first frequency result (which becomes 
zero on the log plot). Thus, modes 1 and 7 are strongly excited, modes 2, 3, 5, 
and 8 are mildly excited, modes 4 and 6 do not register at all. Consequently, the 
somewhat complex sequence of mode shapes reduces to a discussion of modes 1 
and 7 being excited by this particular loading. 

As illustrated for the beam, we expect a parametric behavior for each of the 
modes and this appears roughly at twice the fundamental frequency. Thus we 
expect that if the structure is excited at a frequency close to 1886 x 2 = 3772 r / s 
we will see a significant change in the response. From Figure 7.23{a) we see that 
this does not coincide with any forced resonance frequencies of the bridge. 

Figure 7.23(b) shows the results of exciting the bridge at frequencies close to 
2Wl. The model had 10 elements per member to ensure that correct local behavior 
was obtained. Clearly there is significant responses close to 2Wl. The measure of 
amplitude used is the RMS amplitude. 

7.5 Stability of Forced Vibration of Plates 

Consider a rectangular plate vibrating out-of-plane; if the edges do not slide, 
then a membrane load is generated (if the displacements are large). We are 
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interested in the effect this membrane load has on the dynamic response and 
stability of the plate. This is a difficult problem in its general form; to make it 
analytically tractable we will invoke some simplifications. We take the governing 
equation as 

2 2 - 02W - 02W - 02W OW 02W 
D"V "V w - N xx OX2 - 2Nxy oxoy - Nyy Oy2 + TJhFt + ph at2 = q(x, y, t) 

which is valid for somewhat moderate deflections. Also, we will assume all bound­
ary conditions are simply-supported. 

Reduced Equation of Motion 

Because the boundary conditions are simply supported, we can assume a solution 
of the form 

w(x,y,t) = Cnm(t) sin(n:x) sin(m;y) 

which is a typical term in a Fourier series expansion of the deflection of a plate 
of size [a x b]. Substituting into the governing equation and neglecting the mem­
brane shear contribution (because of symmetry of the boundary conditions) leads 
to 

n1r. 2 m1r 2 2 n1r 2 m1r 2 . .. 
D[(~) +(T)] Cmn+[Nxx(~) +NYY(T) ]Cmn+TJhCnm+phCnm =qnm 

The membrane forces are functions of the out-of-plane deflections; we will esti­
mate their effect based on the assumption that the deflections are not very large. 
The deflected length of the middle line in the x-direction is 

1 1 ow 1 ow Lx dLx = 1 + ( ox )2dx :::::: [1 + ~ ( ox )2]dx 

1[1 + (n1r )2C;m(1 + cos(2n1rx))]dx = [1 + (n21r )2C;m]a 
2a a a 

An approximation for the strain is therefore 

~ Lx - a ~ (n1r)2C2 
€xx ~ I""o...J nm a 2a 

Similarly, for the other strain 

~ Ly - b ~ m1r 2 2 
fyy ~ -b- "" (v;--) Cnm 

Although the out-of-plane deflection of the plate alternates in sign, the axial 
strains are positive quantities. Using Hooke's law under plane stress conditions, 
we get 
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The approximation of the contribution of the membrane forces to the governing 
equation is now 

Eh [(n7r)4 2 (n7r)2(m7r)2 (m1!:.)4]C2 
4(1 - v 2 ) a + v a b + b nm 

It clearly depends on the square of the deflection. 
We can now write the transformed equation of motion as 

The parameters introduced are 

2 = D [(n7r)2 (m7r)2]2 
wnm - ph a + b ' 

and ~ = TJI p. The nonlinear contribution is approximately 

C2 (Cnm)2 a nm nm ~ 3 -h-

We therefore expect the nonlinear effects to become significant when the deflec­
tions are on the order of the plate thickness. 

We have thus reduced the problem to the study of a single-degree-of-freedom 
system with a symmetric return force. Consequently, we can draw on some of 
the results from Chapter 5 to predict the response. 

Nonlinear Response 

Consider when the loading is sinusoidal of the form ij 
equation of motion for a typical mode can be written as 

P cos wt, then the 

We have already established in Chapter 5 that the solution can be approximated 
as 

u(t) ~ A coswt + B sinwt 

where the amplitudes are obtained from 

TJwA - B[(w; - w2) + ~w;a(A2 + B2)] 

TJwB + A[(w; - w2) + ~w;a(A2 + B2)] 

The magnitude of these can be obtained from 

o 
P 

(7.3) 

(7.4) 
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Figure 7.24: Forced frequency behavior of a plate. (a) Response amplitude showing 
a fold. (b) Projection of the fold onto the w - P plane showing a cusp. 

Figure 7.24(a) shows the response amplitude as a function of the forcing fre­
quency wand the forcing amplitude P. For small excitation amplitudes the re­
sponse is similar to a linear damped oscillator. For higher excitation amplitudes, 
the surface has a "fold" - inside the fold there are three possible amplitudes 
and outside it there is only one. Clearly a change of solution character will occur 
for parameters inside the fold. 

The boundary of the fold as projected onto the w - P plane is shown in 
Figure 7.24(b). It has a cusp, which is why this singularity is known as a cusp 
catastrophe [38, 75]. The equation of the boundary is obtained from the condition 
that 

- =0 8W21 
8A2 P=constant 

This leads to the quadratic equation for C2 

This can then be used in Equation (7.3) to determine the excitation load. When 
the damping is negligible, this is easily factored to give 

We can also rearrange this as 

We will now obtain similar results but using a different approach. 
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Forced Response as a Mathieu Equation 

Write the equation of motion in the convenient form 

ii + 'f}u + w~[1 + au2 ]u = ij(t) or ii + 'f}u = -F + P 

Our idea uf stability is what happens the respunse due to a small disturbance. 
Therefore, as shown in the introduction, we will decompose the total response 
into two parts: a zero solution and a variational solution according to 

{u(t)} = {u(t)}o + €{e(t)} 

This lead to the two equations 

10° : iio + 'f}uo + w~ [1 + au~]uo = ij 
101 : f. + 'f}e + w~ [1 + 3au~]e = Q 

We can use the solution of Equations (7.3) and (7.4) to estimate the tangent 
stiffness in the perturbation equation. 

Neglecting damping gives B = 0 and put the estimate for U o into the varia­
tional equation to get 

It is interesting that the transverse loading results in a linear equation with 
periodic coefficients. We have already established the stability of such systems 
in the previous section and we now use these results. We reduce the system to 
the standard form 

(' + [it + ,B cos r]e = 0 

by the substitutions 

r = 2wt, 

Because 10 «: 1, the stability boundaries are near it = ~. For positive 10, then for 
stability 

- 1 1 -a < 4: - 2(3, 

In terms of the original variables 

This is the region bounded by the cusp equations. 

Example 7.10: Illustrate how the plate instability manifests itself under a 
forced frequency situation. 

This is an example of how, for nonlinear systems, different responses are ob­
tained depending on how the state was arrived at. 
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Figure 7.25: Forced frequency response of a plate. 
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A plate, similar to that used in Chapter 6 with aspect ratio [3 : 1], was excited 
with a uniform pressure whose frequency changed in steps. It is worth noting that 
the stepped procedure gives more consistent results than using a continuously 
increasing frequency. The test was run twice: first, the frequency scan began low 
and was then increased; second, the frequency scan began high and was then 
decreased. The results are shown in Figure 7.25 and compared to the theory just 
derived. The jump in the amplitude is apparent. 

The actual responses are sinusoidal in time so the plot is for the amplitude 
obtained as 

C = Jw 2 + u;2/w2 

After each change of frequency there are dynamic transients that require time to 
settle down. This is reminiscent of the behavior of plates under membrane loading. 
Indeed, in this instance, the frequency is playing a similar role to that of the axial 
load. 

In computing the comparison theory, the nonlinear contribution was determined 
as 

2 (Cnm)2 OinmCnm = 2.6 h 

The load level was chosen so that the magnitude of the response was on the order 
of the plate thickness. 

7.6 Stability of Motion in the Large 

So far we have been mainly concentrating on motions local to the equilibrium 
point. We end this chapter with a brief consideration of situations where the 
motion is large and we are interested in establishing the domain of attraction 
of the equilibrium points. (The domain of attraction is the largest set of points 
such that their trajectories converge to the region.) Some of the ideas come from 
References [26, 38, 43, 49J 
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Motion in the Large 

Let us return to a variation of a truss problem shown Figure 7.26. We know from 
before that this can exhibit a snap-through buckling resulting in a quite large 
displacement. 
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Figure 1.26: Pinned truss. 

We showed in Chapter 6 that the dynamic equilibrium equations are given by 

The member force term is too complicated for our present purpose, so we will 
approximate it with a polynomial. Noting that the three zero-load points occur 
when v is 0, -Losinno, and -2Losinno, respectively, then an approximation is 

MfJ + Cil = P - EAsin3 no[v(l + v)(2 + v)] - Kv, 
_ v 
v = -::---­

Lo sin no 

A comparison of the approximate and true static behavior of the truss is shown 
in Figure 7.26. Clearly the approximation is good over the whole range of loads. 

Consider the free motion of the system when there is no damping; we will 
write it as 

MfJ = -F(v) 

Noting that 
.. dil dil dv 1 diP 
v = dt = dv dt = "2 Tv 

Then we can obtain a first integration of our equation as 

M ~il2 = - J F dv+ constant 
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The first term is the kinetic energy, and the second is the strain energy of the 
elastic forces, so rewrite as 

!Mv2 + !U(V) = E = constant 

where E is the total energy. In the phase plane, this represents integral curves 
with E as the parameter. In the particular case we are considering here, the 
energy relation is 

We can solve for the velocity as a function of displacement as 

v 
V:=--­

LosinQo 

The contours are shown in Figure 7.27. The role of the linear spring K is simply 
to make the two minima different. 
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Figure 7.27: Energy contours. (a) Stable in the large. (b) Unstable in the large. 

We are now in a position to discuss the motion in the large and not just 
local to the equilibrium points. Points corresponding to aU / av = 0 are equi­
librium points (since the force is zero); there are three equilibrium points in 
Figure 7.27(a). These points are remote from each other and are referred to as 
isolated equilibrium points. For E < U1 , no motion is possible. For U1 < E < U2 , 

there is periodic motion about point 1 and point 1 behaves as a center. This is 
possible only if the initial displacements put it in the vicinity of the center. Con­
sider a motion local to point 3. For energy E < U3 , no motion is possible but 
for U3 < E < U2, there is periodic motion and the point behaves as a center. 

Now consider motion local to point 2. This is a saddle point, and for any energy 
E < U2 the motion will be about one of the other equilibrium points. For energy 
E > U2 , the motion is periodic but the trajectories enclose both centers and the 
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saddle point. This motion is qualitatively different from that about either center. 
Clearly, if damping is added to the system, then the motions become spirals to 
one of the centers. 

It is typical of conservative systems that a closed trajectory encloses an odd 
number of equilibrium points [49], with the number of centers exceeding the 
number of saddle points by one. 

A final point about terminology. The closeness or remoteness of the equilib­
rium points is to be measured against the level of excitation, In Figure 7.27(a), 
point 2 is unstable in the small; that is, a small disturbance will cause a large 
displacement. But if points 1 and 3 are relatively close, then point 2 is stable in 
the large; that is, a large disturbance will not cause an excessively large displace­
ment because it goes in an orbit around the three equilibrium points. According 
to Reference [44], this is called "stable for practical purposes." Conversely, in 
Figure 7.27(b), point 2 is stable in the small (because a small disturbance will 
only cause a small displacement) but is unstable in the large. This is called 
"unstable for practical purposes." 

Limit Cycles 

Closed trajectories, as we just saw, imply periodic motion for conservative sys­
tems and they enclose centers and saddle points. Closed trajectories can also 
occur in nonconservative systems, but they must be such that over a single cycle 
there is no net energy change. This implies that energy is dissipated over some 
of the cycle while energy is imparted over the remainder. These trajectories are 
called limit cycles. 

Limit cycles are equilibrium motions (in contrast to equilibrium points where 
the system is at rest) where the system is performing a periodic motion. Neigh­
boring paths are not closed but spiral into (stable) or away (unstable) from the 
limit cycle. That is why, in discussing the stability of these systems, we refer 
to their orbital stability instead of their equilibrium points. It is worth pointing 
out that for a conservative system the amplitude of the motion depends on the 
energy imparted to the system - this is easily seen in Figure 7.27; the amplitude 
of a limit cycle, however, depends on the system parameters alone. This is also 
why we concluded that the follower force behavior of Figure 7.12 was that of a 
limit cycle. 

Linear systems with constant coefficients cannot exhibit limit cycles. One of 
the early examples studied was by Rayleigh in connection with the oscillation of 
a violin string, which led to the equation for the string displacement 

The nonlinearity is associated with the "damping" term, which comes from the 
friction between the string and the bow - the bow acts as the external source of 
energy. Before discussing this equation further, we will put it into the standard 
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form of a Van der Pol eq'uation by differentiation and making the substitution 
v -+ u to give 

ii. + 1][u2 - l]u + u = 0 

The sign of the damping contribution depends on the relative magnitude of the 
displacement: for lui < 1, it is negative and the system receives energy, while for 
lui> 1, it is positive and the system dissipates energy. 

Example 7.11: Analyze the stability of the origin of the Van der Pol equation. 
Introduce the new variables Xl = U and X2 = U, then the equations become 

Xl -1][X~ - 1]XI - X2 

X2 Xl 

The origin Xl = 0, X2 = ° is an equilibrium point, and we are interested in its 
stability. The linearized system of equations near the origin is 

U}=[A]{O, 

As usual for stability analysis, we assume solutions of the form {~} = { c }ei1tt . 

This leads to the eigenvalue problem 

-1] 
-ij.1. 

=0 or 

This gives the two roots 

j.1.1,2 = -~i1]± J1- ~1]2 
For 1] > 0, this gives a negative imaginary component irrespective of the magnitude 
of 1] and hence the origin is unstable. On the other hand, for 1] < 0, this gives a 
positive imaginary component again irrespective of the magnitude of 1] and hence 
the origin is stable. 

Thus for 1] > 0, any motion initiated in the neighborhood of the origin will leave 
the origin. The very difficult problem to solve is to determine where it goes, and 
in particular, if it finds another equilibrium point. We will consider this further 
using the Lyapunov method. 

Example 7.12: Use numerical methods to show the large motion behavior of 
the Van der Pol equation. 

Figure 7.28 shows phase-plane plots where the damping parameter is 1] = 1.0 
and the origin is unstable. The figures correspond to initial conditions inside and 
outside the limit cycle. Clearly all points, irrespective of where they begin, end 
up on the limit cycle. Hence the cycle acts as an attractor for trajectories and we 
say that it is stable. 

As 1] is made smaller, the cycle takes on more of a circular shape. When 1] is 
reversed, the limit cycle still exists but it is unstable. That is, points inside it 
spiral to the origin, points outside it spiral to infinity. 
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Figure 7.28: Phase plane plots for the Van der Pol equation. (a) Small initial condi­
tions spiral out. (b) Large initial conditions spiral in. 

Lyapunov Method 

Consider the nonlinear system 

Mit+Cit+F(u) =0 

Assume the mass is pulled away from the natural length of the spring by a 
large displacement and then released. Will the resulting motion be stable? It is 
very difficult to answer this using our definitions of stability because the general 
solution is not available. The linear method cannot be used because the motion 
starts outside the linear range. However, examination of the system energy can 
tell us a lot about the motion pattern. There is a correspondence between our 
notion of stability and mechanical energy: 

zero energy <==? equilibrium point 

asymptotic stability <==? convergence of energy to zero 

instability <==? growth of energy 

Note that we are dealing with scalar functions and energy indirectly reflects a 
measure of the state vector (strain energy --+ u, kinetic energy --+ it). 

The basic procedure of the Lyapunov method is to generate a scalar "energy­
like" function for the dynamic system and examine the time variation of that 
scalar function. Thus conclusions may be drawn on the stability of systems 
without requiring explicit knowledge of the solutions. Lyapunov functions (which 
we indicate as V) are like energy functions in that, if the total energy of a real 
system is continuously dissipated, then the system must eventually settle down 
to an equilibrium point. They are used to prove that a stationary point is stable. 
The reason these functions are useful (when an appropriate one has been found) 
can be seen in Figure 7.29 which shows that V decreases along trajectories. 

The Lyapunov theory was mainly developed for the stability of nonlinear 
systems with respect to their initial conditions. 
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Figure 1.29: Lyapunov function showing decreases along trajectories. 

Let the N degree-of-freedom system we are interested in be described by the 
2N first order autonomous differential equations 

{i:} = {F(x)} 

Furthermore, let the origin of the phase space be an equilibrium point where we 
have that {F(O)} = {O}. We are interested in knowing if the motion tends to 
zero as time increases indefinitely. 

Consider a set of closed curves (e.g., ellipses but not necessarily), these are 
our reference curves and they must be nonintersecting and increasing away from 
the origin. A trajectory that approaches the origin must penetrate the reference 
curves from the exterior to the interior; that is, the Lyapunov function must 
decrease along the trajectory. We have for a time derivative along a trajectory 

If we can find a V with the following properties: 

• V (x) is positive definite; 

• V is negative semi-definite, 

then the equilibrium point is (Lyapunov) stable. If, furthermore, V is negative 
definite, then the equilibrium point is asymptotically stable. This then is the 
objective of the Lyapunov method of stability analysis. 

Suppose we are to determine the stability of the stationary points Xi = ai. 
First we change the coordinates so that the stationary point is at the origin, that 
is, set Yi = Xi - ai so that we have the new system Yi = gi(Y) with gi(O) = O. 
Then we find a neighborhood of Yi = 0 for which the function V(y) has the 
above properties. 

Example 7.13: Use the Lyapunov method to discuss the free vibration sta­
bility of the linear oscillator. 
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We will start with the equation in the simple form 

Mu+Cu+Ku=O or 

and convert it to the two first-order equations 

where we have used Xl = U, X2 = u. The stationary point is at Xl = 0, X2 = o. 
According to Reference [26J, finding a Lyapunov function is a matter of luck 

or judgment, hard work or a stroke of genius; we will consider the energies of 
the system and hope that leads somewhere. The strain and kinetic energies are, 
respectively, 

u = ~Kxi, T= ~Mx~ 
so we will try 

v = axi +cx~ 

where a and c are undetermined constants except that they must be positive (so 
that V be positive definite). Differentiating V with respect to time gives 

Regroup as 
V(XI,X2) = [2a - 2CW;JXIX2 - 2C17X~ 

Because c is positive, then for positive 17 the second term is negative for IX21 > o. 
We can ensure that the whole left-hand side is negative by forcing the coefficient 
of XIX2 to be zero. That is, choose c = a/w; to get 

We conclude that so long as 17 > 0 and x~ > 0 that the oscillator is asymptotically 
stable. 

For the Lyapunov function as is, however, if X2 = 0 for Xl > 0, then V is only 
negative semi-definite and we are not sure about the asymptotic stability - it 
is Lyapunov stable but not necessarily asymptotically stable. Lyapunov functions 
provide sufficiency conditions on the stability behavior; if, however, for a particular 
choice of V the conditions on V are not met, then no conclusions about stability 
can be drawn and another function must be sought. We will now try 

V = axi + bXIX2 + cx~ 

Following the procedure as above we get 

Therefore, as long as Xl > 0 we have V < 0 and conclude that the system is 
asymptotically stable. Furthermore, since the Lyapunov function is valid in the 
whole Xl - X2 plane, we conclude that this system is globally stable, that is, it is 
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asymptotically stable for any initial conditions. Global stability implies that the 
origin is the only equilibrium point of the system. 

We draw these conclusion even though the Lyapunov function has no imme­
diately obvious physical meaning for the additional term. It is useful to realize 
that the Lyapunov function need not have any physical meaning but is really a 
geometric construct. In reference to Figure 7.29, what we actually did was con­
struct ellipses slightly rotated about the origin so that the trajectories (which are 
perpendicular to the X2 = 0 axis) intersect the ellipses with a normal component. 

Example 7.14: Use the Lyapunov method to discuss the free vibration sta­
bility of the nonlinear oscillator with a symmetric return force. 

We will start with the equation in the simple form 

and convert it to the two first-order equations 

where we have used Xl = U, X2 = it, and f == w~a. The stationary point is at 
Xl = 0, X2 = o. 

Following on from the previous example, we will try for our Lyapunov function 

where all coefficients are to be positive constants for V to be positive definite. 
Differentiating V with respect to time gives 

[2aXI + bX2 + 4dx~]XI + [bXI + 2CX2]X2 

[2axl + bX2 + 4dx~]X2 + [bXI + 2CX2][-1]X2 - W~XI - fX~] 

Regroup as 

We can ensure that the whole left-hand side is negative by forcing the coefficients 
of XIX2 and X~X2 to be zero. That is, choose c = a/(1]2 + w~}, d = cf/2 = aa/2, 
b = 2C1], and let a = 1 to get 

Again, we conclude that so long as 1] > 0 that the oscillator is asymptotically 
stable. 

But suppose that a is negative (which corresponds to the pendulum), then d 
becomes negative and we do not have a positive definite function for Xl ~ y'2fOt 
(with very small 1]). We have just delimited the range of our knowledge of the 
stability of the system. This does not prove that the system is unstable outside 
this region only that we do not know its stability. 
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Example 7.15: Use the Lyapunov method to discuss the stability of the Van 
der Pol oscillator. 

We will start with the equation in the standard form 

U - 17[U2 - l]u + u = 0 

and convert it to two first-order equatioIlIS. However, instead of using Xl =- 'U, 

X2 = 1L as before, we will avail of a trick [26] often used for converting equations 
of the form 

ii. + f(u)u + g(u) = 0 

That is, introduce F(u) = J f(u) du because it has the property 

dF = dF du = f(u)u 
dt du dt 

Now define X2 = it + F(u), then X2 = U + f(u)u = -g(u). This gives the two 
equations 

Xl X2 - F(XI) 
X2 -g(XI) 

In our particular case, this leads to 

Xl X2 + 17[~X~ - Xl] 

X2 -Xl 

In the transformed coordinates, the stationary point is at Xl = 0, X2 = o. 
In comparison to our two previous examples, we have that Wo = 1, hence we 

will try a Lyapunov function of the form 

to get 

V I 2 I 2 = '2XI + '2 X 2 

V(Xl, X2) = [XI]XI + [X2]X2 = XdX2 + 17aX~ - Xl]] + X2[-Xl] = 17X~[~X~ - 1] 

For 17 > 0, then V < 0 when x? < 3. The largest domain that lies entirely within 
the stable region is therefore 

X~ +x~ < 3 

To get an interpretation of this, we will revert back to the original coordinates. 
That is, 

or 

We can solve for the velocity/displacement relation along the borderline to be 

it = -F(u) ± vh - u2 = 17[~U3 - u] ±';3 - u2 

This is shown plotted in Figure 7.30 for different values of 17. Note that at u = 0 
and u = ±V'3, it is independent of 17 and given by ±V'3, 0, respectively. 

The figure, of course, resembles the limit cycles already computed in Figure 7.28. 
For 17 > 0 the inside of the cycle is stable and points outside are unstable, whereas 
for 17 < 0 the reverse is true. 
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Figure 7.30: Stability boundary for Van der Pol's equation. The near circular limit 
cycles are for the smaller T/. 

7.7 Stability Under Transient Loading 

We close this chapter with a look at the stability behavior of structures under 
transient loading. There are two situations of interest. First is impulse or short 
term loading, and the second is long-term loading such as a suddenly applied 
load, which then remains constant. The first could be associated with impact­
type loading and is covered in good detail in Reference [27]; the second is the 
rapid application of a nominally quasi-static load. These two may also be con­
sidered as limiting cases of blast loading as shown in Figure 7.31; a readable 
introduction to blast loading is given in Reference [73]. Aspects of these load­
ings have already been considered in other sections, but this section will attempt 
to bring the considerations together. 

p(t) p(t) 

(b) 

Figure 7.31: Limiting situations of blast loading. (a) Long time scale, blast appears 
of short duration and impulse like. (b) Short time scale, blast appears of long duration 
and steady like. 

Impulse Loading 

A way of viewing these problems is to realize that once the impulse is over 
the structure is now in free motion. This makes the problem amenable to the 
Lyapunov method where we view the conditions at the end of the impulse as a 
set of initial conditions. 
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The problem then reduces to the question of whether the energy of the impulse 
is sufficient to put the system outside the stable region. 

Example 7.16: Illustrate the stability response of the truss of Figure 7.26 due 
to impulse loading. 

10. 
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~ o. 
0 
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Figure 7.32: Phase-plane response for the truss. (a) Effect of increasing impulse for 
constant duration. (b) Effect of pulse duration for constant impulse. 

For simplicity we remove the vertical spring. The impulse is taken as a triangular 
force history, I = ~PotlT. Figure 7.32(a) shows the phase-plane responses for 
different strengths of impulse; Po is changed but tlT is constant. As expected, the 
effect of increasing the impulse is to send the system into orbit with increasing 
radius. Note that the end of the impulse coincides with where the trajectory 
touches the orbit. Values of impulse sufficient to put the system on an outer energy 
contour need not correspond to maximum displacement. That is, no matter how 
the system gets onto this outer contour, it is unstable. Thus an impulse that 
gives a positive initial velocity (so that the truss gets higher) could also cause an 
instability. 

Figure 7.32(b) shows the effect of pulse duration for constant impulse; both 
Po and tlT are changed so that I = ~PotlT is constant. The shorter duration 
pulse causes a larger initial velocity (and thus kinetic energy) and is more likely 
to send the system to the outer orbit. This is understandable, since the reverse 
situation, where the duration gets larger and larger, limits to a quasi-static case 
with diminishing amplitude and hence should not cause an instability. 

To utilize this result for the general case, we perform a static analysis to deter­
mine the critical load and hence critical strain energy. The critical kinetic energy 
is then obtained as 

m 

Now imagine the load is applied impulsively over a very short duration such that 
there is only kinetic energy with very little straining. Thus, the initial velocities 
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are related to the impulse by 

j{P}dt=[M]{it} or 

Finally, if we approximate the impulse as a triangular history and a space distri­
bution that is proportional to the static case, that is, X{p}, then the velocities 
are estimated as 

The criterion is 
Hit }[ M ]{ it } < Tc = Uc 

Corresponding to different expected durations f:J..T we will have different load 
scalings x. 

Long-Term Loading 

There are three situations that are of interest to us here. These are broadly 
divided into their quasi-static stability behavior. Clearly, if a system can become 
unstable under a quasi-static load, then it will also become unstable when it is 
applied dynamically; the question we are interested in, however, is if it becomes 
unstable at a lower dynamically applied load. 

I: Stiff Systems 

By stiff systems, we mean those which exhibit increasing stiffness with increasing 
deformation; these are globally stable when loads are applied quasi-statically. We 
take some of the ideas from Reference [43]. 

Consider the system 
{X} = [F(x, t)] 

If the solution can be extended or computed for all t, then we say it is defined 
in the future. On the other hand, if at some time T we get Ixl -+ 00, then the 
solution is said to have a finite escape time. In this latter case, the solutions 
are unbounded. The boundedness of solutions is a kind of stability described 
as Lagrange stability. We are interested in determining conditions under which 
solutions are defined in the future (i.e., are bounded for finite times) and this 
will lead to some statements about its stability. 

To help focus ideas, consider the nonlinear system 

Mil + C(u, it, t)it + F(u) = P(t) or u + c( u, it, t)it + f( u) = p(t) 

where P(t) is the forcing term. Assume the damping term is always positive and 
that the restoring force is such that 

G(u) = l u 
f(u) du -+ +00 as lui -+ 00 
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That is, away from the origin, f( u) behaves like a stiffening spring. Rewrite the 
system in the equivalent form 

LC't the Lyapunov functiull be 

The derivative becomes 

The first term on the right-hand side is always negative and so we have the 
inequalities 

We are interested in positive V solutions, so consider the differential equation 

iJ = g(t)V 1/ 2 or V 1/ 2 = ~ J g(t) dt 

It does not have a finite escape time and possibly becomes unbounded only as 
t -t 00. Applying this result to the inequality relation, we therefore conclude 
that there are no solutions with finite escape times, that all the solutions are 
defined in the future. 

The final step is to impose that 

100 
Ip(t)1 dt < 00 

which corresponds to forcing terms that die out sufficiently fast as time increases. 
The solutions are then bounded and the system is Lagrange stable. Note that 
this restriction rules out periodic forcing terms. 

As another example, consider the linear system with time varying coefficients 

Mil + P(t)u + [A2 + Q(t)]u = 0 or il + p(t)u + [a2 + q(t)]u = 0 

where both P(t) and Q(t) are forcing terms. Rewrite the system in the equivalent 
form 

Let the Lyapunov function be 
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The derivative becomes 

v = X2X2 + a2XIXI = -p(t)X~ - q(t)XIX2 

The first term on the right-hand side is always negative and so we have the 
inequalities 

V· 1 1 Iql [I 1 1 1]2 Iql [2 2 2] Iql V :::; -qXIX2 :::; - qXIX2 + 12al X2 + aXI :::; 12al X2 + a Xl :::; 12al 

This is of the form that we can conclude that there are no solutions with finite 
escape times, and that all solutions are defined in the future. If we now impose 
that 100 

Iq(t)1 dt < 00 

then the solutions are bounded and the system is Lagrange stable. Again, we 
are ruling out periodic forcing terms. 

Exrunple 7.17: Illustrate the distinction between Lagrange stability and Lya­
punov stability. 

Consider the linear system [67J 

il + [2 + etJit + u = p(t) 

Let p(t) be impulsive so that after a time it is zero and hence its integral is 
bounded. Since the damping is always positive, we conclude there is Lagrange 
stability. 

At the end of the impulse action, the system is in free motion. Let the initial 
conditions for this be u(O) = 2, it(O) = -1, then the solution is 

u(t)=l+e-t 

As time increases, this tends to u = 1 and not the origin and hence it is not 
Lyapunov stable. 

II: Bifurcational Systems 

What we mean by bifurcational systems are those systems which have a primary 
loading path that does not cause a change in the bifurcated degrees of freedom 
- Euler buckling of columns and flat plates are examples. 

To help focus ideas, we will concentrate on the simply supported beam shown 
in Figure 7.33. The linearized governing equation for the motion (at the instant 
after the load reaches its maximum value Po) is 

84v 82v 82v 
EI 8X4 + Po 8x2 + pA 8t2 = 0 

The total potential for this problem is 

II = !EI! (82v)2dx - !po {(8V)2dx 
2 L 8x2 2 lL 8x 
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Figure 7.33: Potential energy for a simply supported beam 'under different values of 
axial loading. 

To get an idea about the motion in the large, let the deflected shape have the 
representation v( x) = £> sin( 1fX / L), then the potential becomes 

II = 1f2 [EI1f2 _ Po] £>2 
4 L3 L 

This is shown plotted in Figure 7.33 for different values of Po . It is clear that the 
system becomes unstable only when Po 2: EI 1f2 / L2, which is the Euler buckling 
load. We therefore conclude that for this type of system, the dynamics associated 
with the application of the applied load do not affect the stability behavior. 

In a similar manner, if we let the deflected shape of the simply supported 
plate have the representation w(x, y) = til sin( 1fx/a) sin(1fy/b), then the potential 
becomes 

II = ab [~ [(na1f )2 + (~1f )2f + Nxx(n;2 )2] til2 

The expression inside the brackets is the buckling loads for plate. Thus for 
particular a, band n, m this potential has the same shape as in Figure 7.33. 

Example 7.18: Investigate the stability of a plate under the action of a rapidly 
applied axial force. 

We will use the plate investigated in Chapter 6. In that chapter, we were careful 
to apply the load "slowly" so that excessive dynamics were not induced - this 
was judged simply by there not being too many oscillations once the maximum 
load was obtained. We now wish to apply the load "fast ." 

Loadings are fast when they are applied on a time scale comparable to the time 
it takes a wave to travel a significant dimension of the structure. In the present 
case, the axially applied load generates a longitudinal wave that travels at the 
speed of Co = J E / p. For the aluminum plate of our example, this corresponds to 
a total travel time (down the plate and back) of 60/ls. A load history with this 
rise time was constructed. 
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Figure 7.34: Response of a simply supported plate to dynamically applied axial load­
ing. (a) Load is 10% below static critical. (b) Load is 10% above static critical. 

The deflections of the quarter points (Wi) and end-shortening (uo) are shown 
in Figure 7.34 for cases when the load is 10% below the static critical value and 
10% above. In both cases, a transverse load of 0.001 times the axial load was 
used as an imperfection to induce the instability. In comparison to Chapter 6, 
we see a great deal of activity during the initial stage of the response; indeed for 
the second case, the oscillation swings exceed the final equilibrium displacements. 
Nonetheless, when equilibrium is achieved, the load below the static critical value 
has caused negligible transverse deflection; the load above static critical causes 
the plate to deflect into the expected [3,1] mode shape. 

III: Limit-Point Systems 

In contrast to the bifurcational systems, the limit-point systems show a change 
of deformation in the degrees of freedom along the primary loading path. Snap­
through buckling of a shallow arch is an example, but so also is the buckling of 
shells. Background material can be found in References [35, 39, 40, 64, 65, 66]. 

To help focus ideas, consider the arch of Figure 7.35 modeled as a truss similar 
to Figure 7.26 (without the vertical spring). The governing equation for the 
motion (at the instant after the load reaches its maximum value Po) is 

Mv + K[l + ,8v]v = Po 

where we have approximated the truss stiffness with just two terms. The total 
potential for this problem is 

II = ~K[v2 + ~,8v3] - Pov 

The static instability occurs when v = -1/2,8, so we will normalize the potential 
using Vc == 11/2,81 to give 

~ = !(~)2+ i(~)3 _p~, 
110 Vc Vc Vc 



498 Chapter 7. Dynamic Stability 

pet) 

~ 
fm&~:f~ t!t~!t~:~ 

1.0 

IT 
ITo 

.5 

.0 

-.5 

?: - 0.0 

V/Vc 
-1 .0 ! .. "!" " ! ""!", , ! ,,,,!,,,,!,,,,! 

-2.5 -2.0 -1.5 -1 .0 ·.5 .0 .5 1.0 

Figure 7.35: Arch under distributed load. 

This is shown plotted in Figure 7.35 for different values of Po. 
There are two equilibrium points for each load value given by 

an = 0 
av 

-1 ± Jl + 4/3Po/K 
v = 2/3 

One is stable, and the other is unstable. The static instability load corresponds 
to where both equilibrium points coincide giving Po = -K/4/3 and v = -1/2/3. 

Consider the scenario where the load is applied up to the value Po but the 
deflection is constrained to be zero. Let the value of load coincide with the dotted 
line in Figure 7.35. Now release the constraint. Just at the instant of release, the 
system is at the (0,0) configuration, which is not an equilibrium configuration, 
and motion ensues. If there is no dissipation mechanism, the motion goes all 
the way to the unstable equilibrium point and back again to the (0,0) point 
repeatedly. Now repeat the scenario but with a slightly higher load, then the 
motion will go past the unstable equilibrium point and there is an unstable 
response. We therefore identify the dotted value of load as the critical load, and 
clearly this is less than the static critical load. 

We obtain the critical value of dynamic load from the conditions 

n = 0, an = 0 
av Pd = -3K/16/3, v = -3/4/3 

Thus the dynamic collapse load is 0.75 times that of the static case. 

Example 7.19: Investigate the stability of an arch under the action of a 
rapidly applied transverse load. 

Dynamic loading is when a vibration mode is excited and a very rapid loading 
is when very many modes are excited. Under zero loading the first four vibration 
frequencies of the arch are 95, 153, 232, 309 Hz, respectively, with the middle two 
being symmetric modes. Based on the first mode, any loading whose rise time is 
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Figure 7.36: Center response of an arch. (a) Quasi-static loading. (b) Dynamic load-
ing. 

greater than T = 1/ f = 10 ms will give a quasi-static loading. Figure 7.36 show 
the results when the rise time is 50 ms and 200 Ji,s. There is a difference in the 
results with the dynamically applied load causing snap-through at a lower load. 
However, the difference (about 8%) is not as significant as predicted by the simple 
analysis. This was also reported for shells in Reference [64]. 

Problems 

7.1 Consider a cantilever beam with an axially applied load and let the trans­
verse deflection be written as 

V(X) (lY [3 - 2(i)] VL + (i)2 [-1 + (i)] L4>L 

93(X)VL + 94(X)4>L 

where VL, 4>L are the tip deflection and rotation, respectively. 
• Show that 93(X), 94(X) are suitable Ritz functions. 
• Use these Ritz functions to establish the elastic stiffness, mass, and 
geometric stiffness matrices for the cantilever beam. 
• Write down the equations of motion. 

111----------.J1..£ EI,pA ,L 

7.2 For the system of the previous problem, 
• Determine the generalized force vector {p} when the axial load remains 
horizontal. 
• Investigate the stability of this system. 
• Make a sketch of the behavior of the roots as a function of P. 

7.3 For the system of the previous problem 
• Determine the generalized force vector {p} when the axial load is a 
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follower load. 
• Investigate the stability of this system. 
• Make a sketch of the behavior of the roots as a function of P. 
• Add damping to the system and investigate its effect on the stability. 

7.4 A two-degree-of-freedom system is described by 

where G is a gain parameter. 
• Investigate the eigenvalues as a function of the gain. 
• Is a static instability possible? 
• Is a dynamic instability possible? 

7.5 Continuing discussion of the discretized version of the follower force prob­
lem: 
• Add a form of proportional damping to system. 
• Investigate the effect of the damping on the stability. 

7.6 Consider an aircraft wing as a cantilevered thin plate. 
• Use the Ritz method to replace the equations of motion for the plate 
with a discretized [2 x 2] system dominated by flexure and torsion. 
• Assume there is a pressure distribution of the form P = Po + P1X where 
x is in the chord direction. Replace this pressure with an equivalent torque 
and force. 

7.7 For the system of the previous problem, assume that the pressure has the 

same distribution but that it is linearly dependent on ~~. 
• Replace this pressure with an equivalent torque and force. 
• Investigate the stability of this system. 

7.8 Treat the launch of a rocket as a follower force problem. 
• Investigate the effect of the location of a concentrated payload. 

7.9 The equation u + u - ~U3 = 0 has an approximate solution acoswt where 
w2 = 1 - ~a2, a« 1. 
• Show that the solution is unstable. 

- Reference [38], p. 266 

7.10 The equation u+au+w3 = eycoswt has the exact subharmonic solution 
u = (41')1/3 cos ~wt when w2 = 9(a + 3ey2/3/41/ 3). 
• Show that the solution is stable. 

- Reference [38]. p. 265 

7.11 Consider the system of equations Xl X2 + aX1[xi + x~ - 1]", X2 = 
-X2 + /3x2[xi + x~ - 1]\ 
• Show that a = -1, /3 = -1, I' = 1 gives a stable limit cycle. 
• Show that a = +1, /3 = +1, I' = 1 gives an unstable limit cycle. 
• Show that a = -1, /3 = -1, I' = 2 gives a semi-stable limit cycle. 

- Reference [67]. p. 35 

7.12 Compare the following two Lyapunov functions for testing the stability of 
the pendulum: V1 = (1-COSX1)+~X~, V2 = 2(I-coSX1)+~xi+X1X2+X~. 

- Reference [67]. p. 67 
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Thus, for a complete investigation of dynamical systems, we require 
not only a computer and the direct integration methods. These provide 
no more than an ideal computer laboratory in which an arbitrary 
number of experiments can be performed, yielding an immense data 
flow. We require, in addition, certain principles according to which the 
data may be evaluated and displayed, thus giving an insight into the 
astonishing variety of responses of dynamical systems. 

J. Argyris and H-P. Mlejnek [4) 

Nonlinear problems present special difficulties for a book in that they pose 
a great challenge to have sufficient representative results. A book example by 
its nature is a single realization - a single geometry, material, or load case; 
multiple test cases and examples are just not feasible if the book is to remain 
reasonable in size. But engineers, being introduced to something new, need to 
see other examples as well as variations on the given examples. Consequently, a 
new way must be found to present the results of exploring nonlinear problems. 

As computer modeling becomes easier to use and faster to run, this opens up 
the possibility of understanding problems by visualizing the results. Whereas 
computer programs once sufficed to provide numbers - discrete solutions of 
"stress at a point" and the like - now complete simulations, which present global 
behavior, trends, and patterns, can be explored and sensitivity studies analyzing 
the relative importance of geometric and material parameters can be evaluated. 
Being able to observe phenomena and zoom in on significant parameters, making 
judgments concerning those that are significant and those that are not, will 
greatly enhance the depth of understanding. 

The situation becomes one of how to present and interpret information, what 
trends to look for, what conclusions can be drawn. The purpose of this discussion 
is to explore (in very broad terms) the make-up of such a computer laboratory, 
to share some experiences of a prototype version called QED, and to place the 
content of the current book within this context. 

QED: A Computer Laboratory 

As envisioned, the simulation program runs simultaneously with reading the text 
and becomes a resource to be interacted with and tested against as the examples 
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are explored. For instance, in the stress analysis of a plate with a hole introduced 
in Chapter 2, some logical questions to ask are: 

• What if the hole is bigger or smaller? 

• What if there are two holes instead of one? 

• What if the hole it; ill a tlhell'( 

• What if the loading is dynamic? 

• What if the clamped boundary has some elasticity? 

These questions are too cumbersome and expensive to answer in a single text 
but are very appropriate for a simulation program. 

frames 

cylinders 

channels 

holes 

notches 

QED: a computer laboratory 

geometry 
bcs 
loads 
mesh linear static 

linear vibration 

linear transient 

buckling 

nonlinear incremental 

nonlinear transient 

contours 

shapes 

tractions 

time traces 

Nonlinear ODE 

sym K 

anti-sym K 

pendulum 

van der pol 

frame 

parametric 

Figure A_I: Overview of a simulation program called QED. 

The intent of QED, then, is to provide an interactive simulation environment 
for studying and understanding a variety of problems in nonlinear structural 
mechanics - a laboratory for exploration and accumulation of experiences. Fig­
ure A.I shows a possible schematic of the functional parts of the program. Its 
design is such that it isolates the user from having to cope with the underlying 
enabling programs (indicated in dashed boxes) and presents each problem in 
terms of a limited (but richly adaptable) number of choices and combinations. 

The process of finite element analysis can be broken down into three separate 
stages. These are presented as independent modules in QED. The pre-processing 
stage allows the model geometry to be defined, the boundary conditions imposed, 
the loads applied, and the mesh generated. In the second stage, the analytical 
solution is obtained. Choices as to the type of solution required and the param­
eters best suited to guide the procedure are made. In the post-processing stage, 
results are displayed in a variety of ways. Contour plots of nodal results, the 
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deformed shape, free body diagrams, and time history traces are available. The 
essence of many nonlinear phenomena is captured in single differential equations. 
A gallery of standard some nonlinear equations are also presented. 

I: Creating Model Geometries 

The design philosophy for the model building is to make each module very 
specific but flexible through parameterization. This is important as it helps to 
fix focus on the significant aspects of behavior. Each problem has a template of 
properties, therefore the user need only focus on what they want to change. 

The model geometries presented by QED are chosen to encompass a range 
of interesting shapes, loading patterns, and boundary conditions. The models 
are separated into categories based upon their geometric configurations. Within 
each module parameters can be changed to "morph" the shape from one form 
to another. For instance, the "Frames" module includes the option to define 
a multispan beam, a plane frame, and a space frame as shown in Figure A.2. 
These share common geometric characteristics and are thus classified in a single 
module. There are corresponding variations of the loads . 

..-------"- - ,, 

(a) (b) (c) 

pm; 

Figure A.2: Progression of associated geometries. (a) Beam. (b) Plane frame. (c) 
Space frame. 

II: Analyzing the Problem 

Irrespective of how the model was created, the same collection of analysis pro­
cedures can be applied and all loads are considered to be applied dynamically. 
Each has a set of parameters associated with the solution algorithm. Thus the 
"nonlinear incremental" option includes parameters for the time step and conver­
gence tolerance for Newton-Raphson iterations. Generally, the algorithmic issues 
addressed in the text are presented as parameters. Any load can be considered 
to be applied dynamically or statically. 

III: Viewing the Results 

In the post-processing stage, a variety of schemes are provided for viewing the 
results. The same collection of post-processed information can be interrogated 
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for all models, but knowing which is best suited to a particular problem is 
very valuable to a deep understanding of a problem. For example, for buckling 
and wave propagation problems, each mode or snapshot can be displayed and 
investigated separately as if an instance of a static problem. But time traces (of 
velocity or stress at a point) is additionally needed for the wave propagation 
problem but not the buckling problem. 

IV: Gallery of Nonlinear Equations 

The collection could range from the symmetric return force to Van der Pol 
equation to parametric excitation. The typical equation is of the form 

Mil + C(u)u + K(u, t) = P(t) 

with C(u) and K(u, t) containing many parameters that are adjustable. The 
loads can be a combination of ramp, forced frequency, multiple pings, and uni­
form. 

The results are presented as trajectories, component histories, phase-plane 
plots, Poincare plots, energy and isocline contours, and Fourier transforms. At 
any stage, an immediate comparison can be made with the linearized model. 

V: Enabling Programs 

In terms of philosophy, any FEM program could be used for the underlying 
computations and any graphically oriented 4GL can be used for programming 
the user interface. Reference [81] is a nice illustration of using MatLab as the 
host to Ansys for the computations. 

NonStaD is the finite element analysis program used as a test bed implementing 
the major features discussed in this book. Its operation under QED is by way of 
driver or script files. That is, QED creates the script files to execute NonStaD in 
batch mode. 

The program GenMesh is used to create structure datafiles for use by NonStaD. 

Its main capabilities involve generating meshes and performing executive func­
tions such as merging meshes and adding material properties and boundary 
conditions. Here also, QED creates the script files which run GenMesh in batch 
mode. 

The Role of the Book 

The role of the book is to provide the principles by which dynamical systems 
are explored, it is a guide book; the role of the computer is to make many 
examples readily available. Having a flexible sophisticated simulation running 
on the computer to augment/counterpoint the text examples would profoundly 
affect the engineers' perception of both theory and computational methods. The 
interplay of both would establish an interesting and exciting dynamic. 
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