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PREFACE

Computer Aided Architectural Design has become a main factor in
everyday processes in the architectural office. New developments in
visualisation techniques, Internet, organisational forms, and programming
languages push the boundary of what is technologically possible in CAAD
software. Academic and industrial researchers alike are looking for new and
unanticipated ways to use CAAD in a productive and creative manner. The
CAAD Futures conference is a venue in which state-of-the-art work is
presented and views for the future are discussed. Since its start in 1985, the
bi-annual conference has been instrumental in charting the development of
CAAD and use in architectural and engineering design. The series of
conferences started in 1985 in Delft, and has since travelled through
Eindhoven, Boston, Zurich, Pittsburgh, Singapore, Munich, and Atlanta.

The current proceedings provide the papers submitted for the CAAD
Futures 2001 conference, which was held in Eindhoven. It counts over fifty
papers, with contributions from many areas of research in Computer Aided
Architectural Design. The breadth of the submissions is reflected by the
sixteen categories that organise the proceedings. Most of these categories
constitute well-defined areas of research, such as Case Based Reasoning,
Virtual Reality, Hyper Media, Collaboration, and so forth. Others have
proven more elusive: the category of Form Programming reintroduces the
issues of description and generation of form by means of programming.
Simulation appears in two categories: Simulation and Architectural Analysis.
Papers in these categories differ mainly in the basic stance that is taken about
the use of simulation results. XML is beginning to break through, but since it
is so much integrated in the research work it did not stand out as a separate
category.

The following paragraphs provide an overview of the papers per
category.

Capturing Design

Capturing design is about the techniques and methods that support the
designer in creating a digital representation of his/her mental image. For
design recording, Gross, Do and Johnson propose to use speech recognition
to create a searchable multimedia document, which includes the graphics as
well as the designers’ comments. Design creation and manipulation requires
a more intuitive interface than the well-known WIMP interface. One
approach is to interpret gestures [Kemp, Gross], another approach is to
interpret digital sketches [Leclercq]. In the first case video is used to capture

xi



xii CAAD Futures 2001

hand positions and translate them into modelling commands, in the latter
case pixels are converted into lines and relationships in the architects’
sketch.

Information Modelling

Information modelling discusses methods for representing design
information which captures architectural design features such as
representational flexibility and temporal data. Sorts [Stouffs, Krishnamuri]
specifies a common syntax, allowing for different vocabularies and
languages to be created, and providing the means to develop translation
facilities between these. Using such an information modelling method,
Ekholm argues that user activities in a building should be taken into
consideration by introducing an activity space with specific properties such
as time schedule. With this information 3D models can be created which
illustrate how these activities are accommodated in the building. Integration
of spatial and temporal information is not only important in the design
process but also in the construction process. Shih and Huang developed a
system that supports presentation of changes in time as well as cross-analysis
of spatial relationships between construction activities.

CBR Techniques

Case Based Reasoning has attracted many researchers as a method for
architectural design knowledge encapsulation. On the urban level, Peng,
Chang, Blundell Jones and Lawson implemented a system that can generate
on user request, VRML models of city plans with its contextual information.
On the building level, Chien and Shih developed a system that supports
browsing the design space by filtering components and assemblies from the
database. Heylighen and Neuckermans tested their web-based design
assistant whether it really engaged students into in-depth explorations of
designs from the case base.

Virtual Reality

VR technology has initiated a range of new developments in architectural
design. The most wide spread application is the architectural walkthrough.
Stappers, Saake and Adriaanse analysed CAVE experiments and conclude
that narrative enhancements can substantially improve the level of
engagement. VR requires special input devices for navigation. A very
special device is the human muscle as used by Knight and Brown to activate
signals. Maver, Harrison and Grant argue that the possibility to navigate



Preface xiii

through virtual buildings is even more relevant for people with mobility or
visual impairment. VR technology is taken one step further by Do into the
direction of a design tool named VR sketchpad. This supports the
recognition of simple shapes while sketching, translates them into building
elements and displays the scene in VRML. An additional feature is the
transparent window to quickly trace and extract any image from other
application software.

CAAD Education

In CAAD education the Virtual Design Studio has received much
attention. Clark, Maher and also Russell extend this idea into a Virtual
Learning Environment. They argue that more important than form and space
are the enhancements to give it a sense of place. Therefore special platforms
are developed and used in architectural education. Architectonic learning
and revealing new ideas is possible through digital narrative scenarios within
a 3D space as presented by Strehlke and Engeli. Hyperstructures allow
multi-threaded, multi faceted representations. Woodbury, Shanon and
Radford introduce play to stimulate collaborative design. It builds
confidence to continue and competence to perform. QaQish developed a
method to evaluate the effectiveness and productivity of CAAD courses
between and within students. Its purpose is to work as a framework to
augment interactivity and positive learning.

(Hyper) Media

The medium through which architects work while designing, has
undergone many changes and developments in the past years. The
environment in which to communicate with others and oneself has become
more responsive, intelligent, and geared to a natural interface. Cheng
investigates the effectiveness and bias that several media induce when users
are making surveys. This work gives indications how media such as
photographs, video, sketching, etc. influence the recording process. Jung
presents ongoing work on annotation of online geometric models by multiple
participants to share design ideas. A fluent interface that is quick to use is
required to make online-discussions easier to attend. Jung demonstrates how
a pen-interface can work in such a system. Do shows a prototype of a system
that can relate different design drawings by understanding the geometry of
the drawings. It helps as an explorative tool to organise many drawings.
Another way to look at drawings is presented by McCall, Vlahos, and Zabel.
They show how the hand-made trace can provide a useful organising
structure for hyperstructuring design drawings, in particular when based on
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traces on drawings. In this way, the ease of hand sketching can be combined
with automated organisation. Mishima and Szalapaj present a multi-media
system for conveying architectural concepts to architects and architectural
students. The content of the system focuses in particularly on analysis and
design concepts.

Design Evaluation

Evaluation is a crucial step in the design process to assess the
performance and impact of the building (component) design, and whether it
lives up to the expectations of the designer, national codes, the client, etc.
Automated code checking for example, has received some attention in the
past. Yang and Li show how an Object Oriented approach for both
representing codes and building designs can aid in automated code checking.
The two other papers in this category deal with lighting evaluation. Moeck
shows how a top-down approach, using evaluation criteria such as visibility,
material appearance, and location of shadows and highlights can lead to a
fast lighting proposition. This strategy reverses simulation techniques where
first all sources need to be placed and then the lighting can be simulated and
evaluated. Eissa, Mahdavi, Klatzky and Siegel test the hypothesis that
lighting tools that use numeric simulation and scientific visualisation can
provide adequate material for designer to evaluate the lighting design. Such
research work is valuable to better understand and use visualisation tools in
evaluation of designs.

Design Systems Development

The development of design systems is a complex task, in which the
insights from information modelling, user interface, design methods and
tools, etc. are incorporated and have to be balanced out. Two papers in this
category deal with general issues in design systems development: usability
and inconsistency. Chien demonstrates how an Object-Oriented Software
Engineering strategy combined with a usability analysis method can help to
develop prototype software with a higher degree of usability for the user.
Hoffmann, Stumptner and Chalabi discuss the issue of consistency of data
models. During the design process, they argue, multiple and also single
designers cannot maintain consistent models of the design, as they are
switching from perspective, design approach, organisation of the computer
model, etc. The authors therefore propose a system that can hold these
various views up to the point where they need to be unified again. In their
paper, they also discuss the mapping functions between the various
perspectives.
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Collaboration

CAD support for multiple partners has been researched for quite some
time now. Papers in this category focus either on the environment in which
design partners collaborate [Johnson], [Han and Turner], or on the technical
support issues that arise when working with multiple partners [Jeng],
[Cerulli, Peng and Lawson)].

Johnson points out that not only support for focused interaction is
required, but also for unfocused interaction, which concerns the peripheral
awareness of the designer of his or her partners. This information is
important to convey in a design environment. Johnson presents a prototype
interface that incorporates unfocussed interaction and present the first
informal evaluations of such a system. Han and Turner experiment with
VRML-based environments of distributed systems that support geometry
display and communication with avatars of other designers, and show how
these systems can be evaluated.

Jeng presents a rule-driven system that coordinates what kind of activities
when, how, and by whom need to be undertaken in a design process with
multiple participants. This coordination model is implemented as a web-
based application. Jeng discusses the system as well as its potential use.
Cerulli, Peng and Lawson present a system that records design processes,
and that can provide meta-knowledge about this process for evaluation
during or after the process. In this way, the decision-making process
becomes more transparent for all partners involved, which can enhance the
quality of decision making.

Generation

Automated building and shape generation have always been in the focus
of research attention. In the past years, attention has been mainly on shape
grammars. In this research field there are contributions from Park and
Vakal6, and Chase and Liew. Park and Vakalo present a form-generating
grammar that is derived during the design process by recording the objects
that are involved in transformation steps. In this way, a designer does not to
construct the shape transformation rules that are applied, yet the steps are
recorded. Chase and Liew take a look at the field of redesign, where existing
designs are adapted to suit changing requirements or tastes. They provide a
framework based on feature grammars for this. Changes in style and
appearance of the redesign are captured by means of rule modifications,
using the mechanism of Function-Behaviour Structures.

Medjdoub, Richens and Barnard present a full-fledged automated
generation system for pipe-routing of Low Temperature Hot Water plant
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rooms. The system progresses through a sequence of steps based on a few
starting assumptions for the room and provides a layout for the piping. The
result can be manipulated interactive, while the system tries to conform to
the constraints that apply to the piping system.

Design Representation

Representation of design plays a very central role in the discipline of
architecture. Not only is the representation of what is (being) designed an
inherent part of the design and construction process, also in architectural
history and theory, design representation has a key-role. Augmenting the
richness of design representations is the objective of Tunger, Stouffs, and
Sariyildiz. This objective is pursued by interpretation of design documents,
decomposition of their content, and integration of decomposed documents
into a rich information structure. Two different implementation approaches
are discussed that are used to represent this type of rich information
structures.

Kulinski and Gero regard design representation as a triplet of function,
behaviour, and structure. The transitions between these three states of a
design can be represented in a graph. The authors concentrate on analogy as
a strategy in the design process; the matching of domains that share common
representational structures. A model of situated analogy for design is
presented, involving the re-representation of the knowledge in a domain for
the purpose of finding analogies.

Tang and Gero argue that current CAAD systems lack the ability to
support the speed and vagueness of the conceptual designing process.
Through empirical data they show that perceptual cognition and connections
between sketches and higher level cognitive functions are as important as the
explicit representations that are recorded by CAAD systems. This leads to
the conclusion that design representation should not be fixed but allow for
the emergence of a variety of unexpected forms and spatial relationships.

Knowledge Management

Closely related to the subject of Design Representation is the topic
Knowledge Management. This area, in the context of design support,
addresses the development of methods for storing, retrieving, interpreting,
and structuring design knowledge. Ciftcioglu and Durmesevic describe an
approach of information mining to handle the complex relationships among
information components and the interdependencies in information structures.

Turk, Cerovsek, and Martens attempt to use machine learning and data
mining techniques to cluster topics in the area of CAAD. This attempt has
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the objective to provide an intelligent search interface to the CUMINCAD
online database of CAAD publications. A number of algorithms for
automatic analysis and grouping of publications are investigated, albeit with
insufficient success.

Mann and O Cathain present how TRIZ, a systematic method for support
of innovation and creativity, can be applied in the discipline of architectural
design. Through a number of case studies, they demonstrate the potential of
this method for re-using design knowledge in and outside the discipline of its
original context.

Form Programming

Form programming comprises of a group of papers that focus on the
generation of form by means of some algorithmic approach, other than shape
generation. Gross presents a low level programming language with which
one can quickly generate forms. As the author claims, advanced and
complex shape modelling in CAD systems still is cumbersome, and some
shapes cannot be made at all. A different approach to form programming is
demonstrated by Choi, Kwon, and Lee. They have developed a design buffer
which stores the rapid production of design ideas in the early design phase,
and only later requires the architect to focus on a more rigid computer
model, drawing from the many ideas and shapes in the design buffer. A
Boolean set operator functions on the objects in this buffer, allowing the
architect to quickly interact with the ideas. Mahalingam has developed a
system in which effectors work on geometry (or other effectors) taking into
account particular goals or constraints. By having effectors in particular for
interior and exterior conditions of an envelope, shapes for example of an
auditorium can be derived from this balance of forces. The work presented
by Gavin, Keuppers, Mottram, and Penn, has a twofold target: one, to
present a virtual working environment for multiple participants, and two, a
mechanism to generate the environment in such a way that it reflects the
design history and current status of the users in the environment. For this last
purpose, the authors have developed a generative algorithm for the
environment which gets feedback from analysis and user responses and
behaviour.

Simulation

In the simulation section, four performance aspects are highlighted,
namely: structural analysis, airflow analysis, HVAC analysis and life cycle
analysis. Martini proposes a particle system approach for real-time, non-
linear physical simulation. Koutamanis and den Hartog introduce surfaces to
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define the interaction between the simulation of indoor climate and the
representation of its spatial form. Mahdahvi, Brahma and Gupta tackle the
problem of early design simulation by using a differential building
representation in combination with agents that provide reference designs for
technical subsystems. Ries and Mahdahvi developed an affordance impact
assessment method for regional environmental simulation. All researches
have in common that building performance simulation is integrated in a
design evaluation tool.

Architectural Analysis

In contrast with the previous section, there are no computational models
for architectural analysis that can be derived from the laws of nature. Yet
there is a strong interest in design support on the architectural level. Analysis
after the design process can bring forward new design knowledge.
Koutamanis, van Leusen and Mitossi obtained new insights on activity
allocation and compartmentalization by analysing pedestrian circulation. A
very special method to enrich architectural investigation is introducing
faking as part of scenario-building [Brown], currently well supported by
digital techniques. Analysis as part of the design process may benefit from
the curious agents proposed by Saunders and Gero that will support you in
discovering interesting designs. Affordances of designs from the occupants’
perspective is yet another typical architectural design consideration that is
used by Tweed to analyse the use-value of a design for a variety of different
occupants.

Urban Design

Urban plans can be reconstructed from the existing situation or newly
designed using a design support tool. Chevier and Perrin developed an
interactive tool for virtual 3D rough reconstruction of buildings using a
scanned photograph and a cadastral plan. Having such a 3D model, people
can participate in landscape design with a web-based tool developed by
Alpha and Iki and Zhang, Tsou and Hall, thus creating design alternatives
and evaluating the visual experience. Designing new urban plans is
supported by the tools of Chitchian, Sauren, Sariyildiz and Heeling and of
Canaparo and Robiglio. In the first case the tool is customized with specific
objects and design scales. In the second case the suburbanization process is
simulated using cellular automata and genetic programming.
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To conclude, there are no clear revolutions going on in the field, although
hindsight might prove us wrong in this respect. What we have here is an
overview of a mature and well-established line of inquiry which boosts a
rich development of tools to support architectural design with computers.

The CAAD Futures 2001 Organising Committee
Bauke de Vries, Jos van Leeuwen, Henri Achten

The CAAD Futures Secretariat
Marlyn Aretz



The Design Amanuensis
An Instrument for Multimodal Design Capture and Playback

Mark D. Gross, Ellen Yi-Luen Do, and Brian R. Johnson
Design Machine Group, University of Washington

Key words:  Protocol analysis, recording, design process research

Abstract: The Design Amanuensis™ supports design protocol analysis by capturing
designers’ spoken and drawing actions and converting speech to text to
construct a machine-readable multimedia document that can be replayed and
searched for words spoken during the design session or for graphical
configurations.

1. INTRODUCTION

Design researchers have used think-aloud, or protocol analysis, studies of
designers in action to better understand their design processes. Protocol
analysis studies are used across the domains in which cognitive scientists
seek to understand human problem-solving. Protocol analysis (Newell,
1968) was brought to the attention of the emerging fields of cognitive
science and artificial intelligence in 1972 by Herbert Simon and Allen
Newell’s important book, “Human Problem Solving” (Newell, 1972).
Newell and Simon were among Carnegie Mellon’s most prominent scientists
and this method of protocol analysis was employed in some of the first
empirical studies in design research by Carnegie Mellon researchers
Eastman (Eastman, 1968) and later Akin (Akin, 1978). Donald Schén based
his analysis of design as an example of reflection-in-action on an analysis of
protocols taken in architecture design studios at MIT (Schon, 1985). Many

* amanuensis: Latin, from a manu slave with secretarial duties; one employed to write from
dictation or to copy manuscript (Merriam Webster Collegiate Dictionary)

1
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subsequent research studies (e.g., Goel’s Sketches of Thought (Goel, 1995);
Goldschmidt’s studies of visual reasoning in design (Goldschmidt, 1992))
have employed the study of think-aloud protocols, including a recent
workshop (Cross, Christiaans and Dorst, 1996) that brought together a
diverse collection of research teams who studied the same design protocol to
compare their analysis and conclusions. Think-aloud protocol analysis has
some reported shortcomings, notably that talking aloud interferes with
performing the task at hand (Wilson, 1994); nonetheless it is widely
accepted as a useful method of design research.

In a typical think-aloud study designers are given a problem and then
they are observed, audio-taped, and often videotaped as they work the
problem. Later, the design researcher transcribes the taped record of the
design session and using his or her notes constructs a time labelled record of
the events in the session. The study may examine a single designer working
alone or a team of designers working together. The record typically consists
of the drawings made and the designers’ comments; in addition it may
indicate gestures such as pointing to portions of the drawing or body
movement. This transcript is typically the main corpus of research material
used for further analysis.

Many researchers proceed from the transcript to make time-based
representations of the design history, from which they reason further about
the design process. These ‘design scores’ take various forms, for example
Goldschmidt’s Link-O-Gram diagrams (Goldschmidt, 1990). These more
abstract representations of the design process may be more directly useful in
analysing design behaviour, but they also are abstractions or translations of
the raw protocol data captured during the design session.

Valuable as think-aloud studies are in design research, they also require a
great deal of tedious effort on the part of the researcher. One of the more
laborious tasks in conducting a protocol study is transcribing the design
session after it has been recorded on tape. Potentially relevant events in a
design session often happen every few seconds, and co-ordinating the times
of events in different modalities is important. For example, based on a
protocol analysis study Akin and Lin report that novel design decisions
usually occurred when the designer was in a “triple mode period”: drawing,
thinking, and examining (Akin and Lin, 1995). This type observation can
only be made based using a time-accurate record of the design session.

Depending on the level of detail that the researcher is interested in, a one-
hour design session can demand tens of hours of transcription time. The
researcher must carefully watch a video tape frame-by-frame to locate start
and end times for events and transcribe the words spoken during the session.
A single design session may result in a transcript that is tens of pages long.



The Design Amanuensis 3

We (Gross and Do) first realised the need for a design recording
instrument when Do was capturing data for her doctoral dissertation (Do,
1998), which involved transcribing and analysing videotapes of four one-
hour design sessions. A great deal of effort was spent locating the precise
times of spoken comments, drawing marks, and associating them with
drawings made on paper, or images of drawings recorded on video tape.
Although several research efforts have tried to support recording and
analysis of multimodal conversations, no off-the-shelf tools were readily
available for our purpose.

The Design Amanuensis project aims to facilitate this transcription, by
helping capture the spoken and drawn events of a design session, and by
constructing a machine-searchable transcription that serves as a pointer into
the source data captured during the original design session. We have built a
first working version of this system that captures the designer’s drawings
using a digitising tablet and pen as well as the spoken think-aloud protocol.
The captured audio is run through an off-the-shelf speech recogniser to
generate a text transcription of the design session. The three components:
drawing, audio, and text transcript, are arrayed in an interactive multimedia
document. The design researcher can then review, correct, and annotate this
document to construct a transcript of the design session.

As current speech-recognition software is somewhat unreliable, it is
important to allow the design researcher to repair the machine-made text
transcript; nevertheless, starting with an initial transcription is a significant
improvement over starting from scratch. The speech recognition software
associates the text transcript with the corresponding recorded audio so these
repairs are easier to make than working with an ordinary audio or video
recording.

The paper reports on the design and implementation of the Design
Amanuensis. We review some of the specific challenges in constructing this
system and how we addressed them, as well as our plans for enhancing this
system in the future. Finally, we discuss other applications for the
Amanuensis, including its application as a note-taker for distributed design
meetings that take place over the Internet.

2. RELATED RESEARCH

Many efforts to build recording and indexing systems for mutli-modal
information (e.g (He, Sanocki, Gupta et al., 1999)) are designed for
automatically indexing streamed video, for example newscasts and lectures.
Others are designed to “salvage” meetings; to create a useful, searchable
record of a multimodal conversation taking place at a whiteboard or around a
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table.  Still other “personal notebook” efforts focus on studying or
supporting the individual note-taker engaged in a specific task, for example,
listening to a lecture.

In light of the relatively small number, world wide, of design researchers,
it 1s unsurprising that we could find only one project specifically designed to
record and index design protocols. With much the same goal as we have in
mind, McFadzean, Cross, and Johnson (McFadzean, 1999; McFadzean,
Cross and Johnson, 1999), have developed an experimental apparatus called
the Computational Sketch Analyser (CSA), which they use for capturing
design protocols. The CSA records drawing marks on a digitising tablet,
classifies, time stamps, and co-ordinates them with a videotaped record of
the drawing activity. However, the CSA does not transcribe the think-aloud
protocol, leaving this task to the researcher, nor does it enable the researcher
to search the record. In reviewing a design protocol that may extend to fifty
or more transcribed pages, it is useful to be able to search the record for
specific words or phrases, as well as specific drawing marks.

Oviatt and Cohen’s Quickset program aims to support multimodal
conversations, for example, military mission planning (Oviatt and Cohen,
2000). Quickset’s important contribution to Human-Computer Interface
research is using context from one mode (e.g., speech) to aid recognition in
another mode (drawing). However, the Quickset system does not record
speech continuously and independently of drawing acts. Rather, each speech
event is associated directly with a drawing event: audio recording for that
event begins when the pen goes down. Continuous and independent speech
and drawing are typical in design protocols, and so Quickset would not serve
our purpose.

Stifelman’s Audio Notebook (Stifelman, 1996) was designed as a note-
taking aid for a student attending a lecture. The student’s handwritten notes
were recorded using a digitising tablet and the lecture was simultaneously
recorded in an audio file. The audio track and hand written notes were co-
ordinated using the time stamps, so that a student could review the lecture by
pointing to the notes he or she had taken, which served as an index into the
audio track. The Audio Notebook did not perform speech recognition, so the
record was indexed by marks made on the pad, but it could not be searched.

The Classroom 2000 project (Abowd, Atkeson, Feinstein et al., 1996;
Abowd, 1999) used ubiquitous computing concepts to capture lectures,
instructor’s whiteboard notes, and student notes on personal handheld
devices, and to later enable students to access these records of a class to
enhance learning. Initially focused on capture and replay of lectures and
notes, the project has recently explored using commercial speech recognition
software to transcribe spoken lecture material.
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Moran’s Tivoli project has explored capture and indexing of spoken
audio and whiteboard drawing to support ‘salvaging’—an activity involving
“replaying, extracting, organizing, and writing”—the records of meetings.
(Moran, Palen, Harrison et al., 1997). This project also did not attempt to
transcribe the spoken audio, but provided a case study of how the system
was used over an extended period of time.

3. DESIGN PROTOCOLS
3.1 Example of a design protocol

Figure 1 shows a typical excerpt from a design protocol taken without the
aid of the Design Amanuensis (Do, 1998). Entries in the leftmost column
contain frames clipped from a videotape made during the session, in which
the content was aimed at the designer’s work area. The second column
indicates the elapsed time in minutes and seconds since the session began.
The third column records the designer’s spoken comments (e.g., “ummm...
what if we put the main entry here...” as well as the designer’s physical
actions (e.g., “picks up pencil and begins to draw rectangles”). The fourth
column contains the researcher’s annotations, and the rightmost column
contains scanned excerpts of the design drawing made at this point in the
protocol.
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Figure 1. Excerpt from a design transcript showing frames from videotape, transcribed think-
aloud protocol, and design actions

3.2 Recording a design protocol

The Design Amanuensis helps create this type document by recording all
drawing and audio data as it is produced. The designer draws on an LCD
digitising tablet and all spoken remarks are recorded as digital audio.
Although the digitising pen and tablet are quite comfortable and natural to
use, some time is required for the designer to become familiar with this
mode of drawing. Similarly, the speech-to-text software works best when
trained for the individual speaker. Once the designer is familiar with the
drawing environment and the speech recognition software has been trained,
the design recording begins. As the designer draws and talks, the program
records these actions into files.

33 Reviewing the design history

When the design session is finished, the Design Amanuensis processes
the files and makes them ready for replay. Then, the researcher can play
back the entire design session from the beginning, or any portions of it. The
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researcher can move forward and backward through the session (using a
tape-recorder style control panel), or search for words in the text transcript or
for drawn figures. The researcher can also point to a specific element of the
drawing to review the corresponding portion of the design record. As the
researcher reviews the record, he or she can correct erroneous text
transcriptions by simply selecting and retyping them as in a text editor, as
well as add annotations to the record.

Figure 2 shows the simple player interface for browsing the design
record. Interface buttons enable “rewinding” to the beginning of the session,
moving backward or forward one (speech or drawing) event at a time,
selecting an element from the drawing to set the playback session clock as
well as loading new session data and establishing a time mark. The three
numbers display the start timestamps of the most recent previous event (left),
the current event (centre) and the next event (right).

Figure 2. Playing back part of a design conversation

4. IMPLEMENTATION

The Design Amanuensis is implemented on Macintosh computers using a
combination of software components. Drawing capture and management is
handled by an extension of an existing research software program, the
Electronic Cocktail Napkin (Gross and Do, 2000). Speech capture and
recognition is handled by an off the shelf commercial application, IBM’s
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ViaVoice™ for Macintosh. Audio file format translation is handled by
Norman Franke’s excellent freeeware utility, SoundApp PPC and inter-
application control is handled by Apple’s AppleScript language. All these
components are co-ordinated by code written especially for this purpose in
Macintosh Common Lisp.

Time stamped
Drawing drawing file
Capture P

Time-

stamped - -

Text “tag” file Design History
Playback
Manager

Speech Session

Captur [P file
Audio
WAVE
file

Figure 3. System diagram of the Design Amanuensis showing the two capture modules
(drawing and speech capture), the four main files these modules create, and the design history
playback module.

4.1 Drawing capture

The drawing capture component of the Amanuensis is an extension of the
Electronic Cocktail Napkin. This program records each drawing mark as it
is made, and records with each mark the time when it was initiated. In
addition to recording the (X, y) co-ordinate stroke information for each
drawing mark, the Electronic Cocktail Napkin attempts to recognise the
marks as they are drawn. The Napkin program produces a drawing file that
contains the entire set of time stamped drawing marks.
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4.2 Speech capture and transcription

The Amanuensis uses IBM’s commercial product, ViaVoice™ for
Macintosh, for speech capture and transcription. This program records audio
and transcribes the audio record to text. ViaVoice produces a single “session
file” that contains the recorded audio, the text transcription, and tags that
indicate the starting and ending times for each identified word and phrase in
the audio, as well as alternative transcriptions of each word. The
Amanuensis parses this single large file into several smaller component files
(Figure 3). It also uses a helper application (SoundApp PPC) to convert the
audio from the WAVE format that ViaVoice™ produces to the Mac native
AIFF format.

4.3 Initiating a design session recording

Initiating a design session recording is straightforward: The program
must simultaneously start recording audio and zero the clock for the Cocktail
Napkin drawing program. In our current version these applications run in
parallel on separate machines, because the speech recording software
requires a dedicated processor. An AppleScript™ program launched from
the Common Lisp environment tells ViaVoice™ to start recording and the
Napkin program zeroes its clock. When the session is over, a similar
AppleScript is launched to tell ViaVoice™ to stop recording and to save the
session in a file. Once the file is saved, the Amaneuensis co-ordinating
software parses ViaVoice™’s session file into its several components, again
using AppleScript to call on SoundApp PC to convert the WAVE format
audio to the Mac native AIFF. Once this is accomplished, the design session
is ready for playback.

4.4 Design history playback

[p]C | T I Irrra ]

Figure 4. A diagram of the drawing (D) and speech (S) tracks of a design history. Several
relationships are possible between the start and end of a speech event and the previous and
next drawing events.
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Figure 4 illustrates the two tracks of the design history. The drawing
track consists of discrete events that have a single time-stamp, the time of
the pen-down event that initiated that drawing mark (indicated by vertical
lines in the “D” track). The speech (“S”) track consists of continuous
segments of speech alternating with silence (indicated by blocks in the
track). A thin vertical line crossing the two tracks indicates the ‘current
time’ being replayed on the recorder.

Events on the two tracks may have several different relationships: The
designer may have been drawing silently, speaking without drawing, or
drawing while speaking. Replaying the record from the beginning of the
session (or any given time) is straightforward: set the clock to the desired
time, find the nearest events in the speech and drawing record, and begin
replaying the two tracks in time sequence. To ensure that the speech track
remains intelligible, the speech track is always replayed starting at the
beginning of the word that was being spoken.

For careful study of the record it is useful to ‘single step’ through the
design history, moving forward one event at a time. When the designer
presses the forward button on the playback console, the Design Amanuensis
examines the audio and drawing tracks to determine which contains the next
event. It then plays that event, displaying the text and playing the audio if
the next event is on the speech track, or revealing the next drawing mark if
the event is on the drawing track.

Specifically, if the next event is a drawing event, the Amanuensis will
play (or replay) any speech event whose start and end times bracket the
drawing event time. If the next event is a speech event, the Amanuensis will
play any and all drawing events that occurred between the start and end
times of the speech event.

It is also useful to be able to point at a mark on the drawing, and review
the conversation that was taking place at that time (a common feature in
audio indexed notebook systems). When the reviewer selects a drawing
mark and requests to hear the audio, the system sets the clock to the
timestamp associated with the drawing mark and plays a single event at that
time.

Finally, the system supports both text and graphical search. The text
search feature enables the reviewer to search for a word or phrase in the
transcribed record, and set the playback clock to the time associated with
that phrase. For example, the reviewer could request to review the design
record associated with the phrase “light from the west.” The system would
find the point in the design session where these words were spoken and set
the playback clock to the appropriate time. Similarly, the reviewer can use a
graphical search to find parts of the record where a particular drawing was
made. The Electronic Cocktail Napkin’s diagram similarity matching is
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employed to find parts of the drawing that are similar to the search sample
the reviewer provides, and then the playback clock is set to the time stamp
associated with the part of the diagram found.

3. FUTURE WORK

Our main goal is to use the Design Amanuensis as a tool for design
protocol analysis in empirical studies of designers in action. We plan to
develop and refine the capabilities of the program for this purpose, as we
have found design protocol studies useful in understanding what designers
are doing, but we have been inhibited in conducting such studies by the
sheer amount of data to be managed and the lack of appropriate tools to
manage this data.

We do, however, see a wider potential application of this work. An
application of the Design Amanuensis is to record design conversations, both
where the designers are co-located and where several designers who are
geographically distributed collaborate via the Internet, drawing, writing, and
talking. Our research laboratory space was recently renovated, and over the
course of six months we participated in a number of design meetings at
which drawings were reviewed, changes suggested, and decisions taken. On
several occasions we wished to review the meetings (some of which lasted
two hours), and specifically to recall what had been said about a particular
topic or physical decision. A searchable digital record would have been
useful.

An obvious addition to the current system is co-ordinating a video record
of the design session. This would enable design researchers to include in the
record gestures made over the drawing—which often include references to
drawn elements—as well as body language that the current system does not
capture. Time-stamped video would also be valuable for the distributed
meeting support application of the system.

Finally, going beyond the immediate applications of protocol analysis
and distributed meeting support, the system suggests an approach to
constructing informative—yet informally structured—hyperdocuments that
include mark-up and annotation on traditional design drawings, that record
spoken and transcribed design rationale, in a way that can be browsed by
people and searched by machine.
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Programming and Assisted Sketching

Graphic and Parametric Integration in Architectural Design

Pierre P. Leclercq
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Abstract: In this paper, we present our latest research related to the concept of a sketch-
interface. After describing our vision of computer assisted design and the
conditions necessary for its effective implementation, an original data model is
presented, which covers different levels of representation and is grounded in a
database of implicit information. We then describe our software prototype,
which exploits the potentials of the digital sketch, in order to demonstrate how
our ideas are pertinent and the feasibility of three kinds of applications. In
particular, we argue in favor of using an architectural software program in
relation to the sketch within the same computer assisted environment at an
early stage in the design process.

1. INTRODUCTION

Most software programs currently used in architectural practices
inadequately cover the phases of architectural design. Historically speaking,
they are above all intended for the production phases. That is, once the goals
of the design have been almost entirely defined, these tools allow users to
express how this production can be carried out (plans and construction
materials) and their probable performance levels (cost, thermal behavior and
stability). However, at this stage, everything has been decided. Indeed, the
object has already been designed, yet the designer has received no assistance
as far as initial decisions are concerned, and no support in terms of decision
making strategies. Moreover, how could current software tools for
architectural production possibly aid the reflections of a designer of an
inhabited space? Most of these applications supply only a representation of
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the building’s structural elements: the basis of their data model is mediocre,
consisting only of the walls, floors and other technical or architectural
features. In order to assist designers effectively in their creative work, it is
necessary to use the same concepts and levels of representation as they do.

1.1 Conditions for Assistance

We believe that any software package conceived to assist architectural
design must have two main characteristics. On the one hand, its model must
be centered on the architectural spaces being designed, on the other, it must
enable the user to combine different levels of abstraction.

The goal of the first condition is only to ensure that the foundations of the
knowledge manipulated by the computer correspond to the concepts used by
the designer. Clearly, the spaces created by the designer are above all
functional, that is places destined to house several specific activities, which
require particular spatial, physical and environmental conditions (e.g.,
appropriate temperature, air quality, acoustic characteristics, colors, lights).
Any tool that does not integrate these concepts in its data structure cannot, in
our opinion, pretend to play the role of an architectural design assistant,
since it does not use the same model as the architect to represent its main
object.

The second condition is linked to how well the concepts being manipulated
are defined: because they are being designed, they become more or less
abstract or concrete during the planning process. For example, the functions
of a future building are located and arranged in units that are rather vague
and incomplete in the beginning. Then, little by little, they crystallize into a
geometric form that becomes more and more precise as the architectural
plans are progressively drawn up (Figure 1).

-4

Figure 1. The evolution of an architectural sketch

Any software assistance tool must be capable of processing real architectural
knowledge established using the same concepts of space and internal environment as
the designer. At the same time, this software tool must effectively manage this
knowledge with differentiated levels of information.
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1.2 Assistance Media

Beyond this content, the mode of interaction between the designers and
the tool assisting them must meet certain criteria to which we have already
drawn attention through our discussion of architectural sketches (Leclercq,
1996). These criteria are inherent in the use of the sketch, which is the
working method favored by professional architects. Though imprecise,
vague, incomplete, and limited in its means of expression, the sketch is
unquestionably the most popular mode of expression in the architectural
design process. It is a means of simulation and a malleable raw material,
which also creates a visible trace of the creative thinking process. In this
way, the sketch can be considered as a reflection of a designer’s cognitive
work. It is a form of feedback for the designer: the model laid out on paper is
not neutral, it reacts, strikes back, revolts against or conforms to the
commands of the designer, who attempts to adapt it to the constraints of his
or her project. In our model, the sketch is the means by which an important
part of the designer’s work can be captured.

1.3 Skills

Based on the analysis of 1600 professional sketch operations, we have
already argued that it is possible to capture the main message contained in
an architect’s drawing. (Mathus, 1994). However, this potential is dependent
upon two conditions:

1. There must be a common means of graphical expression that can be
shared by all the designers concerned. In the area under consideration, we
have observed that regardless of education (artistic, engineering),
architectural style (functional, symbolic, organic, classic), and
experience, all architects use a common, shared means of representation.
It is important to note that our observations concern descriptive working
sketches of the type exchanged between designers in a professional
context. We are not considering artistic sketches intended for customers
or for presenting the project to the public or to a jury, for example.

2. There must also be a large quantity of common implicit information, for
within the architectural sketch the designer implements the figuration of
basic concepts. Its economy of means makes it usable and preferable at
an early stage of design, but at the same time limit its contribution to the
management of secondary information from the designer. The designer
considers this information as a body of implicit data, “which goes
without saying,” and enables the designer’s collaborators to interpret
effectively the global information summarized in the sketch.
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We must add a third condition that any software package intended to assist
design through sketches must respect. With its typical shortcomings of
imprecision and incompleteness, the sketch represents a multi-level
representational space. Some lines precisely denote the fine geometry of an
architectural space that is already well defined in the designer’s head.
However, in the same drawing, a blob may appear: a vague, unclosed unit,
recalling the presence of a space that has not been precisely defined, but that
has already been characterized in terms of its function and the approximate
area required (see Figure 1).
Yet it is exactly this lack of rigor inherent in the free-hand sketch, which
seems like a fault when endeavoring to computerize the process, that makes
the sketch such an interesting tool. In effect, free-hand drawing is the only
means of expression that affords creative freedom. The level of abstraction it
can attain guarantees access to:
— the spatial solutions, whether formal or functional, that the designer
imagines while drawing them;
— the graphic ideas that emerge, whether intentionally or spontaneously, on
the paper from the hand of the designer.

2. THE PROPOSED ARCHITECTURAL MODEL

We propose an architectural model that meets the three requirements
elicited above, and which is thus capable of processing and interpreting a
free-hand architectural representation. I shall now describe the basic
principles of this architectural information model, about which you can find
further information in (Leclercq, 1994).

2.1 Levels of Abstraction

Based on Rasmussen’s research on the states of human knowledge
(Rasmussen, 1990), we propose a three-level model of knowledge,
represented schematically in Figure 2.
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Figure 2. The three levels of knowledge in architectural design.

1. The first level of data representation can be called the “ boundaries” (B).
These stem from the graphic lines drawn by the designer in a working
drawing , and represent the directly capturable traces of his or her
thoughts. This representation is made up of architectural spaces, of
inhabited areas, but is never represented as such. The designer establishes
the boundaries, but at this stage, quite often it matters little to him or her
how they will be made. What counts for now is the expression of spaces,
the internal environments they are to contain, and the types of activities
to take place within them.

2. In our model the spaces are concepts that have been deduced: they are
generated based on the relational arrangements of the boundaries which
cross or come together graphically. The second level is thus more
abstract, and can be identified as that which accomodates space,
associated with its functions and articulated in terms of its adjacency to
other spaces. Independent of any metric or geometric constraint, this
functional space (FS) network represents the essence of the plan in its
relational and topological embodiment. It is therefore an architectural
form of expression, which can be subjected to various forms of
evaluation, such as a check concerning the building’s accessibility. This
form of architectural representation has a reciprocal relationship with the
standard architectural representation by means of a plan, of which the
sketch is an example. The sketch, therefore, represents an abstract
expression of the architectural object being designed, in which a blob
would fit in naturally.

3. On the other hand, at a more advanced stage when plans are more
concrete, there is the level of detailed boundaries (DB), at which the lines
representing the frontiers become more specialized. Characterized as
doors, supporting walls or non-supporting internal walls, for example, the
detailed boundaries are broken down into product models, the only way
in which they are proposed in common CAD software programs.
Therefore, this level leads toward a specialization of the elements in a
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sketch, theoretically corresponding to the definitions of technical
components found in CAD production software. Standard wall, column,
beam, or concrete slab are identified and referenced at this stage using
product catalogues, intended for take offs or other estimates: data which
are extremely useful in the project phase that follows the design phase
itself.

Beyond the fact that our model supplies this triple representation of the

architectural object being designed, its main advantages are that the three

levels are simultaneously produced and permanently linked.

— From the functional-space level, the designer can access a database of
concrete cases and be assisted by functional or topological similarities in
other designs.

— From the detailed boundaries level the designer can arrange the project at
an advanced level of definition enabling direct access to the production
phase of the project.

— By linking the topological diagram of spaces and the definitions of
construction technologies at the level of detailed boundaries, certain
evaluation factors until now inaccessible at the sketch phase become
available to the designer, such as the estimation of energy performance
levels and construction costs (as we shall see later in the presentation of
the prototype).

2.2 Implicit Information

As I mentioned earlier, a sketch only reproduces the significant elements
of the architectural project that it represents. It is not cluttered with obvious
information that is assumed to be known or which will only be determined
during the elaboration of the project. In effect, at this stage designers are not
obliged or often do not wish to specify the semantic contents of everything
they draw simply to reinforce their current design. In fact, they use a
substratum of implicit data that we have described as three superposed layers

(Figure 3).
&

[ PREVIOUS PROJECTS
I REFERENCES BASE
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Figure 3. Layers of implicit information at the base of a sketch being drawn.
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1. The first layer is a designer’s own set of references, made up of previous
designs, in which the designer or collaborators find everything that
constitutes this designer’s habits or personal preferences (e.g., usual
ceiling height or sill height).

2. The second, more general layer covers the rules of good practice agreed
upon by the community of professional architects to which the designer
belongs. It includes the common rules, standards, and practices that any
designer must observe in relation to national legislation, regional culture,
or even local climate.

3. The third layer consists of universal references, such as material density
values or thermal conduction coefficients for example.

Grounded in this collection of implicit data, the quickly sketched
architectural drawing can be made more precise by an interpreting agent
which, whenever necessary, performs searches in this hierarchical
information base, from which the information needed to complete the
architectural representation is taken. Thus organized, both in terms of
prehension (abstraction/concretizing), and in terms of implicit information,
our model is able to accommodate the sketched representation of an
architectural object being designed. To continue my talk in more concrete
terms, I shall now present our software prototype to demonstrate the
feasibility of our propositions and how they operate.

3. THE DEMONSTRATION PROTOTYPE

The demonstration prototype, called EsQUISE, is a geometrical
interpreter of descriptive architectural sketches. For the time being the
software packages only includes drawing procedures and lacks procedures
for manipulating the objects once they have been drawn, and is therefore
limited to the capture and interpretation of rough architectural sketches, and
not yet to conceptual sketches. The sketch editing operations will be inspired
by existing and very effective programs, such as Ideator (Kolli, Stuyver,
Hennessey, Delft University of Technology, ND).

It is developed in a symbolic language, Common Lisp, and works using a
Wacom digital sketchpad on all MacOS and Windows NT platforms.

It is made up of four basic modules (see Figure 4). First a graphic signal
processing module, which synthesizes in real time the lines being drawn.
Then there is a text recognition and semantic attribution feature for the
captions in order to identify the function of each space. Finally, there are two
procedures, carried out successively, to compose the spaces and deduce the
topological relations in the architectural project being conceived.
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Capture Wall
composition

Figure 4. Procedural diagram.

The resulting architectural representation can then be sent to the usual
software programs for assessing building performances. We shall now
examine the role of each module in the order in which they come into action.

3.1 The capture module

The first module carries out the capture and synthesis of the lines drawn
on the digital sketchpad. These can be in two colors, used to indicate the
level of transparency of the walls: opaque or glazed. There is a third color
available for non-significant additions to the sketch, for example shaded
areas or the inclusion of furniture. (In time, we intend for this interface to
evolve towards the concept of an “absent interface”, to recreate the
elementary, but immensely powerful, conditions of the paper sketchpad).
This capture module works at an acquisition frequency of at least 100 points
per second, and processes a stream of information, whose size must
imperatively be reduced in order for the process to be carried out in real
time. A process of synthesis, made up of a set of successive filters, distills
out the crucial information. The difficulty here is to reduce as much as
possible the size of the representation of each line in terms of memory, while
at the same time conserving a sufficiently reliable graphic synthesis of the
original outline. These algorithms, whose objectives are obviously
contradictory, are now capable of calculating a reliable synthesis of a line, in
real time, using the equivalent of 15 % of the initial coordinate flow
transmitted by the digital sketchpad.

3.2 The caption extraction module

Before the representations of the spaces are composed, a second module
identifies and recognizes the functions of the spaces by means of the
captions included in the sketch. These captions are necessary for establishing
the architectural model described above, to be composed on the basis of the
workings of the sketched plan. The technique, used in EsQUISE since 1997,
is based on the possibilities provided by the line synthesis module described
above. Each line is decomposed into successive segments, whose
orientations are coded in octants. Each line is thus translated in to a chain of
concatenated codes, which can easily be compared with typical codes stored
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in a character base. We should mention that Park and Gero uses the same
technique for the categorisation of shapes in its work on the application of
the genetic approach to the composition of architectural plans (Park & Gero,
2000).

Figure 5. The original sketch, drawn on the digital sketchpad, the extraction of the captions,
and the synthesized sketch.

This character recognition technique gives access to word recognition by
means of a specific dictionary, which, in keeping with our proposal (figure
3), is located in the second layer of implicit data. Because of this limited
dictionary, caption identification is very effective, since it is stable and gives
performance levels equivalent to human performances. Thanks to this
caption identification module, the prototype is able to name the different
functional-spaces, and to link them to the characteristics usually associated
with such spaces, such as the recommended temperature or noise level,
which are also extracted from the database of implicit information.

3.3 Outline determination

By examining the points of contact of the synthesized lines, including the
boundaries EsQUISE can deduce the spaces demarcated by these lines.
These implementation procedures are fairly standard in the field of
traditional computer graphics, where they are used in the techniques of
outline determination in Boolean operations applied to coplanar polygons.
The difficulty we encounter in our case is the imprecision inherent in an
architectural sketch. In particular, we carried out a great deal of work on how
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to define the ends of the hand-drawn line, which are always imperfect due to
being interrupted, unfinished or overlapping. We therefore defined new
procedures, called fuzzy computer graphics, able to continue or interrupt the
dynamic movement of the line by processing error and proximity
coefficients.

By overcoming this imprecision - though without correcting it, since the
creative power of the sketch depends entirely on its unfinished nature —
EsQUISE can compose the second level of the architectural model, the more
abstract level of functional-spaces. In addition, it can provide the
characteristics of the boundaries between the functional-spaces. The size and
orientation of each wall are easily located in the sketch. These metric data
are then complemented by technological information, also from the implicit
information database. Without any involvement of the designer, an
interpreting agent itself selects the most appropriate type of construction
technology. This selection is carried out by means of the internal
environments separated off by each wall. These internal environments are
identified from the functions determined by the caption recognition module.
For example, between a bedroom and its adjacent bathroom, EsQUISE
chooses a wall that is sufficiently thick to provide soundproofing, and a wall
covering that is impermeable to water vapor.

Figure 6. List and topology of the spaces and walls, together with deduced characteristics.

4. APPLICATIONS

The first application of ESQUISE consists in generating, still in real time,
a three-dimensional model of the layout corresponding to the sketch that has
been drawn. Figure 7 gives a visual impression of the virtual scene available
to the designer along with his or her digital diagram. This model is made up
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From the surface area and orientation of each window, MZS estimates the
amount of sunshine likely to fall at each point and balances out the heating
or air-conditioning requirements of the entire building, seen as a three-
dimensional network of points. This method of calculating energy needs has
been known for a long time, but its application in the context presented here
demonstrates the advantage of our machine-user interface based on the use
of the architectural sketch. Without the EsQUISE prototype, the assessment
shown in Figure 8 would require a great deal of tedious measurement and
encoding of the building. With EsQUISE, the building’s energy
performances are provided in a matter of a few seconds after the last line of
the sketch has been drawn.

4.1 The Parametric Approach to Architectural Design
4.1.1 Definition of Constraints and Objectives

When the design process is examined (Gero and Neill, 1998), (Leclercq
and Locus, 2000), we notice that before even drafting a first sketch to solve a
given problem, the designer should first work out his or her domain of
exploration. In Figure 9, this first phase is identified as that of the Definition
of Constraints and Objectives.

Five sources of constraints, objectives, indications and inspiration can
generally be identified: the client, the user, the site, the administrative
authorities and the design team itself.

CONSTRAINTS & OBJECTIVES FAISABILITY SKETCH PRODUCTION | % | B
5 =]
DESIGNERS)——#] CHOICE OF PARAMETERS | E
¢ sitE Z
“CLIENT O | | VALUESINSTANCIATION | 8
Craws >

PERFORMANCES

BASIC PERFORMANCE

AMCE I BsQUISE I CAAD TOOLS l |

Figure 9. Structure of the parametric approach and a sketch.

Generally, constraints are integrated through a series of phases of
negotiation, during which clients and designers refine their points of view
and mutually expand their understanding of the problem. In this way, they
progressively determine the outlines of the sub-space of potential solutions.
In doing this, they prepare for the second stage in the design process by
designating the determining parameters of the future project.
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4.1.2 Feasibility Assessment

The second phase in the programming consists in assessing the existence
and then the size of the sub-space of solutions. This step is very often
neglected, especially in small or medium-size projects. But the issue of
posing the question of feasibility appears to be crucially important at this
stage in the process. There are two reasons for this:

— 1t forces the clients and designers to cover the full extent of the problem,
and especially to characterize it by identifying its critical parameters;
— it enables them to progress towards the drafting of a solution with at least

a minimal guarantee of a successful outcome.

However, it is clear that many architects — sometimes through incompetence,
often through their eagerness to get started on the creative phase of their
work — postpone this initial feasibility assessment step until after they have
drawn their sketch. In so doing, they work with the graphic expression of
their proposed solution, convincing the client and themselves that the
process is operating smoothly. The feasibility assessment phase is tacked on
after this cursory draft project Any feasibility test that turns out negative
leads the designers into a phase of corrective engineering, during which the
appropriateness of the proposed architectural solution is no longer called into
question.

The next step in the feasibility assessment phase consists in assigning a
value for each parameter that has been judged to be critical in the previous
step. Any building can be defined according to four main sets of criteria:
architectural expression, constructive principles, technologies of the building
envelope, and functionalities. Instantiation of the related parameters, even
when carried out fairly approximately, gives, by means of various
simulations, a rough estimate of the crucial performance levels of the future
building. Assessing these performance levels provides the answer to two
questions concerning the above-mentioned sources: (1) thus defined, is the
project feasible ( i.e. will it meet all the external constraints)? And (2) is the
project acceptable (i.e. will it satisfy all the internal objectives)?

With this enhanced understanding of the theoretical performance levels of
their building, the designers can now start on the truly creative part of their
work. Guided and supported by the predefined boundaries of the sub-space
of solutions, their ideas can be more effectively formalized by means of the
sketch than if the preliminary feasibility study had not taken place.

4.1.3 INustration

To illustrate the potential benefits of this complementarity between the
parametric approach and the architectural sketch, we shall examine the first
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results of studies carried out at the LEMA-ULg by our colleagues J-M.
Hauglustaine and S. Azar, within the framework of a research project
commissioned by EDF (Electricit¢ de France), entitled AMCE, Aided
Method for the Conception of the building Envelope (Hauglustaine, 2000).
This research team developed a software application that uses the Parametric
Approach and connected it up with EsQUISE. In concrete terms, the AMCE
parametric interface presents a set of different tables in which each “source”
enters his or her constraints. Figure 10 gives an example of the definition of
the simplified geometry of a building as seen, on the one hand, by the future
owner and, on the other hand, by the architect. It is clear that the level of
detail chosen by the owner differs very obviously from that used by the
architect.

Figure 10. Geometrical constraints, as expressed first by the owner, then by the designer.

The introduction of parameters is not limited merely to assigning numerical
values to them. The interface also enables the user to employ descriptive
terms, couched in natural language, in order to specify the margin of
possible evolution of the project. For example, the architect can express the
wish that the number of walls should be “medium”, thus indicating that he or
she will neither be working on an open-plan design nor on a plan with too
many juxtaposed internal spaces. This preliminary definition of the
parameters covers all the normal domains of architectural design: use,
location, thermal comfort, geometry, wall technology, heating, ventilation,
lighting and economic considerations (62 parameters are now covered by the
application). In the case of AMCE these are all related to EDF’s particular
requirements regarding the external envelope of the building. At this stage,
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the designer can embark upon the creative process using the digital
sketchpad provided by EsQUISE (see Figures 5, 6 and 7). At any moment
during the design process, he or she can check the performance levels of his
or her model according to the interpretation derived from it by the software
package. In the context of AMCE, these performance levels are presented
with regard to the preferences of all the “sources” at the same time.

Figure 11.
Performance levels expressed with regard to each “source” and of performance sensitivity.

Figure 11 (left), for example, gives the regulation energy performance levels
(K, Be, G, and B) of the first sketch, together with building and operating
costs. It shows that the building sketched by the project designer (middle
column) gives better energy performance levels than those based on the
interpretation of the requirements of the future owner. On the other hand, the
construction and operating costs would be considerably higher than the
original targets. In this example, therefore, the sketch needs to be modified
in order to make it correspond better with the desired performance levels.
Finally, a results analysis module evaluates the sensitivity of the results with
regard to any of the parameters considered in the programming phase. Figure
11 (right), for example, shows the impact on the different performance levels
of a modification to the net habitable floor area, leaving all other parameters
unchanged. In particular, it shows that a reduction in habitable area would
make it possible to satisfy the economic constraints without excessively
marring the thermal characteristics of the building envelope.

Progressively calibrated in this way by the designer, the architectural draft
project can quickly be presented to the different parties involved, with the
guarantee that the future performance levels of the building project will, as
far as possible, be satisfactory to them all.
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S. CONCLUSION AND FUTURE PROSPECTS

I have just described two complementary approaches of interest to the
first stage of the architectural design process: (1) a parametric approach,
which concerns the expression of constraints, objectives, and the feasibility
of designing a future building (the AMCE research program); (2) a graphic
approach, which because of the flexibility of its fuzzy expression opens up
possibilities for creative exploration while respecting the working
methodology proper to architects (the EsSQUISE program). I have explained
the interest of linking these two approaches and showed, through the results
obtained from the two software programs, how the quality of the designer’s
work can be improved, and in addition the increased satisfaction for the
project sponsor and the other individuals taking part in the creation of the
building. A designer can work in a solution field that is a priori compatible
with that of his or her counterparts. A designer’s proposition can be
completed with greater freedom thanks to the sketch-interface software tool,
which reproduces typical free-hand working conditions and assists in project
elaboration through cross-references from a pertinent implicit knowledge
database, generated from the parametric definition of constraints and
objectives.

Developments in the EsQUISE research program scheduled for 2001
concern first of all the extension of the notion of a sketch to include the
generation of three dimensional volumes from working drawings other than
superposed plans: sections and elevations must be integrated in order to
perfect the architectural representation. Second, we will attempt to apply our
data model to the implicit formulation of requests during design with a
database of specific cases. Faced with the numerous propositions of
architectural case data bases that are unusable, because they lack an adequate
interface, we believe that ESQUISE can provide the key for implementing the
theories that have been developed in this area since the 90’s.

The AMCE research program will close in May 2001 with an application
test in an architectural firm. An estimate of its potential contribution will be
established based on the use of this prototype in the professional world.
Unavailable today, the results from these tests will be announced in July
during the talks at CAAD Futures 2001.

By formalizing the architectural sketch in a useable and concrete manner,
and thus displacing it from paper to a virtual medium, we will open up a new
field of use for the sketch. Thanks to their capacity to recognize the roles and
relationships of and between the components in an architect’s sketch, our
prototypes provide a design environment that gives active assistance at an
early stage of architectural design, thus assuring that the process will be a
coherent and creative one.
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Gesture Modelling
Using Video to Capture Freehand Modeling Commands

Mark D. Gross and Ariel J. Kemp
Design Machine Group, Department of Architecture, University of Washington
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Abstract: Desktop video combined with gesture recognition can be used to build
powerful and easy to use interfaces for three dimensional modelling. We have
built a demonstration prototype of such a system. The paper describes our
video capture and gesture recognition scheme and illustrates its use in some
simple examples.

1. INTRODUCTION

The Gesture Modelling project aims to provide a design environment for
generating, editing, and viewing three dimensional computer graphics
models using freehand gestures in space. We wish to enable designers to
sketch models in the air, without the restrictions of traditional model-
building, traditional sculpture, or conventional CAD modelling, but with the
advantages that each of these methods have to offer.

Designers of three-dimensional artefacts (architects, but also mechanical,
civil, and industrial engineers) frequently work with models constructed
using Computer-Aided Design (CAD) programs. Most CAD programs use a
Window-Indicator-Menu-Pointer (WIMP) interface to control the creation,
viewing and modification of 3D forms. The designer views and operates on
the artefact in orthographic, isometric, and perspective projections. Although
designers have become accustomed to this way of working, which derives
from traditional paper-based practice, working on a three-dimensional
artefact through a two-dimensional interface has some limitations. That is
why, in traditional practice, designers often develop a physical working
model in addition to two-dimensional projections. The designer can add and
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remove pieces to the physical model, point to certain elements or identify
directions and dimensions in three-space. These operations are clumsier in
two dimensions, even with an isometric or perspective projection.

For these reasons we seek to develop interface techniques for interacting
with three dimensional design models that transcend the two-dimensional
plane. In working with a physical model designers use three dimensional
hand gestures to point out features, change the orientation of the model, add
and remove model elements. The Gesture Modelling project trades on
designers’ experience with three-dimensional gesture, aiming to extend the
kinds of operations that are possible in reference to a physical model to take
advantage of the capabilities of three dimensional computer graphics. In
short, we would like to support informal creation, viewing, and manipulation
of three dimensional designs using hand gestures.

Using inexpensive desktop video to obtain three dimensional co-
ordinates of the designer’s hands, Gesture Modelling enables the designer to
trace forms in space by directly manipulating three dimensional images. The
designer maintains a sense of three dimensionality by interacting spatially
with the computer graphics model. The paper describes our first steps in
constructing a demonstration prototype Gesture Modelling system, written in
C using Microsoft’s Direct3D API. We outline our current physical
arrangement of cameras and screen, the image processing routines used to
identify hand gestures, and the mapping between hand gesture and modelling
operations that Gesture Modelling uses.

2. RELATED WORK

Early systems for capturing hand gestures, including “Put That There”
(Bolt, 1980), (Foley, 1987) depended on instrumented gloves. For example,
VPL’s Dataglove (Zimmerman, Lanier, Blanchard et al., 1987) measured finger
bending using flex sensors and hand position using Polhemus position
Sensors.

Interacting with computer-aided design systems through gesture has
been an attractive idea for some time. Fifteen years ago, the Maestro project
(Nemeth, 1984) proposed a CAD work station that employed gesture as well
as natural language to mediate the process of designing. Maestro also
proposed a language of gestures for CAD modeling, including gestures for
mimicking organic and manufacturing processes, manipulating and shaping
forms, and defining space. Since then, several researchers in Computer
Aided Architectural Design have experimented with using VR hardware to
develop immersive design environments (Donath, 1999; Pratini, 1999;
Regenbrecht, 2000)
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While sensing gloves are becoming lighter weight, less expensive, and
wireless, the advent of inexpensive desktop video and advances in machine
vision techniques now make possible a new class of uninstrumented
solutions to sensing gestures. A good, if somewhat dated, review of efforts
to sense gesture using video can be found in (Huang and Pavlovic, 1995).

The approach we follow is similar to that of Segen and Kumar(Segen,
1993; Segen, 1998) and Bimber (Bimber, 1999).

3. DESKTOP CONFIGURATIONS

3.1 The gesture space and the model space

Although the combination desktop VR display and video input allows for
an informal and direct interaction with the three dimensional model space, it
has some drawbacks. One drawback is that when the input model space
(where the designer gestures) is directly in front of the display, then the
designer’s hands are always in front of the 3D display. If the display is a
CRT or flat panel, then the designer’s hands obscure parts of the displayed
3D model; if the display is projected on a flat surface, then parts of the
model are projected on the designer’s hands, which cast shadows on the flat
surface.

Figure 1. One of our Gesture Modelling configurations: camera and gesture space beneath
the desk, with lights, projector and mirror displaying the model image on the desk top.

To address this drawback, in our current system we separate the input
space and the model space. In one configuration, (figure 1), a perspective
view of the 3D model is projected down onto the desk surface. A video
camera is attached to the bottom surface of the desk top looking down, and
the designer gestures beneath the table. The display projected on the desktop
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includes both the image of the designer’s hand(s) and the virtual computer
graphic model that the designer is working on (figure 2). In this way, the
designer’s hands can be partly obscured by parts of the model.

Figure 2. The display of the model space composed with the designer's hand.
3.2 Calculating depth with a single camera

Using a single camera, the system can estimate the z-co-ordinate
(position in depth) of the designer’s hand. The farther the hand is from the
camera, the smaller the hand appears. By counting pixels in the hand profile,
it is possible to obtain acceptable z-co-ordinate data. Figure 3 shows this
technique. However, the number of pixels in the hand image depends on the
orientation and configuration of the hand, not just its distance from the
camera. Refinement of the depth-estimation algorithm would have to take
these factors into account. If the frame capture rate is fast enough, we can
use knowledge about the hand’s most recent position and configuration to
constrain the depth-estimate. Matching the hand profile against stored
images of known configurations may also be useful in getting accurate depth
estimates.

AL

Figure 3. We can estimate the hand's depth position by counting pixels in the profile image

We also explored using a second camera, positioned so that it views the
model space orthogonal to the first camera (Figure 4). Both cameras are
inexpensive desktop models that communicate with the computer via USB.
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A second video stream of the model space would help resolve depth
ambiguity, as well as provide additional shape information about the hand
configuration. However, accessing two USB cameras through the
Microsoft’s Direct3D libraries under Windows 98 and Windows 2000
caused unreasonably slow frame rates. Rather than debug this, we chose to
postpone exploring the two-camera approach for a later phase of the project.

Figure 4. A second camera positioned orthogonal to the first

A problem with the configuration in figure 1 is that the designer must
make hand gestures lower than is comfortable (around knee-height in a
sitting position) to get the hand far enough away from the camera. To
address this problem we experimented with using a mirror or two to extend
the optical path, allowing the camera to be placed in a different location, for
example, looking up at a mirror mounted on the bottom surface of the
desktop. However, it is difficult to find positions for the camera and mirror
such that the camera sees only the reflected image of the hand; that is, the
hand does not come between the camera and the mirror, nor does the camera
see both the hand and its mirror image. We tried mounting the camera on the
floor, looking up at the gesture space. Although this resolves the distance-
from-the-camera problem, it introduces two new difficulties because the
camera sees the hands from the opposite side than the designer. Mounting
the camera on the floor inverts the relation between the hand’s z-co-ordinate
and the distance-from-camera; the pixel-count method of depth estimating
must be modified to account for this inversion. A more serious problem is
that the camera sees the back of the designer’s gesture while the designer
would expect to see it from the front. This might be overcome by
recognising the gesture profile and replacing the image inserted into the
model with a stored view from above, or perhaps simply by flipping the
image.
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4. GESTURE RECOGNITION

Our approach uses pattern recognition techniques to identify the
designer’s hand configuration. The number of hand configurations is limited,
so it may not be difficult to distinguish them even from a relatively low-
resolution image. Also, the humlan hand can only move through possible
gestures in certain ways; which constrains the recognition problem.

Wearing a black glove the designer gestures between the camera and a
white background. The physical scene is lit by a diffuse light source (a luxo
lamp shaded with white paper) located behind the camera, as well as a
diffuse room light (a standard fluorescent light) located above the white
background. This diffuse light source reduces shadows cast by the first light,
which make the vision task more difficult.

The vision task consists of extracting from the image the following
information:

a) the gesture of the hand, matching an item of a set of known gestures, or a

‘none’ output indicating no match is satisfactory
b) spatial information that will serve to generate forms, such as fingertip

positions.

As the system is presently implemented the user’s palm must remain
oriented within a plane normal to the optical axis of the camera. Extended
fingers must also lie along this plane.

4.1 Computation on input images

Input from the camera consists of a 160 by 120 RGB bitmap image
(figure 5a). This is thresholded at a given intensity level, currently hard-
coded in the system. (In the next phase of the project, we will compute the
threshold intensity level from the first flat region after the primary peak of
the intensity histogram.) The primary peak corresponds to the dark, ‘glove’
pixels. The histogram and the threshold level is computed only for the first
frame of the sequence. The same threshold level is used for the remainder of
the frames in the session. This eliminates unnecessary per-frame
computation that would slow down the system. We may add to this a
strategy to eliminate darker skin tones, which can become part of this
primary histogram peak. Alternatively, the black glove can be worn with a
bright long sleeve.
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Figure 5 (a) raw camera image; (b) thresholded image with bounding box.

Pixels that are less than the threshold value are replaced by white
(maximum intensity) pixels; those that are greater are replaced by black
(minimum intensity) pixels. The result of this thresholding is the black
silhouette of the gloved hand against a white background. A bounding box is
obtained inscribing all the black pixels in the image (figure 5b). We aim to
recognise the largest single continuous black object (blob) in the image.
Only the region inside the bounding box is used for the remainder of
computation.

Next, we compare the image inside the bounding box with a set of pre-
stored low-resolution images, or templates. The problem of matching a
template to an image is well-researched; however, a novel, computationally
light approach is introduced here since the task is quite specific—
recognising a configuration of a single known object that is guaranteed to
reside within a given bounding box.

This approach consists of producing templates that are spatial maps of
image features that can be compared pixel by pixel with the box-bounded
camera image for fast per-frame performance. This contrasts with algorithms
that extract features such as edges, segments, or lines from the unknown
(camera) image, processes that would slow down the per-frame rate
substantially. The templates are currently produced by a human operator.
However, future work will focus on generating these templates automatically
during a ‘training’ or ‘calibration’ period. This is important because the
templates are produced from a series of real camera images of the a single
user’s hand; the system currently performs best when operated by that user.
As the calibration need not perform in real time, we may use more
sophisticated, computationally intensive methods to pre-compute the
templates.
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4.2 Template images

The template images and the matching strategy are next described. A
good match with one of the template images constitutes a recognised
gesture; the template has attached additional spatial information used in form
synthesis.

Each template image stores information that serves to differentiate one
gesture from another. An example of such a template is shown in figure 6.

Figure 6. A template image for a 'gun' gesture. The image shown here is magnified

This template image was created by hand from a camera image
manipulated with the Photoshop program as follows: The raw camera image
is thresholded and cropped at a box bounding the gloved hand pixels. The
resolution is decreased using bicubic resampling (presently to a size in which
the greatest dimension is 32 pixels) and subsequently a Gaussian blur is
applied with a mask of radius 1.5 pixels. Areas that remain white are
replaced by red pixels. Areas that remain black within the palm are replaced
by blue pixels. A region of grey pixels remains unmodified. Next, lines are
drawn that indicate finger positions. As fingers are stick-like, they appear as
black linear regions surrounded by the white background. Pixels in the
centre of these black linear regions are indicated in green; the white regions
around them are indicated in yellow. A composite of some templates stored
by the system is shown in Figure 7. Notice that multiple rotations of the
same gesture are represented. This eliminates unnecessary per-frame
computation (and loss of accuracy due to re- or sub-sampling) that would be
required for run-time rotation.
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Figure 7. A composite of some templates stored by the system

4.3 Matching the templates:

The running program now compares each template image (T) to the
unknown image. The unknown image (U) consists of the pixels contained
within the bounding box. A scoring system determines the best match. First,
the aspect ratios of U and T are compared. If they differ by more than a
constant amount, T is ‘discarded’ and cannot be considered a match. (The
next template image is considered, starting over the comparison process).
Next, U’ is obtained by subsampling U to match the dimensions of T. (This
is not done explicitly; rather, pixels in U are accessed as if U’ were
subsampled). Red pixels in T are compared with the corresponding pixels in
U’. If too few (a fixed fraction) of the corresponding pixels are white in U’,
T is not a match. Then the matching score is incremented by an amount
proportional to the percentage of pixels that do match. A similar process
compares blue pixels in T with black pixels in U’. Then, green pixels in T
are checked against the corresponding un-subsampled pixel in U and its
eight neighbors. The score is incremented by an amount proportional to the
number of pixels out of these sets of 9 that are black. A similar process is
done for the green pixels in T and white 9-neighbors. Grey pixels in T are
compared to pixels in U, and the score is incremented by how close the
intensity values are. The grey area thus permits variations in the two images
that can still produce a good match. Turquoise pixels in T aren’t matched
against pixels in U or U’ because the system shouldn’t compare wrist angles.
Finally, the final score is thresholded to eliminate weak matches, and the
top-ranked 3 templates are noted. From this list, the system selects the
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gesture that matches the largest number of the last several frames’ top-
ranked gestures. This avoids gesture ‘flicker’ in case of a wrong match. An
equivalent strategy would be to change the reported gesture only after it has
been top- or near-top- ranked for »n sequential frames.

44 Recognition performance

Shown below are images of the recogniser’s ‘vision’ window. The
coloured pixels represent the spatially corresponding, with respect to
bounding boxes, matched template image. The program is run using
Windows 2000 and a USB personal desktop camera:

Figure 8 from left: 'gun’ gesture, thumbs up!; ‘five’ and ‘gun’ with imperfect match

We have not subjected the system to rigorous quantitative testing, but the
demonstration applications we have built perform well in real time. The
system has been trained to recognise seven gestures: point, pinch, gun,
thumbs up, fist, five (open palm), two (v-symbol). The system is fairly
robust, as can be seen from figures 8-c and -d, where the template image and
the camera image do not match as directly as they could, yet the proper
gesture is reported. A benefit of matching the template image to the
bounding-box of the gloved hand is that spatial information (fingertip
position, etc) used to create forms is continuous, even though template
images are not (for example, template images differ by rotations of 10
degrees).

Most gestures are recognised correctly, with the correct orientation and
few non-gestures are reported as matches. In a test of the terrain modeling
application (see below), for example, five users who had no experience with
the system were immediately able to make recognized gestures. However,
this system only employs three distinct gestures: (five, point, and fist). The
biggest problem using the system is extraneous pixels from the user’s sleeve
or other parts of the body entering the camera’s field of view, which
confuses the recognizer.
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Recognition templates are prepared in Photoshop and loaded into the
system. The Gesture Modeling environment cannot be trained or customized
for a different user, nor can new gestures be added without editing and
recompiling code. It could be extended to train the system interactively to
recognize new gestures. This would require building the image processing
functions described in section 4.2 (Gaussian blur, bicubic resampling,
clipping). Though not conceptually difficult, this remains a project for
future work, as does the interactive binding of gestures to specific
application commands.

5. APPLICATIONS

5.1 Form Generation

The first version of the Gesture modelling system generates a series of
points in the model space as the designer traces a line in the gesture space.
The points are represented in the model space by tiny tetrahedra, so that they
are visible from any viewpoint (Figure 9). In this first version, the first dark
pixel found in the video frame (scanning from left to right and top to bottom)
was used to identify the (x y) co-ordinates for the new point. If the designer
uses his/her index finger as a “brush” and is careful not to rotate his or her
hand, this simple method of getting the co-ordinates works well. However,
the designer must orient his or her hand so that the index finger is always the
first thing the system sees in this scan pattern. We find this constraint
unacceptable.

Figure 9. The system leaves small tetrahedron at the fingertip (first pixel scanning from left,
top) using hand size to determine a Z co-ordinate
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We considered painting the tip of the designer’s index finger (or a latex
glove) to find the red pixels in the image; and using this to specify the (x y )
co-ordinates of the insertion point. We did not complete implementing this
approach. Instead, we began to work on recognising the designer’s hand
gestures, which would offer a more general and less constrained interaction.

5.2 Mesh Distortion

Figure 10. Creating a landform by deforming a mesh

Figure 10 shows how, using the ‘point’ hand gesture, the designer can
deform a mesh to create a land form. The numbers at the left of the screen
indicate the co-ordinates of the hand’s position.

5.3 Selecting and moving objects

Figure 11 shows how, once a land form mesh has been created, the user
can place objects on the mesh surface and on top of one another. Two
rectangular solids have been placed on top of a hill in the land form. The
designer is using the ‘fist’ gesture to grasp and carry one of the objects. In
the next version of the software, we plan to run a simple hydrology model to
simulate water runoff on this landform.

Figure 11. Selecting and moving objects
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Figure 12 shows how, using the ‘open palm’ gesture, the designer selects
one among a set of blocks. As the designer’s hand passes over each block, it
highlights in red to indicate that it is selected. If the designer then forms a
fist, the selected object is grasped and can then be moved in three
dimensions.

Figure 12. Selecting blocks to arrange them in a massing model

Figure 13 shows how the designer can make an arrangement of blocks, by
grasping them as above and then placing them in three-space.

Figure 13. Creating a massing model by assembling blocks

6. FUTURE WORK

The present Gesture Modelling program is little more than a proof of
concept demonstration and a platform for experimentation. We have used it
to create several small demonstration systems, in which particular gestures
are bound to particular operations. For example, in the terrain modeler,
‘point’ deforms the mesh; ‘five’ selects a block, and ‘fist’ moves a selected
block for placement. However, these are specific examples, and we have not
used the Gesture Modelling program to build a larger system, nor have we
tested the system’s recognition more than a handful of distinct gestures. We
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have also not explored the use of dynamic gestures. These are immediate
directions for further work.
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Abstract: Building construction is a kind of complex process that integrates activities
regarding design, materials, personnel and equipments. Information systems
that describe building construction need to represent both the spatial
information of the building design and the temporal information of
construction plan. We classify four levels of integration for spatiotemporal
information in building construction. We consider that the classification is
important for the guidance of our research for that it distinguishes levels of
complexity and applicability of data models that integrates spatiotemporal
information. A prototype system is developed and tested for providing us a
means to gain more insights to the problem.

1. INTRODUCTION

Many construction projects follow the conventional designer/constructor
sequence, in which the owner employs designers to prepare drawings and
specifications for the constructor. Traditionally, in the design phase of a
project the designer should not communicate with potential contractors to
avoid collusion or conflict of interest. One of the major disadvantages of
such designer/constructor sequence is the failure to revise design early
enough to reduce construction time and cost. Decisions made at the
beginning stages of a project life cycle have far greater influence than those
made at later stages, as shown schematically in figure 1. Therefore, it is
important that decision makers should obtain the expertise of professionals
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to provide adequate planning and feasibility studies for design development
and construction planning in early stages.

- Ability to influence T
Conceptual Planning " Cost e
and Fesibility Studies Py
g Design and /// x ]
g Engineering Vi Construction cost
E I Procurement and Construction |
Gt
8
7 /
3 e Startup
. ,4/
Start Project time

Figure 1. Ability to influence construction cost over time (redrew after Hendrickson, 1989)

Designers are concerned with the spatial status of the building that is to
be built, while constructors emphasize on the timing and process of the
construction. Drawing and specifications are the basic means of expressing
the spatial status of the building. Powerful tools based on information
technology have been developed to assist the manipulation and the
integration of drawings and specification documents. The most often used
representations of temporal information regarding construction processes are
networks and charts. Computer applications for construction management
have been made available since decades ago. However, what remains
unavailable is the link between design and construction, which until now
requires engineers to manually analyse the spatial and temporal information
of the project in the process of design and construction planning,

The separation of spatial and temporal information is necessary and
effective in regarding to the ease of manipulation and human
comprehension, as well as for the application of conventional data
processing techniques. Information technology has great advances both in
terms of modelling systems that describe spatial information, as well as
project management systems that manage the temporal information of
planning and scheduling. Efforts heading for the integration of
spatiotemporal information can also be found in previous works such as 4D
CAD systems [ Retik, Warszawski and Banai, 1994] [Mey and Heide,
1997][McKinney and Fisher, 1998], which add temporal attributes into
building elements to describe the construction process of a building, and
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temporal GIS systems [Story and Worboys, 1995][Langran, 1993][ Al-Taha,
and Barrera, 1990], which consider the dynamic changes of geographic
environments along the axis of time.

This paper describes our efforts in putting together concepts and
techniques in 4D CAD and in temporal GIS systems to define the scope and
the structure of an integrated environment that would assist decision-making
for the design and planning of a construction project, emphasizing the
representation and analysis on relations between design and construction.
More specifically, the focus of discussion is on the data model that enables
the representation and the analysis of the interrelationships between the
spatial, declarative information defined in drawings, and the temporal,
procedural information that are consisted in construction plan and schedule.
We propose that the integration of spatiotemporal information would be
useful and feasible for supporting designers, project managers, and
construction planners in the designing and planning of construction projects.
A prototype that links a design modelling system, a database management
system and a project management system has been developed and evaluated.
With further development, the proposed model might as well extend its
applicability into the construction stage of the project.

2. SPATIOTEMPORAL INFORMATION

Designers work on spatial specification of a project with drawings,
models and other documents to define the geometry, the material and the
structure of the design that is to be constructed. Constructors use networks
and bar charts to represent construction processes and schedule, which
constitute the temporal aspects of the project. The representations of spatial
and temporal information in a project are different and separated, yet the
relation between the design to be constructed and the process to construct is
important. A good project management would rely on the ability to integrate
and analyse both spatial and temporal information of the project to assist
decision-making in design and construction plan. It is expected that with
good management, a design with required performance would be constructed
in a reasonable process, spending minimal cost and time. Information in a
project can be classified into the three categories, which are design, process,
and cost. The diagram in figure 2 indicates that the three categories are
closely interacting. Design is defined mainly in spatial information; process
is defined with temporal information, whereas cost is related to both
temporal and spatial aspects of the project.
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Figure 2. Categories of information in a construction project

Table 1 describes the contents of spatial information and temporal
information in a construction project. Spatial information includes position
and dimension; together with other attributes such as material and function
define the spatial status of design components. A design can be regarded as a
composition of primitive objects, each of which relates to others in some
specific ways. Temporal information describes temporal aspects such as time
and duration of activities, which are basic components that define
construction processes. An activity may relate to other activities in regarding
to procedural dependency, the use of equipments, materials, personnel and
other resources. Spatial information may relate to temporal information in
various ways. For example, a project may be divided into several phases of
development. Different parts of the design might be in different stages in the
life cycle of the project at a given time. Two construction activities may
have spatial conflicts regarding working areas or spatial constraints, which
are difficult to express in terms of process network and construction
schedule. The use of equipment might be restricted by the spatial status of
the site at some intermediate stages of the construction. Furthermore, the
change of design might result in the change of form, quantity and material
that may generate inconsistency that is difficult to foresee by analysing
either design or construction schedule alone.

Table 1. Contents of spatial and temporal information in a construction project

Spatial information Temporal information
Position Time

Dimension Duration

Component Activity

Spatial relation/topology Sequence and dependency

2.1 State, event and activity

There are various models for the representation of time and process. In
this paper, we use the notion of state, event, and activity as elements to
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define the temporal aspect in a construction process. A state is a specific set
of values that defines the status of one or a set of objects. An event marks a
specific position at the time axis for the change of states. An activity consists
of a starting event, an ending event and a state that connects the two events.
An event occurs at one position in temporal axis. An activity has a duration
that is measured by the distance between temporal positions of its starting
event and ending event. Therefore an activity would divide the time axis into
three parts, which are the period before the activity, the period when the
activity is being performed, and the period after it has been completed.
Conventionally, with CPM method, a construction process consists of a
network of activities, each of which can be related to other activities by
sharing its starting or ending event with other activities. The network
expresses the temporal sequence of those activities.

2.2 Relations between spatial and temporal information

Spatial information of a building can be expressed as a set of objects,
each of which consists of a set of attributes that define the geometric and
non-geometric properties of the object. An event of the construction process
triggers the change of states of some objects. A design object relates to an
activity if its state changes upon the starting and the ending events of the
activity. Therefore, the evolution of an object is divided by a relating activity
into three states, namely, the pre-activity state, the in-activity state, and the
post-activity state. Each object can be related to one or more activities, and
each activity can be related to one or more objects. With this definition, the
state of an object remains unchanged within the period when a relating
activity is in progress, unless there are interferences of other activities.

3. SPATIOTEMPORAL INTEGRATION

We consider four levels of integration of spatiotemporal information.
Each level is progressively more difficult yet more powerful than its
precedent level according to the order in the following sections.

3.1 Level 1: The recording and presentation of sequential
changes of objects over time

This first level of integration for spatial and temporal information is to
store the construction sequence in the geometric model, such as the 4D CAD
model that can be found in some commercial applications such as
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Microstation schedule simulator. It is similar to the undo function, with
which a user can trace back and forth a history of operations. Every
operation that changes the state of the system is regarded as an event that can
be stored, backtracked and replayed according to the temporal sequence. The
same mechanism can be used to record and replay events of a construction
process to show how the spatial status is changed in an arbitrary stage of the
construction. As what is shown in figure 3, every state change of each object
in the temple front construction is recorded and linked with related
construction activities. The states of objects can be shown graphically in a
drawing to represent the spatial status of a given time in the construction
process. At this level of integration, an object in the drawing can be
associated with events that change its state. For example, objects C1, C2, C3
and C4 are associated with starting and ending events of activity
setup_column and activity paint_column. Underneath is a list of events
marked with time of occurrences and related objects.

Figure 3. A presentation of the spatial status of a given time in the schedule

1 (setup_column starts) Cl C2 C3 C4)
1 (setup_column ends) Cl1 C2 C3 C4)

2 (place_lintel starts) L1 L2 L3)

2 (place_lintel ends) L1 L2 L3)

(3 (place_pediment starts) Pl P2)

(3 (place_pediment ends) Pl P2)

(4 (paint_pediment starts) pl p2)

(4 (paint_pediment ends) pl p2)

(5 (paint lintel starts) L1 L2 L3)

(5 (paint_lintel ends) L1 L2 L3)

(6 (paint_column starts) Cl C2 C3 C4)
(6 (paint column ends) Cl C2 C3 C4)
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3.2 Level 2: The cross analysis of spatial and temporal
information in construction process

In the conventional way of representing construction schedule and
drawings, analysis that considers both spatial and temporal information
requires engineers to manually interpret the relating documents such as
construction schedule and drawings. The integration of spatiotemporal
information may support automatic analysis of spatiotemporal information to
perform the following tasks.

— Analyze the influence on construction schedule when a change of design
is requested.

— What activities are active at a given time in a given area?

— Find all occurrences in the construction process where there are more
than one active activity in the same area at the same time.

— Show the working areas of activities that would need to use the same
kind of equipments.

— Estimate the desirable quantity of some materials in a given working area
at a given time.

Using the temple front example shown in figure 3, the system would be
able to answer questions such as,

1. What is the total weight that has to be lifted in activity place pediment?
And what is the maximum weight and volume of one single piece to be
lifted?

2. What are the working areas of place_pediment and place_lintel? Does it
need different installations of weight lifting equipments for the two
activities?

3. How much paint do we need in day 5, day 6, and day 7? How do we
refine the schedule to level the labor that is needed to paint the temple
front?

4. How many workers can most efficiently do the job of paint pediment,
considering the amount of work and the size of working area?

And it may assists design decisions regarding how the construction
pieces of the temple front can be divided to shorten the construction
schedule, and to make the use of equipments and personnel more efficient.
Integration at this level requires a CAD model that incorporates much
information concerning construction time and cost, such as material and
quantities in addition to geometric attributes such as location and shape.
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3.3 Level 3: Automatic analysis of spatial relationships
between construction activities

The activity network of a construction has to be planed according to the
relationship among construction activities for the project. The relationship
depends on the use of resources, equipments, spaces, as well as the states of
related objects before a specific activity can be started and after it is
completed. The integration of spatiotemporal information may enable
automatic analysis of the interdependencies of construction activities
according to the states of related objects and spatial conflicts in the use of
equipments and working areas. Descriptions on initial conditions that are
required to activate an activity can facilitate the analysis of spatial
relationships between activities. Considering the temple front example, we
may refine the construction process. For example, column C1 and C2 has to
be set up before L1 can be placed on top of them. The starting event of
(place_lintel L1) requires C1 and C2 to be in the post-activity state of
(setup_column). The dependencies of activities can be explicitly defined in
the desirable relationships of events and states.

(starts place_lintel L1):
((C1 (post setup_column)) (C2 (post setup_column))
(L1 (pre place_lintel)))

(starts place_lintel L2):
((C2 (post setup_column)) (C3 (post setup_column))
(L2 (pre place_lintel)))

(starts place_lintel L3):
((C3 (post setup_column)) (C4 (post setup_column))
(L3 (pre place_lintel)))

(starts place_pediment P1):
({L1 (post place_lintel)) (L2 (post place_lintel))
(P1 (pre place_pediment)))

(starts place_pediment P2):
((L2 (post place_lintel)) (L3 (post place_lintel))
(P2 (pre place_pediment)))

According to the list of dependencies, the process that build the structure
of the temple front can be further refined as the network shown in figure 4.
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Figure 4. A construction plan for the temple front project
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Furthermore, the schedule to carry out the construction plan must
consider the use of equipment and labor. Suppose that the installation of the
weight-lifting equipment is time consuming, and it is necessary to relocate it
if the work is out of its reachable range, spatial analysis may help in the
planning of construction schedule. In this case, if there is only one set of
weight lifting equipment available, a refined sequence of activities can be C1
C2L1C3L2P1C4L3P2.

3.4 Level 4: Graphical Simulation of the dynamic process
of construction

Construction is a kind of dynamic process interlaced with interactions
between personnel, material and equipments. It is not possible to foresee all
possible consequences upon unexpected changes in the project. Simulation is
a powerful means to supplement analysis to enhance the ability to manage a
construction project. An ideal model for construction should provide
necessary information to simulate the dynamic process of construction. It
should go beyond merely visual animation of the process, but to simulate the
execution of the construction plan upon possible situations that might result
in unexpected consequences. We expect that a data model that describes the
causal relationships between activities and state changes of object would
form a computational basis for simulation. In addition, means of estimating
how well an activity can be performed under a given condition has to be
devised.
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4. APROTOTYPE

Based on the previous discussion regarding integration of spatiotemporal
information, we have implemented a system to provide a test base. The
framework of the system is shown in figure 5. The system is built upon the
coordination among three modules, which are a modelling system
(Microstation plus an architectural module called Triforma), a project
management system (Microsoft Project) and a relational database
management system (Microsoft Access).

Figure 5. The framework of a prototype system

The modelling system is used as a front end for spatial information to
model the building. Programs written in MDL (Microstation Developing
Language) are used to provide graphical output, customized user interface,
and necessary data processing for the connection to other modules. The
project management system is used as a front-end for temporal information
to input and to manipulate information regarding construction plan and
schedule. The construction schedule is converted into tables and exported to
the third module, a relational database, where spatial and temporal
information are integrated. Objects in the building model is connected to the
relational database using ODBC Data source and the database interface
provided by Microstation. The connections between building elements and
construction activities, as shown in figure 6 and 7, are made in the modelling
system using a customized user interface. In our test case, elements of a 5
storey RC building are drawn as 3D objects in the modelling system
(Microstation). Specifications of parts and components that are required in
design and construction, such as steel, form, concrete, and finishing are
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defined by the architectural extension (Triforma) of the modelling system.
The construction schedule is input with the project management system
(Microsoft project). The schedule is converted into tables and sent to the
relational database that is created as an ODBC data source. Links between
building elements and construction activities are done manually in the

modelling system.

Figure 6. Links between drawing elements and construction activities

Figure 7. The many-to-many relation between building elements and activities

The analysis of the spatiotemporal information is performed through
interactions between the modelling system and the database management
system. In the modelling system, a request can be defined by indicating an
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area, selecting building elements, or none-geometrical data through the
interface. The system would combine spatial data with temporal data stored
in the database to perform necessary analysis and provide either textual
output or graphical output. The system can be used to trace and replay the
construction process graphically, as shown in figure 8. The system is also
able to perform cross analysis on spatiotemporal information as the level two
integration described in section three of this paper. For example, the user
may indicate an area and ask what activities would be performed at this
place at a given time, and what are the types and quantities of materials and
labours will be used? It is potentially capable of calculating all examples
described in the second level of integration, although some of them are not
implemented. The user can also modify the building model and the system
will recalculate the quantity of materials and labour that are needed.
Automatic adjustment of schedule would be feasible if combined with a
program that estimates the needed duration of construction activities
according to the quantities.

Figure 8. Graphical presentation of construction progress

S. CONCLUSION

The system is tested with a five storey RC building. With evaluation
done by design and construction experts, conclusive remarks are made to
direct the future development of research. First, the system is powerful, yet
not practical in realistic projects. It requires too much work to prepare
necessary data regarding the building model and construction process. It also
requires tedious work to make links between every building element and its
relating construction activities. It inherits some incompatibility regarding
automatic calculation of material and cost to the construction profession in
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Taiwan, where the system is developed and evaluated. A general opinion is
that our future work should be directed toward decision-making support in
the early phase of a project. It would be impractical if used for construction
management, but could be helpful for design decision-making and
construction planning.

Our current work has been heading to three objectives. First, it is
important to provide higher levels of abstraction in the design model and
construction schedule. In the early phase of a project, decision would be
made based on more abstract data and rough estimation, rather than details in
design and construction schedule. It has been tested on the integration of
construction process with design study of building volume and site plan.
Second, links between the building model and construction activities should
be done more elegantly. For this purpose, a new module called spatial
enquiry engine to select design elements and to provide spatial data is added
to the system. The revised structure of the system is shown in figure 9. It is
expected that the relation between construction activities and building
elements can be pre-defined and stored together with construction plan. The
links would be done upon the request of analysis on spatiotemporal
information, instead of in the modelling of the building.

Figure 9. A revised system

Third, a new data model is being developed for the third level of
integration, which is automatic analysis of spatial relationships between
construction activities. Definitions of the initial state and final state of
activities have to be added to the model, and the reasoning process has to be
clarified.
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Activity objects in CAD-programs for building design

A prototype program implementation
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Abstract: In the early stages of the building design process, during the programming and
the proposal stages, both user activities and the building are in focus for the
designer. In spite of this, today’s CAD programs give no support for
management of information about user activities in the building. This paper
discusses the requirements on modelling user activities in the context of
building design and presents a prototype software. The prototype is developed
as an add-on to the architectural design software ArchiCAD.

1. INTRODUCTION

1.1 From drafting to modelling

The development of computer aided building design systems is currently
shifting focus from drafting to modelling. With a model oriented CAD-
program it is possible to develop an object based “product” model of the
building. Building product models constitute a basis for achieving computer
integrated construction and facility management, CIC/FM, processes. The
shift from drafting oriented CAD to model oriented CAD enables new ways
of managing and structuring design information (Eastman 1999).

CAD, computer aided design, has mainly been applied during the later
stages of the design process when the building and its detailed design is in
focus. In the early stages during the programming and the proposal stages
both user activities and the building are in focus for the designer. Here, CAD
has been used less frequently. One reason is the rigor that CAD-systems
impose on the designer, as opposed to the quick and intuitive response of
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manual drafting. Another reason, relevant for both manual and CAD
drafting, is that a drawing is a static medium poorly suited to represent the
dynamic user activities. A third reason, specifically relevant for model
oriented CAD, is that today’s model oriented CAD programs, e.g.
ArchiCAD or Architectural Desktop, mainly have objects that represent the
building. They do not support management of user activity information,
since they have no activity objects to which one can attribute a user activity
description.

1.2 Current research

Prototype information systems with explicit representation of user
activities has to the present authors’ knowledge only been developed by
Eastman and Siabiris (1995). They identify “activity units” composed of
furniture, equipment and activity area with the emphasis on spatial
properties. Other approaches identify “functional units” (Flemming and
Chien 1995) or “space units” (Carrara, Kalay and Novembri 1994). These
represent functional requirements and generic spatial properties of the
buildings spaces, and in that way indirectly represent the organisation units.
The indirect approach is also used in “Alberti”, a commercial space planning
software by acadGRAPH. The present author has discussed user activity
modelling in earlier papers, see e.g. (Ekholm and Fridqvist 1996). A later
example is the work by Hendricx (2000). None of these have been realised
as working CAD-prototypes.

1.3 Aim of this project

Modelling of activities and processes is an area in strong development,
but has so far not been developed to suit the needs of building design and
facility management. The aim of this project has been to develop a prototype
software that can model user activities in the context of a CAD program for
building design. The objective of this prototype is to show some of the
potential functionality in design and facility management processes.
Hopefully, it may also generate not anticipated ideas of possible applications
to those experimenting with it.

The following section of this paper discusses the theoretical framework
for modelling user activities, and the information of interest in building
design. The third section presents the actual implementation and ends with a
discussion about future development and applications.
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2. MODELLING OF USER ACTIVITY SYSTEMS

2.1 Conceptual foundations for building design
2.1.1 The theoretical framework

In order to develop theories and methods within the field of design, it is
necessary with a well structured generic theoretical framework including
semantics, ontology, and epistemology. The theoretical framework used in
this development project is based on Mario Bunge’s Treatise on Basic
Philosophy, specifically the parts on ontology and epistemology (Bunge
1977, 1979 and 1983).

Several concepts used in this section have been presented in earlier
writings by the author. The interested reader is recommended e.g. (Ekholm
1987 and 1994, and Ekholm and Fridqvist 1996, 1998 and 2000).

2.1.2 A systems view on organisations

A basic concept in a description of reality is that of system. A system is a
complex thing with bonding relations among its parts, it has composition,
environment and structure, both intrinsic and extrinsic (Bunge 1979:8). A
process is a sequence of events in a system. An activity is a goal-directed
process. The terms ‘process’ or ‘activity’ may also be used to designate the
system itself since it is a characteristic feature.

An artefact is a man-made or man-controlled system; it is made with a
purpose to make certain activities possible. A human activity system that
involves the use of artefacts is also called a sociotechnical system. Work is a
specific kind of activity, it is a useful activity (Bunge 1979:197). A
sociotechnical system engaged in some work activity is in management
science called an “organisation” (Child 1984), “human activity system”
(Checkland 1981), or “enterprise” (Bubenko 1993).

The organisations of modern society are complex sociotechnical systems
organised in functional units composed of human individuals and equipment,
including tools and machinery. An organisation has a spatial extension
traditionally called activity space. The activity spaces are of different scale
from the smallest, defined by the human body, tools and materials, to the
space determined by the organisation as a whole.

To adopt a view, or aspect, on a system is to observe a specific set of
properties. Of specific interest to design are the functional and compositional
views. A functional view focuses on the system’s relations to the
environment and on parts that contribute to the system’s function. A
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compositional view of a system identifies the compositional parts from
which it is assembled (Ekholm and Fridqvist 2000). See Figure 1.

Functional view Compositional view

Figure 1: Functional and compositional views on systems
2.13 Design as problem solving

Design is an activity which aims at producing an artefact with specific
required properties. Design may be seen as a problem solving process. A
problem can be defined as a lack of knowledge about the properties of a
thing or about how desirable properties of a thing can be achieved. Problem
solving therefore is a knowledge acquisition process (Bunge 1983).

- In general, a problem solving process proceeds in a sequence of steps. It
starts with the recognition and definition of a problem in relation to some
background knowledge, see also Figure 2 below. This is followed, first by
synthesis, leading to a tentative solution, and then by analysis, investigating
the proposed solution. The result of the analysis is added to the background
knowledge. The cycle proceeds until a satisfactory solution has been
developed.

Synthesis may be regarded as starting from a functional view on the
design, while analysis starts from a compositional view. The synthesis
question is: Which thing has these properties? And the analysis question is
the inverse: Which properties does this thing have?

2.2 Building design
221 The role of CAD-programs

CAD-programs support the building design process in different ways. A
traditional CAD-program for drafting allows the designer to document the
geometrical properties of the design. A drawing supports both synthesis and
analysis, however information capture from the drawing requires human
visually based interpretation. A model oriented CAD-program allows the
designer to document a much more complex conceptual model of the design
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in the computer. This computer based model, in construction IT named
product model, does not require human interpretation for information
capture, but may be directly accessed by different application programs.

2.2.2 User activity information

User activity information is used throughout the construction and facility
management processes. When an organisation is formed or changed, it may
need a new or renewed building for accommodation. The process of
acquiring a suitable building starts with a description of the organisation and
its activities. The activity description is used as a basis for developing a
space function program which defines requirements on the building’s
spaces. The following step includes development of a building program. The
building program together with the activity description and the space
program are used as a background for building design, but can also be used
for building performance analysis during the facility management stage
(Svensson et al 1999).

As an example, the activity information needed for space function
programming is listed below. The list is based on Hales (1984:17), and
(Akademiska Hus 2000).

General activity description

— General description concentrating on factors determining spaces and
installations

Activity relationship information

— Process sequence

— Material exchange between activities

— Communication, personal or through media

— Spatial relations, visibility, audibility, supervision, security, shared
resources and other relationships;

Activity attributes

— Activity area

— Dimensioning measurements

— Duration

— Noise

— Heat production

Person information

— Personnel data; skills, working hours

Equipment information

— Furniture, machinery and equipment; quantities, measurements

— Products and materials

Building information
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— Building (and process) support; HVAC-requirements, fire rating, sound
proofing, electricity

— Lighting; daylight/black-out

— Atmospheric pressure

223 User activity information in building design

User activities in the building are seldom explicitly presented in drawings,
but mostly left to imagine by the actors. Object oriented modelling opens up
the possibility to explicitly represent user activities. Despite of this, today’s
model oriented CAD programs, e.g. ArchiCAD or Architectural Desktop do
not support management of user activity information, since they have no
activity objects to which one can attribute a user activity description.

Figure 2. The building design process

A program that allows the development of a user activity description
assists the problem definition work in the design process. See Figure 2. A
model oriented CAD-program for building design also assists the designer’s
synthesis work, and allows the designer to document the decisions on the
buildings properties. Building analysis includes analysis of technical
performance, cost calculations as well as usability analysis. If the user
activities are modelled in the same system, it would also support usability
analysis. Usability analysis may be more or less dependent on human visual
information capture, but since both the building and the activities are
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represented as object models it should be possible to automate certain
aspects of the analysis. After analysis, the results can be used as background
knowledge in another cycle in the design process.

A conclusion is that CAD-systems by automating information
management to different extent can support the three fundamental steps in
the design process of problem definition, synthesis and analysis.

3. THE PROTOTYPE ACTIVITY ADD-ON

3.1 Add-ons

An add-on is a separate program that expands the functionality of a
another program, and can only be run within this. The prototype program
developed in this project is an add-on to ArchiCAD. It has its own user
interface accessible from the interface of ArchiCAD (e.g.: new menus,
dialogues, floating palettes, etc.). The API, Application Programmer
Interface, for development of add-ons enables access to the inner processes
and database of ArchiCAD. With these capabilities it is possible to enhance
the basic ArchiCAD elements, but it is also possible to use independent tools
and techniques and integrate them into the ArchiCAD environment.

3.2 Conceptual schema of the Activity Add-on
3.2.1 Entities

It has not been possible in this prototype development work to implement
functions to manage all the information needed for space function
programming as listed in section 2.2.2. However, a future implementation is
both possible and desirable. The following section describes the actual
implementation.

The basic entity of the Activity add-on is the Activity. It is based on a
functional view on an organisation or part of an organisation. An Activity
may have other activities as functional parts or itself be a functional part of
other activities. Activities are composed of Person and Equipment. The
constituent Person and Equipment may be determined for an Activity at any
level in the “hierarchy”.

Activities may have Name, Description, Duration, and Relations. There
are four Relations that can be specifically shown: Visibility, Sound,
Distance, and Adjacency. These may have values which, however, can only
be described, functionality is not implemented.
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A Person has Name and Description, it can only exist within an Activity.

Equipment may be composed of other Equipment. It may have Name and
Description. An Equipment element can exist independently during the time
period between the Activities in which it appear. Between Activities it has
the same state as in the last Activity.

Compared with the information needed for activity description according
to section 2.2.3 above, the prototype lacks a relation between activities and
building spaces, as well as a resource entity.

The entities and their relations as implemented in the prototype are
shown in the schema in Figure 3. The schema is presented in EXPRESS-G, a
framework for graphical product model representation, based on the
EXPRESS modelling language (Schenk and Wilson 1994).

I i Building i ABS
Visibilit 1 : Description jOmm—— | : L O ame
isibility |- L pace E D! Thing Name
beaees pomas
T tocated in S[0:?) 7 1
INV accommodates S{0:7]) ]
Sound IO ! compositional_part ${0:7] uses S[0:7]
trom S[17] H INV participates_in S{1:7) @ INV used_by S{0:7]
M M
1.7 o
_1_ Relation O: Activity Person  p—————C Equipment
0 S[1:7)
Distance |t composilional_part S[0:?) ?
duration INV used_in ${0:7)
A duration
Adjacency O functional part S{(:?] Activity o Equif compositional_part S{0:}
’ INV fanctional whole $[0:7] duration duration INV part_of $[0:7)

Figure 3: Conceptual schema of the Activity Add-on
3.2.2 The Object entity in ArchiCAD

The Activity Add-On can link Activity entities with Object entities in
ArchiCAD. An Object entity is a library part within ArchiCAD, it can
represent different things, e.g. people, furniture, specific building parts like
kitchen fit-outs etc. However, the link can only be active if the Object entity
has the “visible” variable within its parameters which can be edited by an
advanced ArchiCAD user. Person and Equipment objects in the Activity
Add-on are such edited ArchiCAD Objects.

Two new ArchiCAD Object entities have been developed for the Activity
Add-on:

— The Activity Space Object which shows the spatial extension of the
activity. It can be created, with the Fill-> Activity Space transformation
tool within the Activity Palette.

— The Activity Relation Object, which is handled by the add-on.
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33 Functions of the Activity Add-on

3.3.1 Activity Menu

The user of the Activity Add-on manages an Activity System through the
Activity menu in ArchiCAD. The Activity menu contains:
Activity Settings; to switch on or off the Activity Settings palette
Time Observation; to switch on or off the Time Observation palette
Activity palette
Save Report file
The Activity Add-on in the current implementation enables the user to
determine and edit an Activity System. The main functions to configure the
Activity System are handled from the Activity Settings palette, available as a

|

Figure 4: The Activity Tree dialogue box

dialogue box placed in the ArchiCAD window. The main functions are
“Activity System”, “Activity Links” and “Activity Properties”.

An Activity System is made up of activities in a hierarchy of different
levels. See Figure 4. Activities in each level are composed of Persons and
Equipment. The first level of the hierarchy must be an Activity. The same
Activity may only occur once within the Activity System, but Persons and
Equipment can occur many times.

An Activity can be saved as an AGM, Activity Group Module. This
module consists of the Activity and its parts as well as its composition of
Persons and Equipment. An AGM can be saved in a library and be reused.
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The relations between activities can be determined in the “Activity
Links” dialogue box. The relations are: Visibility, No Visibility, Sound
contact, No Sound contact, Connection, No Connection, Adjacency, and
Distance. The links can be set at direction and certain grades of importance.
The links are shown in a “relation stamp” on the screen.

The Activity Properties includes name, description and duration. The
user can control the appearance of Activities and the related objects in time
through the “Time Settings” dialogue box. An Activity can be set to be
either periodical or happen once. See Figure 5.

Figure 5: The “Time Settings” dialogue box
33.2 Activity Space definition

The user of the Activity Add-on may start the activity design work by
defining a hatched area developed through some of the ArchiCAD geometry
tools. Then, when the designer wants, it is possible to define the hatched area
as an Activity Space using the Activity Space transformation tool. A similar
function works for other ArchiCAD objects like Wall or Slab. This means
that a designer initially can work with a geometrical representation, and at
will determine whether the object shall be, for example, an activity, or a slab.

34 ‘ The School Test Case

The Activity Add-on has been applied to model a small school and its
lessons. The different tools in the program have been used to define the
School Activity System. An example of the design tool in use in the Edit
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Mode is shown in Figure 6, where the Floor Plan and Activity Tree shows
shows Art in class A, and Computer in class B.

Figure 6: Art in class A, and Computer in class B, observed on a Monday morning

Figure 7. In the 3D mode also the extension in 3D of the Activity Spaces is visible

The activities are observed at 09.39:13 on Monday morning, September
11, 2000. In Figure 7 the same activities are shown in a 3D view. Also the
extension in 3D of the Activity Spaces is visible.
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3.5 Conclusions and future development possibilities
3.5.1 Conclusions

The Activity add-on to ArchiCAD strongly enhances the functionality of
building design software in the problem definition and analysis phases of
design. The integration of activity objects in software for building design
opens new possibilities for building design methods development.

3.5.2 Further investigations
Several aspects should be further investigated. For example:

— Illustration of user activities
— Spatial lay-out design

— Temporal space use analysis
— Versatility analysis

— Space function programs

— Activity libraries

— Process modelling

Buildings are built to enable activities of different kind. During design or
in facility management it is necessary to be able to illustrate user activities
in 2D and 3D and how they are accommodated in the building. This
functionality may be extended towards animated and interactive
representations by sophisticated software and hardware. Traditional software
for building design enables illustrations of people and equipment, but not as
graphical representations of activity objects.

Methods for spatial lay-out design, wich coordinates spatial requirements
of buildings and activities, may benefit from the availability of activity
objects with relational and spatio-temporal attributes. Spatial allocation of an
organisation can be supported by graphical representation tools like:
adjacency matrices, flow-charts, blocking and stacking diagrams, graphic
and net area displays, spatiotemporal diagrams etc. Such tools are computer
implementable and could be part of computer aided organisational design
programs. See e.g. (Kalay and Séquin 1998), Kumlin (1995), Hales (1984),
Child (1983) and Muther (1973).

The time settings functionality of the Activity add-on clearly illustrates
the possibilities to develop methods for temporal spaces use analysis. The
use of a buildings’ spaces is time dependent. The possibility to generate
space lay-out plans for different times of the day gives a new insight in the
possibilities to co-ordinate activities to achieve a more effective space use.
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Methods for analysing the versatility of a building and its spaces are
important both during building design and facility management. The
versatility of a space is a measurement for its capacity to accommodate
different activities. Flexibility, e.g. by movable partitions can be illustrated,
by representing a partition as Equipment of an Activity System. As a
background for methods development it would be of specific interest to
analyse the SAR-methods developed in the 1970’s by John Habraken and his
colleagues (Habraken et al 1974).

Further program development should be made to allow the user to
develop space function programs an important part of the problem definition
work. Information about activities and required building properties are stated
in the space function program, which is used both as a starting point for the
building design process, and as a background for performance studies during
facility management.

Activity systems together with their building requirements should be
possible to store in a reusable form as library objects. One source of
inspiration for developing and structuring such coordinated activity-
environment objects would be the Pattern Language methodology,
developed around the 1970’s by Christopher Alexander and his colleagues
(Alexander 1975).

The schema developed for the Activity Add-on could easily be extended
to represent input and output of processes. The Time Settings function of the
software also seems useful for process modelling. A process modelling
function is not implemented in this prototype, since it is a functionality to be
used in other contexts than intended here. However it is relevant to mention
as a possible extension of the program.
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On the road to standardization
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Abstract: This paper offers an analysis of current standardization efforts, including a
classification of their approaches and an evaluation of their advantages and
disadvantages with respect to different contexts. In focusing on the design
context, a synfactic approach to standardization is recommended, and
exemplified with a concept for representational flexibility termed sorts.

1. INTRODUCTION

Effective digital representations for design have been a topic of research
since Sutherland’s Sketchpad (Sutherland, 1963) marked the beginning of
CAD research. Early efforts into purely geometric representations led to the
establishment of geometric modeling as a research field, presenting us,
amongst others, with polygon-based and NURBS-based three-dimensional
representations that currently form the basis of most modeling applications.
More recently, product modeling research has taken a much wider view of
design representations, considering geometric design as only one aspect in
the product design process and focusing on design as a collaborative process
between a variety of actors and experts from many different design
disciplines. These different disciplines are concerned with different aspects
of the final product and require different representations to work with.
Furthermore, different actors adopt different design techniques and
methodologies, demanding alternative design representations for the same
product aspect. Integrating these different design views into a single product
model, or supporting information exchange between alternative
representations, possibly in coordination with a central product model, is far
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from straightforward, as current research into product models, such as ISO
STEP (ISO, 1994), illustrates.

In architectural and building design, this problem is even more
prominent, as design methodologies are varied and diverse, the actors in a
collaborative building project are numerous and from a large body of
disciplines, and not least, both the project and team are potentially unique
from project to project. Furthermore, the building industry is fragmented and
characterized by a large number of small- and medium-sized companies,
making it even harder to impose common models or processes for
information exchange. As a result, information exchange in the building
industry has long been, and still is, dominated by a data exchange format,
DXEF, that is mostly concerned with geometric information and which was
designed for use with a single commercial application, AutoCAD™. At the
same time, many efforts exist and have existed to conceive a common
product model for building design, for example, within the STEP
developments, by the International Alliance for Interoperability (Bazjanac,
1998), and more recently in XML (Tolman and Béhms, 2000, aecXML,
1999). Despite the many efforts, little real progress has been made, both in
agreeing on common models for various building design aspects, and in
convincing the building industry to adopt such models on a general level.

This paper offers an analysis of current standardization efforts, including
a classification of their approaches and an evaluation of their advantages and
disadvantages with respect to different contexts. In focusing on the design
context, a syntactic approach (e.g., O’Brien, 2000, Stouffs and Krishnamurti,
1997) to standardization is recommended, and exemplified with a concept
for representational flexibility termed sorts.

1.1 Data exchange

Between and within disciplines, building partners use a variety of
different applications and tools based on many distinct data formats. This
diversity of data formats makes supporting information and data sharing
within a building project a complex and difficult task. Various approaches to
facilitate data exchange among partners exist, based on a number of different
techniques and technologies. The most obvious approach is to develop a
specific utility for translating data between two given formats. Despite
attempts at developing alternative approaches, this is still the most widely
used. The advantages are clear: the single purpose supports a focused
development towards a highly effective and efficient tool that emphasizes
the nature of either or both formats or the specifics of the context in which
the utility will perform its task. Such a utility may be used stand-alone or
integrated into an application that uses either data format, e.g., in the form of
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an import or export functionality, or into a system that offers multiple
translation facilities.

Most often, such specific utilities serve data sharing in conjunction with a
standard or pseudo-standard. Consider DXF, a data exchange format
developed for the purpose of AutoCAD™’s own translation needs between
subsequent versions of the software. This format was adopted by the CAD
software industry as a pseudo-standard for CAD data exchange. By
integrating import and export functionalities from and to DXF into every
CAD application, the format serves as a standard for data sharing among
CAD applications. The most obvious advantage of such a standard is the fact
that each application needs to support translation only between a single pair
of data formats, that is, from the proprietary format to the standard and back.
However, pseudo-standards are ill suited to this task. As these were never
developed for this task, they neither reflect the nature of the proprietary
format nor the context of the exchange. For example, DXF supports neither
NURBS, a popular geometric representation for curved surfaces, nor
textures, making it ill suited for sharing advanced 3D modeling data.

General standards for exchanging building data may overcome these
limitations. However, standards are difficult to develop, as these require a
broad consensus among industry members. Particularly in the building
industry, such consensus is hard to achieve. Many reasons can be thought of.
Most commonly, the fragmented nature of the building industry and the
uniqueness of each building project (Buckley, Zarli, et al., 1998) are
mentioned as primary reasons for this failure to achieve a standard for data
sharing among project partners. Equally, neither has hope yet faded. New
approaches based on advances in software technology have resulted in
renewed and increased efforts and in better chances of achieving such a
standard. Object technologies (e.g., Bazjanac, 1998, van Nederveen, 2000)
and XML (e.g., Tolman and B6hms, 2000, accXML, 1999) have served as
the catalysts for these activities.

2. STANDARDIZATION APPROACHES
2.1 A-priori versus a-posteriori

Different approaches can be distinguished in standardization efforts.
Generally, these adopt an a-priori approach: an attempt is made, before or at
the onset of the project, at establishing an agreement on the concepts and
their relationships which offer a complete and uniform description of the
project data. If this collection of concepts and relationships is conceived of
independent of the project specifics, i.e., its context, then the approach can
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be additionally denoted as top-down. The STEP effort is a prime example of
a top-down, a-priori approach, offering a methodology for developing
product models and for the exchange of these product models, including its
application to various industry domains.

The alternative is a bottom-up approach, where the project participants
attempt to establish such a conceptualization from practice, based on the
project specifics, at the onset of the project. Object trees (van Nederveen,
2000) are an example of an a-priori, bottom-up approach. Primarily aimed at
the construction planning phase, object trees serve to improve electronic
communication between participants of different disciplines in large-scale
construction projects by offering them a methodology for developing
representational object trees corresponding to concept hierarchies of
construction aspects and elements, and their attributes. The methodology
requires all participants to concur on the concepts and attributes involved; in
return, it presents them with a unified framework for relating activities and
for data exchange among participants. It is specifically suited for the
construction and construction planning phases of large-scale projects in
which the advantages of the conceptual and representational framework far
outweigh the disadvantages of the need for an a-priori consensus.

Focusing on the design phase, it is debatable whether an a-priori
approach, even if successful in the future, will support the variety and
flexibility it intends to enable. Conceivably, it may further restrict creativity
and individuality by imposing a common product model that caters only to
an a-priori defined collection of views. For one, new design and analysis
techniques or methodologies may be conceived and developed requiring new
and different design representations that lie outside of the scope of the
product model. Secondly, diversity in design approaches within the same
discipline may not be, as a whole, supported by the same model. Lastly, even
within the same design process, a single actor may choose to adopt different
design representations for different purposes at various stages of this
process.

Thus, there is a need to offer both flexibility in representations that
allows a designer to adapt a representation to her intentions and needs, and
representational dynamism that enables representations to be reconfigured
throughout the design process in order to reflect the task at hand. This calls
for an a-posteriori approach where users are empowered to define their own
representations within their design activities and are provided with the tools
to, subsequently, communicate the corresponding data into alternative
representations as adopted by the other project participants.
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2.2 Semantic versus syntactic

In the process of establishing a common product model, two steps —
semantic and syntactic — can be considered. The former refers to the
conceptual development, the latter to the translation of this conceptualization
into a representational structure for practical use. Standardization efforts
tend to focus on one of these steps. For example, the LexiCon effort was
primarily concerned with a formal vocabulary for the storage and exchange
of information in the construction industry, although representational
development is now under way (Woestenenk, 1998, 2000).

Semantic development in any standardization effort may serve as the
starting point for different syntactic developments. For instance, the STEP
effort includes the specification of representational structures; other
standardization efforts consider adopting the STEP semantics, or even part
of the technology, in order to offer alternative syntactical expressions. An
international consortium has been founded within the building industry that
aims to define an object-oriented data model as a basis for project
information sharing in the industry. These efforts of the named International
Alliance for Interoperability (IAI) have resulted in a specification of Industry
Foundation Classes (IFCs) defining a building object model shared by all
IFC-compliant applications (Bazjanac, 1998). The IFC product model was
developed using the EXPRESS modeling language developed in the STEP
effort, and shares many concepts with the STEP product model developed
for the building industry. Recently, the IAI also supports the aeccXML
Working Group, which started working on an extension of XML, a universal
format for structured documents and data for the Web, in order to facilitate
data exchange in the building industry (aecXML, 1999). The E-Construct
project is also concerned with the development of an XML extension, named
bcXML, to support e-commerce in the building industry (Tolman and
B6hms, 2000). It builds upon the LexiCon semantics defined for projects and
adopts the LexiCon tool for the purpose of a user interface to the data
structures.

XML can be considered as an alternative to object technology in order to
develop representational structures corresponding to conceptual product
models. However, XML is more than a technology; it is a meta-language
that serves to define markup languages for specific purposes. By specifying
a grammatical structure of markup tags and their composition, a markup
language is defined that can be shared with others. When project partners
can agree on the tags, they can exchange data described in any markup
language based on these tags, even if their own markup language differs in
scope or composition. As such, XML may be considered as a syntactic
standard (O’Brien, 2000). XML can also be considered as an alternative
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modeling language to the EXPRESS technology of STEP. XML has the
advantage that it is readable both by humans and by the computer. Markup
languages based on XML can easily be adapted or extended to one’s own
specific purposes or needs. Thus, XML structures can easily be defined
corresponding to a conceptual product model and such structures can be
compared between different models. In fact, it may be quite ironic to
consider product model standards as structures fixed in XML (O’Brien,
2000).

3. REPRESENTATIONAL FLEXIBILITY

While these standardization efforts have more or less the same aim, their
strategies are quite different each with distinct advantages and disadvantages
in supporting flexibility in data formats for varying purposes and needs. The
necessity for the support of data exchange reflects a desire to use alternative
design representations that enable a particular expression, analysis, or
organization. Translation utilities can support data exchange between the
standard and proprietary data formats. However, there is a limit to what can
effectively be catered for in this fashion. Advances in methodologies,
techniques, and technologies repeatedly require new representations of the
same building component or building aspect. Standards, however, are
necessarily based on current knowledge, uses, and needs. The difficulty in
establishing a standard and having it adopted as a basis for data sharing
among all or most software applications on the market almost inhibits any
subsequent changes in order to update it to new requirements — unless, such
flexibility is built into the technology.

The IFC effort attempts to overcome this difficulty by adopting an
object-oriented approach and envisioning an evolving object model. Objects
encompass both data and access to this data, possibly including operations
on the data. Applications can use this model, or parts of it, to define the
underlying representation, or incorporate a translation from and to this model
into their functionality. When the model is altered through a modification or
extension of the object functionality or the development of new object
classes, a corresponding adaptation of the applications may not be necessary,
unless one wants to make use of the additional functionality provided in the
model. In this manner, a single model can respond to advances in knowledge
and technology. At the same time, however, this model still depends on a
consensus and, as such, will not be able to support the entire spectrum of
alternative design representations that can suit particular users or specific
situations in the building process. Furthermore, access to this model is only
available to software developers and, as a result, a designer will, in most
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cases, be restricted to those representations that are provided by the software
applications on the market rather than be able to exploit the potential of a
truly flexible standard.

The Lexicon model suggests an alternative approach. Though as part of a
semantic model, it considers a semi-syntactic approach in which concepts
are unambiguously defined by their constituent attributes (Woestenenk,
1998). These attributes then comprise the primitive concepts that define the
semantic vocabulary of this model. Taking this descriptive approach one step
further, the attributes themselves can be described syntactically, leading to a
purely syntactic description of the concepts as compositions of primitive
data types. Within a formal structure, these syntactical descriptions may be
compared independently of their conceptual meanings, thus allowing for
synonym concepts. XML offers such a formal framework. As such, XML
allows for an a-posteriori and syntactic standardization approach, providing
all participants with the ability to define or adopt their own data model in
XML, and considering ways of translating these different models between
one another at a later stage, using tools developed for this purpose.

3.1 A framework for representational flexibility

XML is particularly suited to structure otherwise unstructured
information, such as textual data, and to organize information available over
the Web. However, it does not provide any information on how to
manipulate the data and, as such, is ill suited to represent detailed graphical
or geometrical data. Instead, a framework for supporting representational
flexibility may be conceived of by borrowing from the different approaches
in order to combine their respective advantages. From XML, it may inherit a
foundation consisting of an extensible vocabulary of data components that
can be composed hierarchically into a representational language. From the
IFC effort, it may borrow the object-oriented approach, defining the data
components as objects that encapsulate both the data structure and the
operations defined on these structures. The symbiosis of these two
approaches requires that the compositional operators be defined so that any
compositional structure offers the same functionality as each component
object separately. Hereto, a behavior can be defined for every component
and structure as a collection of common operations on these structures for
creation or deletion, or the merging of structures under some formal
operations. Through a careful definition of the compositional operators,
structures may derive their behavior from their components in accordance to
the compositional relationship.

Similar to the IFC approach, a language specification can be derived on
two levels. A first syntactic level specifies the vocabulary of primitive object
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classes and their respective behaviors. This behavior, in itself, does not
provide any meaning to the object class. In fact, a same data structure may
define two or more object classes if as many different behaviors can be said
to apply, for different purposes. On a second level, a selection of object
classes is defined and, individually, named in order to express a semantic
concept. These named classes can, subsequently, be composed into a
hierarchical structure in order to define an appropriate representational
schema. In contrast to the IFC approach, this semantic concept can be
specified by the user and the representational structure composed
accordingly. Alternative representations can be defined by altering the
compositional structure or the selection of component classes. As each
representation defines the same common operations, these can be reasonably
plugged into an applicative interface for manipulation.

Comparing different representations requires a comparison of the
component classes and of the overall compositional structures. At the same
time, the expressive power of a representational framework is defined by its
vocabularies of primitive object classes and compositional relationships. By
carefully selecting the vocabulary of compositional relationships, users can
be given the necessary freedom and flexibility to develop or adopt
representations that serve their intentions and needs. At the same time, these
can be formally compared with respect to scope and coverage in order to
support information exchange. Such a comparison will not only yield a
possible mapping, but also uncover potential data loss when moving data
from less restrictive to more restrictive representations. Translation services
can be provided based on both semantic identity and syntactic similarity.

4. SORTS

We are developing such a framework for representational flexibility,
named sorts. Conceptually, a sort may define a set of similar data entities,
e.g., a class of objects or the set of tuples solving a system of equations
(Stouffs and Krishnamurti, 1998). Representationally, elementary data types
define primitive sorts. These combine to composite sorts under formal
compositional operations (Stouffs and Krishnamurti, 1997). The operation of
sum allows for disjunctively co-ordinate compositions of sorts, where each
sort may be — though not necessarily — represented in the data form; an
attribute relationship provides for (recursively) subordinate compositions of
sorts in both one-to-many and one-to-one instantiations. Other compositional
operations can also be considered, such as an array- or grid-like composition
of sorts. The result is a constructive, hierarchical description of sorts as
compositions of other sorts, where each leaf node specifies a primitive data
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type and every other node defines a compositional operation on its operand
children nodes (figure 1).

sort conceptrefs : (concepts : [Label]);
sort (hasrefs, isrefs) : [Property] (concepts, conceptrefs);
sort concepttree : concepts * concepttree + concepts * hasrefs + concepts + conceptrefs * isrefs

concepttree  : | (hasrefs, isrefs)

ﬁ concepts conceptrefs
concepts

concepts hasrefs  conceptrefs isrefs
concepts - concepttree

concepts

[Label]

Figure 1. Textual and graphical definition of a recursive concepttree sort. A concepttree may
include multiple instances of a single concept, with one instance defined and referenced by all
other instances. ‘+’ and ‘“*’ denote the operations of sum and attribute, respectively. ’
denotes the naming of a sort. ‘Label’ and ‘Property’ are primitive sorts; the latter defines a
property relationship sort between two given sorts.

The definition of a sort includes a specification of the operational
behavior of its members and collections, denoted as forms. The behavioral
specification enables a uniform handling of forms of different sorts, on the
proviso that the universe of all forms of a sort is closed under the respective
operations. Primitive sorts have their behaviors assigned in order to achieve
a desired effect, e.g., discrete behaviors for points and labels, an interval
behavior for line segments, and an ordinal behavior for weights such as
thickness or tones. On the other hand, a composite sort receives its behavior
from its component sorts, based on its compositional relationships (Stouffs
and Krishnamurti, 1997). The formal relationships between sorts enable the
comparison and mapping of sorts as representational structures; the
behavioral specification of sorts supports the mapping of information
structures onto different sorts, such that the resulting information structures
conform to the definition of the respective sorts or representations.

The concept of sorts only specifies a common syntax, allowing for
different vocabularies and languages to be created, and providing the means
to develop translation facilities between these. For example, a point may be
specified with any number of coordinates depending on its dimensionality,
its coordinates may constitute integers, reals or rationals, these may be
bounded in space, etc. Sorts can be defined accordingly and, based on their
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compositional structures, compared and related. For example, the operation
of sum specifies a subsumption relationship on sorts, where one sort may
match a part of another sort, under sum (Stouffs and Krishnamurti, 1997).
Compositional structures under the attribute relationship, if not equal, may
be fully (or partially) convertible: the attribute relationship is associative
though not commutative. Based on the result of this comparison, translation
support can be provided for and data loss monitored. For example, partial
conversions always result in data loss; complete conversions may result in
data loss depending on the behavioral categories of the constituent sorts.

Alternative design representations can be defined as variations on a given
sort, by altering the components or the composition. As an example,
consider a representation for a collection of drawings given a sort that
defines a single drawing. By specifying an attribute composition with a sort
of labels, a named collection of drawings is enabled similar to a set of layers
in a CAD application. Alternatively, by specifying an attribute composition
with a sort of points or rectangles, a layout can be represented for these
drawings (figure 2). One step further, this sort can be modified to enable
drawings to relate to parts within other drawings, allowing for detailing
relationships to be specified in this layout.

named_drawings : drawings # (labels : [Label])
layouts : drawings * (points : [Point])
named_layouts : drawings * points * labels

named_drawings

points labels

Figure 2. Sort definitions for named drawings, layouts of drawings, and named layouts of
drawings, given a sort for a drawing.

As such, there is no imposition of concepts beyond the purely syntactical,
and the alphabet of building blocks can be readily extended at all times. No
language thus created ever needs to be static. Firstly, a vocabulary may be
extended from the existing alphabet or by using newly developed building
blocks. Secondly, representations may be updated by reconfiguring the
existing composition of sorts or by extending it using additional component
sorts. Far from having to redevelop the data structure and the applicative
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operations, the concept of sorts aims to provide almost continuous support to
evolving representations, providing for an environment that supports
exploration and trial, even with respect to the representation.
Representational structures can be compared and mapped, data can be
readily converted to new and extended (or condensed) representations, and
procedural operations remain applicative if such flexibility has been
considered.

4.1 Example

Consider design information in the form of design constraints and related
information, e.g., for a steel-framed building project (figure 3). This
information may be stored in a database organized by type, i.e., constraints,
variables, authors, constraint solvers, and other data entities (e.g., images,
drawings or explanatory texts), with entities linked as appropriate (figure
4a). This presents an organizationally clean and efficient way of storing
design information into a relational database. However, this organization is
ill adapted to practical uses. While a representational organization may be
dictated by efficiency in data retrieval and management, an effective
visualization of the same data depends on user preferences and the task at
hand. More important than the distinction between an efficient
representation and an effective visualization, is the understanding that
different partners in a collaborative environment adopt different views,
specify different preferences and use different techniques, while visualizing
and manipulating essentially the same information. In the example of the
steel-framed building project, the set of design constraints is the result of a
collaboration between architect, structural engineer and contractor, to name
just a few.

Figure 3. Design problem from a building project: the dimensioning of holes in steel beams.

An alternative visualization of the same project information may take
into account the origins of these information entities, that is, for each author
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the author’s constraints, the constraint solver used, and other data entities
provided by this author are specified (figure 4b). Each constraint specifies
the variables that are affected by this constraint, and these variables, in turn,
link back to the constraints that are defined over these, effectively linking
constraints from different authors. Other links, e.g., between constraints and
other data entities, can also be maintained and presented.

Constraints

I__J_V———I

Authors Variables Solvers Data

All l_—J—Tﬁ I—J— + L

I | [ l Constraints Solvers Data  Constraints
Constraintsl Authors ] Data £ L

LVariables Solvers ‘L Variables Authors
1 1 1 1
Nl A A A

Figure 4. Three different organizational schemes for the same project information: a) by type,
b) by author, and c) by design constraint.

Such an organization provides the user with an overview over the
different authors’ (or domains’) contributions. One step further, the effective
support of an actual design session may require the design itself, i.e., the
design constraints, to form the centerpiece of the visual environment. Other
information can be linked from the appropriate constraints in order to clarify
each constraint’s context and role in the design. A corresponding
representation places the author’s constraints at the top level (figure 4c).
Every constraint specifies the variables affected, the author’s constraint
solver, and the data related to this constraint. Each variable, in turn, specifies
the constraints from other authors that are defined over this variable, and
each of these constraints specifies its author. Other links between
information entities are additionally provided. This representation allows the
author to directly access information related to each constraint. It also
enables the user to evaluate the effect of altering a constraint on the design
and whether such a change may interfere with other constraints specified by
the partners in the collaboration.

As the example attempts to illustrate, sorts enable the development of
different design views from a same data structure for different users and
purposes. In the context of Web presentation, sorts can be adopted to prepare
the retrieved information appropriately for presentation. Links and
connections between information entities are treated as attributes to either or
both entities. This approach allows for a uniform and flexible method of
presenting information. Figure 5 shows snapshots from a VRML
visualization for the steel-framed building project.
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Figure 5. Snapshots of a VRML visualization for the steel-framed building project according
to the first and last schemes of figure 4, respectively, a) a set of design constraints and b)
related image entities, and c) views of the architect’s and d) engineer’s constraints. All VRML
presentations are generated using an implementation of sorts.

5. CONCLUSION

New technologies, i.e., object technologies and XML, are fueling new
interest in standardizing product models for the building industry. However,
these same technologies, together with the Internet, reflect a strive for
flexibility that stands in contrast to the concept of an all-encompassing
standard. XML offers an example of how data exchange can be supported
independently of the product models that are applied. Sorts attempts to
achieve the same flexibility but with increased support for geometrical data
and for the comparison of sorts and the translation of data between different
sorts.

The concept of sorts aims to provide almost continuous support to
evolving representations, providing for an environment that supports
exploration and trial, even with respect to the representation. By specifying
only a common syntax, it allows for different vocabularies and languages to
be created, and provides the means to develop translation facilities between
these. There is no imposition of concepts beyond the purely syntactical, and
the alphabet of building blocks can be readily extended at all times.
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Abstract: This paper presents our current development of the Sheffield Urban
Contextual Databank (SUCoD) prototype that provides users with a Web-
based interface for dynamic retrieval of architectural and urban contextual
information of the city of Sheffield. In comparison with past attempts of
building Virtual Cities accessible over the Internet, we have experimented
with a different system architecture capable of generating VRML models and
other related documents on the fly according to users' requests. Through
working examples, we describe our methods of implementing the data
communications between Java applets and Common Gateway Interface (CGI)
scripts. The SUCoD prototype has been developed to explore and demonstrate
how user centred dynamic retrieval of urban contextual information can be
supported, which we consider a user requirement of primary importance in its
future use for collaborative design and research relating to the city of
Sheffield.

1. INTRODUCTION

In the past three years, the Diploma students at the School of
Architecture at the University of Sheffield have embarked on the Sheffield
Urban Study project, researching and reconstructing parts of the City of
Sheffield at around the turn of the twentieth century. In each year's program,
the students were organised to work in groups to produce research reports,
drawings and scaled physical models of the buildings, streets and places by
investigating all sorts of local historical literature and archives. Apart from
creating a substantial research database on the Sheffield urban history, the
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students also learned how to undertake historical research in a collaborative

and systematic manner (Blundell Jones, Williams, et al., 1999).

To date, the database resulting from the urban study project covers a
region of 40 squares (one square of 200m each side), reaching 160 hectares
in total. Subsequently, a public exhibition of the project work has been held
at the Mappin Art Gallery in Sheffield for several months. In June 1999, a
major research grant from the Arts and Humanities Research Board was
awarded to the authors to embark on a separate project with an aim to
investigate how the physical database amassed by the Sheffield Urban Study
project can be put into electronic form accessible through multiple routes.
The project was set out to achieve the following objectives:

— To further evaluate and elaborate the hypermedia-based modelling and
authoring methodology established in the previous pilot study (Peng and
Blundell Jones, 1999).

— To deliver a prototype of an interactive hypermedia databank that will
provide user-friendly facilities for searching and retrieving digital
documents created on the basis of the Sheffield Urban Study Project.

— To make the databank accessible nationally and internationally via the
Arts and Humanities Data Service and the Internet.

— To demonstrate that a dedicated urban contextual information system of
a region can facilitate collaborative research and design regarding the
historical or contemporary urban development of that region.

Our pursuit of the research has led to the development of the first
prototype named as “Sheffield Urban Contextual Databank” (SUCoD). The
SUCoD prototype presents features that are similar to some of the projects
related to building “Virtual City” pursued by other research groups. In
building the Sheffield model, however, we are particularly interested in
developing novel spatial-oriented approaches to retrieving dynamically the
urban contextual information resulted from the previous research into the
city’s history. By adopting the Java™ and Common Gateway Interface
(CGI) technologies, we have implemented in SUCoD a Web-based
computing framework on which a large amount of contextual datasets can be
deposited and maintained constantly. The prototype has been tested to
demonstrate the feasibility for users to dynamically retrieve contextual
information of any areas of the city through an interactive map interface.
Users can browse and navigate city contexts as dynamic Web contents that
display historical maps, virtual reality models, and other digital resources
related to the specific buildings or areas retrieved by the users.

In this paper, we shall present and discuss our current design and
implementation of the SUCoD prototype, focusing on our development of its
functionality and user interface. The remainder of the paper is organised as
follows: In Section 2, a brief review of three related projects on building
virtual cities is presented, highlighting the various purposes and intended
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uses of the virtual cities created. Following a discussion on some of the
major system design issues, we describe in Section 3 the stages of
developing the SUCoD prototype. Finally, Section 4 reports on the initial
responses and feedback from the audiences to whom we have made
demonstrations.

2. BUILDING VIRTUAL CITIES: RELATED
PROJECTS AND SYSTEM DESIGN ISSUES

In recent years, the constructing of “virtual cities” has become an active
research and development topic in architectural computing and urban
studies. An important feature of virtual cities is that they are accessible over
the Internet and they present users with 3D virtual worlds based on the
graphic data format of VRML (Virtual Reality Modelling Language, see
[WWWO01] for the latest specification of the language). Apart from being
Internet-HTTP compatible, VRML provides many other features that
modellers can exploit to create rich 3D virtual environments in which the
end users have controls over various modes of navigating the models (e.g.,
walk, fly, pan, rotate, etc).

Applications of virtual cities or virtual environments have been popular
in domains where 3-dimensional simulated spaces and architectural
metaphors can offer new kinds of graphical user interface. In academic
research, on the other hand, the enterprise of building virtual cities seems be
driven mainly by its ability to represent/simulate historical or contemporary
architectural and urban environments. Past attempts show that constructing
virtual urban environments can be an effective way of creating and
maintaining a large organisation of online urban and architectural
information. Virtual cities can be created to provide users with convenient
routes to the models and related resources related to the historical or
contemporary aspects of the cities. In the following, we shall briefly look at
three related projects.

2.1 Three projects on building virtual cities

The Bath Model was created by the CASA group at the University of
Bath (Day, Bourdakis, et al., 1996). The aim was to visualise the changes in
the City of Bath and how the city was originally constructed. The Bath
model was initially built with 3D modelling and texture mapping in
AutoCAD, and was subsequently converted into a single VRML model. The
model covers a square of 10 km each side with texture-mapped terrain
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around the city and the Bath abbey in some detail. The model was organised
in four levels of detail with data links to images and texts on the city and
building history [WWWO02]. The Bath model has been used by the local
planning authority for development control and public debate on future city
development (Bourdakis and Day 1997).

The Glasgow Directory was developed by the ABACUS group at the
University of Strathclyde [WWWO03]. The system was intended to present
the city of Glasgow in 3D form with architectural details and a searchable
citywide database of her important architectural heritages. A variety of
online resources are provided, including 3D volumetric models (in VRML
2), digital photos of architectural interiors assembled in QuickTimeVR™, a
map for browsing and retrieving the VRML models, and a search engine for
its database of significant buildings of the city. As on the Web, the
Directory now contains a total of 47 separate VRML model segments,
covering an area of 25 km’® accurate in height and plan. The Glasgow
Directory has been used by developers' visualising proposals in the context
of the city and also to promote the City and its architecture via the Web.

The Virtual Los Angeles project undertook by the Urban Simulation
Team at UCLA aimed to achieve a high quality community and city visual
simulation for the City of Los Angeles [WWWO04]. By combining aerial
photographs with street level imagery, databases of trees, and 3D geometry,
realistic urban neighbourhoods were created. The system provides
substitution operations for interactive evaluating alternatives and temporal
modelling in simulating existing neighbourhoods, historical reconstructions,
or proposed new developments. The ultimate goal is to deliver multiple
linked VRML models, covering the entire LA basin (10,240 km?®). The
project intends to deliver a real-world application capable of supporting
hundreds of remote simultaneous interactive users, working in civil
engineering, urban design and planning-related problem solving (Snyder and
Jepson 1999). There was also the plan of allying the system with other
citywide applications such as emergency response, virtual learning
environments, etc.

2.2 System design issues

The quick look above is by no means exhaustive. An extensive review of
more virtual city projects deserves a separate paper to examine properly the
issues and complexity involved. However, related to our interest in building
the Sheffield model, the previous projects suggest a number of system
design issues of immediate concerns:

a) VRML and accessibility over the Internet. The VRML 2 file format was
adopted by all three projects in support of wider user accesses through
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b)

d)

the Internet and the Web. Given that special software for displaying and
interacting with VRML worlds are now widely available as free Web
browser plug-ins, the acceptance of VRML in building and accessing
virtual cities seems here to stay for sometime to come. To our
knowledge, no alternatives have been proposed to replace the VRML as
a non-proprietary file format for representing 3D worlds on the Internet.
Rather recently, the Java 3D™ technology has evolved into a full
strength programming language for building network-centric and scene
graph-based 3D applications. Java 3D, however, does not define a file or
network format of its own; it is designed to provide a lower-level
underlying platform API, and many VRML implementations are
expected to be layered on top of Java 3D [WWWO05].

3D models and other data types. All three projects have shown that a 3D
model is not the only type of dataset required in building virtual cities.
Other types of data such as maps, photos, textual documents, and video/
audio clips, can be as important, as they provide aspects of urban
information that cannot be recorded effectively in 3D modelling.

VRML navigation and information retrieval. Interlinking the different
types of digital resources created is an important issue. A combined use
of the hyper linking in HTML and VRML facilitates users' navigation
and retrieving information with a spatial context. The Glasgow Directory
clearly demonstrates the usefulness of this facility.

Spatial subdivision in urban modelling. Subdividing a city region into
smaller areas seems necessary in managing the modelling process.
Building a city region into a single large file poses at least two problems:
difficulties in maintaining the model, and the lengthy download time,
which might put off users of the models. The Bath model seen above is
an example of a single-file approach with no subdivisions used. Both the
Glasgow and Los Angeles models imposed spatial subdivisions, resulting
in multiple VRML models that users can retrieve separately. However,
we did not find explicit reasons given as how and why the subdivisions
were introduced in the first place.

In comparison with the city modelling projects seen above, our Sheffield

modelling project is intended to support collaborative research and design in
relation to the city contexts. This implies that we should provide not only an
adequate urban data repository of a good quality but also a flexible way of
retrieving the contextual information for any area of the city. After all, what
constitutes an urban context that is relevant or irrelevant to the objectives of
a design or research project is open to the participants' interpretations and
analyses; it is almost certain that different individuals will define and
delineate differently what an urban and architectural context actually
consists of (for instance, location of focal point, boundary, shape, and
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viewpoints, to say a few). It is therefore, in our view, a critical requirement
that the Sheffield model should be capable of allowing users to retrieve 3D
models and other related contextual resources according to user-defined
locations and boundaries of relevance.

Looking further into the requirement of user-centred dynamic retrieval,
we realised that while satisfying the need for speedy data transmissions
through the Internet, if the separate model sets cannot be combined or re-
assembled in ways as requested by the users, the usefulness of these models
can be drastically reduced. For example, there will be difficulties if the
users' focal points of interest happen to lie on or somewhere near at the lines
of subdivision where separate models actually end or meet. We think a
better result can be achieved if the users are able to retrieve 3D models
together with related information in which the focal points and boundaries
requested are located at positions intended by the users.

The points raised above imply that a system should to be capable of
generating the models and related information sets “on the fly” according to
individual users' retrieval requests. We believe that the urban contextual
models and information retrieved in such a manner should better serve the
users' needs of contextual studies and modelling. A true test of the
usefulness of the online resources that are going to develop lies in whether
the contextual information retrieved can serve the users' construction of their
own design arguments and narratives. According to our present review, we
have not yet seen any virtual cities published on the Web in which users can
perform dynamical retrieval of 3D models. In the next section, we shall
present how we have achieved this functionality in the Sheffield project.

3. DESIGN AND IMPLEMENTATION OF THE
SUCoD PROTOTYPE

Our system development at the early stage was most concerned with how
we might build a system that would provide the functionality allowing for
dynamic retrieval of 3D models in VRML 2.0. We started off with a simple
example on the basis of an HTML form sending messages to a Perl script
through the Common Gateway Interface (CGI) protocol. We then progressed
to further extended examples by replacing the HTML form with Java
applets.

31 A simple cylinder-on-board example

Our first working example considered a 3D model of eight simple
cylinders sitting on a rectangular board. By selecting particular cylinders, a
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user can retriecve VRML models, showing only the cylinders selected
together with the board. The task was simulated in an HTML form, which
presents an image of the 3D model, eight check boxes for selecting the
cylinders, and “Submit” “Reset” buttons. A CGI script was written and
deployed on a server machine, which can be invoked by user’s pressing the
Submit button on the HTML form. On receiving a request sent from a
clients HTML form that specified which cylinders were picked (including
none), the CGI script was executed to generate a VRML model, containing
only the selected cylinders. The VRML model was then transferred and
loaded to the user's Web browser when he or she clicked on the hyperlink
pointing to the resultant VRML model generated on the server.

Figure 1 is a screen shot of the cylinder-on-board example, showing the
HTML form (left) and the retrieval of a VRML model (right) in two
separate Internet browser windows. The VRML model was viewed in the
Cortona VRML Client 3.0 (by ParallelGraphics [WWWO06]).

Figure 1. Exploring dynamic retrieval of VRML models in the cylinder-on-board example.
On the left is the HTML form for users to select numbered cylinders (0-8) via the eight check
boxes. For each selection submitted, a VRML model is generated on the fly by a CGI script
on the server; the VRML model is then displayed to the user in a separate window (right).

Our exploring the above example appears significant in several aspects:

a) All the VRML models were generated on the fly upon receiving client's
requests sent through the HTML form interface. The server did not store
any pre-built VRML models (if it did, we would have to pre-build a total
of 256 files of static VRML models on the server to be capable of
responding to all possible user selections).
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b) CGI programming with Perl 5.6 (as in ActivePerl 5.6 provided by
ActiveState [WWWO07]) worked fine for our objectives of processing
user requests and constructing dynamically well-formed VRML files. A
VRML file can be generated by a Perl script that matches and combines
data (DAT) files in which the basic 3D data of individual elements or
objects (i.e., the cylinders and board in our example) are stored.

¢) The cylinder-on-board example may look trivial but it did bear some
degree of correspondence to our modelling of a city environment.
Basically, the cylinders refer to individual buildings, and the board to a
city's terrain. Although we did not subdivide the board into smaller
blocks, we were sure it could be done just like the cylinders. The entire
terrain of an urban area, therefore, can be subdivided into smaller
elements and retrieved separately just like individual buildings.

With two machines acting as a server (a Pentium III running the Internet
Information Server 2.0 under Windows NT 4.0) and a client connected to
the Internet through the Ethernet at the School, the above working example
proved our initial idea of dynamic retrieval workable. The generating and
display of VRML models across the network has been reliable. But two
immediate issues were sensed following the working example:

1. The check-box type of interface will not be usable if the model is
extended to include, say, a hundred cylinders. How is a user supposed to
deal with one hundred check boxes for selecting or de-selecting
particular objects in order to retrieve a VRML model? This issue is
important as a city model typically contains thousands of objects if not
more. An alternative interface has to be sought to enable user selection
on a large sum of individual elements.

2. What will happen to the speed of dynamic generation of VRML models
if the amount and complexity of elements far exceed the current working
example? To find out more, we have worked on further experiments.

3.2 An extended cylinder-on-board example

Given our purpose of modelling the historical city of Sheffield, we
considered it logical to move onto a map-based interface for user selection.
With a digital map, a user can simply point and drag a rectangle on the map
as a way of making selection. All elements located within the rectangle are
interpreted as being selected. There was also the need of basic map-reading
operations such as zoom-in and out, pan, fit all, etc. In our search for digital
map building and viewing tools, we considered a Java™ enabled mapping
method worth trying. Basically, a Java-enabled map is built on Java's Applet
technology that provides a client-side graphical user interface for displaying
and interacting with object-oriented vector-based maps loaded into the
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applets. To avoid implementing a Java-based map system from scratch, we
chose to work with the ILOG JViews Component Suite [WWWO08] as the
basis of building our own Java-enabled map applications. Built with ILOG
JView's Maps Beans, an applet was first implemented to display a multi-
layered interactive map. The applet provides a viewing area for displaying
the Java-enabled map composed in ILOG's Composer package. Figure 2
shows the Java map applet running the previous eight-cylinder example.
Several graphical user interface (GUI) components, including the Control
Bar, Map Legend, Overview and a Coordinate Viewer, were implemented to
provide the interactive functions of manipulating the map (for instance,
select, zoom in or out, fit all in the Control Bar, check or uncheck particular
layers of map in the Map Legend, and a fast map navigation in the OverView
panel).

Figure 2. The VrmiTest Java applet was developed to experiment with a multi-layered
interactive Java-enabled map to communicate with the CGI script. The cylinders can now be
selected on the map by the drag a rectangle and select method.

However, the idea of a Java-map applet would not work if there were no
communications between the map applets and the CGI Perl scripts. As
shown before, the HTML form-based communications with the CGI script
was essential in dynamic generation of VRML models. A way of
establishing the communications between our Java map applets and the CGI
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Perl scripts must be found in order that the entire scheme could succeed in
achieving our aim. After numerous coding attempts, we finally had the Java
code with which the two-way data communications between the Java map
applet and the CGI script was established. The “GET VRML” button is the
GUI component for invoking the Java-CGI communications. With this
functionality in place, a user can now make selections on the basis of a map
and VRML models will be generated according to what objects are selected
within the Java map management environment. Figure 3 shows our current
implementation of the extended cylinder-on-board example. Note that the
Java map and the VRML model are now shown in two frames (left and
right) on a single Web page.

Figure 3. The extended cylinder-on-board example (increasing the number of cylinders to
20). The left frame is for selecting elements on the Java map and the “GET VRML” button is
for invoking Java-CGI communications. The right frame is for displaying resultant VRML
models.

Again, in the extended example, there were no pre-built VRML models
stored on the server awaiting calls from clients. As before, VRML models
are generated on the fly by invoking the Perl script hosted on the server. No
changes were required in the Perl program when we switched from to the
HTML form to the Java map applet. However, it did take considerably
longer in downloading the applet as it contains all the Java GUI classes
needed for initialising the applet in a Windows environment. In terms of
generating and displaying VRML models, the Java-map approach did not
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show any significant delay in comparison with the HTML form-based
retrieval.

33 Work on the SUCoD prototype

Having worked through the two cylinder examples, our next phase of
system development was to populate the Java-CGI system framework with
real datasets acquired in the Sheffield Urban Study project. Two squares
(labelled A2 and B2 originally) were chosen in trying out our first Sheffield
Urban Contextual Databank (SUCoD) prototype. The datasets created
consists of the following types: (i) the Java interactive map, (ii) data for
generating VRML models, and (iii) data for generating HTML pages.
Figure 4 shows a screen shot of the SUCoD prototype when accessed in
Microsoft® Internet Explorer 5.

Figure 4. The SUCoD prototype runs in Microsoft Internet Explorer 5. The left frame is the
applet for managing the Java map, the right-upper frame for loading VRML models, the right-
lower frame for listing links to HTML pages related to the VRML model displayed. On the
Java map, “graphic handlers" in tiny black squares are shown for every object selected.

In implementing our first release of the SUCoD prototype, we made the
following design decisions on the data types and organisations to be
supported by the Java-CGI framework:
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a)

b)

The spatial subdivision scheme. The original spatial subdivision in the
Sheffield Urban Study project was a grid of 200m squares across the
region being studied. All the physical modelling and paper-based
documentation tasks were coordinated in accordance with the grid
system. In developing the SUCoD prototype, we decided to adopt a grid
of 50m squares so that a smaller granularity for user selection could be
achieved. Another reason for adopting the smaller square unit is to
coincide with the UK Ordnance Survey Mapping Service which
publishes digital urban maps (OS Super Plan®) in 50m by 50m grid
[WWWO09]. This means, in SUCoD, the smallest unit a user can select is
a 50m-square (i.e., a single “ground tile” see below). However, the unit
of 50m-square only applies to the subdivision of terrain. Every single
building shown on the Java map was treated separately so that a user can
pick and un-pick all buildings individually.

The layering of the Java map. The Java-enabled map was an important
aspect of data design, as it should accurately reflect the research
conducted in the Sheffield Urban Study project. It should also provide
the interface for users to navigate and select areas of interest according
to different criteria. By gathering all the data available, we have come up
with a Java-enabled map consisting of 20 layers, each of which can be
turned on and off separately when shown up in the applet. A total of 7
layers were created to depict buildings according to the various periods
of Building Ages (ranging from pre-1750 to 1900) as researched in the
Sheffield Urban Study project. Another 8 layers were created to indicate
buildings of various Building Usages (Public, Residential, Heavy
Industries, etc). A layer named “50m Square Ground Tiles” was created
to show the 50m square grid plan as imposed onto the original A2 B2
squares. Like the buildings shown on the various layers of building ages,
the “ground tiles” are objects that users can select to retrieve VRML
models representing the 3D terrain and streets on it. Finally, the names of
all buildings and streets as indicated in the historical maps were added as
the top layer to aid user navigation.

VRML models of terrain and buildings. To carry out sophisticated 3D
modelling of the terrain, streets, and buildings, the MicroStation/J™
CAD package was used to generate the basic 3D geometric and colour
rendering data. These were then taken as the raw data for a new Perl
script to construct a VRML model. Apart from the smallest granularity
of selection allowed (i.e., a single building or a single 50m square ground
tile as depicted in the interactive Java map), there are no other
constraints on what a user can select and retrieve. It is entirely up to the
users to decide what buildings or terrain units should be included when
retrieving VRML models. From the system's point of view, it is perfectly
legal to generate a VRML model with only buildings without the terrain
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underneath and visa versa. A user's selection may also result in a VRML

world of disconnected terrain units, which do not add up to form a

rectangular boundary.

In the course of developing the SUCoD prototype, we are aware that
more advanced technologies like Java Servlets™ and JavaServer Pages™
(JSP) have been put forward to replace the CGI approach in implementing a
typical Internet-based server-client application (see Hunter and Crawford,
1998; Hall 2000, for example). Our primary objectives at this stage,
however, are to explore and evaluate the kinds of system functionality both
from the data creation as well as usability points of views and to deliver a
data repository holding contextual resources of a high research quality.

4. PROTOTYPE DEMONSTRATIONS AND
FEEDBACK

In the past few months, we had the opportunities to make demonstrations
of the SUCoD prototype to students, staff and visitors at the School of
Architecture. The initial responses from the audience have been largely
positive. Following the feedback, the prototype has been continuously
revised in response to several points raised during the discussions:

1. Speed of downloading and reliability. During the demonstrations, we
experienced a lengthy waiting time for initiating the Java map applet.
There was also the problem of reliability: from time to time the system
seemed not to be responding for reasons not entirely sure to us:
networking congestion during the demos, the capacity of the Web Server
in use, or the capacity of the client machine in use, etc. In our attempts to
ease the problems of speed and system reliability, we decided to migrate
SUCoD to the JAVA™ 2 Platform with the latest Java Runtime
Environment provided in the JDK™ 1.3.0 01 [WWW10]. With the
installation of the Java™ Plug-In 1.3.0 01 [WWW11] on a client site,
the change has resulted in a shorter applet initialising time and more
reliable performance during interactive sessions.

2. Relating to contemporary urban context. Several people have raised the
point regarding the contemporary urban context of Sheffield. They
suggested that the SUCoD system would not be very useful if it contains
no contemporary contextual information. The Sheffield Contextual
Databank project was funded to create online resources based on the
Sheffield Urban Study project. However, we believe that we have come
close to establish a generic system framework in developing the SUCoD
prototype. Adding contemporary contextual data should not render the
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current framework obsolete but can be treated as an extension to the
existing databank. The SUCoD prototype has demonstrated that
contextual data acquisition and accumulation can be sustained in a
bottom-up manner whether looking into the past, present, or future.

3. Scanned historical maps. In studying the Sheffield city history, historical
maps have been used extensively to establish the footprints of the
historical urban fabric. In constructing the multi-layered interactive Java
map and the 3D models, historical maps played a crucial role in laying
the foundation. Suggestions were made to us that the historical maps
could also be made available through the SUCoD system. We recognised
this as an important resource in addition to the VRML and HTML files.
Further work on SUCoD is now underway to include a facility for
dynamic assembling of scanned historical maps according to user
selection.
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a search driven approach for developing a layperson's CAAD
environment
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Abstract: We propose a CAAD environment for non-designers. It is a new way to enable
effective user participation during the design process. This CAAD
environment contains an encapsulation of design knowledge and utilises
information filtering as an interface to the design knowledge. Two prototypes
are implemented as testbeds. So far, our experience has suggested that the
approach has a promising future.

1. INTRODUCTION

Architects design by searching through some spaces of designs to find
feasible solutions. Clients (usually non-designers) then search through
alternative solutions (provided by architects) to identify their desired
solutions. In essence, both architects and clients are solving design
problems; nevertheless, the corresponding search spaces differ significantly.

Traditionally, the clients' search spaces are fairly small, which often
contain five to three, or sometimes only one, solutions. For some design
projects (for example, private houses), successive communications between
clients and architects will allow architects to put more alternatives into
clients' search spaces. Yet for many other design projects (for example,
public housing), actual clients (i.e. the eventual users of these buildings)
have very little chance communicating with architects and are forced to
accept solutions that are not suitable for their needs.

We are interested in strengthening the communication between architects
and users so that the resulting designs are tailored to user needs. User
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participatory design seems to be the answer, but it is very costly in terms of
time and finance. Besides, to achieve effective communications between
designers and non-designers (which users often are) is itself a challenging
task. We suggest a new way to look at user participation: by enabling users
to make a wider range of design decisions intelligently, that is, providing
them a search space with rich design solutions and a mechanism to search
through this space for desired solutions.

2. DESIGN KNOWLEDGE ENCAPSULATION

How can "providing users a search space of designs" address the
communication issue between designers and non-designers?

Archea (1987) describes the way architects design as follows: "[t]hey
seek sets of combinatorial rules that will result in an internally consistent fit
between a kit of parts and the effects that are achieved when those parts are
assembled in a certain way." In a way, design solutions—those parts and
assemblies of parts—have captured certain design knowledge in their
existence.

The encapsulated design knowledge is not the general design knowledge
at all; rather it is the knowledge for a specific design project. Therefore, for a
different design project, an architect should provide a different search space
of designs. To construct such a search space, a systematic structure is
needed. We find Habraken's (1972, 1998) open building concept, in
particular the hierarchically refined support-infill relationship, very suitable
to form the underlying structure of the search space.

Under this concept, building components (parts) are organized into a
hierarchical structure according to the support-infill relationship. "Support"
is a fix context (e.g. the structural frame of a building), within which "infill"
(e.g. wall panel) can be attached, removed or substituted. "Infill" can become
the "support” (e.g. wall panel) of its lower-level "infill" (e.g. window).
Organizing design knowledge in such a hierarchical fashion accommodates
the knowledge of structural design as well (Gomez, 1998).
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3. INFORMATION FILTERING

What technology is suitable as an interface to the encapsulated design
knowledge?

The development of information filtering has grown from techniques to
dynamically display information relevant to a user's interest, and become an
essential information technology to support knowledge management
(Borghoff and Pareschi, 1998). The design knowledge encapsulated in a
search space has to be presented in a way that is understood by non-
designers. In addition, we believe that the complexity of design knowledge
should be hidden. This means that users should see the system (the interface)
as a glass box, within which the lower level component (the search space)
acts as black box (Karlgren, Hook, 1994).

Given the hierarchical structure of encapsulated design knowledge, the
information filtering process will begin by locating the "supports" of a
particular state. From this state, users can explore variations of "infills". By
interactively identify filtering criteria, the system may lead a user to specific
design solutions.

4. WIDE

WIDE, a web-based interactive design environment, is designed based on
the "search" behavior of designers and non-designers to support user
participation in the development of apartment buildings (Chien and Shih,
2000). Most apartment units in Taiwan are sold before ever been built.
Apartment buyers can customize their units until the construction takes
place. This customization process has become a very unique form of user
participation. WIDE is intended to be a CAAD environment for non-
designers. By working closely with several building developers, we have
analyzed the activities and information flows in the customization process
(Shih and Chien, 2000). To encourage user participation, WIDE aims to
provide design interactions in a controlled customization process using
information filtering as the key mechanism.

WIDE takes the stand that non-designers design by searching through the
space of design solutions, which are prepared by designers. From this
perspective, two issues are key to the development of WIDE: first, the
construction and contents of this space of design solutions, and second, the
human-computer interaction to support this searching process. We propose
to use a component-and-assembly database as the design space, and to adopt



106 CAAD Futures 2001

information filtering (i.e., database query) as the search mechanism.

However, the information filtering mechanism should be provided through a

graphical interface where users can see the design result at all time. We plan

to offer three levels of design interaction:

1. Apartment unit and layout arrangement selection: users can look for
suitable apartment units according to their preferences, and can select
different types of pre-designed layout arrangements that are suitable for a
specific apartment unit and visualize the result.

2. Interior finishes/equipment selection: users can tryout different options of
finishes and kitchen/bathroom equipment; and see the result of selection
through computer rendered still images or virtual-reality walkthrough.

3. Advanced layout adjustment: users can customize interior layout for
special needs through an intelligent design aids. For each confirmed
change, the system visualizes the result in various ways to help users
make their decisions.

There are two implementations of WIDE. WIDE-Kindom is the very first
prototype. It is specially tailored for a specific apartment building project.
The component-and-assembly database of WIDE-Kindom contains
components (such as walls, rooms) and assembly tables, which record
feasible component assemblies (such as alternative layout arrangements of
an apartment unit). These components and assemblies are created upfront
manually as well as through a set of macro commands based on design
solutions by architects and modification guidelines (that allow architects'
original designs to be modified to a certain extend).

WIDE-Kindom prototype implements the first two levels of design
interaction: it allows users to identify suitable apartment units according to
size, price, and Feng-Shui considerations and to customize selected units
through various means. The results of user interaction in WIDE-Kindom are
results of the information filtered through the component-and-assembly
database. Figure 1 and 2 illustrate how design solutions change when a user
identifies different design concerns.

Figure 1. An example of using wall finishes and floor surfaces as filters in WIDE-Kindom.
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Figure 2. An example of using room combinations as filters in WIDE-Kindom.

WIDE-Roadhouse is the second prototype. It is specially tailored for
roadhouses, which are typical in rural areas of Taiwan. During the 921
earthquake in 1999, many roadhouses were destroyed. WIDE-Roadhouse
prototype is set up to allow users quickly evaluate possible designs for
rebuilding. The component-and-assembly database of WIDE-Roadhouse is
similar to that of WIDE-Kindom. The knowledge encapsulated in this
prototype is a roadhouse building system with improved structural
performance and constructional efficiency (see Figure 3).

Figure 3. Components in the roadhouse building system
(source: Easylines Building System Co. Ltd.).

WIDE-Roadhouse prototype implements the first and third levels of
design interaction: it allows wusers to identify suitable roadhouse
configuration according to orientation, lot size, and primary functions; and to
customize selected rooms through various means. Figure 4 illustrates how a
user may examine and modify the interior arrangement of selected rooms.
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Figure 4. A sample of using room-function assignment as a filter in WIDE-Roadhouse.

Both WIDE-Kindom and WIDE-Roadhouse prototypes were exhibited in
the "Construction and Automation 2000" exposition in Taipei. During the
weeklong exposition, these prototypes were tested by visitors and received
encouraging comments.

S. DISCUSSIONS

Compared to architects or designers, laypeople do not have design
expertise, yet they need to make design decisions based on their individual
needs, which may be quite different from person to person. The information
filtering/search driven approach taken by WIDE provides an environment
with encapsulated design knowledge (in the component-and-assembly
database) and enables laypeople to make proper and reasonable design
decisions. Although many do-it-yourself home design software applications
(e.g., 3D Home Architect) allow laypeople to design, our approach aims to
address some common limitations that are inherent in these applications.

1. design drawing as the means of communication: most of these
applications assume laypeople understand design drawing (e.g., plans,
elevations, sections) has use it as the primary form of communication,
while we consider people should be able to design without having to
understand design drawings (and in fact many people could not read
design drawings) and the drawings should only be a kind of outputs
produced by the design environment.

2. fixed design knowledge base: these software applications are tailored to
specific types of designs (e. g., the design knowledge encapsulated in
many applications is only suitable for use in North America but not for
Taiwan), whereas our approach establishes a framework for design
knowledge encapsulation which is not based on a particular building type
nor a specific locality.

3. closed environment: these applications use proprietary data format that
do not allow easy information access; our approach, however, is based on
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the concept of information sharing and uses open network information

exchange standards.

Our experience gained from implementing two WIDE prototypes has
suggested that the information filtering/search driven approach has a
promising future. The user interface designs of these two prototypes have
borrowed concepts from primitive GIS systems. We plan to employ
advanced information filtering mechanisms to support dynamic user
interactions. Furthermore, this approach requires architects to design a
family of solutions rather than one solution for a design problem. For the
two prototypes, we have been working with architects who are familiar with
the open building concept and specialized in architectural systems. Even
after architects have designed families of solutions, however, constructing a
component-and-assembly database (i.e., encoding design knowledge) is
time-consuming, and will be a bottle-neck when we scale up the system. We
are planning to employ generative mechanisms to create contents of the
component-and-assembly database on the fly while users are interacting with
the system. We hope to report the progress on these issues in the conference.
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Abstract: DYNAMO - a Dynamic Architectural Memory On-line — is a Web-based
design assistant to support architectural design education. The tool is
conceived as an (inter-)active workhouse rather than a passive warehouse: it is
interactively developed by and actively develops its users' design knowledge.
Its most important feature is not merely that it presents students with design
cases, but that those cases trigger in-depth explorations, stimulate reflection
and prime discussions between students, design teachers and professional
architects. Whereas previous papers have focused on the theoretical ideas
behind DYNAMO and on how Web-technology enabled us to translate these
ideas into a working prototype, this paper reports on the prototype's baptism of
fire in a 4™ year design studio. It describes the setting and procedure of the
baptism, the participation of the studio teaching staff, and the reactions and
appreciation of the students. Based on students' responses to a questionnaire
and observations of the tool in use, we investigated whether DYNAMO
succeeded in engaging students and what factors stimulated/hampered this
engagement. Despite the prototype nature of the system, students were
noticeably enthusiastic about the tool. Moreover, DYNAMO turned out to be
fairly 'democratic', in the sense that it did not seem to privilege students with
private access to or prior knowledge of computer technology. However, the
responses to the questionnaire raise questions about the nature of students'
engagement. Three factors revealed themselves as major obstacles to student
(inter-)action: lack of time, lack of encouragement by the teachers and lack of
studio equipment. Although these obstacles may not relate directly to
DYNAMO itself, they might have prevented the tool from functioning the way
it was originally meant to. The paper concludes with lessons learned for the
future of DYNAMO and, more in general, of ICT in architectural design
education.
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1. INTRODUCTION

DYNAMO, which stands for Dynamic Architectural Memory On-line, is
a Web-based design assistant to support architectural design education. The
tool tries to kill two birds with one stone. At short notice, it provides student-
architects with a rich source of inspiration, ideas and knowledge for their
studio projects, as it is filled with a permanently growing on-line collection
of design cases. Its long-term objective is to initiate and nurture the life-long
process of learning from (design) experience as suggested by the cognitive
model underlying Case-Based Reasoning (CBR).

Whereas previous papers have focused on the theoretical ideas behind
DYNAMO (Heylighen and Neuckermans, 2000a) and on how Web-
technology enables us to translate these ideas into a working prototype
(Heylighen and Neuckermans, 2000b), this paper reports on the prototype’s
baptism of fire in a 4™ year design studio in Winter/Spring 1999. After a
brief summary of the former papers, we will sketch the setting and procedure
of this baptism, followed by the evaluation of the prototype’s performance.
Finally, conclusions are drawn for the future of DYNAMO and, more in
general, of ICT in architectural design education.

2. ADYNAMIC ARCHITECTURAL MEMORY ON-LINE

CBR is a relatively young theory and technology within the field of
Artificial Intelligence based on an alternative view of human reasoning.
Rather than linking abstract pieces of knowledge (e.g. rules or models),
reasoning is seen as remembering one or a small set of concrete instances
and basing decisions on comparisons between the new situation and the old
instance (Kolodner, 1993). This cognitive model was inspired by Roger
Schank's Dynamic Memory Theory (Schank, 1982) and in turn inspired us to
develop DYNAMO, a Dynamic Architectural Memory On-line (Heylighen,
2000).

Central to CBR’s cognitive model is the claim that human memory is
dynamically changing with every new experience (Schank, 1982).
Furthermore, the model proposes some specific kind of changes: acquiring
new cases, re-indexing cases already stored, and generalising individual
cases. DYNAMO incorporates this cognitive model and at the same time
extrapolates it beyond the individual, so as to embrace and profit from
several kinds of interaction that are crucial for the development and renewal
of design knowledge. This should result in a design tool that both feels
cognitively comfortable to (student-)designers, and offers them a platform
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for exchanging insights and knowledge, in the form of cases, with colleagues
in different contexts and at different levels of experience.

Therefore DYNAMO is conceived as an (inter-)active workhouse rather
than a passive warehouse (Schank and Cleary, 1995): it is interactively
developed by and actively develops its users’ design knowledge. Its most
important feature is not merely that it presents cases, but that those cases
trigger in-depth explorations, stimulate reflection and prime discussions
between students, design teachers and professional architects.

Figure 1. Screenshot of DYNAMO's user interface

Translating these theoretical ideas into specifications for a concrete tool,
at least two preconditions must be fulfilled: a. The case base should be
simultaneously accessible to users at different locations — student-designers
in architecture schools and professional architects in design offices. b. The
content and structure of the case base must be able to change dynamically as
it is used. With these (and other) demands in mind, we have chosen a Web-
based approach to build a first prototype, which consists of three major
ingredients: 1. a collection of design cases — the actual memory content of
DYNAMO; 2. an underlying database that organises and structures this
memory; and 3. a user interface allowing to both consult and modify
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memory. The memory content and structure are stored at the server side, the
interface consists of a standard Web browser at the client side (see Figure 1).

3. SETTING AND PROCEDURE

31 Students and design assignment

All 48 subjects in the study (12 female and 36 male) were student-
architects of the 4™ year Architecture, Urban Design and Planning at the
Faculty of Engineering at the University of Leuven. Having had three years
of design education, they participated in the reuse studio as it is an
obligatory subject in the curriculum. Ten of them chose to work
independently, the remaining 38 split off into two-person teams. The studio
was led by Professor Paul Van Aerschot, the titular of the theoretical course
on reuse, assisted by three studio teachers.

The students who participated in this design studio could choose one out
of two design assignments: either the conversion of a former fabric hall into
a public library, or a reorganisation of and extension to their school, which is
located in the 16™ century castle of Arenberg. Both assignments focus on
dealing with an existing building, be it in the form of a reuse or extension
project. Students are required to consider the building from multiple
perspectives, such as formal articulation, spatial configuration, construction
and materials used.

The site of the first assignment consists of the former ateliers of the
Belgian Railway Company near Leuven. On this site, three factory halls are
to be preserved and converted into a market hall, a public library and an
indoor sports hall. Students were asked to design the library, and to
investigate possible connections between library and market hall.

The second assignment is to be situated in the Arenberg park, where one
campus of our university is located. The castle, which acts as landmark in
this park, houses the administration of the Faculty of Engineering as well as
the Department of Architecture. The task was to reorganise and optimise the
West wing of the castle (design studios, lecture rooms, secretary, photocopy
room) and expand it with a reception hall, material museum and exhibition
room.

Five solo designers and 13 two-person teams chose the library project,
the others — 5 singles and 6 pairs — opted for the reorganisation of and
extension to the castle.
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3.2 Procedure

Before the start of the assignment, DYNAMO was supplemented with
information (primarily plans, sections and photographs) on several
significant reuse projects and libraries, some of which were suggested by the
studio teachers. Originally, we hoped that studio teachers would actively
participate in loading the case base with relevant cases, yet simply getting
them to make a list of projects already required quite an effort. Instead of the
teachers, we collected information on these projects and added this
information to DYNAMO’s case base. At the start of the assignment,
students were given a demonstration of how the prototype worked. All
students participating in the studio were allowed to use the tool for as long
and as often as they liked. By assigning each user — student or studio teacher
— a user name and password, we could keep track of who logged on to the
system and when. The system could be accessed not only from the computer
class at school, but from every PC connected to the Internet. Students were
able to consult the projects provided, write on-line comments, as well as add
other cases they found relevant to the assignment. A DYNAMO help desk
was set up to help students with using the tool, answer questions and respond
to technical problems.

Aside from having access to DYNAMO, the design project was
conducted as usual. Students met in the studio roughly twenty hours per
week, spending much of this time either working alone or in pairs, or
discussing their project with the studio teachers.

After the conceptual phase of the assignment, students were given a
questionnaire in order to examine whether DY NVAMO succeeded in engaging
students. With an eye to future improvements, the questionnaire also asked
how students liked several aspects of the tool, such as the interface, choice of
cases or selection criteria. Some questions dealt with elements that may
influence student engagement, such as whether or not students have a PC at
home, like surfing on the Internet, or used CAD software to model their
project. From the 48 students who participated in the studio, only 19 filled in
the questionnaire. For this reason, the results in sections 4 and 5 are based on
a sample of 19 students only.

Based on the students’ replies to the questionnaires and logons registered
by the system, the following sections will attempt to answer two questions:
Did DYNAMO succeed in engaging students to explore the design cases
provided? And what factors stimulated or hampered this engagement?
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4, STUDENT APPRECIATION

From the 48 students who participated in the studio, 35 (73%) effectively
made use of the system. Because the study described here represented
DYNAMO'’s baptism of fire, we consider this percentage a reasonable level
of success, all the more since using the tool was far from being stimulated by
the studio staff. To the question whether they felt encouraged by studio
teachers to use DYNAMO, 85% of the respondents answered in the negative.
Only 11% had the impression that teachers were informed about the content
of the case base. Judging from the registered logons, two of the four teachers
had a look at the tool, be it only once or twice.

Unfortunately, the questionnaire, which was designed to examine
whether students found the tool engaging, had much less success. As already
mentioned, only 19 students (40%) filled in the questionnaire, which still
represents a reasonable response given the strict time schedule of the
assignment.’

4.1 Informal appreciation

The question whether they wanted to use DYNAMO again in future
design projects, was answered positively by all respondents except for two.
According to one of both, “it seems a very interesting tool, but we simply
don’t have time to use it.” Rather than from lack of time, her colleague
seemed to suffer from fear for design fixation, as he comments: “The chance
of being original diminishes as information increases. EVERYTHING HAS
ALREADY BEEN DONE. There are just some things that I'm not yet aware
of.”

When asked how they liked DYNAMO, it was evident from the answers
that most respondents found the system engaging. The responses indicated
that students were first of all attracted by the quality of the visual material
and, to our surprise, by the tool’s inherently ‘ecological’ nature. According
to one third of the respondents, DYNAMO would finally offer a solution to
the waste of paper caused by making copies in the library. Other strong
points frequently popping up in the responses are the colour interface, the
variety and scope of information and, compared to the library, the quick and
easy way to find projects of interest. One, presumably extremely disorderly
student especially appreciated the fact that, unlike paper copies, DYNAMO
can never be lost.

The responses also indicated that, although students found the tool
engaging, they were not necessarily engaged in ways that met with our
expectations. In principle, we expected that students would consult cases in
DYNAMO, but also actively participate in adding and commenting on
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projects. Yet, none of the students exploited the opportunities for active
participation. One student seemed to find the idea of ‘information from
students for students’ quite compelling, even to the extent that he devoted a
great deal of attention to praising it in the questionnaire. However, this same
student then showed little or no interest in putting this idea into practice.
This goal was probably too ambitious given the very limited time schedule
of the assignment.

Asked about the drawbacks of DYNAMO, no less than 13 of the 19
respondents mentioned the obvious fact that you need a computer to consult
the system. Despite serious efforts of our university, students do not always
have easy access to computers, let alone to the Internet, and this may have
prevented DY NAMO from functioning the way it was originally intended to.
As one student put it: “If, during design, you just want to check something
about a fagade, a joining detail, a certain layout, then it’s much simpler to
consult the paper copies lying next to you on your table, than to wait till the
next day to bike through the rain to the computer class.” Yet, even for well
equipped students, the medium by which DYNAMO makes cases available
seemed to function as a brake: “It’s difficult to go through during spare
moments, say a train journey.” However, the very fact that this student
thinks of consulting the tool on the train suggests that he appreciates rather
than questions its usefulness. Apart from the medium, respondents
apparently had little to complain about. One student seemed disappointed by
the number of cases in the system: “Once there are more projects, I’ll come
and look again,” another complained about the fact that “you always have to
press the submit button.”

Finally, it should be noted that, to our surprise, students’ responses were
hardly affected by the prototype nature of the software. Most errors, such as
JavaScript error messages, did not appear to disrupt students. However, they
were occasionally frustrated by the slowness of the computers in the
classroom, puzzled by platform-incompatibilities or confused by browser-
dependencies. All in all, the DYNAMO helpdesk received five e-mails and
one phone call.

4.2 Formal appreciation

In addition to an informal appreciation, students were asked how they
liked specific aspects of DYNAMO by rating them on a five-point scale.
Students could choose from very poor, poor, neutral, good or very good.
Their responses were coded from 1 to 5, with very poor corresponding to 1
and very good to 5. The frequency and mean scores of their responses are
displayed in Figures 2 to 4. Mean scores that differ significantly from a
neutral 3 score in a paired ¢ test are indicated by an asterisk (*).
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Given DYNAMO’s ambition to assist conceptual design, the
questionnaire asked to what extent students felt supported by the system in
this stage of the design process. On average, student opinions about the
support for exploration, concept generation and concept development
fluctuate around a neutral 3 score: 3.17, 2.94 and 2.88 respectively (Figure
2). None of the means are significantly different from 3 in a paired ¢ test.

design support
exploration (3.17)  concept generation concept
(2.94) development (2.88)

Figure 2. Frequency of student responses to the question whether they felt supported by
DYNAMO during conceptual design. Mean scores are mentioned between brackets

Obviously, the extent to which DYNAMO can support designers is
closely related to the quality of the case base. As for any CBD tool, its
effective performance largely depends on the richness, diversity and number
of cases (Oxman and Shabo, 1999). Asked about DYNAMO’s case base,
students seemed to be enthusiastic about the choice of the cases and
selection criteria, yet remained neutral as to the case content (see Figure 3).

As indicated by the asterisk (*), the means for case choice and selection
criteria — 3.56 and 3.61 respectively — are significantly higher than 3 (p <
.05), whereas for case content — 3.28 — no significant difference is found.
The positive rating for selection criteria chimes with the fact that students
did not exploit the opportunity to create new indices. When asked why they
did not, the majority of the respondents replied that DYNAMO’s criteria
were OK. Only one respondent suggested to add a criterion, or rather to do
away with multiple criteria. He would prefer to simply select cases by typing
in a keyword — whether this word pertains to a project’s concept, context or
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whatever — and let the system search across different indices to find a
matching case.

case base

case choice (3.56%) case content (3.28) selection criteria (3.61%)

Figure 3. Frequency of student responses to the question how they liked specific aspects of
DYNAMO'’s case base. Mean scores are mentioned between brackets and marked with an
asterisk (*) when significantly different from the neutral 3 score in a paired ¢ test (p < .05).

Finally, the questionnaire tried to find out whether the prototype was
perceived as user-friendly. User-friendliness is a characteristic of every
commercial software application, at least if we may believe their ads and
salesmen. Although this characteristic is increasingly recognised as decisive
for the success of an application, few people can describe what it actually
consists of. Whether or not users perceive a programme as user-friendly
turns out to depend on a cocktail of (sometimes subjective) factors (Froyen,
1999; Monden, 1999). Therefore, instead of asking for a general appreciation
of DYNAMO’s user-friendliness, the questionnaire solicited how students
liked several ingredients of this cocktail: the interface, language used,
programme speed, finding speed, ease of learning, ease of use and help
contents. The interface of the prototype takes the form of a simple Web
page, allowing users to interact by mouse clicks or typing. With an eye to
using DYNAMO across architecture schools (and design offices) in different
countries, the interface is written in English. The speed of the programme
refers to how fast the system reacts to and processes user input, the finding
speed to whether users can easily find the information they are looking for.
An essential ingredient of user-friendliness is whether or not the programme
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is easy to learn, without intensive study or months of unproductive bungling
(Richens, 1989). Once the user has grown accustomed to the programme, it
should be easy to use, without too much errors, serious (mental) effort or
regular resort to the help button (Monden, 1999).

On average, students seemed either neutral or positive about DYNAMO’s
user-friendliness (see Figure 4). They liked the look and language of the
interface, found the programme easy to use and were satisfied with the help
contents. As indicated by the asterisk, the mean scores for these four aspects
—3.31, 3.65, 3.50 and 3.47 respectively — are significantly higher than 3 (p <
.05). Programme speed, finding speed and ease of learning were judged
neutral by the students, as no significant difference between the mean scores
—3.12, 2.83 and 3.38 — and the neutral 3 score was found.

implementation
interface language program finding easeof  ease of help
(3.31%) used speed speed  learning use contents

(3.65% (3.12)  (283) (338) (3.50%) (3.47%)

Figure 4. Frequency of student responses to the question how well they liked specific aspects
of DYNAMO’s user-friendliness. Mean scores are mentioned between brackets and marked
with an asterisk (*) when significantly different from the neutral 3 score in a paired ¢ test (p <
.05).

In summary, there is significant evidence in students’ responses that they
found DYNAMO engaging. Three quarters of the participants effectively
made use of the tool, and nearly all respondents would like to use it again in
the future. Serious questions arise, however, about the nature of this
engagement, since none of the students has taken up the offer to go deeply
into cases. When asked how they liked specific aspects of the prototype,
students were either neutral or positive. In particular, the case content, ease
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of learning, programme and finding speed of DYNAMO received a neutral
3. Positive scores were given to the system’s choice of cases and selection
criteria, look and language of the interface, ease of use and help contents.

S. STIMULATING AND/OR HAMPERING FACTORS

Although DYNAMO managed to engage 35 participants in the studio,
there remains a group of 13 students who could not be made to use the tool.
Moreover, between the 35 DYNAMO users, there were considerable
differences in terms of frequency of use. Judging from the logons registered
by the system, some students had a look at the tool only once, others were
logged on repeatedly. Therefore, the second objective of our evaluation was
to find out what factors stimulated or hampered student engagement. The
hypothesis being explored was that students who had access to the tool at
home, are more computer-literate or used CAD software to model their
design, would deploy DYNAMO more easily than others.

In order to examine this hypothesis, the questionnaire asked about
students’ personal computer equipment, how often they surf on the Internet,
and whether they used a CAD package for this specific design project.
Furthermore, we collected the scores students received for the CAAD
course, which were used as a measure for their computer literacy.
Subsequently, we calculated the correlations between, on the one hand, how
often students made use of the system as recorded by the system and, on the
other hand, the factors reflecting their computer equipment, familiarity with
the Internet, use of CAD software and level of computer literacy.

The analyses of these correlations, however, yielded no results of
statistical significance. The extent to which students made use of the
prototype does not correlate significantly with any of the factors analysed.
This seems to suggest that DYNAMO is fairly ‘democratic’, in the sense that
it does not seem to privilege students with private access to or prior
knowledge of computer technology. For the time being, the question why the
tool did not manage to engage 13 of the 48 participants thus remains
unanswered.

6. SUMMARY AND CONCLUSION

This paper has given an account of DYNAMO’s baptism of fire. It has
described how the system was used and appreciated in a 4™ year design
studio devoted to reuse. Based on students’ responses to a questionnaire and
logons registered by the system, an attempt was made to investigate whether
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DYNAMO managed to engage students into in-depth explorations of design
cases, and what factors stimulated or hampered this engagement.

Despite the prototype nature of the system, the answers to the
questionnaire seem to suggest that students indeed found DYNAMO
engaging. Questions arise, however, about the nature of this engagement.
None of the students who used the tool exploited the opportunity to feed the
case base, be it by writing an on-line comment, adding a project or indexing
cases in a new way. Currently, DYNAMO’s ability to engage students seems
to come from the quality and colours of its visual material and the paper it
saves, rather than from the opportunities for (inter-)action it offers. In part,
the problem might be due to the strict time schedule of the assignment. Other
possible explanations are the lack of enthusiasm on the side of the studio
teachers, or problems of computer equipment. At the time of the assignment,
the studio was not yet equipped with computers to consult DYNAMO, let
alone with input devices (scanners, digital cameras) to add information.
Although these obstacles — lack of time, of encouragement by the staff, and
of equipment in the studio — may not relate directly to DYNAMO itself, they
might have prevented the tool from functioning the way it was originally
meant to. Actively encouraging students to consult and feed the case base
and providing hardware devices to do so, could probably enhance the
system’s ability to engage students in (inter-)action considerably.

Other obstacles, however, do relate to DYNAMO itself and thus are to be
charged on our own bill. Although students’ were enthusiastic, they also
have pointed out some aspects of DYNAMO that leave considerable room
for improvement. Awaiting extra encouragement and computer equipment,
the prototype was therefore significantly modified following this evaluation.
First of all, we did away with the platform incompatibilities and browser
dependencies of the system. Furthermore, the user interface was given a
profound facelift to help users find their way more easily and quickly in the
case base, and to make opportunities for (inter-)action immediately attract
the eye.

The analyses to examine the question on stimulating or hampering
factors, yielded no results of statistical significance. The extent to which
students made use of the prototype does not seem to correlate significantly
with personal access to or knowledge of computer technology, which
suggests DYNAMO to be relatively ‘democratic’.

Taken together, the evaluation of DYNAMO’s first performance puts us
in a hopeful mood concerning the future. There are, however, pitfalls in
trying to evaluate the tool’s performance. As already mentioned, its most
important feature is not merely that it presents cases, but that those cases
trigger in-depth explorations, stimulate reflections and prime discussions
among students and studio teachers. The latter must help students understand
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the relevance of retrieved cases through appropriate indexing and helpful on-
line comments. Despite our firm intentions to actively involve the studio
staff in the development of our prototype, we could hardly get them to have
a look at the tool. As far as this involvement is concerned, we do not hesitate
to say that DYNAMO’s performances are more than below par.

Therefore, we would like to end this paper by stressing the need to adopt
a broad(er) perspective when trying to assess the use of ICT applications in
architectural design education. The effective performance of any such
application does not only depend upon the sophistication of the software or
the attractiveness of the interface, but also upon how it is introduced by
teachers, perceived by students and supported by the school. If we are to
develop tools that effectively support architectural design education, the
influence of the context in which this education takes place should not be
underestimated. Judging from DYNVAMO’s baptism of fire, to put dynamics
into a case base is one thing, to ‘dynamise’ the context it is meant for is yet
something different.
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Abstract: Architectural walkthroughs have often been presented as prime examples of
applications that can benefit from Virtual Reality (VR) technology, but still
VR presentations can be disappointing. A main reason for this is that most VR
applications have been developed on purely technical criteria, with an
emphasis on geometrical precision rather than experiential quality. In this
paper we present a human-centered analysis and propose design solutions, by
focusing on the narrative aspects of the walkthrough, such as connecting
transitions of the kind used in contemporary computer games. The solutions
show how such narrative enhancements can improve the user's experience of
presentations at modest technical expense.

1. WALKTHROUGHS IN VR PRESENTATIONS

Architectural walkthroughs have been among the most cited applications
of Virtual Reality (VR), and are becoming a regular feature in the
presentation of large architectural design projects. As always, such
presentations are partly show, partly evaluation. Just as design sketches, VR
presentations can elicit constructive criticism from clients and users who
find it hard to read the formal language of plan views and construction
drawings. The power of Virtual Reality (VR) presentations lies in its direct
appeal to the senses.

Nevertheless, VR presentations can be disappointing as experiences. The
audience is impressed by being immersed in a 3D animated environment,
but notices that the graphic quality of VR is lesser than that of static
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renderings that can be made with a down-to-earth PC or workstation. Also,
the simulated environment appears dead and empty, devoid of life which
architects can readily suggest in conventional media, but which are hard to
program in VR. The audience can see spectacular events, such as flying
through space, but have no direct interaction with the environment: a guide
controls the input device.

These criticisms are not a necessary feature of the technology. In another
area of simulation, 3D computer games, the integration of technology and
user-centered design has produced compelling experiences on relatively
modest machines. Especially aspects of narrative are better represented, and
some of these techniques can be fruitfully applied in VR walkthroughs as
well. In this paper, we use narrative theory to analyse the structure of
existing walkthroughs in the CAVE, compare this to recent computer games,
and draw conclusions in the form of solutions for a user-centered design for
architectural walkthrough presentations.

1.1 Role of the walkthrough in the design process

Figure 1 depicts an architectural presentation in the CAVE, a 3*3*3
meter cubic space in which small audiences can take part in a Virtual
Reality experience. On its walls (in the Amsterdam CAVE three walls and
the floor) stereo images are displayed whose perspective matches the
position of a 3D sensor on one user's head. For that user, views in all
directions correspond to a 3D environment. Other users close to this prime
user, receive stereo images which appear a little distorted, but still give a
compelling spatial impression. In this way, small groups of users can be led
around and through simulated buildings.

A CAVE walkthrough is typically used for final presentations of large
building projects. Participants in these presentations, e.g. staff of municipal
councils or project developers, are often less trained in reading construction
drawings, and benefit from experiencing the design in a 1:1 immersive
simulation. The CAVE supports communication between the participants,
also because the participants can see each other (which is not the case in
helmet-mounted VR). Because multiple CAVE systems can be digitally
coupled, the same environment can be shared by teams at separated
geographical locations.
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Figure ].Participants in a CAVE presentation wear stereo goggles to see stereo images on
four wall displays. In a typical architectural walkthrough, an architect and a VR specialist
guide a group of people representing the client through parts of the proposed building.

The model of the proposed building that is viewed in the CAVE, is
usually derived from a CAD model that had been made earlier in the design
process. This derived model (which is often simplified to fit the needs of
real-time visualisation) can be traversed by means of navigation software. It
is important to note that the 3D session is not an isolated product, but plays
a part in a larger presentation.

1.2 Worst-case scenario

We illustrate the shortcomings of many current presentations in a worst-
case scenario. This scenario is exaggerated, but we have seen all its
elements in various demos in various labs. The scenario is not meant to
criticize the makers involved, but to indicate aspects which are easily
overlooked because they are often thought as 'mot a technical part of the
simulation'. Figure 2 outlines the sequential structure of the scenario.

Before the simulation has started, the audience, filled with anticipation
because they have been told to expect 'the wonders of VR', enter a heavily
wired room in the basement of a computer center, where technicians are just
calibrating the equipment or making last fixes to programs. Then they go
through a confusing ritual of putting on stereo goggles, the light is turned off
and the VR displays are filled with command line displays showing
technical data.

After a warning by the guide, a 3D world suddenly pops up around the
audience, and the guide flies them through the world. Because interaction is
still a cumbersome part of most VR applications, the audience can only look
around, while the guide controls movement through using a spatial joystick.
Although the 3D view is impressive, the image quality is less than that of
the renderings of the building that they saw before. The audience quickly
finds out that they cannot easily indicate parts of the scene by pointing with
their hands. Perspective distortions in the CAVE make it impossible for one
person to judge what direction another person is aiming at (CAVE
perspectives are only geometrically correct for the single user who is
wearing the tracking sensor). Moreover, the simulated building appears
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static, dead, clean, straight from the CAD package, and participants find it
hard to orient themselves in the building. After the guide has shown the
different parts of the building, the world disappears as suddenly as it came

up.

Figure 2. In the worst-case scenario, the simulation is sandwiched abruptly between screens
with technical data which lessen the quality of the VR experience.

After the simulation ends, the audience is slowly ushered out of the
room. The CAVE contains nothing to remind them of their walkthrough.
Although the audience has seen the geometry, their experience might have
been much more compelling.

Some VR sessions continue with a few spectacular demos in order to
impress and amuse the guests. These demos can provide an unintended
counterpoint to the walkthrough itself, because they contain graphics and
interaction that was designed and tuned to impress the audience, and
therefore are experienced as 'much better than the walkthrough', creating a
sense of disappointment about the architectural presentation itself.

1.3 Reality check

The scenario sketched above does not do justice to the current state of
the art, but all of the elements can be found in current practice around the
world. In our own practice we found
— people were not able to recognise the VR model of the existing building

in which they worked. The simulation lacked environmental detail and

spaces filled with people.

— people were disappointed by the graphics and interaction. Their
expectations had been raised by special effects in games and movies.

— alack of support for the architect giving the actual presentation.

— the walkthrough not adding enough value to the presentation to justify
the high costs involved.

In general the VR walkthrough lacks the interesting interactive
techniques of VR and also lacks the richness and expression of traditional



On the narrative structure of Virtual Reality walkthroughs 129

presenting methods. Some of the techniques which we will discuss below
are used in some demonstrations at SARA, but are not standard practice.

In this section we have outlined some limitations of current VR practice:
although the graphics can be impressive, the user experience is often found
lacking. This should not be surprising, since VR originated in computer
graphics laboratories, with the addition of richer input devices, but only
more recently has it received interdisciplinary user-centered study and
design.

2. THEORY: NARRATIVE STRUCTURE

Narrative theory was popularized in the field of computer-human
interface design by Brenda Laurel with her book ‘Computers as Theatre’
(1993). The theory has widely been praised, but real applications of the
theory are hard to find. Virtual Reality walkthroughs can be an excellent
case study, exactly because the presentation of a building is a form of
storytelling, of engaging an audience into an experience.

Here we distinguish three narrative elements. First is the role of time.
Many VR simulations consist of placing the user in a piece of simulated
geometry, and allowing him or her to fly through it for the duration of the
experience. But people's interaction with products is not an iteration loop.
Just like a book or a movie, it has a beginning, a middle, and an end, and
sometimes an intricate structure in-between.

Second, the role of space. The world in which we live is littered with
traces of history, little details which help us distinguish where we are, what
we and others have done, and what we can do in the future. Most VR
simulations are empty, and present a geometrical world which is
experienced as 'dead’, 'expressionless', 'too abstracted to be real'.

Third, the role of action. In the natural world, and in a play, we act upon
the world by using our body, not by issuing commands. For example, we
open a drawer by pulling it with our hand, not by speaking to it, either by
voice or through a remote-control device.

In this section we illustrate how these roles have been used to heighten
experience and engagement by the makers of 3D computer games. These
games, which emerged in a highly competitive and experience-oriented
market, can teach us 'tricks of the trade' which can be used to improve the
experiential quality of VR simulations.
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2.1 Time: Sequential structure in computer games

Figure 3. Advertisements, packaging, cinematics and gameplay together enhance the game
experience in computer games such as Core Design's 'Tomb Raider".

The experience of a computer game player starts long before the game
titles appear on the computer screen. In the case of “Tomb Raider’, the main
figure was billed in the way of a movie star, long before the game could be
bought. People who bought it first heard about it from an orchestrated press
campaign, then went through the ritual of opening the (carefully designed)
box.

When the game commenced, the actual gameplay was preceded and
interspersed with cinematics, prerendered animations which are of much
higher graphic quality than the interactive part can be. An introduction
provided a background (date and place of birth, social class, etc.) to the
main figure and storyline and atmosphere that extended far beyond the
jump, search, and shoot actions of the game itself. Interestingly, players
often remember the visual quality of the gameplay as that of the cinematic
scenes.

At the end of the game, the player has to combat the dragon in the final
confrontation. When he or she wins, a special cinematic ‘reward' fragment
follows. In the past years, several papers in the professional press have
addressed the structure of the storylines in this kind of games (e.g.,
Costikyan, 2000).

2.2 Space: environmental narrative

In many respects, it’s the physical space that does much of the work of
conveying the story the designers are trying to tell. Color, lighting and even
the texture can fill an audience with excitement or dread (Carson, 2000).
Objects in the environment provide feedforward: keys lying about and
footstep trails of footsteps on a floor inform the player of interesting new
locations, and how to get there.
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2.3 Action: enactment versus indication

Despite the limitations and diversity of the input devices that the games
must support (keyboard, mouse, joystick, and game paddle must all work),
the player is tied to the environment through actions tuned to the tasks in the
game. He or she acts upon objects instead of giving disembodied verbal or
key-press commands according to an arbitrary convention.

2.4 Conclusion

Many of the narrative elements do not affect the technical performance
of a simulation. Many of the elements take place outside the simulation
itself, but carry a psychological enhancement into it. The same elements can
be used to improve VR simulations. This does not mean that architectural
walkthroughs should be made into computer games. But it does suggest that
some narrative devices may be used to enhance the user’s experience of the
proposed architecture. In the final parts of the paper we discuss how simple
solutions in the setting, the hardware, and the software can improve the look
and feel of existing walkthroughs, and better integrate the Virtual Reality
simulation within the larger structure of the architectural presentation.

3. APPLICATION: NARRATIVE ELEMENTS IN
WALKTHROUGHS

In this section we discuss the architectural simulation within the
framework of narrative theory.

3.1 Sequential structure

The transition from the real world into the virtual environment is often
severe. As the guests enter the hall which contains the CAVE, the CAVE's
walls displays double images in distorted perspective, because the sensor
and stereo goggles are hanging from the ceiling. Once the tracked user wears
his goggles, the 3D environment can be experienced.

The second transition is the one that brings the user in the surroundings
of the building, or into its interior. The route in the environment reflects the
story that the architect wants to present. In our own experience we found
that some architects want to start with an overview, while others start with
details gradually exposing more and more, to create tension and to set
expectations.
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The route shows the rhythm of the building, the contrasts between small
and large spaces, and is the key benefit of VR compared to the traditional
presenting methods. The walk through the building conveys a much richer
experience of it, than can be had from viewing a number of vistas. A
carefully planned route, can make spaces look bigger, lighter etc. Currently,
the route and its transitions are all implicit, 'in the head' of the guide,
enabled but not supported by the simulation. In section 5 we propose a few
solutions to support the guide in telling the story.

3.2 Narrative in the environment

The task of the guests in a presentation is to look around and understand
the building, and we want to make this limited task interesting by creating a
rich, self-explaining environment. Let the users discover the function and
atmosphere of spaces themselves, rather than having the guide tell them
what to see or feel. If the simulated building is empty of furniture, it is hard
to imagine it as rooms that are used. Simple furniture gives cues about the
scale, but what’s more important it explains by whom and how the room is
used. Props and lighting direct the guests' attention, and allow the guests to
indicate places (to which they cannot point) by naming them, e.g., 'the door
next to the painting'.

All the elements that define a room, the ambience and cues must be
added to the visualisation. In immersive VR we need to explicitly show
things which in sketchy renderings can often be left to the imagination.

A special case is adding people, for scale, to denote a room's function, to
depict its atmosphere. In drawing classes all architects have learned quick
and sketchy methods to add people and furniture to visualisations. In VR
there is a difference between images of furniture and people, in that the VR
users are part of the visualised scene, and therefore expect people to react to
their presence. In the Alladin VR-ride, Pausch et al. (1996) found that users
did not mind that simulated agents were rendered in cartoon-style, but were
disturbed by the fact that the agents did not react to the presence of the
users. When we populate our architectural simulation with simulated people,
we must make sure these react at least in some way to the proximity of the
guide and guests.

33 Enactment

The example just given of simulated actors was already an example of
the role of action. In current presentations, the guests have no direct
interaction with the environment. All control over the presentation is in the
hands of the guide. An experienced guide in the demonstrations at SARA
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can give the user the needed feedforward by announcing that interesting
things are about to appear around a corner. The anticipation thus created
enhances the experience of the audience.

One way to enhance the experience is to let the guide open a door by
grasping its handle rather than pushing a button on the remote control. The
grasping action is visible to all participants, and is experienced as a natural
action in the context of going through a door. Although the guests do not act
themselves, this action heightens the suggested connection between the
virtual and real environments, and therefore heightens their sense of
presence in the virtual environment.

34 Proposed solution: a better scenario

We conclude this section by presenting solutions in the form of a
scenario. The added value of Virtual Reality systems is that the proposed
design is not just told by the architect, but also that the guests can
themselves experience, discover, and explore the design. The simulated
spaces must tell their story, and enhance the limited task of the guests:
looking around, pointing out interesting places or problems. Solutions to this
problem involve enhancing the simulation in the direction of expressiveness,
which need not be photorealistic modelling. In this section we present a
number of solutions, none of which involve much technical effort, but try to
improve the fit between the simulation and the users' needs on the basis of
existing technology.

Figure 4. At the start of the proposed scenario, the CAVE displays introductory 2D
presentation material about the proposed building project. When the 3D goggles are active, a
smooth transition is made to 3D presentation, and the building is approached.

34.1 Before the simulation starts

The users enter the large space with the CAVE, the hall is dark, and the
CAVE is light and attractive. The walls of the CAVE are filled with 2D
images, animations and maybe music. These images provide the background
story and the lit CAVE attracts the users to enter it. The imagery is
displayed in mono, on the walls, so there’s no perspective distortion or
double images. While standing in the CAVE the users put on the goggles.
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The architect starts presenting using the CAVE as a large, conventional slide
display. This preparation ends with the plan view, the map of the building,
depicted on one of the CAVE's walls. While the guide is talking and
pointing at parts of the map, the simulation is loading.

34.2 Starting the walkthrough

The 3D experience begins when the guide 'pulls' the map of the building
down from the wall, and it turns into a tabletop-size scale model, and the
building can be discussed on model scale. The walls of the CAVE gradually
disappear to create a smooth transition to the virtual environment. The
model helps to smoothen the passage of the guests from the real
environment into the virtual environment. It connects these environments,
preventing the guests from becoming disoriented.

343 During the walkthrough

In the virtual environment there are simulated actors which support the
route. The guide can 'hook' the navigation software to these actors, so the
group follows the actor rather than flying through space. The actor provides
feedforward by leading the way, strengthens the tie between the route and
the virtual environment, and gives the movements a sense of purpose related
to the story. So in our story the guests follow the actor to the building. The
building is not shown in isolation, but other buildings surrounding it, are
suggested by some form of outlines. The environmental context helps to set
the mood. The simulated street environment contains the suggestion of life
and traffic: cyclist and cars pass by, and react to the presence of the guests.
A cyclist can look at the users, a car stops while the users cross the street.

Figure 5. Opening ritual and light effects enhance the experience of entering the building.
The building's wall is aligned with the physical display wall, so optical distortions are
minimized.
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Figure 6. After the walkthrough, the viewpoint rises to an overview, and a connecting
transition is made to 2D imagery showing highlights of the tour. and images of the places they
visited. (Model courtesy of Zegelaar Onnekes BV)

When the group halts at the door of the building, a new transition occurs.
The guide spends some time talking, then grasps to open the door and the
users enter the building. We don’t promote to always open all doors in such
a ritual, but this ritual is important to stop and experience the entering of a
building for the first time.

Two technical problems need to be overcome in this transition. First, in
order to eliminate perspective distortions during the talking and grasping of
the doorknob, navigation stops not just anywhere in space, but in such a
location and orientation that the door and wall are aligned with the display
walls of the CAVE (in that case, distortion is absent). Second, because the
lighting model used in the CAVE's graphics software, typically indoor
rooms are brighter than outside scenes, whereas in the real world a reverse
relation holds. We can still give people the sensation of entering a building
by explicitly modulating the overall light intensity at the moment they move
into or out of the building. As the group enters, the overall light intensity is
dropped quickly and noticeably, after that it increases again slowly and less
noticeably. By tuning these transitions, the experience of entering a building
is given both dramatic impact and a heightened degree of realism.

What we just described involves not only graphics but also sound.
Environmental sounds can convey a strong sense of place, distance, and
atmosphere (Mountford & Gaver, 1990). Sounds of traffic can easily be
muffled or attenuated when the group enters a simulated building.

A building consist of important places to visit but also of less interesting
spaces. We lead the users to the more attractive places by placing attractors
to guide them, i.e., objects like furniture that draw the attention. Localized
sound can also be used to draw the attention. In the less interesting spaces,
movements can be increased a bit. Note that these additions do not take
away functionality, but rather invite optimal behaviour. The guide can still
move toward boring spaces or leave the route when he or she needs to.
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The rooms are filled with simple cues which make the box-like simple
geometry into rooms, cues like skirting boards and window frames, and dirt
on the floor leading up to much-used doors. The aim in all these additions,
however, is not to increase the supposed match between the simulation and a
physical reality, but to increase the match between the simulation and the
presentation's message (Stappers et al, 2001).

3.44 After the simulation

The walkthrough ends with the users rising on an elevator platform and
thus get an overview of the building. Representative views of parts of the
tour appear on the walls of the CAVE. Just as holiday snapshots, they
remind the audience of the things they have seen, and help to reconnect the
virtual environment to the real environment. These images draw the users
out of the virtual environment, and the discussion continues, but now with
an overview of the building and all the important images and details
compressed in one space. Again the imagery is 2D, and the users can take
off their goggles. When the talk is over, the users leave the CAVE and
continue their talk in the conference room. There they may find the pictures
summarizing the walkthrough in a printed form.

3.5 Partial conclusions

During this research we found that solutions which enhance the quality of
the narrative (pauses, breaks, anticipation, and climax) can at the same time
solve problems at the more mundane technical level of presentation. For
instance, when presenting to more than one person in a CAVE environment,
confusion often arises when someone points with a finger, because apparent
distortions of perspective stereo lets different viewers perceive different
directions of pointing. A solution is to place non-obtrusive, natural objects
near points that are likely to be discussed, so they can be named. Similarly,
objects placed beyond open doorways can be used to draw the viewer's
attention, in the way some artists entice the viewer's eyes to move over their
painting in a certain way, or the way in which objects lead the way in some
maze-solving computer games.

3.6 Incorporating narrative elements in the development
process of architectural presentations

The scenario sketched in the previous subsection relied on technically
simple tricks to enhance the support for the narrative elements of the
presentation. In themselves, these tricks are not difficult. The difficulty lies
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in finding out what effects the hardware and software are able to produce
(knowledge of the VR specialist), finding out what the presentation storyline
needs (knowledge of the architect), and merging these knowledge into a
well-tuned set of support effects. This requires communication between
experts from different backgrounds, knowledge, and skills. In the current
project, this merging was performed by an industrial design engineer. In the
future, a formal structure is needed to support and promote the required
communication between user-centered and technology-centered expertises.

A structured approach goes beyond a choice for a certain software
package or library. No current software packages help the architect to see
what narrative-sustaining effects the CAVE can perform, or what it costs to
prepare them or to run them. And the technology changes rapidly. Neither
can or should we turn VR specialists into architects. What is needed is
finding a joined language for both parties.

One such language has been found in '(software) patterns', structured
expositions of a problem, its importance, example solutions, and
observations. This technique of describing, pioneered by Christopher
Alexander (1977), and taken up enthusiastically by the software engineering
community (e.g., Gebriel, 1996) and recently by the game developer
community (Hecker & Simpson, 2000) can provide a common platform. In
patterns, a concrete prototype plays the central role. All the discussants
understand the prototype and can discuss it from their own perspective.
Through the concrete nature of prototypes, a catalogue of techniques and
parts can be grown. These may not be as formally unified as a software
library, but are also more generally applicable.

The resulting effects can be used as a standard, shared, bag of tricks,
which is enhanced and added to over time, and which helps in the
specification of elements for new presentations.

4. CONCLUSIONS

In this paper we have argued how high technology VR systems in
themselves do not guarantee highly convincing experiences for users. The
level of experience and engagement in some commercial 3D games goes
well beyond those of most academic and commercial VR presentations, for a
large part because the former develop their applications from a user-
centered criterion. We have shown how narrative theory, originally
developed for theatre, but in the past decade also applied to product
experiences, can be applied to enhance the experience users get from
architectural VR simulations. All together, the results show how a high-end
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VR architectural presentation can be improved by learning from the trade
secrets of the game industry.

The proposed design solutions in this paper address only some aspects of
a simulation, but indicate a practical way, through patterns and prototypes,
through which narrative elements can be brought into the development
process of a VR developer. Rigorous testing is still needed, and a suite of
examples will have to be grown and tuned, before the solutions we present
settle in the working practice of VR centers.
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Towards a natural and appropriate Architectural
Virtual Reality: the nAVRgate project

Past, present, future.

Michael Knight and André Brown
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Abstract: The lure of virtual environments is strong and the apparent potential is
enticing. But questions of how Human Computer Interaction (HCI) issues
should be handled and married with best practice in Human-Human
Interaction (HHI) remains largely unresolved. How should architectural
images and ideas be most appropriately represented, and how should designers
interact and react through this computer mediated medium? Whilst there is
never likely to be unanimity in answer to such questions, we can develop new
ideas and new systems, test them, report on them and invite comment.

The nature and novelty of virtual environments is such that refinements and
innovations are likely to come from a variety of sources and in a variety of
ways. The work described here explains the evolution and current plans for the
development of a particular approach that has been developed and refined by
the authors. Low-cost, effective and appropriate are the key words that have
driven the developments behind the evolving nAVRgate system that has arisen
from this work, and that is described here.

1. THE CONTEXT

The paper reports on the nAVRgate project which is now in its second
phase. In the first phase a low-cost, but effective virtual environment system
was developed. The software used was computationally efficient, and the
physical interface was direct and effective. The keyboard and mouse were
replaced by an interaction device that we believed was more familiar and
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hence more appropriate to navigating through urban environments, the
bicycle. In this respect the system has a lineage that can be traced back to the
Legible Cities idea suggested by Jeffrey Shaw (1994). The nAVRgate-1
system has been demonstrated and reviewed. Following that review a second
stage of development has taken place. The paper here will present a
summary of the nAVRgate-1 system, the principal points arising from the
review process and a description of the current stage of development,
nAVRgate-2.

nAVRgate-2 brings together three strands of refinement. First, new ideas
on low-cost, natural and appropriate interaction devices have been
developed. Second, ideas on how the shortcomings of the software in
nAVRgate-1, without the loss of computational efficiency, might be
addressed have been investigated. Thirdly, ideas that have arisen from
parallel work in the authors’ research group on the nature and differences in
perception of architectural images in a computer mediated environment are
being drawn in. We aim to show that these ideas can bring positive
enhancements to what was already an effective system environment.

The work described here emphasises the Navigation aspect of our Virtual
environment. Sometimes navigation is confused with locomotion but, as
Darken et. al (1998) note:

‘Navigation must be seen as a process. We often make the mistake of
seeing it as its end result — locomotion- navigation’s most visible
attribute. However, the cognitive subtasks that drive locomotion...are an
integral part of the overall task’

Inextricably linked with the idea of navigation is the mental
representation, the cognitive map, of our understanding of the environment.
In other disciplines concerns over the visual representations of information
in virtual environments raises new issues. But in architecture there is a
legacy of visual representation in the real world that we need to examine and
take account of in designing new virtual environments. Maher et. al. (2000)
make the point:

‘Although architectural design is noted for the forms and places created,
the semantics of these places lies also in their function. The functional
aspects of physical architecture can influence the design of virtual
worlds’

Contemporary thoughts on how we represent ideas and the world around
us can be found to be linked to contemporary technological developments. It
is not simply a matter of coincidence that Freud’s theories on dreams
coincided with the birth of the technology that gave us films and cinema in
the last century. That was a case of new technology inspiring creative
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thought and a broader understanding of an issue. This century begins with
the technology and philosophy that relate to Virtual Environments in their
relative infancy. The work described in this paper is aimed at helping to
move the associated debate along.

2. The nAVRgate project

As we mention above, our initial intention in the nAVRgate project
(AVR being a sub-acronym for Architectural Virtual Reality) was to develop
a low cost Virtual Environment where navigation was driven through natural
locomotion. An initial desire was to open up the possibility of experiencing
large scale urban environments to an audience; that is with a large display
area and wide angle of view. We have reappraised some key research in this
area and are now in the process of expanding the interface toolkit.

There are two interesting projects that gave some early inspiration and
direction: the "Legible City" (Shaw, 1990) and "Osmose" (Davies, 1996)
projects. Both developed a body-driven navigation interface for the
particular non-realistic environments (a text analogised city in the case of
Shaw and a surrealistic environment for Davies). In the case of the Legible
City, the interface was an exercise bike and for Osmose, a scuba diving
metaphor was used. In both cases, users could almost immediately
concentrate on experiencing the VE rather than learmning the navigation
method, that is the interface very quickly became transparent to them.

Just as importantly, the sense of presence and connection with the VE
was very strong. (Davies, 1998). The aim of the nAVRgate project is the
same rapid transparency and sense of presence. In this sense the work of
others such as Regenbrecht et.al. (2000) also aims to move the developments
in this area in a direction that will produce more effective and appropriate
systems for navigation and interaction.

It is, though, easy to fall into the trap of assuming that natural locomotion
is best most appropriate for virtual environments. Thus far we have found it
to be very effective, but are aware of the fact that assuming ‘natural’ is best
may imply “questionable assumptions concerning distance and direction
estimation and manoeuvrability” (Darken et.al. 1998).

In addition there are several pieces of work that show that spatial skills
are not completely innate, and such findings have particular consequences
when we consider designing virtual environments of architecture and for
architects; which are not necessarily the same thing. We take up this issue,
and the issue above later.
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3. nAVRgate-1

It is clear that the method of interaction is a central part in the users
immersive experience in a VE. Both the Legible City (Shaw, 1990) and
Osmose (Davies, 1996) used a consciously non-realistic environment
through which the experience was heightened by the use of a familiar real
world navigational metaphor. The importance of retaining a sense of
orientation in a VE has been noted (Bridges and Charitos, 1997).
Furthermore, the problems of scaling and scalelessness in the locomotion
through, and perception of, the virtual space require attention in developing
such environments. It has been shown that proprioceptive information aids
the human agent in relating motions of the body to movements in space.
Loomis et. al. (1992) have shown that distance and direction estimation in
virtual space were improved by the introduction of proprioceptive feed-back.

An aim of the nAVRgate project is the development of a generic
navigational metaphor, that incorporate a variety of natural locomotion
methods. We initially developed an architectural VE using a commercially
available gaming engine and, initially, revisited the use of a bike for
navigation.

nAVRgate-1 was ruthlessly pragmatic. An exercise bike (Knight and
Brown, 1999) has been modified to give the basis of the system using a
radically modified serial mouse. Left and right movement of the handlebars
is translated into movement in the X axis, pedalling into the Y axis. Whilst
this has overcome some of the problems some other researchers have found,
such as the optical speed tracking of the wheel, it has raised others in the
inflexibility of the scaling parameters of the standard mouse drivers. A
purpose written driver would overcome this. The use of standard, modified
components allows us to apply the system to other types of natural systems
of locomotion such as walking (Slater et al, 1995) and using a wheelchair.

Back projection is used as opposed to a Head Mounted Display (HMD)
for two reasons, firstly cost, but secondly, and more importantly, that it
enabled group participation in the experience.

The software used was a standard games engine, Half-Life. Models were
composed in a shareware level editor, WorldCraft and, whilst this was very
effective for the task in hand, the limitation of the software soon became
evident. As it is not possible to import CAD data directly into WorldCratft,
models had to be (re)created from scratch. A further limitation was that, in
common with other games of the time, it was not possible to model curved
elements which resulted in either purely orthogonal models or crude
misrepresentations. It was evident that a different piece of software would
have to be used for the next stage.
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User feedback has been very positive. The experience of using the bike
has allowed us to learn a great deal about natural navigation metaphors.
While users adapt very quickly to unnatural and in some cases slightly
surreal situations (for instance, the remarkably entertaining experience of
riding a bike down stairs to the sound of foot steps), a more natural
locomotion and interaction device is still the goal. With the use in large scale
urban environments in mind, nAVRgate-2 is a progression which will
continue to use the exercise bike for distance (analogous with cycling
between buildings), changing to foot travel using a treadmill or similar
(analogous with walking around a building). However, rather than using
buttons on the handlebars to change the view up or down, use of the body’s
natural movements is proposed.

Figure 1. nAVRgate-1 bike in use

4. nAVRgate-2

When we experience a piece of architecture in reality, we look around
using head movements. Whilst this is used in commercial products such as
the 'Flock of Birds' motion tracking system which uses a signal source and a
series of transponders to determine position, it does not fit well with our low
cost aim. We aim to use the body’s natural resources to provide the signals
necessary for navigation.

The human head has three axes of movement, up/down (flexion and
extension), left/right (rotation) and tilt. The muscles involved in the two that
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we are particularly interested in, (flexion/extension for the Y-axis and tilt for
the X-axis) are both large and near to the surface of the body. The
sternocleidomastoid is present on each side of the neck; movement of the
head to the left involves the right side muscle and visa versa. The trapezius
muscle at the rear of the neck determines tilt. Muscles rarely work in
isolation. For example, if both sternocleidomastoid muscles contract
together, the head would tilt to the front, in this case the trapezoid muscle
would be inactive. It is possible, through a series of logical conditions, by
processing the combinations of electrical signals received, to determine the
head movements.

Figure 2. sensors in place

Whenever a muscle is activated a small electrical charge is generated, the
size of which is dependent on the type of muscle movement. Muscles that
control the head are in a state of constant activation to maintain posture.
Movement of individual muscle fibres is evidenced by a small level of
electrical activity, whereas in a large muscle movement involving all the
muscle fibres, a much higher level of electrical activity is generated. This
activity can be detected using surface fixed EMG (electromyography)
sensors (Figure 2) similar to those used in detecting other bodily activity
such as ECG heart monitoring. These are used as indicators of head
movement. Once the threshold level has been determined, any deviation
from this will be evidence of movement. For example, a movement of the
head to the left would be indicated by a change in the signal strength of the
right sternocleidomastoid muscle (Figure 3). In the extract of the signal
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trace shown, both side of the neck show signal activity during the initial
stages of movement due to changes in posture, but once in motion, the left
side shows only threshold level of activity.

Figure 3. signal trace, head looking left

To date, we have established the feasibility of using the signals for
detecting appropriate movement. The next stage will be the construction of a
high-quality signal amplifier, interfaced to the system through an analogue to
digital converter and processed to provide the necessary information to the
locomotion governer.

The table below shows the muscle movements with the corresponding
axial movements

Table 1. Logic matrix: muscle activation to head movement

Sternocleidomastoid | Sternocleidomastoid Trapezoid
Left Side Right Side
-X Left - X 0
+X Right X - o
+Y Up - - X
-Y Down X X -

Key: X above signal threshold
O below signal threshold
- Static (no signal)

As presented so far this technique sounds promising, but there are several
problems with this approach. As with the rest of the body, muscles are
several layers deep and there will be conflicting signals as each is triggered.
Coupled with this is the variation in signal strength that varies slightly
according to the size, age and build of the user. The software used to
interprets the signals must be capable of being easily calibrated to
compensate for this. A potential problem will arise when using a projected
screen as the centre of gaze would shift with head movement, whereas the
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projected image centre would remain static, problems which we do not see
as insurmountable.

To continue to use the games software for the VE environments, the
navigation needs to be compatible with conventional interface drivers. To
use head movements, the software is configured to 'mouse follow' which
means that the equivalent mouse X and Y movements correspond to the
left/right/up/down movements of the view. Forward/backward movement is
achieved with the keyboard arrow keys which are mapped to the appropriate
interface (see system diagram, figure 4). This means that two axis of
movement are required of the head, the X and Y, both positive and negative.
A straight-ahead gaze would be 0,0, a look up would be a positive Y, a
rotation of the head to the left would be a negative X.

To overcome the limitations of the WorldCraft/Half-Life gaming
environment, we are currently experimenting with a games authoring
package that will allow the direct import of CAD models in a variety of
forms. This will, in turn, allow for a higher quality (and more accurate) VE
to be constructed. The software also allows scripted events (sounds and
behaviours etc) to assigned to individual objects which created an
environment which can respond more readily to user interaction.

Figure 4. System diagram

5. REPRESENTATION OF ARCHITECTURAL
SPACE

Control of locomotion, as a subset of the broader idea of navigation, in
the Virtual Environment is one aspect of our work, but as we mentioned,
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representation is another. This is an area that has particular implications for
architecture.

Firstly we need to be aware of the particular spatial skills that aid us in
navigation through three dimensional virtual environments such as those
used in the nAVRgate system. Evidence shows that there is difference in
spatial ability between individuals and genders (McGee, 1979), and this has
broad implications. More specifically, research shows that skill in spatial
manipulation and understanding can improve with practice and training
(Carpenter and Just, 1986). Architecture is a very particular discipline; one
where spatial abilities are developed and nurtured. Brown and Ryong (2000)
have described and accounted for the particular cognitive skills that are
developed throughout and architect’s training; and the consequences, in
terms of appropriate representations and interfaces are expounded.

Secondly, related to this work, and in particular to consideration of the
architectural image Brown and Nahab (1996) have shown that the ‘value’
and perceived quality of an architectural scene is very dependent on the
nature of the representation. Issues such as ‘sketchiness’, degree of
photorealism and colour-monochrome rendering play a fundamental role in
determining that perceived quality. In Virtual Environments, as with more
conventional static representations, the nature of the rendered image
(representation) surely plays a key role in generating an appropriate and
successful ambience.

The issues mentioned above play an important part in our current
thinking about how the nAVRgate system should be further enhanced. As
we said at the outset the issues of VEs for architecture is a multifaceted
problem, and appropriate representation is a crucial facet in that problem. As
well as moving the interface issues forward, the next stages of the nAVRgate
system will also address the nature of the appropriate image. Brown and
Nahab addressed the static image, we intend to extend this work to include
the images for VEs, particularly of the issues for large scale projection.

6. CONCLUSION

We have shown that it has been possible to implement and develop a low
cost VE system for Architectural applications by taking ideas of natural
locomotion and coupling that with developments spawned by games
technology. The nAVRgate system that has evolved has proven effective and
recent enhancements have been described here.

With the higher expectations of users today brought about by the
ubiquitous application of computer generated animation, architectural VEs
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must adapt and be flexible. It is a challenge for the world of architecture to
keep pace with, and respond to these expectations. But we should do so from
a particular standpoint. Architectural representation in three dimensions has
a history that we can learn from and build on. Added to that, architects have
particular needs and skills that developments, like the nAVRgate project, can
respond to. Bill Mitchell (1995) talked about the idea of clicking “through
cyberspace; this is the new architectural promenade”. Our aim remains to
elaborate on the click and to enrich the promenade.
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Virtual Environments for Special Needs
Changing the VR Paradigm

Tom Maver, Colin Harrison, Mike Grant
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Abstract: The normal application of Virtual Reality is to the simulation of environments,

which are in some way special - remote, hazardous or purely imaginary. This
paper describes research and development work which changes the paradigm
by simulating perfectly ordinary buildings for special people. Some 15% of the
population have some form of physical impairment - a proportion which is
likely to rise in line with an ageing population. New legislation, such as the
UK Disability Discrimination Act places additional responsibility on building
owners to ensure adequate access for people with an impairment and this in
turn will place additional responsibility on the architect. Current methods of
auditing access for new building are primitive and require the auditor to
interpret plans/sections of the proposed building against a checklist of
requirements specific to the special need. This paper reports on progress in the
use of an immersive VR facility to simulate access to buildings for two broad
classes of user: i) those with a mobility impairment; ii) those with visual
impairment.
In the former case, a wheelchair motion platform has been designed which
allows the wheelchair user to navigate the virtual building; a brake and motor
connected to the rollers on which the wheelchair sits facilitate the effects of
slope and surface resistance. In the latter case, the main categories and degrees
of visual impairment can be simulated allowing architects to assess the
contribution of form, colour and signage to safe access.

1. WHY VIRTUAL REALITY

There are many situations where it is more convenient, less costly, or
indeed necessary to simulate our experience of three dimensional space
rather than to experience, directly, its physical reality. The inaccessibility of
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the real world may be as a result of its remoteness, its hazardous character or
because it no longer exists, does not yet exist or indeed, never will exist:
1. remote environments:

lunar homesteads, polar outstations, orbiting space stations and off shore

oil drilling platforms are examples of spatial environments which are

significantly remote; it is certain that convenience and economy can be
served by providing an accessible simulation of the environment.
2. hazardous environments:

environments contaminated by radioactivity, threatened by fire,

structurally unstable or biologically inhospitable are either dangerous or

expensive to make safe; economy and safety are promoted by appropriate
simulation.
3. non-existent environments:

these fall into three categories:

- those environments which never will exist, e.g. the science fiction

images of Hollywood movies.

- those environments of architectural or historical interest which once

existed but, due to the ravages of time are under threat or no longer exist,

and

- the hypothesised environments of architects and planners which it is

intended, ultimately, to bring into existence.

An interesting example of the application of virtual reality to an
environment which is remote, somewhat hazardous and partially non-
existent in the Neolithic village of Skara Brae. Around 100 years ago on the
coast of the Orkney Islands far off the north coast of Scotland, a severe
storm uncovered part of a village believed to date from 2500 BC. It
comprised a network of passageways and seven houses, complete with stone
furniture, utensils and jewellery. Using digital video and Quick Time
Virtual Reality, the Architecture and Building Aids Computer Unit,
Strathclyde (ABACUS) created a virtual experience of part of the site
(Figure 1), repopulating the houses with virtual representations of the
artefacts and making conjectures regarding what was incomplete, e.g. the
door opening/closing mechanism (Figure 2).

Quite clearly the benefits of such a virtual experience are widely
available to the community. The benefits are particularly valuable to that
proportion of the community who, by dint of physical impairment, would
find that much more difficulty in experiencing the physical reality.
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Figure 1. Home page of the Skara Brae Multimedia CD-Rom

Figure 2. Interactive simulation of door-opening hypothesis
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This paper is not, however, about the use of new technologies to facilitate
virtual experiences of the built environment as it exists; much more
importantly it is about the use of virtual reality of change existing and future
built environments to enhance the experience of the real world for those with
physical impairment.

2. SPECIAL NEEDS

Some 15% of the population have some form of physical impairment - a
proportion which is likely to rise in line with an ageing population. New
legislation, such as the UK Disability Discrimination Act places additional
responsibility on building owners to ensure adequate access for people with
an impairment and this in turn will place additional responsibility on the
architect. Current methods of auditing access for new building are primitive
and require the auditor to interpret plans/sections of the proposed building
against a checklist of requirements specific to the special need. This paper
reports on progress in the use of an immersive VR facility to simulate access
to buildings for two broad classes of user:

a) those with a mobility impairment (appr0x1mately 3.5% of the population)
b) those with a visual impairment ( approximately 6% of the population)

3. VIRTUAL ENVIRONMENT LABORATORY

ABACUS, in the Department of Architecture and Building Science at the
University of Strathclyde is heavily involved in the use of virtual reality for a
range of applications relating to the built environment and has a major
facility, unique in Scotland, called the Virtual Environment Laboratory.

The virtual environment is visualised using a three-projector system that
provides a 150-degree by 40-degree high resolution image mapped onto a
five metre diameter cylindrical screen. Each of the three image channels is
edge-blended to provide a seamless display. When viewed from any of the
14 seats in the Lab, the composite image fills the viewers’ field of vision,
providing a highly convincing sense of immersion within the scene.

The graphics images are generated on a 12-processor Silicon Graphics
ONYX 11 which is capable of processing detailed architectural models at
high frame rates in order to provide realistic real-time animations. At each
time-step in the simulation the graphics are rendered to three separate output
channels, each channel sharing the same eye-point but with a different
angular off-set in azimuth, corresponding to the off-sets in the projection
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system. This circumvents the geometric distortion inherent in large field-of-
view displays (Figure 4)

4. SIMULATION OF WHEELCHAIR ACCESS

ABACUS and the Strathclyde Bioengineering Unit are currently engaged
on a research project funded by the Engineering and Physical Science
Research Council to develop a virtual reality facility that can be used to
generate, via an interaction between architects, designers and wheel chair
users, guidelines which address the issue of wheelchair access to, and within,
the built environment. The project aims to design and build a wheelchair
motion platform through which wheelchair users can explore virtual
representations of buildings. It is envisaged that such a facility would form
a powerful and cost effective means of evaluating wheelchair access
provision early in the design of new buildings and in the redevelopment of
existing buildings. Accordingly the following preliminary objectives need to
be met:

— The design and construction of a manual wheelchair motion platform that
can accurately monitor intended wheelchair motion and can provide
physical and optical feedback to the wheelchair user on the presence of
virtual obstacles or changes in floor coverings or slope.

— Interface the platform with the Virtual Environment Laboratory facility
to provide an immersive virtual environment within which navigation is
linked to the intended wheelchair motion.

— Qenerate virtual representations of a range of building types in order to
test and calibrate the performance of the platform and perform an
evaluation of the system by wheelchair users.

The relationship of the wheelchair motion platform to the display system
of the Virtual Environment Laboratory is shown in Figure 4.

The motion simulator and the graphics software are a close-coupled
system. The motion simulator communicates with the control system is via a
shared memory segment. The task of the motion simulator is to accept
incoming data from the control system. This data relates to the individual
incremental angular displacement of both wheels on the motion platform.
This data is compared to the previous increment, to determine whether the
wheel is rotated forward or backward, and to pass this information to the
next stage of the algorithm. The basis of the motion control algorithm is the
determination, through an analysis of similar triangles, of the location of the
centre of rotation along the rear axle of the virtual wheelchair and the angle
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Figure 3. The Virtual Environment Laboratory at Strathclyde University

Figure 4.
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through which is turned. From this the transformation of the eye point
and rotation of the view vector can be determined.

The graphics application requires the Cartesian co-ordinates of the eye
point, plus the yaw, pitch and roll angles of the direction of view. Given the
yaw angle the remaining two parameters can be calculated based on the
wheelchairs attitude on the floor plane. In the database traversal three rays
corresponding to the contact patch of each of the rear wheels and the
midpoint of the front axle, are intersected with the floor. The normal vector
of the ground plane at these points can then be used to calculate the roll and
pitch of the chair and the corresponding view. The same intersection
procedure can also be used to identify the surface under each wheel, this
information can then be used to index material properties, such as rolling
resistance, which can be passed back to the control system.

The roller system is housed within a framework that supports the
wheelchair and occupant, and converts wheel motion into an instrumented
rotation of the main shaft. The system is duplicated for each wheel of the
wheelchair. Mounted on each shaft are the brake, clutch, encoder, inertial
mass and the take off for the motor drive.

The control system is based on a standard PC with purpose written
software, that interfaces with the image generator. The control system feeds
the motion engine of the image generator with incremental readings from the
rotary encoders on the motion platform whilst controlling the feedback
stimuli to the wheelchair on the basis of data received from the simulation in
order to effect changes in floor conditions or collisions.

Each of the above elements forms a linked system that is controlled by
the bidirectional flow of information from the wheelchair to the virtual
environment, and from the virtual environment to the wheelchair. The
feedback loop is by the users visual perception of progress through the
virtual environment and by the perceived proprioceptive changes associated
with alterations in the rolling resistance of the wheelchair. By closing the
feedback loop with a human rather than a further pair of sensor connections,
it is expected that any minimal latency or hysteresis in the rest of the
communications path will be compensated for by the user. By April 2001 the
wheelchair motion platform will be fully operational.

S. SIMULATION OF VISUAL IMPAIRMENT

It is currently extremely difficult to determine all the problems which
someone with a categorisable visual impairment such as macular
degeneration or glaucoma will experience when negotiating an ever-
changing built environment. The current methods of assessing these
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difficulties involve simulating the main categories of eye problems using
either 2D fixed simulations (via modified slide transparencies) or adapted
spectacles. Extended discussions with personnel from the Royal National
Institute for the Blind and the Joint Mobility Unit — some of which took
place following demonstrations within the Virtual Environment Laboratory—
established that the current methods of simulating categories and degrees of
visual impairment by using two-dimensional static simulations (in the form
of modified slides or by the use of modified spectacles) are extremely
limited. The slides cannot simulate dynamic movement through a space and
neither slides nor spectacles offer a mechanism to appropriately simulate
future, proposed environments.

There are five main causes of visual impairment: age related macular
degeneration (48% of registrations); glaucoma (12%); retinopathy (3.4%);
cataracts (3%); and retinitis pigmentosa (2%). Individually, or in
combination, these eye conditions can affect perception of the visual field,
visual acuity, stereopsis, dark adaptation and/ or colour vision. With the
exception of stereopsis, the equipment in the VEL can support manipulation
of these facets of the visual field through the virtual image. The project will
focus on mapping these deficiencies, with the aim of establishing a
methodology which can subsequently be applied to correlating forms of
visual impairment and accessibility to spatial configuration.

The short-term objectives of the project are three-fold:

— To establish proof of concept and develop the means to model
correlations between a range of dysfunctionalities caused by visual
dysfunction and the actual effect this has on visual function when applied
to accessing virtual and actual versions of the same environment.

— To establish whether the virtual reality environment can represent a real
built environment, such that the experience of it maps sufficiently
faithfully onto the experience of negotiating a real environment and can
hence be correlated with actual forms of visual impairment.

— To identify and be able to virtually-represent the design features which
need to be taken into account when designing an environment that
optimises the variable abilities of visually-impaired people negotiating
the built environment comfortably and safely.

By comparing the visual ability of respondents with and without various
individual and combined visual impairments, also by undertaking these
comparisons for both actual and simulated versions of the same route, it will
be possible to establish whether the effect on realism and representation of
visual impairment is greater than the effect of simulating buildings in the
Virtual Environment Laboratory (VEL). This is an important issue for the
simulation field, since if the simulation effect swamps participants visual
ability then it will raise real questions about effectively simulating visual
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impairment. If the effect is less, then this will confirm the scope to use
virtual environments for developing access audits and other wayfinding
analyses for the visually impaired.

6. IN CONCLUSION

The issues presented in this paper represent a shift in the paradigm away
from the use of VR to simulate special buildings for ordinary people to the
use of VR to simulate ordinary building for building for special people in
the expectation that we can improve the design of existing and future
buildings in order to enhance the experience of the built environment for that
section of the user community with special needs.

The research and development required, however, is intellectually
demanding and expensive; the authors are in no doubt, however, that
appropriate investment in effort and resources will yield an outcome of great
significance.
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VR Sketchpad
Create Instant 3D Worlds by Sketching on a Transparent Window
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Abstract: This paper describes VR Sketchpad, a pen-based computing environment for
inputting and locating 3D objects in a virtual world. Designer can use the
transparency layers to quickly trace and extract any image underlay from other
application software. The 3D scene generation has three levels of complexity:
simple extrusion of any drawn lines of shapes (i.e., straight or curved wall and
column extrusion), solid modelling from a given geometric object
representation (spheres, cones and boxes), and complex configuration with
objects from graphics library (furniture layout).

1. INTRODUCTION

As on-line communication and entertainment enterprises increasingly use
three-dimensional geometry, the ability to quickly create 3D content
becomes important. Building three-dimensional worlds for the World Wide
Web usually involves complicated CAD and modelling software that uses
WIMP (windows, icons, menus, and pointers) interfaces. VR Sketchpad
gives creators of three-dimensional content a quick and easy way to author
3D virtual worlds by sketching without coding VRML (Virtual Reality
Modelling Language) or learning to model using CAD software.

With experience and training, designer can use CAD systems to create
accurate models of 3D worlds. CAD systems are good at producing precise
3D models and supporting detailed editing and revision. However, pen-based
systems enable designers to communicate ideas rapidly through approximate
sketches with low overhead (direct manipulation by freehand drawing).
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Sketching requires no precision or specialised knowledge, and makes it easy
for designers to draw, evaluate, and explore as well as to revise and correct.
Sketching is useful in settings that require a fast turn-around creation-
feedback cycle, for example, during conceptual design. These settings
include building and product design, as well as designing computer games
and virtual worlds for VR applications, on-line exhibits, and cyber
communities on the Web.

Providers of 3D content often start conceptual design by sketching with
pencil or markers on paper or by building a physical model to simulate the
proposed design. Later they use CAD software or game level editors to
create these imagined 3D worlds. The process of making a 3D model with
structured commands and operations is far more elaborate than using a pen
and paper to sketch. A freehand drawing user interface for 3D modelling—
as VR Sketchpad illustrates—provides designers more freedom to explore
than a WIMP interface.

This paper presents VR Sketchpad, a freechand drawing interface for
rapidly generating three-dimensional geometry in VRML format by tracing
diagrams on a transparent window over an image source. VR Sketchpad
employs a novel approach for creating 3D worlds. It enables designers to
simply make diagrams for spatial partitions such as walls, columns and
furniture on a 2D floor plan to quickly generate 3D worlds on the Web. For
example, a quick sketch of a floor plan of an exhibition hall generates a
virtual scene with walls and columns. Immediately, the designer can
experience a virtual walkthrough from a Web browser. Preferred viewer
positions marked on the floor plan are translated and embedded into the
VRML viewpoint control panel, providing a guided tour path. As the visitor
browses the virtual exhibit hall, VR Sketchpad displays the visitor’s position
on the floor plan sketch. This instant feedback from 3D VR world to 2D
floor plan supports navigation and understanding of the created space for
both visitors and designers.

2. RELATED WORK

Many projects investigate the use of transparent windows as an interface
to facilitate information display or object generation. For example, PAD
(Perlin and Fox 1993) uses transparent windows to support “zooming” from
abstract information to more details. A reader can navigate through the
document space by applying transparent pads on top of the area of interest.
Toolglass and Magic Lenses (Bier, Stone et al. 1993) adopt a similar
approach of having transparent objects carry with them functionality for user
interaction. They employ transparency to allow users to construct new
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artefacts with overlapping elements. Translucent Patches (Kramer 1994) use
freeform shapes for copying and grouping information. The different patches
can overlap and interact with each other (e.g., performing mathematical
calculation of figures from overlapping patches).

Electronic Cocktail Napkin’s trace layer allows selecting and copying of
diagram sketches between different layers, it also supports re-arrangement of
the layers through a post-up action with thumbnail representation of the
drawings (Gross 1994; Gross 1996; Gross and Do 1996). The Napkin
program also supports different pen types. Users of the system can leave
marks in different thickness and darkness with the pressure and velocity data
derived from the pen stylus. Trinder argues that architects use transparent
media such as tracing paper and drafting film not only to bring images
together, but also to compose configuration with hierarchy (Trinder 1999).
His ‘transparent medium’ investigates using simple tools such as “push and
pull” to translate pixel maps between two layers and a “sketching tool” that
translate stroke information as different thickness. His empirical studies on
twelve test subjects reveal that using transparent layer and sketching are a
good way for design professionals to interact with computer software.

Several researchers also conducted usability studies of transparent user
interfaces (Harrison 1996; Cox, Chugh et al. 1998). Their findings are
encouraging. They found people could use transparent layers easily to shift
their focus rapidly between the different views (e.g., a layer containing an
instance of an element detail and an overview layer). This suggests that
transparency user interfaces are useful.

Three-dimensional scene creation is of interest for many researchers at
the human computer interaction paradigm and design research. For example,
SKETCH is a system (Zeleznik, Herndon et al. 1996) that enables users to
use gesture commands to specify the creation of 3D objects. Sketching three
axial arrow lines will generate a box with corresponding dimensions. The
efforts from Grimstead and Martin describe the method of constructing a
solid model from a 2D line drawing. The process includes hidden line
removal, line labelling, region recognition and alignment, and adjustment of
vertices (Grimstead and Martin 1995). Digital Clay has a similar approach,
however, unlike Grimstead’s and Martin's approach, it uses freehand
drawing as a front end interface instead of line drawing. It is a 3D isometric
sketching environment that uses constraint propagation method of Huffman
and Clowes (Schweikardt and Gross 1998) to infer the occluding, convex
and concave edges to build 3D model.

Quick-sketch (Eggli, Bruderlin et al. 1995) automatically adjusts angles
and connects freehand sketches to infer construction of geometric shapes and
arcs in a 2D view. It also extrudes the plan profile to generate 3D shapes
using object library from a graphical user interface toolkit. The project
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DDDoolz allows user to add or delete connected voxel boxes in six
directions (of the cube) to create 3D scenes (Achten, Vires et al. 2000).
Teddy (Igarashi, Matsuoka et al. 1999) enables user to create spherical
object models by drawing a 2D profile (a closed oval) then rotate the
drawing sideways to draw the section for extrusion.

Our project, VR Sketchpad is well located in this series of research. It
uses freehand sketching as a way to create 3D objects. On the most basic
level, similar to Quick-sketch, VR Sketchpad uses extrusions to generate
shapes. Beyond simple extrusion, VR Sketchpad also supports generations of
solid objects such as boxes and spheres, as well as object placements such as
furniture layout creation from 2D symbol configurations.

3. VR SKETCHPAD IN ACTION

VR Sketchpad employed Electronic Cocktail Napkin’s various
capabilities of diagram parsing and customised user training (Gross 1994;
Gross 1996; Gross and Do 1996) as a base graphic engine. The symbolic
processor in the Napkin program enables designers to train and define their
own graphic symbols and gestures (circle, line, arrow, etc) by drawing
examples into the system (with a pen and tablet). Contrary to the approach of
PDA (Personal Digital Assistant such as Palm Pilot) that can recognise only
a fixed set of shapes, our system lets designers create their symbol library
with personalised definitions and drawing features (sequence, pressure,
angle, etc). VR Sketchpad then provides meaning association (circle to
column, arrow to viewpoint) and performs geometry translations. Figure 1
below illustrates the system architecture of VR Sketchpad.

VR Sketchpad /_Q% simple extrusions —| Web Browser

> geometric primitives

Freehand \ VRML

Sketches >—> furniture objects Scene

——> arrow gesture

recognition S direct
7 1rec
translation N embedded
- l viewpoints

translation
|_—lErm Z Symbaol Library

Figure 1. System architecture of VR Sketchpad
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Three types of interfaces are available for the sketching input. First, the
regular drawing board, paper like interface that allows designers to sketch
onto a digitising tablet using a pen stylus. The drawing surface is opaque and
displays sketches as drawn. The second type of interaction allows bringing
in a picture underlay (raster image) and multiple translucent layers on top.
Figure 2 shows a construction drawing brought in to the paper drawing
board environment. Several trace layers are overlaid on top to add
modifications and annotation diagrams. The thumbnail images on the top
portion of the drawing board (“post-it” layer) allows easy management (hide,
overlay) of the different trace layers. Each trace layer adds opaqueness to the
drawing board while underlay drawings remain visible through the layers.
Figure 3 shows a hand drawn diagram on the transparent window overlays
on top of other applications (e.g., FormeZ model, screen capture of a drafting
document, and a PDF file). The transparent window maintains the drawing
functionality of the previous two types of interface (paper, trace layer).

Figure 2. A construction drawing brought in as picture underlay with annotations and
modifications on different trace layers. (lower right corner shows tabs for each trace layer for
easy selection).
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A transparent window is a window (drawing surface) that displays the
screen’s pixel map as a background for its contents. It appears as though you
are drawing on top of the windows belonging to other software applications,
or the operating system. With inter-application communication protocols, the
Sketchpad would be able to directly interact with the underlay applications.
Currently, when user resizes or moves the window, the transparent window
instance captures the screen pixel map underneath, and builds the bitmap
information into a memory cache. The content drawing method of the
window draws the background images first then displays the current user
sketch objects.

Figure 3. Transparent window overlays on top of three different applications (left to right:
PDF document, drafting document, and a FormeZ model). User can sketch and trace images at
the transparent window.

With initial input of sketches, VR Sketchpad’s processor recognises the
drawings (Figure 4 left), it translates the drawing into VRML objects, and
then launches a Web browser to display the result (Figure 4 right, VRML
enabled Netscape browser).

VR Sketchpad has three levels of diagram recognition and translation
processing. First, simple shapes such as lines and circles are extruded to
make walls and columns as shown in Figure 4.
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Figure 4. Lines and circles are extruded to make VRML model of walls and columns.

The basic level of translation is simple extrusion. VR Sketchpad also
supports extrusions of free form, irregular shapes as desk height (wall height
is to the ceiling). The translation processor of VR Sketchpad takes all the
user input points in the stroke and converts them into VRML surfaces.

Figure 5. All curve shapes and lines can also be extruded to make curvy partitions. (Note: in
this illustration, cylinders are inserted over the partition walls).

The second level of diagram processing deals with solid object mapping
and placements. Instead of extrusion, it recognises geometric primitives
through symbol conventions or configurations. For example, a rectangle is
identified as a box object and translated as a solid cube. A circle that is
concentric with a dot indicates a sphere object with desired radius. Figure 6
shows a VRML scene constructed from sketches of geometric primitives.
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Figure 6. Graphic symbols can be translated into solid VRML object models.

The third level of processing involves recognition of the diagram
configurations and the translation with calling of external 3D pre-made
objects from a symbol library (e.g., furniture library from FormeZ). Figure 7
shows some shorthand symbols of architecture elements for kitchen and
bathroom. Designers can train the configuration processor to recognise
graphic standards or personal symbols by drawing freehand diagrams. For
example, a toilet can be defined as a rectangle directly above two concentric
circles; a dining table set can consist of four chairs (rectangles) surrounding
around table (circle) as shown in Figure 7-9.

FE|GH & 5

Figure 7. Graphic symbols for stove top, sinks, toilet and bath rub.

With the combination of “level one’s” partitions (walls and columns) and
the translations of higher level complex figures (furniture elements from 3D
symbol library), VR Sketchpad user can quickly sketch out an interior layout
configuration and see the design in 3D VRML format by pressing a button.
Figure 8 shows a furniture layout diagram and the corresponding 3D scene.
Notice that all the furniture objects are in real human scale because we use
real life object symbols from the 3D graphic library. Diagrams in this
instance serve as placement reference instead of scale.
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Figure 8. Furniture layout sketch (TV, couch, dining table set, columns, and walls) creates a
3D VRML world.

One important feature of VR Sketchpad is that it also supports gesture
recognition for user to specify preferred viewpoints in the 3D VRML scene.
The arrow in Figure 8 defines a standpoint and viewing direction toward the
scene. The Web browser window on the right shows a particular view angle
as indicated on the drawing on the left.

Figure 9 shows that user can draw a sequence of arrows to indicate
location of interests and therefore define a viewing path into the 3D world.
There is no limit on how many kinds of object configurations or how many
objects can be placed in a 3D VRML scene (memory permitting). Users can
define their own shorthand symbol sketches and use them to indicate desired
element placements. The 3D scene in Figure 9 shows a particular view
(lower left arrow on the floor plan) behind the columns looking toward the
dining table and chairs, with walls and columns in the background.
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Figure 9. A sequence of arrows in the floor plan sketch indicates places of interest and
provides a guided tour to the 3D VRML scene. The bottom left arrow on the drawing (left)
shows a location and view into VRML scene on the Web browser (on the right).

4. DISCUSSION AND FUTURE WORK

VR Sketchpad is an application that allows user to sketch in two-
dimensional freehand diagrams to quickly generate three-dimensional
VRML scenes on the web. The idea of the project came from the teaching of
beginning architecture students. The novice architecture students have a hard
time to see the relations between the two-dimensional floor plan as a three-
dimensional space. The obvious tool for the students to understand the
interplay between plan view and its corresponding space is to extrude their
2D drawings into 3D form. Therefore, VR Sketchpad was created to
illustrate the relationship between 2D and 3D. VR Sketchpad has then added
many features and now supports not just direct one-to-one mapping of object
translations but also the higher level complex figure configurations and
substitutions (diagram meaning, as well as replacement object symbols). It
also shows great potential for on-line gaming and artefact generation for the
Web.

The system implementation is straightforward. The interface is simple,
yet powerful. Many designers requested to test the system once they saw it
in action. We plan to release the prototype VR Sketchpad to architecture
students to use in their design studio for conceptual design. We would also
like to conduct formal usability studies of the system to find out the
problems and desirable functionality.

We are currently adding a slider function in the drawing palette to allow
user to specify the extrusion heights. We are exploring adding a 2D sectional
view with the 2D floor plan view. We are extending VR Sketchpad to
support creating virtual terrain with freechand sketches. Another direction of
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the project is to provide an interface to support the display and selection of
product catalogue (e.g., Sweets and Steelcase) items with hand drawn
symbols (wall, furniture, etc.). We would like to add VR Sketchpad as an
interface to a modelling program (e.g., autodessys inc. recently announced
its plan for providing interface into their FormeZ software). We have chosen
to implement in VRML format because of its ISO (International Standards
Organisation) status and because all modelling programs have translation
modules to read it as input.

There are many questions worth investigating. Should we extend 2D
sketch with isometric view extractions? A previous project Digital Clay
(Schweikardt and Gross 1998) from our research group addresses exactly
this concern. What does it mean to be able to sketch in 3D? Shall we sketch
into the VRML scene to modify the design “right on the spot”? A project in
our research group called Space Pen (Jung 2001) is currently exploring this
aspect of sketching interactions in 3D.

VR Sketchpad works, but it also has flaws. For example, the furniture
placement function uses only the sketch locations as reference for placement
and discards the dimensional info (because the furniture models are
constrained to real dimension). We have explored placing element
dimensions according to user’s sketches. However, this would generate
scaled down (or up) furniture (that’s not usable in real life). It seems to be a
logical next step to embed constraints into the sketches such as Stretch-a-
Sketch (Gross 1994) so that user, while drawing, will be aware of the human
scale concerns and ergonomic dimensions. Or one could display scale and a
grid underlay in the drawing surface. We also plan to extend the transparent
windows as an interface to other applications. For example, sketching over a
VRML scene on a Web browser could potentially add new elements to the
3D scene.
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Scenarios in Space and Time
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Abstract: New opportunities for architectonic design and representation in three-
dimensional virtual spaces have arisen thanks to computers, networks, and
new media in general. An environment with unique three-dimensional
interfaces for the creation of spatial scenarios has been developed. The
possibilities were explored in two successive courses in architecture and new
media. Design in space and time, the investigation of special characteristics of
digital spaces and the creation of a hyperstructure were the main topics of the
creative work.

1. INTRODUCTION: EXPLORING DIGITAL SPACE

The formulation of architectonic ideas through digital three-dimensional
spaces is gaining importance in the architect's work, from designing purely
virtual architecture, like computer games or information spaces, to
presenting planned buildings using virtual reality. Above and beyond this
area's many practical applications, our interest and the focus of this paper
lies in exploring the potential of these new possibilities, defining appropriate
tools and interfaces, and training architects to use new media to reveal their
ideas.

To be able to design three-dimensional spaces in an immersed way has
become a desire among architects working with CAD tools. The challenge is
to create tools that support the designer's creative thinking, allow for
intuitive interaction, stimulate the design process, and help one discover
additional qualities of the spatial composition. In a virtual environment, the
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special qualities of digital spaces and their differences to physical spaces
have to be considered in order to discover their full potential. The lack of
gravity, orientation, and physical scale on the one hand, open opportunities
by creating freedom for expressing ideas and, on the other hand, create
challenges because the audience is not yet trained to cope with all of the
aspects of this freedom. “In a participatory medium, immersion implies
learning to swim” (Murray, 1997).

The design as well as perception of space goes beyond geometry and
materialization. Context, event, mood, and memories influence the
experience, which is always personal and subjective. The same space can
bhave a multitude of parallel interpretations resulting from the fact that
different authors are involved. To communicate such complex interrelated
aspects is a challenge that can be addressed by using networked
environments as a medium for representation and communication. The
network serves as context and allows parallel presentations of the same
space. The messages should be thought of as stories that stimulate
imaginative thoughts among the audience.

The tools and interfaces created for [roomz] specifically address these
aspects of revealing architectonic ideas within three-dimensional digital
spaces through narrative scenarios. In [connectionz] these scenarios can be
networked into a hyperstructure to allow for a multithreaded, multifaceted
representation created by one or multiple authors.

“Writing stories is creating knowledge and the sharing of stories defines
a culture” (Schank, 1995). The vision is that the scenarios of [roomz]
become architectonic stories, and the hyperstructure of [connectionz]
becomes a multithreaded narrative - a collaboratively-created architectonic
knowledge space that exemplifies what Rushkoff describes as “a much more
self-conscious, recapitulated experience of storytelling” (Rushkoff, 1996).

2. DIGITAL ENVIRONMENT AND INTERFACES

The environment for the creation of spatial scenarios is implemented as a
set of web-based interfaces. The goal of these interfaces was to allow an
author to design directly in a three-dimensional space in a very intuitive and
interactive way. The editing environment allows one to place visual material
in the form of images, video clips or three-dimensional objects in a given
geometry and to define a path through this geometry. The scenario results
from combining the carefully placed objects with the motion along the path.
Ultimately, a scenario is about events, which occur within a space. “Events
qualify spaces as much as spaces qualify events” (Tschumi, 1996). This
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contingent relationship can be applied to and explored in
[roomz]&[connectionz].

The scenarios are about digital spaces, which are not bound to the
physical world and do not have to be a simulation of it. A scenario can create
a space of information, a space of memories or feelings. In addition to the
objects, the path is an important part of the scenario. The path allows the
author to guide the reader's perception of the space.

In addition to the interfaces provided by [roomz], which allow the
creation of single scenarios, the environment of [connectionz] allows one to
interconnect scenarios and create a multidimensional hyperstructure.
Hyperdocuments, as known from the web, are a challenging way to provide
information, challenging both for the authors as well as the readers. A
hyperdocument is comprised of rich multidimensional information structures
where readers can enjoy travelling along various paths (Engeli, 2000). The
same paradigm is applied in [connectionz] when connecting information to
architectural spaces allows the architectural discourse to happen within one
scenario as well as in relation to other scenarios.

2.1 Editing in Space

The most direct approach for visualizing architectural ideas about space
is by directly working in three-dimensional models. Therefore a three-
dimensional workspace has to be provided that allows the designer to work
in a very direct way and immediately experience the result of any design
decision.

The main interface of the [roomz] workspace is called "myscenario".
This interface allows for three types of interactions: changing the colors of
the walls, placing objects within the space, and creating a path through the
space. ‘

Myscenario consists of the three-dimensional space the author is working
on and a two-dimensional part providing the tools to create the scenario. The
tools are implemented as a head-up display, which is perceived as an overlay
over the three-dimensional space. This overlay technique has been
successfully implemented in previously developed design tools like Sculptor
(Kurmann, 1998) and xWorlds (Strehlke, 1999), leading to an enlarged
modeling space and an enhanced involvement with the task at hand when
compared with the traditional setup of menus and tools arranged around the
workspace.
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Figure 1. Interface for placing visual objects into the spaces and generating a path through the
scenario

Before working in the main interface, the author has to import the visual
objects that should be placed in the spaces. A special interface is provided
for this preparatory task. Three types of objects can be imported: images,
video clips and three-dimensional objects.

The head-up display is divided in three parts, showing the imported
objects on the left, the viewpoints of the path on the right and a control panel
on the bottom. The panel contains sliders to control the properties of various
aspects of the objects and the path.

2.2 Visual Objects and Instances

“The skins and surface envelope of buildings become programmable
surfaces, photosensitive membranes that narrate, design and inform the
spatial organization of the volumes and interpret their functions. Information
loaded walls that seduce” (Colafranceschi, 1995).

Visual objects provide the means to formulate the scenarios. Because the
objects are always present in the workspace, the designer is able to work
with them like a painter is working with a palette of paints in his hand.
Multiple instances of an object can be placed in the scenario. One only has to
click on the icon to create a new instance. The instance can be placed freely



[roomz] &[connectionz] 177

in space or pasted on a wall of the model. Images can be pasted with any
proportion and size by clicking on the first corner of the instance and
dragging the mouse to the opposite corner. Using the control panel, images
can be stretched in both x and y-directions, moved in any direction, and
rotated. Furthermore, it is possible to scale the image within the instance,
resulting in a repetition of the image on the same plane.

Different possibilities are enabled depending on the instance. When an
instance is placed freely in the space, it is possible to freely rotate it. In a
situation where this does not make sense, like when the image is pasted on a
wall, free rotation is disabled. Such features enhance the performance of the
designer as well as the tools by reducing meaningless efforts, and are
available for video clips as well as for images. Different instances of video
clips can also be created and either pasted on a wall or placed in space. The
videos can be activated when they are clicked upon.

The third group of visual objects is made up of three-dimensional models
imported as VRML models. Their instances are placed in space and, if
necessary, the location and scale can be readjusted with the controls. The
VRML models allow the space to be filled with dynamic objects.

In the physical world, a reference object is always needed in order to be
able to perceive the size of a space. However in the virtual world, it is
possible to redefine spaces with dynamic, moving objects, which can also
use sound to enhance the scene.

2.3 Creating a Path

“Motion helps us gather information not available at a glance. It moves
us from one space to another absorbing data and assembling the spaces
mentally from various brief glances. Our cognitive model, while schematic,
is in a way more complete than a static perception of the space” (Anders,
1998).

Motion is essential for understanding the third dimension in a digital
space, since the computer screen can only display 2D images. By looking at
objects or spaces from different angles, it is possible to read and understand
the three-dimensional geometry.

Navigating in a virtual three-dimensional space is a new challenge when
compared to navigation in the physical world. The virtual space may lack
gravity, scale and horizon. One may not perceive it from a constant height
and the viewing angle can change while moving. To recognize a larger
context or find landmarks for orientation may be very difficult, especially
when jumping from one viewpoint to another; one can easily get disoriented
and eventually end up on an empty black screen.
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Therefore, navigation is an important part of the whole scenario. Since
the content is deliberately placed in the space, it is also important for the
author to help the visitor perceive the space in the way he or she wants him
to see it. Every viewpoint, camera opening angle, the speed when traveling
from one viewpoint to the other, and the elements which are visible at a
certain time are crucial aspects that can be controlled. The author can freely
navigate in his working environment when designing the scenario, but the
visitor is constrained to follow a designated path when exploring it.

Half of the myscenario interface is devoted to the design of the path
through the scenario. The path consists of a sequence of viewpoints. For
each viewpoint, different parameters can be defined, like the location and
orientation of the viewpoint, the viewing angle, and the time needed to reach
the viewpoint. The lights in the model can be adjusted and whether or not
each instance of a visual object is visible or not can be determined for each
viewpoint.

These possibilities allow different approaches for formulating the path. It
is possible to follow the paradigm of moving through a physical world by
simulating a horizon, keeping a defined viewing angle and viewpoint height,
and by moving in a more or less constant speed from one viewpoint to
another. Furthermore, it is possible to tilt the space from one viewpoint to
another, to change the viewing angle, or to alter the speed, from fast jumps
to very slow motion, between the viewpoints. Instances can also appear,
disappear or be replaced when a viewpoint is reached. With this rich palette
of possibilities, how one moves through the space becomes a non-trivial
design task.

2.4 Creating the Hyperstructure

Figure 2. Visualization of the hyperstructure created by all the scenarios from the two courses
[roomz] and [connectionz]

The environment of [connectionz] allows scenarios to be linked together
into a hyperstructure. The links are created by introducing gates which lead
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from one scenario to another. By clicking on a gate, the viewer jumps for a
defined number of viewpoints into the other scenario before being brought
back to the first scenario. This allows moving through the spaces in various
ways and ultimately gives access to all connected scenarios.

Links, as we know them from hyperdocuments, generally lack
transparency or other means to anticipate where they lead. However in the
[connectionz] environment, supporting the user's decision to follow or not to
follow a link seemed important to us. Two means of enhancing the
transparency of gates were therefore introduced: Gates needed to be
decorated with an object from the linked scenario, and clicking on the gate
for the first time switched on a preview of the linked scenario. A double
click let the visitor move into the linked scenario.

An important aspect to make a visit in the [connectionz] environment
enjoyable is to prevent broken links. Therefore the following measure was
taken: If the author of the foreign scenario erases the part of a path a gate
points to, this gate becomes meaningless and is removed by the system.
Even though the visitor is spared some frustration, the scenario's author may
gain some frustration when a gate is lost. Connections to old and finished
scenarios are stable, while connections to scenarios under construction can
be unstable. Connecting to an unfinished scenario means that the author does
not have full control of all aspects of his work, which is more and more a
fact when working in networked environments.

2.5 The Technical Setup

The interfaces run in typical web-browers with standard plugins on the
client side and are implemented with shareware tools on the server side. This
approach minimizes the user's effort to become acquainted with the system
and provides the possibility to work from anyplace anytime, because the
interfaces are system independent and require no special software. On the
server side, a MYSQL database and a set of PHP scripts create dynamic and
personal HTML and VRML interfaces for the user. On the client side, a
Netscape browser with a VRML plugin is needed for the author to work on
his or her scenario.

Two-dimensional HTML interfaces are provided for authentication,
uploading material into the system, and retrieving information like tutorials.
Three-dimensional VRML interfaces, like the myscenario interface, the
gates interface, and the explore interface, allow one to work in the spaces
and explore them.

In the case of the myscenario interface, a PHP script generates a personal
VRML world, which contains the geometry of the user's space, the objects
already uploaded into the database, the instances, the path the user has
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created, as well as all the tools needed for modifying them. When the work
is saved, a connection to the server is opened and all of the parameters of the
instances and the path are sent to a PHP script. This script saves the
parameters of the new path in the database and sends a confirmation back to
the user.

The gates interface allows the user to create, modify, and delete
connections to foreign scenarios. In this case, a PHP script generates a
VRML file including the geometries of all existing scenarios with their
paths, and the tools needed to switch between the different spaces, visit the
scenarios and create the gates. All of the spaces and scenarios were put into
one file, because this enables one to jump between different scenarios
without having to reload each file from the server. Once the gates are
defined, they are saved in the same database as the scenario. In a second
step, a library with the objects of the other authors can be visited and an
object to decorate each gate can be selected. This object can be an image, a
video clip, or a three-dimensional model.

The explore interface allows for the exploration of the scenarios and the
hyperstructure. As in the previously described interfaces, a PHP script
generates a VRML file that contains all the objects, the instances and the
path, and enables navigation through the scenario. In this interface, the
navigation mode of the VRML world is set to 'none' so that the only way to
navigate inside the space is by following the path created by the scenario's
author.

3. THE [ROOMZ]&[CONNECTIONZ] COURSES

[roomz]&[connectionz] have provided the online environment for two
courses about architecture and new media. The two courses spanned a period
of six weeks each and were taught to 130 second-year architecture students.
The students were able to work from home as well as on the university
campus.

A digital model of Georges Vantongerloo's sculpture, "Rapport des
Volumes" (1921), provided the spaces for the scenarios. This sculpture is
composed of eleven L-shaped volumes with different proportions. The
students had to select three adjacent volumes as the geometry for their
scenario. Working with abstract spaces that lack scale and orientation led to
a freer interpretation of the spaces and the definition of their architectonic
qualities by the scenarios themselves. (Strehlke, 2001)
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Figure 3. Interface for selecting volumes from Georges Vantongerloo's sculpture. Inside the
volumes, different types of objects can be selected.

An additional three-dimensional interface was provided to allow the
student to select the volumes in a playful, intuitive way and to enter the
space within them. Wherever two volumes touched, the type of opening
between them had to be defined, either as a full opening, a frame, four
blocks, or with slats. The interface supported the search for the openings,
because only after each one was defined, was it possible to save the
composition of spaces. The sculpture from Georges Vantongerloo offered a
large variety of possible compositions with different characteristics. Some
students composed a circular arrangement, while others aimed at a linear
sequence; some compositions had an introverted character while others had
many openings to the outside. The colors defined in the myscenario interface
further enhanced the individual character of each composition.

3.1 Spacepixels, Re-Space, Actors in Space, and
Motion&Motion

Four specific themes about architecture and new media - light,
transformation, dynamics, and motion - were chosen as possible fields of
concentration for the students. The respective teaching modules were called
Spacepixels, Re-Space, Actors in Space, and Motion&Motion. The students
had to choose one module each semester. They were allowed to select the
same one twice in order to deepen their understanding of the theme and the
related technologies.

Spacepixels explored the dialog between light and material as an
architectural phenomenon. The influence of daylight and artificial light in a
virtual model was analyzed and images with different light qualities were
produced. The two-dimensional images were placed in the space or on the
walls to create enhanced or ambiguous readings of the space.
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Re-Space dealt with the representation, perception, and transformation of
space. This module worked with the duplication of space and aspects
between the original, the transformed, and the animated model of the space.

Actors in Space involved placing dynamic objects into the space. These
objects could be seen as digital organisms, animated geometry, and visual
statements that established relationships with the space by introducing
aspects of orientation, scale, and meaning.

Motion&Motion focused on the combination of two kinds of motion:
Motion shown by animations and motion through the space. Animations and
videos were retrieved from the Internet, created directly from the digital
model of the space itself, or recorded with a video camera and then placed in
the space.

In addition to the chosen module, the students were confronted with the
themes and the design possibilities of the other modules by being able to
view work-in-progress through the common online environment and reviews
in class.

3.2 Scenarios and Hyperstructure

Figure 4. Four examples of student works: Eyes tracking the visitor, images enhancing the
motion, renderings extending the virtual space of the sculpture and images serving as gates to
other scenarios.
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In the first course, [roomz], the students were asked to create a scenario.
They started by selecting the spaces from the sculpture and a module and
then created the visual objects they wanted to place inside their spaces. After
placing the objects in the spaces, they designed a path through the geometry.

Although the students tended to very carefully create the visual objects
and place them into the sculpture, the time provided to create the path
proved to be a little short, leading to very simple paths mostly composed of
viewpoint sequences that visited all the instances placed inside the spaces.
Only a few groups worked in a conceptional way, exploring the possibilities
of designing the path itself. They designed a motion inside the space by
defining the time between the scenes, changing the viewing angle between
the scenes, and defining the orientation for each scene. The end result of the
first course was a collection of visually appealing scenarios inside the same
sculpture but without any connections between them.

The goal of the second course, [connectionz], was to create a
hyperstructure that contained the scenarios from the first course as well as
new ones. The students were again asked to compose their own space from
Georges Vantongerloo's sculpture, choose a module, and create an
architectural experience in the selected space. To put more emphasis on the
motion through the space, the path had to be created before placing objects
inside the spaces. As a result, interesting ideas were developed for the
motion through the spaces and the path gained relevance in the overall
design of the scenarios.

In addition, each new scenario in [connectionz] had to be connected with
one or more other ones with gates.

33 Gates into Completed versus Changing Scenarios

A gate is a link between two scenarios. When the students created a gate,
they had to select the portion of the path in the linked scenario that the gate
should connect with. A specially developed interface allowed them to easily
select the entry and exit points of the path in the foreign scenario. In
addition, an image from the foreign scenario had to be chosen to represent
the gate.

The different strategies invented by the students to connect the scenarios
proved to be very interesting: They involved the relations between different
geometries, motion, and the objects of the connected scenarios.

The students could create gates to completed scenarios from the previous
course as well as to scenarios being created in the current course. If a
scenario from the current course was chosen, the connection was not stable,
since the path as well as the appearance of the linked scenario could still be
altered. The ability to connect to a scenario-in-progress gave the students the
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opportunity to work in an interconnected, dynamically changing
environment - an experience only a few were eager to make. Many students
connected their new scenario to their scenario of the previous semester.

In the case of a connection to a scenario-in-progress, the authors
sometimes decided to communicate over email to coordinate their efforts
and keep the other informed about possible future alterations.

Another special issue leading to interesting strategies was the decoration
on the gate, which had to be chosen from the library of visual objects of the
linked scenario. Some students did not want to place any of the foreign
objects in their scenario. So, in order to control the appearance of the gate,
they emailed an object to the other group and asked them to upload the
image into the database so that they could select this image as the
representation of their gate.

4. EVALUATION AND CONCLUSIONS

The goal of this work was to create an environment to express
architectonic ideas in and of digital spaces by offering intuitive and widely
accessible interfaces. In the following discussion, different aspects will be
considered: The focus and limitations of the tools, composing in the
myscenario interface, and the results of the described course in architecture
and new media.

4.1 Focus and Limitations of the Tools

The tools and interfaces can be used to create three-dimensional
scenarios and visual objects can be imported, but the geometrical shape of
the given spaces cannot be influenced in the current version of the interfaces.
The scenarios themselves primarily allow navigation through the given
hyperstructure but only very limited interactivity. For the designer as well as
the viewer, these limited possibilities allow one to very quickly master the
interface and use it in an intuitive way. Additions to the current functionality
are possible within the current interfaces or by adding new interfaces, but
require a careful rethinking of the interface concept.

The results from the courses show that the current interfaces already offer
great potential. While some of their limitations enhance ease of use and
creative work in the three-dimensional realm, there are others, inflicted by
the software, the hardware or the interface paradigm, which hinder creative
efforts. One of the major disadvantages is the need to click on movies in
order to start them. Ideally they should start on their own, but even our most
powerful computers struggled with this task. In addition, moving through the
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space can only be accomplished by hitting the 'next'-button to reach the next
viewpoint. Ideally it should be possible to design a smooth motion without
stopping at every viewpoint, rather using stops at points where the user can
make a decision or interact in other ways. This is again a problem of
computing power. In the myscenario interface, a method of manipulating
instances that is more direct than using control panels would be desirable.
However this is currently not possible, because the interaction paradigm is
dictated by VRML and is, in this regard, hard to overcome.

4.2 Composing in the myscenario Interface

The myscenario interface was created to allow the designer to create a
scenario that presents interesting aspects of the space to the reader. In the
course, we discovered that it has even far greater potential. First of all, it
allows the students to explore the space at hand and interactively explore its
qualities. It challenges spatial thinking, something that happens mainly in the
process of placing visual objects and defining the appropriate viewpoints.
This turned out to be a non-trivial task, since the motion to and from the
viewpoint had to be taken into account as well. The introduction of the
objects also led to the discovery of new qualities of the space. Finally, the
design of the whole scenario demanded for a story-like structure and an idea
of the future audience; the result can be considered a narrative in space. The
step of creating gates into other scenarios is similar to making cuts in
movies, but is less controllable.

4.3 Results from the Architecture and New Media
Course

The 130 students that participated in the two courses helped us discover
many of the flaws and qualities of the interfaces. The flaws were
immediately improved during the courses and the qualities pointed out
during the lectures and individual sessions with the students. This led to
interfaces with a high level of consistency and usability even though they
were developed in a very short period of time. In the end, they profited
tremendously from the collective exploration.

The teaching concept of the [roomz]&[connectionz] courses led to a
variety of learning experiences. Architecture, multimedia, and the connected
environment were the central theoretical issues. Learning how to use
software applications was a pragmatic necessity in order to be able to
adequately express ideas. The three-dimensional interface was an important
development for this course, taking the architectural discourse to a higher
degree, from digital images to digital scenarios, and creating new challenges
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for the students. The resulting hyperstructure of the [roomz]&[connectionz]
course sequence shows the great potential of this approach.

The results also showed very appropriate use of the media. One of the
greatest challenges was to make sound choices out of the endless
possibilities. Often the final scenario included only a small selection of the
material that was produced in favor of a clearer but nevertheless interesting
story. Also the hyperstructure, the common achievement of the whole class,
gained qualities thanks to decisions which led to the design of clearer and
more unique scenarios. Vantogerloo's sculpture, which in the beginning of
the course consisted of 11 empty volumes, became a powerful,
multithreaded narrative space containing the thoughts of 130 authors.

The [roomz]&[connectionz] hyperstructure can be explored at
http://alterego.arch.ethz.ch/connectionz.
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The Role of Place in Designing a Learner Centred
Virtual Learning Environment

Steve Clark and Mary Lou Maher
University of Sydney
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Abstract: There are numerous approaches and tools for creating a virtual learning
environment. The most common approach is to provide a repository of
learning materials on a network to facilitate the distribution of the course
content and to supplement this material with communications software such as
email and bulletin boards. In this paper we highlight the role of place in
creating a learning experience and its relevance to current learning theories.
Architectural design becomes an important consideration when virtual learning
environments are considered places. We present a framework for guiding the
development of virtual leaming environments that shows how place and
design can combine with learning theories and technology. Finally, we draw
on our experience in developing a virtual campus and virtual design studios to
demonstrate how place and design can be the basis for virtual learning
environments.

1. INTRODUCTION

Virtual Learning Environments are built on a foundation of two key
elements: computer technology and education. The technology aspect of
virtual learning environments provides facilities for learning management
tools, on-line learning frameworks, collaborative learning environments,
web course design tools, etc. The software typically resides on a server and
is designed to manage or administer various aspects of learning; delivery of
materials; student tracking; assessment; and so on (Milligan, 1999). Though
predominantly found using on-line technology virtual learning environments
are not restricted to this domain, but utilise computing technologies afforded
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by CD-ROM and more recently DVD-ROM. Many virtual learning
environments also combine the two technologies, on-line and CD-ROM.

These two technological environments, not withstanding current
technical capabilities such as storage and data transfer, have two distinct
differences. On-line environments are dynamic and operate in a state of flux,
subject to change at any given time. This ability to document change quickly
makes them an ideal environment for communication and management. In
juxtaposition, CD-ROM and DVD-ROM environments are fixed, and stable
in terms of change. They provide an environment that can store fixed
resources and content, which like books have to be edited and reproduced to
document the new changes and conditions contained within their
environment.

Traditionally, virtual learning environments were simplistic and crude,
containing lots of text and simple graphics, with very little dynamic
interaction. The design and development was influenced and carried out by
programmers and subject matter experts. These were little more than
electronic books containing the lecturer's notes. As computing technology
advanced the capability to provide more sophisticated and dynamic
applications for both CD-ROM and on-line environments increased. The
design and development process saw the introduction of graphic designers
who made the environments visually more engaging. Learning technologists
helped to balance the influence of the programmers on the learning
environment and bring the focus back to the pedagogical issues.

Today, we have the ability to create very sophisticated and complex
interactive virtual environments. Virtual environments are not restricted to
just text and graphics, but can include sound, video, and animation, all
possible on both CD-ROM and on-line. These virtual environments are
populated with communities, which are able to interact and communicate
with each other in many forms. These virtual environments have the shapes,
form, structures and functionality that are akin to the physical world. It is
appropriate then to consider the role that architectural design can take in the
design and development of virtual environments.

In this paper, we consider the importance of place in learning and present
a framework for guiding the development of a learner centred virtual
environment. We justify the use of place in learning with a constructivist
view of learning and bring the focus back to the learner as the centre of the
virtual environment to provide them with a learning experience. By
developing the sense of place as the core of a virtual learning environment
students are able to construct external representations of their knowledge in a
manner similar to creating artifacts in a physical room. In this paper we
present how the role of place can influence the design of virtual learning
environments.
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2. A FRAMEWORK FOR VIRTUAL LEARNING
ENVIRONMENTS

Virtual Learning Environments are inevitably designed with a
pedagogical model in mind, that is not made explicit (Britain and Liber,
1999).

The development of virtual learning environments is typically guided by
the consideration of two key elements: Technology and Education as shown
in Figure 1.

1. Technology: is made up of many sub-categories based on computing
technology.

2. Education: is made up of many sub-categories based on educational
models.

VIRTUAL
LEARNING
ENVIRONMENT

Figure 1. Traditional framework for virtual learning environments

TECHNOLOGY EDUCATION

In previous research by Clark (Clark et al, 1998, Clark et al, 1999), it was
found that using this traditional framework can aid in the designing of virtual
learning environments. Murder under the Microscope - Professional
Challenge 98 was a hybrid multimedia CD-ROM and on-line web-based
virtual learning environment (see Figure 2). The learning environment was
based on a REAL', rich environments for active learners. REAL’s are
comprehensive instructional systems that engage students in dynamic,
authentic learning activities that increase their control and responsibility over
the learning process while they learn problem solving and collaborative
skills and content (Dunlap and Grabinger, 92. Grabinger, Dunlap and
Duffield, 97).

Professional Challenge 98 was targeted at a broad section of the
educational community from schools to universities, communities and
businesses, and aimed to create an awareness of different environments
(town, forest, crops, industrial, coast) and human impact on them. Teams of
students worked to determine the impact of a diverse range of problems —
dam proposals, farming, urban development and tourism — and propose
alternative solutions. Each team was able to specify the problem(s) they
wanted to tackle(see Figure 3), their level of involvement (simple to
complex) and the time they could spend on the tasks (Clark, 98, Grabinger,
98).
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Figure 2. Murder under the Microscope Professional Challenge 98.

Professional Challenge 98 took over six months to design, develop and
implement. In the beginning, the multidisciplinary project group worked in
isolation from each and the project was driven by technological capability.
The introduction of the framework with both technology and educational
concerns brought the project back into alignment and provided a clearer
sense of perspective. At first the project was driven by technology with
pedagogical issues secondary. The framework brought a shift in the group
focus and balanced the focus between technology and education. With a
clearer pedagogical direction and how technology could best deliver, the
group as a whole became more cohesive.

Professional Challenge 98 provided an excellent example of a "REAL",
promoting study and investigation within authentic contexts, encouraging
student responsibility, initiative and decision-making while cultivating a
collaborative learning community. Unfortunately, what Professional
Challenge 98 lacked was a sense of place. Participants in the challenge were
aware that other competitors were competing and could chat to experts and
other teams on-line, but these events were still in isolation and alienating
with no metaphorical references to physical embodiment. The challenge and
its environment lends itself ideally to the possibilities that are afforded by
creating a sense of place.
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Figure 3. Projects web-page for Murder under the Microscope.

Focusing on supporting the learner and the learning environment the
traditional framework does not make explicit the importance of the learning
experience and the context in which the learning occurs.

We propose a framework for virtual learning environments that considers
the learning experience and draws on design as a pedagogy, illustrated in
Figure 4.

DESIGN MODEL
v
VIRTUAL
TECHNOLOGY —» LEARNING 4— L%ﬁggg\;c
ENVIRONMENT

Figure 4. A framework for virtual learning environments that considers the importance of
design

The development of this framework leads to a model for virtual learning
that can benefit from architectural theories and principles of design teaching.
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Figure 4 illustrates the framework as having a third component, design
models. Design models bring relevant design theories and pedagogy to the
learning environment, focussing on the role of context and experience.

Where each of the components of the framework in Figure 4 can be
elaborated to take into account numerous alternatives, we focus on a specific
style of virtual learning environments. In Figure 5 we show how the
technology aspect of a learning environment can be supported by a virtual
world, the learning theory that we apply is constructivist, and the design
model that we consider important for learning is situatedness.

SITUATEDNESS

v
VIRTUAL
VIRTUAL WORLD > LEARNING < CONSTRUCTIVIST
ENVIRONMENT

Figure 5. Model for designing a learner-centered virtual learning environment

This style of virtual learning environment supports the four key processes
fundamental to a constructivist learning environment identified by Jonassen
and Duffy: context (meaningful and authetic), construction (of knowledge),
collaboration and conversation (between student/student and
teacher/facilitator/mentor) (Jonassen et al, 1995. Duffy and Cunningham,
1996. Jonassen, 1994). The role of place in a learning environment is to
provide the basis for these key processes. The place is designed specifically
for the context. For example, in teaching a web site design course the virtual
place is a gallery of student work. The place is also designed explicitly to
support the construction of knowledge, where the student has the ability and
is expected to contribute to the place. For example, in teaching web site
design the students add to the gallery with their own exhibitions. And the use
of virtual worlds intrinsically support collaboration and conversation.

Situatedness is the notion that addresses the role of the context. This
concept is founded on the work of Bartlett (1932) and Dewey (1896) and has
recently been introduced into design research by Gero (1998). Situated
design considers the context in which the designing occurs as an important
component to the design process and the knowledge available to the
designer. When using this approach to learning and designing, the virtual
learning environment provides the tangible situation in which the learning
occurs. The design of the environment as a place takes this into
consideration, resulting in a specially designed place for each learning
experience.
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Situatedness and constructivism are mutually compatible by their
historical connection to cognitive psychology and it is this connection that
makes them an appropriate choice in designing a learner-centred virtual
learning environment.

Virtual worlds, such as Active Worlds (http://www.activeworlds.com)
and VWorlds (http://www.vworlds.org), are networked environments that
create a sense of place and a sense of presence of others in the place. They
are inherently collaborative especially when populated by other people.
Selecting a virtual world as the technology for a virtual learning environment
provides the basis for a place, but the place itself needs to be designed. The
design of the place can be influenced by architectural design.

3. CONSTRUCTIVISM AND THE ROLE OF PLACE

By understanding the fundamental nature of constructivism, we see how
developing a sense of place can enable learners to construct their own
learning. Constructivism asserts that we learn through a continual process of
building, interpreting and modifying our own representations of reality based
upon our experiences with reality (Jonassen, 1994). Three distinct
characteristics of constructivism are:

1. Knowledge is not a product to be accumulated, but an active and
evolving process in which the learner attempts to make sense out of the
world (Gurney, 1989).

2. People conditionalise their knowledge in personal ways (Gurney, 1989).
That is knowledge is referenced to a context in which it was encountered,
and so can be applied spontaneously in new situations.

3. Learning happens within a social and collaborative context. Conceptual
growth comes from sharing perspectives and testing ideas with others,
and modifying internal representations in response to the process of
negotiation with peers and teachers (Bedner et al, 1991).

All three of these characteristics emphasise the need for an environment,
which will allow context, collaboration and communication. The Virtual
World is an ideal three dimensional environment to develop a constructivist
virtual learning environment where students are provided with a sense of
place and context, and are able to explore, build and share their learning
experience.



194 CAAD Futures 2001

4. IMPLEMENTING PLACE IN A VIRTUAL
LEARNING ENVIRONMENT

The development of place for learning environments has resulted in
classrooms, laboratories, and studios. The design studio, a critical aspect of
education in an architecture curriculum, assumes a place for students and
design teachers to come together in a learning context. We take this
approach as a basis for establishing place in a virtual learning environment
and extend it to take advantage of the possibilities that software technology
offers that is not possible in a physical studio.

In developing virtual design studios, the desktop metaphor and the place
metaphor are compared in Maher and Simoff (1999). The desktop metaphor
refers to the use of collaborative tools as if they were lying on a working
desk of a physical office. On the desktop, and nearby, a designer finds tools
for drawing (eg. pencils, rulers), communicating (eg. telephone), archiving
(eg. folders, filing cabinets), organising (eg. diary), finding information (eg.
catalogues, archives), and so on. In general, he has access to all the office
resources apt to perform the design task. On the electronic desktop — which
is based on a metaphor of the physical one - all the functions are collected on
the same interface, in this case, visible on the computer screen. This
approach is the most common and is presented as the “toolkit approach” in
Lin and Protzen (1997).

Virtual places, which include virtual worlds and virtual reality
applications, are computer-mediated dynamic world models that create a
sense of place. The Internet has been accommodating more than a dozen
different technologies supporting multi-user text-based, and two- and three-
dimensional graphical virtual worlds. When adopting the place metaphor,
preparing a virtual design studio is much like designing a physical studio
(Maher et al 2000). The studio is set up to facilitate and support
collaborative design activities. A virtual design studio differs from the
physical design studio in a significant way: where a virtual studio can
automatically react to the people’s use and presence, a physical studio is
passive and is changed only when people physically change it.

Figure 6 shows a virtual design studio implemented in Active Worlds.
The students participate in the studio by going to the virtual place to present,
discuss, and develop their designs. In addition to the internet facilities of
web pages, bulletin boards, and email, the students have the experience of
walking through the studio as avatars and meeting other students. The virtual
design studio as a virtual world becomes a place for having a learning
experience, in contrast to the use of web pages for managing a learning
experience.
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Figure 6. A virtual design studio as a learning place.

More generally, we have developed a virtual campus approach to virtual
learning environments, where the emphasis is on collaboration and the
learning experience (Maher, 1999), shown in Figure 7. There are 4 parts to
the interface:

1. The representation of the place as words or 3D models.

2. The icons for access to information or other learning environments
specific to a learning task.

3. The text of the conversation and activities in the room.

4. The typing area for commands or discussion.

The current implementation structure of the Virtual Campus is shown in
Figure 8 (Maher, Clark and Simoff, 2001). It is based on two separate
servers: place server and course server. The place server is based on a
lambdaMOO server with the BioGate interface between the MOO database
and the web server. In the MOO server every participant is represented by a
character. The course server, where the course materials reside, is based on
WebCT courseware server. The bridging data interface passes the
information about the character and current location in the place to the
course server. In the user interface this is reflected as an additional icon on
the toolbar. Thus, to access the course materials corresponding to a room in
the learning space of the Virtual Campus, a student selects a "book" icon in
the toolbar.
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Figure 7. The Virtual Campus as a place

Figure 8. The implementation structure of the virtual campus
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The loose integration approach offers an open learning space. The idea of
the open learning environment is the incremental addition of technologies to
the learning environment in a way that doesn't violate the consistency of
existing virtual space organisation and human-computer interaction
interface. In terms of implementation, this means the development of a
bridging interface and the design of the corresponding icon for the toolbar.
For example, we use ActiveWorlds as a virtual place for certain learning
activities. Under the "loose integration" framework, the integration with
ActiveWorlds requires a similar bridging data interface which passes the
information about the character and current location on the place server to
the ActiveWorlds server.

We illustrate the role of place further by describing a course on web site
design. Previously this course has been taught in a virtual learning
environment that provided course materials and an online bulletin board. The
course materials were available to each student on web pages with password
protection and access to the materials was monitored and available to the
instructor.

This year, in addition to the course materials, we prepared a gallery in a
virtual world as the place in which the students prepared and presented their
assignments. The gallery was designed in Active Worlds and is shown in
Figure 9. The gallery area is used as a meeting place for the students and
lecturer of the course and in this open forum reminiscent of the acropolis,
where philosophical debate takes place. The students and lecturer are able to
convene in a common meeting place and share ideas, discuss problems and
answers, and work collaboratively giving peer and lecturer support on each
others' designs. Each student has their own personal name plate acting as a
hyper link to their design web pages. These links enable anyone at any time
to review the progress taking place in the students design portfolio. This
ability to review and discuss together is an important feature in the process
of "learning by designing". The other name plates are hyper links to the
course, content and resources. The lecturer's name plate is linked his web
page and the course information and notice boards. Another link takes
students to the Web-CT site where learning activities and asynchronous
discussion boards are available.

The virtual gallery provides a sense of embodiment and students choose
an avatar to represent themselves in a virtual learning environment. The
response to this type of learning has been very positive with students able to
communicate more freely and openly, where they would otherwise have
been more reserved and less inclined to give expressive opinion on other
students work.
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Figure 9. Gallery for meetings and presentation of assignments

S. SUMMARY

Incorporating place in virtual learning environments has pedagogical
significance as well as encourages community and collaboration. The
development of virtual design studios and virtual campus environments have
not emphasised the role of place nor has there been a significant contribution
from architectural design. In this paper we highlight the importance of the
context or situation in which learning occurs and how a sense of place in a
virtual learning environment can provide this context. We have developed
place environments for various learning experiences and present a
framework in which the design of virtual learning environments can
explicitly address the role of place and context
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Games in Early Design Education
Playing with Metaphor
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Abstract: Play and design can be put into metaphorical relation. To do so is to let each
inform the other. As part of a larger project, we have used the metaphor of
play in creating and using learning resources for early design education. In
doing so, it became apparent that the entailments of play, the other metaphors
that both frame and are framed by play, needs to be better understood. We
discuss seven metaphors related to play: games, exploration, balance of forces,
tactility, intrinsic reward, embodiment and rules and how we use these in
learning games.

1. INTRODUCTION

A society concerned with producing a fair number of creative and
imaginative adults must protect the play modalities of thinking developed
in childhood.” (Bower, 1974, p8)

As part of a nationally funded project, we have developed and used
“games” as student-centred teaching resources to enrich the capacity for
design in beginning students in architecture, landscape architecture and
urban design. Students are encouraged to learn inter-actively in a milieu
characterised by self-directed play in a low-risk computer modelling
environment. This paper explores the cognate ideas around play—the
aspects of play that make it an effective metaphor for early design
education.

Traditionally, in design studios, students have designed manually at
drawing boards, utilising their intrinsic skills of inventing, manipulating and
describing form (which is used throughout this paper as the expression of
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designed spatial structure) to move towards a design solution that satisfies
the requirements of the project. For those students who lack confidence and
skill in form-making, their inability to invent, manipulate and describe form
is a debilitating handicap leading to frustration and disillusionment. In a
traditional design studio, the passage of time is a major factor in gathering
skills at inventing and manipulating form, whilst the skills to describe form
graphically and orally gradually accumulate. For many students this process
is fraught: some leave, some under perform for years.

In studios in which digital media dominate, these givens can be
overturned, due substantially to the ability of the mechanism of CAD
modelling to interpose into the process of making, inventing and describing
form. Our contention is that bringing CAD-supported form-making
operators to the fore in formal lectures and reiterating these lessons with
practice in an enjoyable, low-risk social learning environment can build both
the confidence to continue and the competence to perform.

2. WHY GAMES? WHY PLAY?

Games have good press. They are fun. They are social. The outcomes do
not really matter in comparison with the joy of playing them —“It's just a
game!”—“We're not playing for sheep stations here!” They are culturally
universal. They are ageless. They are frequently rule-related—they pit the
player against the rules to produce a good outcome. When rule free, they are
open-ended, and encourage inventiveness either prior to or during play.

In developing the games that form the basis for the teaching and
assessment tasks in this subject, we initially thought that "play" and "games"
captured and developed the essence of “good” designing. Experienced
designers engage play and reflection as principal tools in their designing
repertoire, whilst frequently relying on informal rules for form-making,
which results in recognisable styles of individual and collaborative work.
Our hope was that we could bring these aspects of mature designers into the
early learning fray. A pilot evaluation using a participant-observer
methodology gave us confidence to continue. A comment from a student
reads:

It's the most enjoyable, relaxed (subject), but the work is fun to do, unlike
some other subjects...

This comment supports the assertion that the games are fun to play.
Another commented on the use of games in the tutorials that:

Games in Tutorials helped really understand what we were doing (not
only how).
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This comment attests to our efforts to create games that are both
intrinsically interesting and relevant to learning about design.

After several years of working with learning tasks we describe as games,
we find that we are playing with wider aspects of play than are commonly
received. The existing literature on the topic, for example, the large games
in education literature that focuses almost exclusively on role-playing
games, and, in architecture, that of Cheng (1999), Schumacher and Radford
(1997) and Radford (1997) confirms this view. Cooke (1999) presents an
initial exploration of other ideas. This paper unpacks some of these wider
views supported by examples of student work.

3. THE METAPHOR OF PLAY

We use “play” as a metaphor and thus eschew defining it. “Play” gains
meaning as a term from the other terms that it entails, the other metaphors
that, cloud-like, surround it. Thus, we use a range of terms in conceiving our
games. Similarly, we accept a wide variety of scenarios as “games.” In the
next two sections we describe, first, some of the metaphors play entails and
how they relate to learning design and second, some of the games that we
have created.

Roger Caillois, (1961) in his classic work, Man, Play and Games,
describes the universe of play as a cylinder, which is divided into four main
quadrants, which he calls agdn, alea, mimicry and ilinx. Agon is
competition, alea chance, mimicry simulation and ilinx vertigo. Games are
placed within or between quadrants depending on which of the four
principles dominates. The ends of the cylinder correspond to the poles of
paidia and ludus. Paidia implicates turbulence, improvisation, gaiety and
fantasy. Ludus implicates order, imperatives, rules and the necessity for
strategy. Figure 1 diagrams Caillois’s system. His choices of words are
practical: he sought the most effective terms and did not limit his search to
the French in which he wrote. In doing so, he avoided loading his
classification system with unintended meanings. He carries this further in
his exposition, choosing different phrases at each explanation of the
concepts. In addition to classifying types of play, Caillois also defines play
as an activity that is free, separate from reality, uncertain, unproductive (in
economic terms), rule-based and make-believe. Like him, we are concerned
more with the qualities of play than with the things that set it apart from
other activities. Our main concern is to understand how play and designing
relate and, instrumentally, to conceive games (play scenarios) that are useful
in learning about designing. We use the hermeneutical notion of a metaphor
as a relation that simultaneously informs both things being related.
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Metaphors put one thing in terms of another. They are ubiquitous in
thought.

"Metaphor is a tool so ordinary that we use it unconsciously and
automatically, with so little effort that we hardly notice it. It is
omnipresent: metaphor suffuses our thoughts, no matter what we are
thinking about. (Lakoff and Turner, 1989, p. xi)

One school of philosophical thought, hermeneutics, claims that thought
itself is metaphorical.

Metaphor ... is no mere figure of speech, but a figure of thought. It is
much more than a grammatical form or literary device; it is a cognitive
structure which inheres within every transposition of concepts, whether
between words or images, a text and its context, the parts and the whole
of some gestalt of meaning, or between two networks of statements or
two complex conceptual systems. (Snodgrass and Coyne, 1991, p.8)

Figure 1. Caillois's classification system: agdn, alea, mimicry and ilinx and variations along a
spectrum from paidia to ludus.

In hermeneutics, all utterances can be understood deeply only by
considering their metaphorical play with other utterances.

Metaphors thus entail other metaphors. It is in through the exploration of
entailment that understanding grows. We have found several metaphors
particularly useful in understanding the nexus between play and designing.

3.1 Games

A game is a scenario within which play occurs. Games are contingent
agreements about how play proceeds. They prescribe the choices and actions
that can be made and the effects of these actions on the play of the game.
Playing a game can be seen as an exploration of paths of choices and actions
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from all those available to the players. A session of design work is game-
like in each of the features above. Designers often work within a constrained
frame of an existing design and self-selected operations and work out
consequences of these over time. Unlike many simple games, designers
habitually change their frame and operations over time. In design, the
agreement about how to proceed is not fixed.

3.2 Exploration

The so-called exploration metaphor names one of the principal enduring
threads of research in design computing. It has many variants, but all share a
common abstract symbol level comprising a set of potentially variable
generative operators whose action traces out a space of related designs. For
most of its proponents, the term “exploration” captures a sense of open-
endedness, a contingent sense of both where you are going and what you
might find when you get there. Playing a game can be seen in the same light.
Playing a game traces out one path through all possible (potentially infinite)
playings-out of the game. Taken together, all such paths trace out the space
of potential game play. In some games, like Monopoly, the space is fixed—
both the allowable moves and the end state of the game are given. In other
games, particularly role-playing games, the space is fluid: it can change
before or during game play.

In most games play focuses on the present. What is important is the
immediate state of the game. The exploration metaphor accesses the
previous states of a game as well, making it possible to pick up a game from
any previously discovered state of play.

The Virtual Gallery (shown in Figure 2) is a generic online gallery
system supporting four roles: curators, exhibitors, critics and viewers. It
enables a form of exploration through its response exhibits. These permit a
properly authorised exhibitor to post an exhibit in response to another
exhibit. The result of many such postings is a tree of exhibits related to each
other by the action of the exhibitors. At first glance, the Virtual Gallery
appears to be simple threaded discussion board and it is, when its authoring
roles, access, content, critique and survey controls are disabled. Its utility is
the ability to structure a particular exhibit to the requirements of a particular
learning situation, in essence a designed and structured conversation
amongst learners and instructors. This is the argument long put forward for
workgroup software—structuring conversation in an organisation is one of
the main functions of information technology (Winograd and Flores, 1986,
p. 159).
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In many games progress is easy, but completion is hard. In UNO, a
child’s card game, the object is to place all of your cards. When you have
lots of cards, this is easy. When you have few cards, it is more difficult and
other players tend to force you to pick up more cards. Out of this balance
between ease and difficulty comes most of the game’s intrigue.

Figure 2. An exhibition and exhibit in the Virtual Gallery.

The game entitled 125K Litres of Space (shown in Figure 3)
demonstrates forces in balance. The aim of the game is to create two objects
that collectively fill and are contained within a five-metre cube and whose
volumes sum to 125 cubic metres, (that is, the objects have no intersection).
Each object is to be a strong visual composition in its own right. Several
different balancing acts are at play. First, the objects are utterly dependent
on each other. A compositional change to one relies on a complementary
change to the other. The balance trick is to maintain interesting
compositional qualities in both objects simultaneously. Second, there are
several implicit learning agendas here. Technically, playing the game
requires simultaneous attention to the Boolean operators (union,
intersection, difference and split), the allocation of objects to layers and to
the manipulation of views. Each of these operations is relatively simple in
isolation, but their putting together reveals and requires use of higher-level
idiom in the particular CAD package used (formeZ). Co-existing with this
technical agenda are the compositional issues for each of the objects.
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Many games are played with equipment. Chess, checkers, backgammon
and go are played on a board. Cricket requires a pitch, stumps, wicket, ball
and bat. Sailing needs a boat, water and wind. Froebel blocks are smooth,
clear hardwood. In all of these the equipment itself is part of the game. The
sound of stones on the go board, the ground and grass qualities of the pitch,
the handling of the boat and the touch and weight of blocks all contribute to
the pleasure and skill of play. Design is “played” in media and these effect
both its process and product. Like learning a game, part of learning to design
lies in comfort with the medium. Batting, bowling and fielding skills are the
elements from which cricket strategy is formed. Drawing, model-making
and computing are the media with which design abilities are learned. Design
may be played out in media, but it is realised in wood, concrete, steel and
other real materials. Sophisticated materiality is one of the recognised
dimensions of mature practice in architecture, yet dealing with materiality is
one of the weak points in many, if not most, schools of architecture world-
wide. Like play, design is inherently tactile.

Figure 3. One state of play from the 125K Litres of Space game.

Tactility is tough with computers. The medium is abstract. There is a
sound argument to be made that digital media reinforce an already alarming
trend in architectural education: fewer of our students are “makers” and
those that have “made” have made fewer things. Yet, if recent national and
international design awards, (Anon 1997, 1998, 1999) are any indication,
society places considerable value on architects who have profound
knowledge of building construction and how it can be used to augment an
architectural idea. Developed practitioners of design making can relate the
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distinct domains of architectural ideas and a constructed reality. Beginning
students and other laypersons have particular difficulty with such discourse
between a world of ideas and a world of physical form.

Steps can be taken to connect digital media with the objects that they
represent and to assist students in becoming poetic design makers if that is
their choice. Mitchell’s recent championing of CAD/CAM in linking
architecture and construction is one such step in professional practice and
education. Full-scale computer-controlled building construction demands a
new engagement with questions of materiality. The recent construction work
on the Expiatory Church of the Sagrada Familia (Antoni Gaudi) is another
example of a close connection between digital media and the new forms
being created. These efforts though need to be seen more as the beginnings
of a new approach to materiality and less as redress for an impoverished
culture of learning about the physical in architecture.

We do three main things to help bring students in better connection with
the things they are modelling, all of which are demonstrated to some extent
in Figure 4. The first is simple, yet has wide effects. Our games have
carefully crafted surface styles, sometimes realistic, sometimes caricatured.
To work with the games is to continually experience one aspect of best
practice in representing materiality. The second is to use as case material
architecture that is expressive of construction. We have made wide use of
the genre lately known as Australian Lightweight Houses in the material we
give to students. The third is to use digital media to create deeper
expositions of construction systems and processes than are generally
available to students.

3.5 Intrinsic rewards

Scholars of play such as Bower (Bower, 1974, p8) and Caillois (Caillois,
1961, p6) are emphatic on certain qualities of play. It is its own reward. It is
voluntary. Caillois (Caillois, 1961, p6) argues further that these two
qualities create a separate world in which play occurs, a world isolated from
the constraints and confusions of ordinary life. When either of these two
conditions ceases so does play. An athletic scholarship for a high rank in an
event, a parent pushing for academic achievement, the social hierarchy on
the surf-beach are all things that detract from the intrinsic reward of play.
The direct rewards of play are play itself and the successful conclusion of
play, however that might be conceived. In architecture, Archea (Archea,
1987) for example, connects to the play metaphor through these qualities of
intrinsic delight and separateness from the world. Play and designing are
both states of being absorbed in action for its own sake. At first, the intrinsic
reward, voluntary participation and separateness required of play seem
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antithetical to the idea that play might be hamessed for something so
purposeful as learning to design. Can a person be made to play? Does the
requirement to play a game in order to learn an idea or skill destroy the
illusory world so essential to sustaining interest in a game? The answer to
this from the large literature on games in learning appears to be that intrinsic
interest is self-fulfilling. If an activity is sufficiently interesting and relevant
then learners will enter as they would a voluntary game. In learning, games
are about being involved.

Figure 4. A model of an Australian Lightweight House, the Pittwater House by
Richard LePlastrier.

While we aim at creating high levels of intrinsic motivation in all of our
games, some are better than others. One of these is The Nightclub, a game to
design a nightclub within a prescribed envelope (Figure 5). The student
research for this game is serious fun! The game stresses a presentation along
three themes: experience, explicit composition and the linking of these
two—exactly the themes of the course it culminates.

3.6 Embodiment

Game play often has an “I,” an identity through which the player
participates in the game. In Caillois’s terms, mimicry is pervasive. In
athletics the “I” and the player are one. Even a game so abstract as chess
preserves a role for the “I” in the king of each side—the player on whose
security the game is won or lost. Designing suggests several “I’s.” There is
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the “I”” of the designer creating a work and the “I” of any of several putative
users of a proposed building.

The game, The Children’s’ Playground (shown in Figure 6) embodies an
“T” both familiar and foreign. The aim of the game is to design a playground
in two parts having a formal “conversation” with each other. The
playground is for three-to-five year olds and is presented largely through
animation of a child’s experience at play. The “I” is a child, usually the
student as a child—from our point it is great fun to watch and listen as
students place themselves, both imaginatively and physically in the child’s
world. In this game the students wrestle with dualities in form-making and
the playing out of those dualities in the experience of form through play.
Technically, this is their first animation. The task of creating an animation
provably taken from a child’s perspective is intended as a technical
discipline, and, more importantly, a lesson in deliberate communication as
part of designing.

Figure 5. A slide from a student presentation of The Nightclub.

3.7 Rules

Games have rules. Most often these are positive statements about how a
game is to be played. In established games the rules are formalised: “a
knight can move, ignoring any intervening obstructions, in any L-shaped
pattern having one side of two squares and the other of one square.” In some
games, particularly those of children, rules are often negotiated at the outset:
“...let’s play go-broke Monopoly” (in which the object of the game is to
lose all money and property and most of the rules are reversed)(Woodbury
2001). Caillois points out that even in direct role playing, there are rules—
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the rules that govern the role being played (Caillois, 1961, p. 30). Caillois
associates rules with the ludus end of the paidia/ludus continuum in his
classification. For Caillois, /udus is the order or discipline that develops
from the tumultuous and open play of young children. The rules that bound
a game give it its intrinsic interest—players seek the skill needed to navigate
the landscape of choice created by the rules. The exploration metaphor in
design trades heavily on rules as the generative operators for a design space.
Like children’s’ games, the rules in exploration are meant to be broken or
replaced by other rules. This feature is taken as definitive, effectively
separating exploration from the putatively simpler process of search.

Figure 6. A child's eye view of a Children’s' Playground.

We have long traded on the notion of rules in correspondence with the
“moves” designers make in their work. We present to students the notion
that a few ways of making form (often one!) interpreted and applied
throughout a form-making process is an aid to creating spatially and
experientially coherent places. Many of our games have relied on rules in
one form or another. Though we have used formal grammatical rules
directly in our teaching, we have tended to use the metaphor of the rule itself
metaphorically—our interpretations for students have stressed effect more
than formal machinery. In this genre, games typically provide a site (a game
board), a set of physical or spatial components (the game pieces) and some
preferred spatial relationships which students use to explore a world of
possibility. We encourage particularly those who need extension to break
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the rules by changing the site, the pieces or the spatial relations. We have
played such rules games in both physical and virtual media.

We show in Figure 7 one such rule-based game, Tactile Objects, which
has, for two years, been the first game in the first computing subject taken
by our first year students. The game comprises a grid, a collection of related
objects and the directions to use the snap options in move commands to
relate objects to each other and to have realisable, that is, face-to-face,
relations with no spatial overlap. The design aim of the game is to create a
composition that would be pleasing to hold in your hands. Technically, this
game presents, for most students, the first time they have used the particular
CAD system (formeZ) and, for many, the first time with any CAD system.
The aims here are to learn to move objects in three-dimensions and to move
objects precisely using object snaps. The objects use the square root of two
widely in their dimensions. This prevents any possibility of using a grid or
direct number entry to locate objects.

Figure 7. The board for the game Tactile Objects,

4. DOES PLAY “WORK”?

In this paper we have presented some of the ideas pushing along our play
with learning. We have not discussed the serious question that any of this
actually works in helping students be more confident and competent makers
of tactile architecture. As part of our project we are conducting formal
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evaluations of our practice of play in learning in early tertiary design
education. Our methodology is mixed but trades heavily on the use of
trained participant-observers to tease out what actually occurs in the
classroom and studio (Shannon, 1995). We can report with some confidence
positive effects on student confidence and self-assessed competence with
form-making. We can also report some specific changes that we have made
based on our findings. Streamed tutorials based on accomplishment in
previous courses have allowed us to take advantage of the different learning
styles that correlate with differing levels of achievement. Accommodating
those learning styles in our instruction created this year the bizarre situation
that the group containing the previously under-performing students achieved
a higher overall mean score than the previous high performers in our
introductory form-making subject. We also know that encouragement of
active collaboration in class and evaluation processes can aid better linking
of design and its criticism. These and other results from our project in
progress await future publication.

S. SUMMARY

The cloud of metaphors around play is much denser that our sketch here
describes. In reading the extant literature, examining our existing games and
working to construct new ones we have touched on a fraction of the
metaphors we suspect are “out there” in the play of conversation. Archea
writes of puzzle-making in architecture (Archea, 1987) and, though his
usage is unconventional, his puzzles are a powerful symbols for events at
the core of designing. Effective learning has much to do with taking risks,
and universities with sheltering students from the effects of intellectual risk-
taking. Alexander and other have played out patfern as metaphor and a
practical tool for thought in design. The dual ideas of choice and constraint
temper much thought about designing. Writers on both games, for example,
(Caillois, 1961), and design, for example, (Archea, 1987), point to a
protected place at the heart of play. This world apart which invokes a
mystery or secrecy about play seems to us both crucial in understanding play
and design, and the source of considerable mischief about inherent and
mysterious “talent.” Though we known of many others, we conclude our
short list here with the idea of winning and its converse /osing, arguably the
dominant contemporary conception of games, though only one of Caillois’s
four principal qualities of play. The university experience too is often
distorted by this metaphor in the form of competition amongst students.
Countervailing metaphors are collaboration and co-operation. Play upon
these can build the culture of peer learning that is the goal of much current
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learning theory. Dr. Seuss had it right about the folly hidden in a
competitive view of play (Seuss, 1990):

I’'m afraid that some times
you'll play lonely games too.
Games you can’t win

‘cause you’ll play against you.
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This paper reports on an ongoing research study model into the Evaluation of
CAAD Teaching Methods (ECTM) of which a number of resolutions and
strategies were attained via an empirical investigation. The first stage of the
study findings proposed a framework for the evaluation of architecture courses
in tandem with CAAD. The second stage was based on the Inter & Intra
ECTM design model as a strategy for acquiring solutions to CAAD problems
through the exploitation of CAAD evaluation tools. The ECTM model
structure criteria: the Model Concepts, the Operational Context, Dialectic
Meanings, Relational Context, Performing Methods and Level of Integration
were illuminated. ECTM model has a twofold involvement junctures, which
describe CAAD evaluation behaviour. The first involves the evaluator in an
interdepartmental comparison of CAAD integration into the curriculum,
and/or between schools of architecture. The second engages the evaluator in
an intradepartmental study of CAAD integration, and within the institution.
The study projected an attempt to validate the Inter & Intra ECTM design
model in concert with evaluation. The paper presents an extended description
of the objectives, procedures and testing designed for the two above-
mentioned junctures composing the proposed ECTM case studies. Sequences
of methods of data collection employed as a vehicle for the ECTM were
Kirkpatrick model, questionnaire survey, observation (using an ECTM
checklist) and experimental studies. The paper also explores variables and
indicators used, and advances to shed some light on the methods of statistical
analysis employment. ECTM model as a tool to attain CAAD effectiveness
might redefine the role of collaborators/ team partnerships in CAAD tuition;
and induce the level of technology selection and adaptation amongst schools,
e.g. tutors and coursework interconnectivity. The ECTM model may also work
as a framework of strategies to augment interactivity and positive learning
amongst both staff and students.
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1. ESSENCE OF EVALUATION INSUFFICIENCY

In recent years design schools, and CAAD tutors accustomed themselves
to adapt new CAAD teaching methods but small number of those theories
have been evaluated or validated. An effective tool to remedy this problem
is Evaluation, which many seem to ignore and disregard as neglect. Absence
of evaluation influences the efficacy of CAAD in design schools. Evaluation
of CAAD instruction is a fundamental approach to address CAAD
integration efficiency and problems to achieve -effectiveness and
productivity. As a result, the ECTM model was instigated as a structured
tool of CAAD teaching and learning evaluation at schools of architecture,
art and design in which it provides a framework for future self-conducted or
organisational evaluation of courseware, software or curricula. The initial
work involved the development of a computer-aided design case studies
suite to validate such evaluation (QaQish 1997). The study anthology
investigated the evaluation of CAAD teaching methods and integration
effectiveness of CAAD operational suitability in the design studio. Also, to
what affect CAAD influences the design process tuition using the new
ECTM model for investigation as a vehicle. Ultimately, this instrument
intends to provide an additional interactive learning device, to validate and
improve teaching methods amongst tutors. ECTM tools have been designed
in the form of inter and intra ECTM model to compare the outcome
responses of different groups of students. E.g. those exposed to a CAD
package in addition to conventional training, and those receiving only
conventional training can now be evaluated in several methods and tools
(see Table 3) based upon the confirmed hypotheses that there are
fundamental differences between computer assisted tuition and conventional
pedagogy (QaQish 1997). Foster and Booth (1993) proposed a twofold
approach methodology of CAD evaluation; fundamental approach, by its
ability to attain the most wanted learning objectives in terms of individual
understanding and satisfaction of use, and overall approach, in terms of
awareness of organisational aims and goals, e.g., cost efficiency and
standardisation. Such proposal has been incorporated into the
methodological design of ECTM model. Methods of data collection and
tools of evaluation incorporated are: students profile, pilot studies,
observations and questionnaire surveys. ECTM variables vehicle consist of
CAAD Tutor, Course Materials & Contents, Class Environment, Use of
Media, Delivery Methodologies, Administrative Briefs, and Overall
Effectiveness of CAAD event (see section 3.3). Several other cross-sectional
variables used as vehicle are the levels of students' performance, attitudes,
knowledge, new-stand, creativity and skills.
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1.1 CAAD evaluation definitions

Thorpe (1988) defines evaluation as the collection of analysis and
interpretation of information about any aspect of a program of education or
training as part of a recognized process of judging its effectiveness, its
efficiency. Rowntree (1992) argues this definition suggesting that evaluation
does not equal assessment, and that evaluation is a planned systematic and
open attempt. It ought to be understood that although used interchangeably
the difference between CAAD evaluation and CAAD assessment may best
lay in the levels of investigation (see Table 2). Successful CAAD evaluation
is a collection of distinctive, measurable, and pragmatic program objectives.
To verify that CAAD integration has been successful; CAAD evaluators
must define measurable objectives, even if effective assignments were
delivered. Thus, effective evaluation facilitates useful CAAD course
objectives design (planning) and management of achievements (course
outcome)- statistical test to use: apply for measurement a Paired-Samples
T-Test procedure (compare the means of two variables for the a number
Students under two different states: before and after exposure to a CAD
experiment or full rendered course). The use of this statistical test produces
results when one has a small sample size (Clegg 1995). Whereas CAAD
Evaluation is related to the macro or holistic level of the CAD learning
event (INTER-ECTM), in relationship to the context of learning process and
environment and all the factors that go with it. CAAD assessment
conversely acts as the measurement of the level of the student learning and
as one of the elements that chain with an evaluation process, verifying the
micro-level (INTRA-ECTM).

1.2 CAAD evaluation methodology

Two distinct methods are documented for CAAD evaluation, the
scientific method and the illuminative method. The measurement of the
effects of specific variables against the resultant outcomes governs the
scientific method. The scientific method examines the achievement of set of
objectives in relation to a learner's pre-knowledge and skills, e.g. how would
you rate your gained knowledge and competence in each of the following
areas of specific CAAD software? 1t also engages in the measurement of the
efficiency and effectiveness of the educational intervention and its
outcomes, e.g. please indicate the extent that CAAD application has in
improving the over all effectiveness of the following criteria in the design
studio? In contrast, the illuminative method examines and investigates the
process of the CAAD interventions on the overall course or curriculum
governed by but are more qualitative, and subjective techniques, e.g. please
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indicate to what extent would you agree with the following statements in
relation to your design and CAAD events?

1.3 Reasoning and suggestions

CAAD evaluation should always be a comprehensible and clearly
planned task. Both scientific and illuminative methods are used stand alone
or combined in reference to CAAD course or environment complexity
(General, Specific or In-depth methods in ECTM model). The level of
combination is determined by time-scale and evaluation process set by the
evaluator and the instigator of the evaluation. Good preparation and pre-
planning should aid an evaluation case study to advance towards easier
analysis and concrete recommendations; this includes defining investigation
criteria. CAAD evaluation should become stimulant to improve a process of
innovation within a curriculum together with factors such as CAAD tutor,
students, material, and learning environment. Learning materials of any
CAAD course depended mostly on refinement by tutors to comply with
specific learning objectives upon which leaves an impact on the learner by
the extent of its achievement level (scientific approach). In design programs
with CAAD interventions, the need of validation supports the evidence after
reasons to conduct evaluations, including the following factors (QaQish
1997):

1. Furnish statistics about value delivery that will be effective in CAAD
course, see examples of different questions in Table 5. ECTM model
capitalised on the significance of the concepts of Likert rating scale for
measurement expressed in units using a triangulated framework of
measurement (nominal, ordinal, interval) (See Tables 1, 3, 4).

Table 1. A suggested measuring Likert five point scale to test significance of CAAD.

5 4 3 2 1

Of great Important Of some Unimportant Not sure
importance importance

Very Confident Some Little No
Confident Confidence Confidence Confidence
Excellent Good Fair Poor Not Sure
To great To good extent  To some extent  To no extent Not Sure
extent

1. Decide the level of appropriateness and effectiveness of CAAD course
for students, e.g. Please indicate how important the following criteria
have been for you to determine an over all satisfaction with the
effectiveness of the CAAD? (See Table 1 for scale measurement)

2. Determine whether programs “make a difference”.

3. Provide the means for CAAD staff to prompt effective changes.



Exploiting tools of evaluation to improve CAAD teaching methods 219

Advance CAAD susceptibility.

Provide CAAD staff with information to improve service delivery.
Explore CAAD effectiveness in practice amongst graduates.

Report program objectives have been successful or not.

Evaluation mechanisms for design schools can be tailored to CAAD
programs' objectives and necessities, e.g., schools with inadequate
evaluation resources would concentrate on detecting how effectively CAAD
courses are delivered- use internal questionnaire survey technique. Schools
with limitations on CAAD programs could identify how those limitations
and constraints affect program delivery, e.g. budget, CAAD staff availability
and competency, space availability, curriculum flexibility, and course
structure. CAAD staff with evaluation capabilities and well-built resources
can employ evaluation to study how successfully they are affecting student
behaviour, performance, skills, knowledge, and use the results to enhance
projects’ brief. Design schools carrying out evaluation are responsible to
report on the impact of their CAAD programs on student behaviour and
performance.

Non e

2. CAAD COURSEWARE EVALUATION

Laurillard (1993) reiterates the importance of the evaluation process
undertaking at every stage in the design, production, and integration of a
new educational intervention whether courseware is a complete course, part
of a course, or a particular session or teaching aid are all treated as equal in
the process of evaluation. Teymur (1992) suggested several criteria form
courseware evaluation, objectives and aspects, medium, methods. Hennessy
(1982) maintains that to use a curriculum's development method effectively
an established performance achievement is the basic design objectives. So,
specific performance standards are needed and preferred. Thus, courseware
evaluation could permit CAD tutors to examine other factors than software
evaluation such as aspects like productivity, user-friendliness, navigation,
screen design, text layout... etc, leading to the successful integration of the
CAAD course into the course itself or the curriculum. Courseware factors
are namely: educational setting (Environment, facilities, staff, materials,
courseware and software, and administration), aims and objectives of the
CAAD course, CAAD teaching approach, CAAD learning strategies, CAAD
teaching and assessment methods, and implementation of CAAD strategies.
The most important objective behind using the above factors for evaluation
is to support creation of a new learning experience both more efficient and
effective to constantly recuperate CAAD teaching difficulties. On the other
hand, evaluation is a time consuming application and effective planning can
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reduce time and effort in the tangible evaluation and analysis process. Small
evaluation schemes are advised in favour of a large evaluation ones. While,
Romiszowski (1988) makes a distinctive analytical separation between
scope of evaluation levels and depth of evaluation levels (Level 1: project
level, Level 2: curriculum level, Level 3: unit level, Level 4: learning step
level). The ECTM model perceives this in a rather more practical approach
assigning specific inter and intra levels (see Table 2). It is important to
predetermine the induction of CAAD evaluation levels at each CAAD
teaching and learning stage. This works interchangeably with levels of
implementations in the ECTM techniques. When looking at the behavior of
ECTM, architecture and design schools could view the evaluations analysis
and its process to be adequate for CAAD course assessment. CAAD
evaluation determines whether delivering CAAD is being carried out in an
appropriate and efficient manner to guarantee sets of goals are being met
and to improve and maintain efficiency in CAAD. CAAD evaluation also
determines whether CAAD programs are effective in making a difference
for new graduates. Thus a post-evaluation program of graduates group is
supplementary requirement to in-school evaluation. This paves ground floor
to examine interventions changes into students’ behavior or design studio
approach to enhance CAAD program or validate the curricula need changes.
Schools and educators must recognize the need for:
1. Evaluate the structure of the curriculum to successfully add CAAD.
2. Evaluate transformation of course objectives and assessments in the
design studio with CAAD.
3. Evaluate CAAD teachers/tutors while delivering comprehensive CAAD.
Effective and efficient changes in the design studio arise when competent
students and confident tutors are resourceful, appropriate CAAD
applications are available and properly delivered through a well-established
CAAD- design studio program. Evaluating CAAD, learning and teaching
outcomes could identify changes that may have occurred in architectural or
design tuition because of CAAD integration and implementation. Analysing
these changes may help to determine whether there are characteristic and
behavioural changes of CAAD program, which indicate changes occurrence
in program activities. Indicative of such a direct change in behaviour
transpire because of a CAAD program is commonly difficult, because
students’ behaviours towards CAAD software are expected to change over
time as CAAD packages are constantly and rapidly advancing. E.g. one of
the problems of integrating CAAD in the design studio is the teacher’s lack
of competence, and method of instruction. CAAD problems may lie in the
organization and management of teaching and the improper course
objectives. Seven instruments are strategically essential as a pre-evaluation
operational tool for carrying out CAAD evaluation: costs of an innovation
(Courseware and Software), development needed in advancing and
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improving staff and students, measure efficiency and increased competence
against improved benefits in the institution, measure effectiveness and
suitability of learning events, against aptitude of the institution, numerals of
budget and students before or after the department introduced CAAD
courses, achieve enhancement of concepts represent high-quality success
and aspiration creativity and cost and expenditure validation and
sustainability.

3. THE INTER AND INTRA ECTM MODEL

Autonomous response built on rational and empirical analysis to the real
problems of CAAD teaching & learning has not been implemented during
either the design studio and core courses or impartially the computer
laboratories. At hand, sufficient indications suggest potential insufficiency
on methods to validate CAAD. The evidence suggests that CAAD teaching
& learning are confronting problems when administered and instructed in
design studios. Thus the aim of the ECTM model is set to determine the
most effective standalone or combinations of teaching and learning
strategies that may be employed in the decision-making teaching and
tutoring of CAD courses and students by adapting a series of CAAD
evaluation techniques (see Table 2).

Table 2. Inter & Intra ECTM model structural design

Dialectic Performing methodology and level of integration Criteria of study
meanings
(Relational context)
Measurements
Inter- IN- DEPTH Appraisal/ Projects
Departmental Experimental | Experimental [ CAAD Subjects
Evaluation in Quantitative Survey Integration Objectives
Depth of CAAD J Study (Conventional | Appraisal/ Course
Integration + CAD) Teaching materials
Methods Computer labs
Themes: Criteria
GENERAL Physical
Intra- Wide Ranging | Labs Facilities
Departmental Questionnaire | Survey Dept. Policies Faculty
Comparison of J Quantitative (No. Schools) | General Info Qualification
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Curriculum Study SPECIFIC Integration Program Goals
and CAAD Emphasis Administration | Structure of
integration Survey Curriculum

(One School)

This research previously investigated four principle problems in
conjunction with the establishment of the ECTM model toward the solution
of CAAD validation:

1. Evaluating CAAD substantiation in the architectural curriculum and the
methods and concepts of CAAD integration in the teaching of
architecture.

2. Evaluating the teaching methods in terms of effectiveness and efficiency.

3. Evaluating CAAD integration in terms of its effectiveness and
appropriateness of use in the design studio.

4. Evaluating the use of CAL in CAAD, the different types of approach to
instructions, the instructional strategies that can be employed in
computing teaching when integrated with design.

Kirkpatrick's model (1977) was used to assist ECTM. Kirkpatrick argues
that an innovation in any institution will unquestionably have an effect on
the institution, but will not radically change its structure. Eraut (1969)
identified three stages of curriculum development in the new area of
technological education: 1) Formulate aims, 2) Develop a mechanism of
achieving these objectives, 3) Select the objectives according to the aims.

3.1 ECTM model factors

The TLTP initiative context has two main interests for evaluation both
effectiveness and efficiency built on the need to justify technology-based
learning. Four other factors could be integrated with those two, these are
relevance, performance, timescale and creativity in relationship to the
applicability and appropriateness to the intended employers and users of the
technology, the teachers and students, even the department or institution. To
evaluate CAAD, ECTM factors must be appropriately used to define
creativity and performance of the students' learning events and the teacher
competency. Attaining the objectives of CAAD in the learning event would
help to assimilate knowledge, skills, and attitudes. Two ECTM factors that
would contribute to achieving effectiveness are recognized as: Cognitive:
Knowledge. Psychomotor: Skills. Whereas, three ECTM factors that
contribute to achieving relevance and outcome are Affective: Attitude.
Creativity: Innovative. Performance: Achievement measures (QaQish 1998).
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3.1.1 Effectiveness factors

The Cognitive Factor: (assimilating Knowledge). Bloom, Madaus and
Hastings (1981) system requires a learner to demonstrate an increased level
of processing knowledge: or cognitive skills. It tests the leaner handling of
knowledge, and compares different methods of evaluation in any learning
event.

The Affective Factor: (attitudes) Krathwohl, Bloom and Masia (1964)
suggest that the learner should know the appropriate attitudes and suitably
demonstrate the event.

3.1.2 Relevance and outcome factors

The Psychomotor Factor: (Skill manipulation) Sax (1980) focuses on
skills associated with dexterity (proficiency, ability, manual skill), hand/eye
co-ordination and error reduction in the human use of devices. It helps in
determining whether the low level of skill demonstrated by students is due
to a lack of knowledge, or attitudes.

The Creativity Factor: Creativity is the vehicle most design studios use to
transfer knowledge, skills, and attitudes to the students and expressed in
their project's scheme.

The Performance Factor: Achievement measures. Mager and Pipe (1981)
argue that performance level reached amongst students and teachers
typically indicate the standards settings in education.

3.2 ECTM activities initiation

Through ECTM activities, CAAD tutors, or administration decide what
CAAD courses to offer and how appropriate they are carried out. The
appropriate evaluation activities to be inaugurated by ECTM model are:

1. Establish the value and use wanted when integrating CAAD, e.g.,
determine what attitudes, knowledge, skills, or behaviours' changes
CAAD course poises.

2. Follow CAAD program objectives, e.g., design a framework that
indicates students' productiveness, how much CAAD knowledge is
delivered, how students rate the CAAD knowledge they receive, and
which CAAD strategies are most promptly adopted by CAAD staff.

3. Choose from CAAD alternative program approaches already undertaken,
€.g. comparative analysis of curricula or CAAD strategies to determine
which ones accomplish the goals.
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4. Experiment and appraise new CAAD program designs to determine the
extent to which a specific proposal is being implemented carefully by
architecture school or the extent to which it interests or engages students.

5. Establish CAAD course objectives and determine the specific indicators
for testing, e.g. the tangible performance, skills, knowledge, attitudes, or
behaviour measures. This will illustrate the level and extent of success in
CAAD objective effectiveness and appropriateness.

3.3 ECTM b/variables

ECTM variables work as a vehicle to conduct CAAD evaluation and to help

bridge the problems of good CAAD integration within the design studio.

1. CAAD Tutor's (Louden 1991) ability indicators are: to deliver, explain,
interpret, use, design, adjust to differences in the learning styles, observe
classroom pasterns, produce different methods of teaching, and interact
with learners.

2. The Course Materials (The Course Contents) (Misanchuk1992)
indicators are: Classroom Handouts, laboratory Manuals, Textbooks,
Individualized instruction-Packages, Assigned Projects, Tutorial Written
Guide, Lectures, Time, Test, Exams and Quizzes.

3. The Classroom Environment (Marsh, 1973) indicators are: Facilities,
Class size: Physical size, Class Layout, Control of Seating, Class Light
and Temperature, Class Accessibility, Class Furniture, finishes, Class
availability.

4. The Use of Media (Slaughter 1990) areas are: CAAD components and
properties, and the actual media tutors use to deliver materials. The
indicators are Computers- Screen, Mouse, keyboard and PC Case,
Peripherals- Plotters, Printers, Scanners, Digital Camera. Software:
Applications packages and the use of Multi-Media. Media used in
administrating the learning event: Overhead Projector, Slides, and
videocassettes.

5. The Delivery Methodologies (Dick & Reiser 1989) indicators are:
organization of the learning events, amount of material covered during
the learning events, time allocated during various parts of the events, mix
of theory and practice, assimilating skills objectives and goals of course.

6. The Administrative Briefs. (Rogers 1983) indicators are: availability of
information to the learner, availability of the facilities for the learner,
gaining information about the course, communication between the
learner and teacher or administration.

7. The Overall Effectiveness of the event (Bloom, Madaus & Hastings
1981) is concerned with the applicability of the learner objectives and
goals. The indicators are: Developing Skills, Gaining the knowledge of
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the concepts and principles of the CAAD. Develop the attitudes
necessary to achieve the directed goals (Standpoint of view, Viewpoint,
and New aspects).

3.3.1 ECTM methodology

Tables 3 and 4 show the ECTM methodology in which a suggestion of a
framework of evaluating CAAD integration via a series of experiments in
the form of fieldwork observations and questionnaire surveys is proposed. It
also furnished an empirical investigation into the functional and theoretical
usage of CAAD in schools of architecture via a suggested scheme of case
studies (see sample questions, Table 5).

Table 3. Levels of ECTM model evaluation techniques

Level Instrument Design Considerations Next to Level of Implementation
LEVEL Student Profiles Obtain a profile to monitor changes in both attitude and
1 Questionnaires opinions.

Address learner's attitude towards computer-aided design
as well as the use of computers in general.
Address learner's academic background in the particular
CAD area.
Address learner's level of knowledge of CAD and
Architecture, Design or graphic Design.
LEVEL  Global Proper layout and ample space for response.
2 Questionnaires:  Reduce open-ended questions.
Permissibility of Minimum number of questions
astaged Preand  Use standard Likert five point scale (see Table 1)
Post Tests Anonymous
Pilot questionnaire
LEVEL Semi-structured  Administer after questionnaire collection and analysis.
3 Interviews Covers missing points in questionnaire.
Initiate questions by interviewees.
A focused interview diminishes overloaded data collection.
Permit group interviews.
LEVEL Observations Structured observation sheet.
4 Code or shorthand.
Sense of required observe patterns.
Video-taped recordings
Tape-recorder synchronize students’ verbal comments and
interactions

Table 4. Levels of ECTM model evaluation in relation to techniques benefits and hindrances

Level Instrument Benefits Hindrances
LEVEL 1  Student Profiles  Useful for group of stratified  Virtually none
Questionnaires random sampling.
Useful to test abilities in a
certain group.
LEVEL 2  Global Massive Info collection. Low response rate.
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Level Instrument Benefits Hindrances
Questionnaires Simple, collection, Difficult categorization with
administration & analysis. open-end question.
LEVEL 3 Interviews Tolerate extended answers. Acquire time to arrange

Instructive uncovered points. conduct.
Surplus unwanted data.

LEVEL 4  Observations Developed and focused Unexpected Occurred
sheets ascertain useful data Events.
collection.

3.3.2 ECTM statistical tests

Part of the evaluation process is to produce the proper questions and
analyse the returns from the students who participated in the questionnaire
surveys, observations and checklist prepared and carried out by the
evaluator. Several types of statistical tests, such as the Chi-square X 2,
Spearman's rho, t-tests, and Kruskal-Wallis one-way analysis of variance by
ranks can be used. Frequency tables, charts such as bar, line and pie charts
can also be used to describe the findings of CAAD evaluation.

333 ECTM sample questions, applied statistical tests and analysis

Table 5. Sample questions, statistical tests and analysis

Proposed questions Statistical tests What is to be expected from
analysis? (Objectives)
1. How would you Use count and rate o Examine the impact (significant
rate the following to indicate level and or weak) of the tutor’s abilities,
tutor's abilities extents, use one management and organisation on the
during CAAD sample —test. Scale students’ performance, attitude and
events? of 1= poor, 2= fair, skills.
3= good, 4= very, ¢ Relationship/ Confirm or refute
5=excellent the hypothesis that the Students

Confidence depend on the tutor’s
abilities (competence)

A one-sample -test examines whether the tutor’s abilities, management and organization
mean of distribution differ significantly from the value of 5= excellent which describes a high
level of tutor’s ability effectiveness. E.g. Aypothesis: incompetent teacher has contributed to
unsuccessful CAD employment, Results from analysis: one-sample t-test analysis indicates
that the mean percent for the tutors abilities (adjust, deliver...etc.), management and
organization, were negatively higher at o =. 001 (values of S5=excellent, under 95%
confidence). The null hypothesis was confirmed.
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Proposed questions

Statistical tests

What is to be expected from
analysis? (Objectives)

2. How would you rate
the effectiveness of the
tutor's methods of
instruction during the
computer assisted
learning classroom
events in the following
areas?

Use correlation
coefficient (Spearman’s
rho) and X  tests to test
significance and to show
relationships, if any
between these variables in
a tabular format.

¢ Examine type of association
(positive- negative) between the
tutor’s methods of instruction or
tutor’s competence and the
students’ attitudes, performance,
knowledge and skills or level of
overall effectiveness.

¢ Examine type of association
(positive- negative) between the
tutor’s competence and his/her
strengths in addressing new areas
of CAAD.

E.g. hypothesis: if the teacher is competent he should be able to improve the student’s
knowledge, skill, attitude, creativity, new stand and performance in CAD course. Thus the
null hypothesis assumes that the teacher has no effect on these student’s domains.

Please indicate how
important the following
criteria have been for a
studenst to determine an
overall satisfaction with the
effectiveness of the
computer learning events?

Use Paired Sample T-
Test for related samples.
Testing a null
hypothesis: e.g. there is
no behavioural
differences amongst the a
number of students who
completed the CAD
design work shop

o Examine the impact (significant
or weak) of the learning
environment on the overall
effectiveness of the CAAD
courses. Few areas of
investigations are: free time lab
indicating and training hours, lab
facilities, the accessibility and
availability of information and
communication with the staff and
the administration.

The paired samples statistics table displays descriptive statistics for the test variables, and
followed by the correlation table, which displays the relationship between the paired
differences with a 95% confidence interval of the difference of the means.

Please indicate the
extent of CAAD
effectiveness in the
following criteria in the
design studio?

Use X~ (Pearson’s )
tests using the SPSS
package or Minitab.
Results of a chi-square
test indicate whether or
not a variable was
found to be significant
at the level of 0.05 in
other tested variables.

¢ Examine the overall satisfaction
of the CAD sessions both regarding
the tutors and the school in providing
the appropriate information with the
administration of CAAD events.
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Proposed questions Statistical tests What is to be expected from
analysis? (Objectives)

Examine the significance of CAAD in your own set of design studios criteria, some of which
are production of generation modelling as in parallel drawings, animation or perspectives.
Examine the significance of CAAD effectiveness in design studios to promote aspects such as
skills, attitude, creativity and performance.

In one Sample T-test, critical values (Obtained from a number of previously conducted
research) of t must be equal to or more than the tabulated value (obtained from t-test table,
Clegg 1995 and used by the researcher), to be significant under p<0.001. For df=30, the
tabulated values read 1.697, 2.042, 2.457, 2.750 and 3.646 under level of significance for the
two -tailed test respectively 0.10, 0.05, 0.02, 0.01 and 0.001. 95% C1. Please note that
Confidence interval (CI) is the range of values within which the means of tutor’s abilities
statistical results are likely to fall, thus when a 95% confidence interval for the mean
indicates that there is a 95% chance that the true tutor’s abilities, management and
organisation fall within the range of value 5= excellent. This means that the researcher had
anticipated that the competence of the tutors is likely to fall way below the excellent range.
Other researchers could use their own hypotheses to confirm or refute.

334 Outcome evaluation samples from a case study

Students’ responses indicated that they used discrepantly conventional
drawings, CAD applications or both (mixed methods) during selected design
stages. The results showed evidence of a significant use of the mixed
method over the CAD alone method. When compared with the conventional
drawings, the mixed methods were found relatively similar; there was a
trend towards a mix use of methods, developing in the design studio. CAD
has significantly affected a number of design areas such as production,
scheme & detailed design. Detailed design stage was mostly affected and
had the highest response rate from students (14.3%). The least effected stage
was the outline proposal. Sketching was found to be the least influenced by
CAD course (mean of 1.9 which equals the value no extent), followed by a
similar impact on the analytical diagram. The most significant impact was
found in the production of perspectives and 3D modelling (mean of 3.2
which equals the value of good extent) (see Table 1 for measuring scale).
The tutor’s competence may also be related to his strengths in addressing
and presenting new areas of CAD, which had ultimately increased the
overall effectiveness of the students’ attitude, performance and skills. #-test
result implies (¢-test =-10.5, df=34, the tabulated value = 1.697 p = 0.05 for
one-tailed test) that the mean for the lectures/tutorials and short briefs were
negatively insignificant. Such results could indicate that the null hypothesis
was not refuted and the learning materials failed to ensure successful and
effective CAD teaching. The learning environment was found to have
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influenced the overall effectiveness of the CAD courses, through its impact
on the areas of skills, performance, knowledge, creativity, and attitude.
There were significant associations between the overall attitude, and the
performance level. Schools should consider changes to the design and
organisation of the learning environment (computer labs or CAD labs). This
will improve the overall effectiveness and thus improve the performance,
and attitude of the students towards CAD and the design studio. The
administration of the school and the tutor was found to have significant
impact on the students’ performance and attitudes.

4. CONCLUSION

The paper presented a brief description of the ECTM model, a
background on evaluation and its definitions, involvement of evaluation into
CAAD. A full comprehension and clear perception of the theory and
background to CAAD evaluation is presented in order to achieve enhanced
planning, designing and conducting an evaluation program and benefit from
its analysis. This paper also suggested means for CAAD staff and
architectural schools to carry out necessary evaluations under which
appropriate settings they find necessary. However, its suitability is not
restrained to CAAD programs since the paper illustrated what purpose and
reason CAAD program need evaluation.

The main issue ECTM model addressed was evaluating unambiguous
designs to be conducted without academic training in CAAD program
evaluation, although training CAAD staff on evaluation is recommended for
CAAD teaching and should become an integral part of CAAD
administration. An evaluation is a significant tool in developing the
characteristic of CAAD course once it is integrated into the fabric of an
architectural program rather than advocated after its implementation. CAAD
tutors are encouraged to use the results of an evaluation to determine future
extent of CAAD involvement and to upgrade the level of CAAD
implementation.
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The current wave of attempts to create virtual design studios has demonstrated
a wide range of didactical as well as computational models. Through work
performed over the past year, an evolution of many of these concepts has been
created which fosters a sense of place. This aspect of place has to do with
identity and community rather than with form and space. Initial virtual design
studio projects were often merely a digital pin-up board, which enabled
distributed and asynchronous criticism and review. However, the web sites
were more analogous to a directory than to the studio setting of an upper level
design problem. The establishment of a truly distributed design studio in the
past year, which involved design teams spread over three universities (not
parallel to one another) led to the need for an independent place to share and
discuss the student's work. Previous virtual design studios have also
established web sites with communication facilities, but one was always alone
with the information. In order to enhance this virtual design studio and to give
it a sense of place, a studio platform that serves as a console for participants
was developed. The console is a front end to a dynamic database which
mediates information about the participants, their work, timetables and
changes to the dynamic community. Through a logon mechanism, the presence
of members is traceable and displayed. When a member logs onto the console,
other members currently online are displayed to the participant. An online
embedded talk function allows informal impromptu discussions to occur at a
mouseclick, thus imitating ways similar to the traditional design studio setting.
Personal profiles and consultation scheduling constitute the core services
available. Use of the platform has proven to be well above expected levels.
The students often used the platform as a meeting place to see what was going
on and to co-ordinate further discussions wusing other forums
(videoconferences, irc chats or simple telephone conversations. Surveys taken
at the end of the semester show a strong affinity for the platform concept in
conjunction with a general frustration in pursuing collaboration with low
bandwidth communication channels.
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1. CREATING THE VIRTUAL DESIGN STUDIO

Since 1997, the Institute for Industrial Building Production (ifib) has
conducted its upper level design studios in the "Netzentwurf" (translation:
net design) setting. This essentially involves the incorporation of the World
Wide Web into the design studio criteria, particularly in the aspect of
presentation. The methods and results of this studio setting have been
documented (Forgber and Russell 1999) and evaluated (Russell, Kohler et al
1999) with some clear deficiencies becoming apparent. Work carried out in
the summer of 2000 proposed an evolution of the Netzentwurf setting with
the creation of a console or platform, which served as the virtual "place" for
the design studio.

In general, the members of the institute believe the boundaries of the
traditional University are being blurred in their physical, temporal and
institutional forms. The tendency to life long learning and the fluidity that
technologies such as the Internet offer allow students to continue their
studies long after they have ceased to be officially registered as students. In
the case of design, the methods for working are significantly different than
those of more standard computer based training. The collaborative aspect
behoves a different kind of learning environment. The work carried out at
ifib attempts to produce web-based design studio environments.

1.1 Web Pin-Ups

The participants in the Netzentwurf receive initial instruction in HTML
and are given a blank slate. That is, it is left to them as to how to present
their work. The Institute's web site serves as a directory of student web sites.
The requirement to display their work in the World Wide Web is a double-
edged sword for many of the students. The relatively limited display area
poses a challenge as they are used to having tens of square meters of pin up
space available simultaneously. Another challenge is the nature of viewing
their web pages. Students often create two parallel narratives on their web
sites: One for individual browsing augmented by textual explanation and
another for public presentations usually augmented by the author's
commentary in person.

The students are also encouraged to use other channe<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>