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PREFACE 

Materials in modern power generating, processing plant and aero-engines are 
frequently run at very high temperatures and can undergo severe transient stresses 
during start-up and shutdown operations. Not only can this lead to unwanted 
fatigue cracking at the component surface but it is also known that long periods of 
steady running under load can give rise to internal damage, cavitation and 
cracking. Failure prevention, residual life assessment and life extension of 
materials in components operating at high temperatures are becoming 
increasingly important problems in power plant and associated industries. 
Lifetime assessment procedures involve both limits to material deformation and 
degree of cracking and can be applied: 
• at the design stage 
• to extend the lifetime of components when the original endurance has been 

achieved 
• retrospectively in order to explain how a given component has failed. 
Earlier design and assessment rules were based on empirical formulations but 
nowadays assessment is based more securely on behaviour (cracking, deformation, 
cavitation, strength) explained from a material science point of view. 
The aim of the Summer School held at CISM, Udine between June 30 and July 4, 
1997 was to provide a state-of-the-art exposition on the problems of crack 
initiation and growth at high temperature and to present experimental and 
theoretical results which can form the basis of further research, and which can 
also be applied in practice in order to prevent accumulation of internal damage 
and failure in component materials. During the course, industrial examples were 
introduced to illustrate the application of the subjects covered. It thus becomes 
clear that satisfactory progress can only be made in high temperature lifetime 
prediction by a combination of· 
• a proper understanding of the principles of time-dependent and 

time-independent deformation and the fundamentals of fracture 
• good records of the component history in service, e.g. temperature changes and 

running schedules 
• key high temperature tests in the laboratory which are undertaken either to 

supply the characterising materials data used in the assessments or to support 
lifetime prediction calculations 

• the development of simple finite element or other computer routines, as 
appropriate. 

The course was addressed to professionals active in the design and operation of 
power plants and those involved in supporting research and development activities 
in high temperature materials. It was arranged by experts on those aspects of 
fracture mechanics which are applicable to high temperature problems, 
experimentalists in high temperature fatigue and thermal shock, advisors in the 
choice of materials and long term condition monitoring of alloys in plant and 
theoreticians in the fundamental properties of materials. 
The plan of the book comprising the lectures delivered is as follows. After briefly 
dealing with material selection and material parameters, Czoboly moves on to 
consider the basic contributions to deformation, namely the elastic and plastic 
components and the roles of dislocation glide, twinning, stress-directed diffusion, 
dislocation climb and grain boundary sliding at elevated temperatures. Further 
sections deal with material testing and theories of fracture, especially the absorbed 



specific energy. The fundamental differences between fatigue and creep tests are 
explored. 
In a similar manner, the chapter by Nikbin treats of the development of fracture 
mechanics principles to predict creep crack growth in components i.e. where there 
is the possibility that defects may initiate and grow in service. In this way, lifetime 
of cracked and uncracked high temperature components may be calculated and 
residual life assessments may be made using the principles of damage 
accumulation. Amongst the topics considered are the stress analysis of cracked 
bodies, elastic-plastic fracture mechanics, creep fracture mechanics, the 
laboratory measurement of creep crack growth, models for creep crack growth, 
stress re-distribution effects on creep crack growth and finally the effect of fatigue 
on creep crack growth. 
The equally important subject of the initiation and growth of fatigue cracks by 
sudden temperature transients e.g. thermal shock events is next treated by Skelton, 
following the course of a defect from its initiation and growth in the 'short crack' 
regime to its eventual complete passing through a body. The order of approach is 
an introduction to thermal fatigue followed by stress analysis and supporting 
laboratory data, the prediction of fatigue crack initiation, and subsequent growth 
into the 'deep crack' regime. A large section is devoted to the case study of a 
component which failed in service. As elsewhere in the book, attention is paid to 
the linear damage theories of creep-fatigue and the concept of accumulating 
internal damage in order to assist in lifetime prediction. 
In the contribution by Ainsworth, great use is made of the reference stress concept 
as an aid to the behaviour of creep crack growth in components of differing 
geometries, and the application of the now familiar C* parameter which can be 
obtained by either reference stress or numerical methods. Creep crack initiation 
time is also estimated by a development of this parameter. Again, the 
accumulation of internal damage is applied to the case of creep crack growth and 
an outline is given of the various engineering procedures available for 
undertaking assessments. These principles are finally applied by working through 
several examples, culminating in a full case study on creep crack growth. 
The final chapter by Ginsztler addresses typical operating conditions of pressure 
vessels and pipe-line elements, structural problems associated with power plant 
materials, the accumulation of internal damage and the possible rejuvenation of 
components by heat treatment. Creep-fatigue interactions (i.e. transgranular and 
intergranular cracking) are described, as is the process of thermal strain ageing 
and crack initiation during low cycle thermal shock fatigue. The section ends with 
a description of failure prevention methods and the possibilities of life extension of 
plant by undertaking revalidation tests. 
Common to all the chapters is the underlying belief that the build-up of internal 
damage in alloys of interest takes place whether cracks are present or not and the 
quantification of this process goes a long way towards the satisfactory prediction 
of component behaviour in service. 
The editors would like to thank the Organising Committee at CISM, especially 
ProfessorS. Kalisky, for making the stay at Udine both for lecturers and attendees 
a memorable occasion. 

Janos Ginsztler 
R. Peter Skelton 
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LIFETIME ASSESSMENT AT HIGH TEMPERATURES 

J. Ginsztler 
Technical University of Budapest, Budapest, Hungary 

Abstract 

A classical power plant was generally expected to last for about 20 years or more (nuclear 
plant for 35-40 years). It would not normally be in operation continuously throughout the whole 
of this time, however, and the design was usually based on a life of 100000 hours, which is about 
11 years. 

Typical operating conditions of the different power plant units have changed during the last 
decades, they often differed from the conditions assumed at the design state. This fact was one of 
the reasons, why the damage analysis, failure prevention methods and life extension possibilities 
became so important in the nineties. 
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Role of operating conditions of pressure vessels, 
pipeline elements on residual life of power-plant components. 

J. Ginsztler 

Combustion processes in furnace installations are characterised by parameters varying with 
time, thus fluctuating more or less around the required value. This concerns velocity of the air 
flowing into the combustion chamber as well as the fuel, thus fuel-air concentration will change in 
space and time resulting in pressure and temperature fluctuations. 

The characteristics of different operational types in power plants are shown in Fig.l. 

The pulsation of burning in pulverised coal fuelled equipment indicates somewhat periodical 
burning disturbance with frequency independent of equipment geometry, depending mainly on 
mixture formation, gasification and ignition processes. Therefore, anomalies of this type may be 
explained from the burning and flow, with fluctuation frequency mainly depending on fuel quality. 

Pressure fluctuation coming with internal furnace instability is dangerous from the aspect of 
safety, because it soon results in repeated stress failure in structural materials of the boiler. 
Therefore, it is essential to know the elasticity and eigenfrequency of boiler construction units, 
especially the membrane wall of the furrnace. 

According to their origin, the stresses can be divided into mechanical and thermal stresses. 
Mechanical stresses are caused by internal pressure, by bending moments and by external forces. 
In terms of mechanical stress of the boiler's structural elements it is essential to observe 
continuously parameters influencing formation and variation of internal furnace instability. 

Based on these registration results, one can set out to build up the general dynamical and 
identification model of various boiler types. According to models generally built up for furnace 
systems one can elaborate in detail the model of input I output processes necessary for statistical 
characterisation of mechanical stress in the boiler. Furthermore, we can analyse stress processes in 
the combustion chamber, and predict the formation and variation of stress processes for each 
structural element. 

It is worthy to collect data necessary for the formation of a mathematically detailed input I 
output model based on the general identification model of furnace processes, which give the range 
of parameters characterising coal quality for several years. Using the models and having the 
database, we can perform simulations which give the possible range of pressure fluctuations in the 
combustion chamber. 

In this way we can predict the mechanical stress values for individual boiler types and coal 
qualities. Furthermore, the probability of accidental breakdown of power plant blocks can be 
decreased and a more economic and safe operation accomplished. (1) 
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Structural problems, associated with power plant materials. 

Creep mechanisms. creep-fatigue interactions. 

Creep deformation of metals occurs mainly in three ways: firstly by slip involving the 
movement of dislocations on certain crystallographic planes; secondly, by the formation of small 
slightly misoriented sub-grains within the original grains of the metal as a result of the climbing of 
dislocations out of their slip planes to form small angle boundaries; and thirdly by grain boundary 
sliding. 

At lower temperatures slip is the predominant mode of deformation, but as temperature 
value is increased and the applied stress reduced, the other two processes become increasingly 
important and will determine the creep behaviour of the metal. Under these conditions the rate of 
creep is closely related to the rate of self diffusion, that is the rate at which the individual atoms 
change their position as a result of thermal fluctuations. With increase in temperature, the 
diffusion rate increases, the material becomes softer and eventually recrystallizes. 

The temperature at which this occurs is an approximate guide to the useful practical limit of 
the material; the temperature is usually about half the melting point on the absolute scale but can 
be increased by alloying additions allied with appropriate heat treatment. 

The creep resistance of a pure metal is usually improved by the addition of elements, that 
form a solid solution with the parent metal. This is a state, where the atoms ofthe alloying element 
are distributed singly in the parent metal either in place of the parent atoms (substitutional) or 
between the parent atoms (interstitial). The different atomic size ofthe alloying elements increases 
the strength by impending the motion of dislocations; it also increases the recrystallization 
temperature. In general, the bigger the differences in atomic size, the greater the strengthening 
produced. 

Greater improvements in creep strength can be obtained, however, by the addition of finely 
dispersed particles of the second phase. This is usually achieved by precipitation or age-hardening, 
making use of an alloying element that shows an increasing solid solubility in the parent metal as 
the temperature is increased. The alloy is heated to a temperature at which all the alloying element 
dissolves in the parent metal and it is then cooled quickly enough, in order to retain the alloying 
element in supersaturated solution. It is then aged by reheating it to a temperature at which the 
excess solute can precipitate as a second phase. The greater the degree of dispersion the greater 
the strengthening, but a structure obtained in this way is not stable and the precipitating particles 
will grow in size if the metal is subsequently subjected to a high enough temperature. To provide a 
good creep resistance, therefore, the precipitate should be stable to a high temperature, preferably 
above the recrystallization temperature. 
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It may occur very often under special operational circumstances, that crack initiation and 
propagation were found to occur as a result of the formation, growth and linkage of grain­
boundary creep cavities and wedge cracks, irrespective of cyclic frequency. Crack growth may 
occur either by a fatigue or a creep mechanism, or may result from the interaetion of the two 
processes. The mode of cracking is any instance depends on the temperature, the microstructure 
of the material and the mechanical properties and parameters that describe the cyclic-loading 
conditions, such as cyclic fiequency, strain range and hold time. In general, a change from fatigue 
- to creep dominated behaviour, as manifested by a change from trans - to intergranular cracking, 
is caused by a decrease in frequency and strain range and by an increase in hold time at a tensile 
part in the cycle. (2,3) 

Accumulation of internal damage 

The microstructure of a 2,25 Cr-1 Mo steel embrittled by service in a boiler header by 
88000 hours service at 8130K was examined with the aid of transmission and scanning electron 
microscopy. The major microstructural changes due to long term elevated temperature service 
were evaluated by comparing the steel with a similar grade of virgin steel. 

Considerable coarsening and prec1p1tatton of carbides had occurred during service, 
particularly along prior austenite grain boundaries which were covered with thick elongated films 
of M 6 C and M 23 C6 type carbides, and within the bainitic grains which showed low hardness. 
M 6 C carbide which was not observed in the virgin steel seemed to be predominant in the service 
exposed one. On the other hand, the dispersions of fine M 2 C type carbides seen within the bainite 
in the virgin steel, were not found in the corresponding areas of the service exposed steel although 
they were present within the ferrite grains in both steels. 

The service exposed steel showed a tendency for intergranular fracture and crack propagation 
along the interface of the grain boundary carbides and the matrix was observed, suggesting low 
cohesion at these interfaces. Some grain boundary segregation of phosphorus was confirmed by 
Auger Electron spectroscopy. In addition, isolated voids of mean size 1,3 p m were also found on 
the grain boundaries ofthe service exposed steel. (4) 
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Thermal strain ageing and crack initiation during low cycle 

thermal shock fatigue 

Thermal strain ageing is a very complex phenomenon as it affects the metallurgical structure 
of a material, particularly when thermal effects and plastic deformation are involved. A case in 
poil'lt is the process of thermal shock fatigue. Certain materials can gain strength and creep/fatigue 
resistance from the presence of dispersed precipitated and/or small particles. The number, size, 
shape, location and distribution ofthe precipitate may change the stress-rupture, creep and fatigue 
characteristics. This can influence the life expectancy of the specimens. 

Ageing in many high temperature alloys can continue as they may be metallurgically 
unstable. This is because of the rearrangement of the microstructure toward the equilibrium state 
at high temperature. Constituents, which are in solid solution, may tend to precipitate causing 
significant change in the material properties. If the dispersed particles agglomerate and their sizes 
become larger than an optimum size during service, the hardness of the material and its creep 
resistance may decrease. This is known as overaging. Small particles may also precipitate in the 
grain boundaries and this tends to reduce the ductility of the material. These recipitations may 
occur with or without the application of stresses. (5) 

Strain ageing can also occur with some plastic strain at moderately high temperatures. Two 
types of effects can occur: a strengthening of the flow curve and the appearance of one or more 
jogs in the stress-strain curve. (6) 

This leads to a loss in ductility. Dynamic strain ageing occurs in iron and in other body­
centred cubic metals and alloys, containing nitrogen, oxygen or hydrogen. This is a consequence 
of reduction in the average distance between dislocations. This is believed to be caused by the 
premature immobilisation of dislocations owing to segregation of interstitial solute atoms during 
deformation. It can take place in the form of carbides, nitrides or other compounds. Once 
segregation has occurred, the system is in a lower state of strain energy and the dislocations are 
trapped. (7) 

The rate of accumulation of dislocations dt; I de with respect to strain is thus increased 
proportionately. Here, t; denotes the density of mobile dislocations. A corresponding increase in 
the work-hardening rate, dRe Ids dE prevails where e is the plastic shear strain and Re the flow 
stress. 

Thermal-stress resistance can also be reduced by chemical attack such as corrosion and/or 
cyclic oxidation. This can occur when steam, oxygen or other gas come into contact with the 
material. Oxides, when formed, tend to enhance embrittlement. Discontinuities at the surface layer 
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are developed by cracking ofthe surface or by the disintegration of a corroded agent that acts as a 
source of stress concentration. Diffusion may also promote such mechanisms in the interior of the 
body. Pressure vessel or pipeline materials are examples. 

Oxidation ·and creep damage at high temperature fatigue should be distinguished. (8) 
Hydrogen, for example, because of its small atomic dimensions of the order of an Angstrom, can 
readily diffuse into the grain boundaries and reduce the thermal resistance. This is why so many 
thermal-fatigue failures are intergranular in nature. 

Mechanical work can lead to recrystallization. As grains are broken, energy is stored in the 
slip planes and in the different grain boundaries. Subsequent heating enhances recrystallization 
because of the tendency to achieve a state of lower stored energy. Although there is no clearly 
defined relation between grain size and resistance to thermal-stress fatigue, materials with large 
grain size generally have lower ductility. This would reduce mechanical and thermal fatigue life 
and thermal shock fatigue resistance . (9) 

In quantifying the failure by fatigue and damage of the material microstructure, the absorbed 
energy in the specimen plays a role. This has been referred to by L. Gillemot (I 0) . as the 
absorbed specific fracture energy (ASFE) which is the energy stored in a unit volume of material. 
It can be used as a fracture criterion for the nucleation of cracks and related to that of Radon and 
Czoboly {11) for characterising the size of the plastic zone ahead of the crack. The method has 
also been extended by Havas et al. {12) For the case of constant strain amplitude loading. F. 
Gillemot found a relation between the fatigue crack growth data and ASFE (13) which can also 
be related to the coefficients in the Paris equation, (14) refer to F. Gillemot and E. Czoboly (15) 
also for the influence of neutron irradiation. Research has been carried out to elaborate on the 
analytical solution.(16) Experimentally, there appears to be a tendency for the ASFE values of 
steels to decrease as the number ofthermal shock cycles is increased. {17) 

Conclusions 

Change of microstructure during thermal shock fatigue of the tested Cr-Mo and Cr-Mo-V 
alloys in the temperature ranges 20-600°C consists of the formation and development of 
subgrains. After the appearance of a visible network of sub-boundaries, a decrease in subgrain 
sizes occurs. This is followed by an increase in dislocation density and enhancement of mobility of 
the structure near the grain boundaries. 

It was our experience, for the tested main steam pipeline that high temperature void 
formation occurred mostly at the edges of small particles after 65000 hours at 5400 C and 130 bar 
when the cyele frequency was below a critical value.( 18) 

Microcrack nucleation is then followed by the growth of micro and macrocracks. 
Metallurgical changes involved many events such as strain ageing, recovery, recrystallization, 
grain growth, tempering, precipitation reactions and so on, the sequence of which cannot be 
clearly determined. 
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A new failure prevention method 

A new and more advanced SQUID sensor system (superconducting quantum interference 
device) has been developed by Japanese researchers for use in an actual plant. The miniaturised 
sensor developed for non-destructive measurement is 262 mm high, 152 mm in diameter and 5 kg 
in weight. Its ability to detect fatigue damage in Type 316 stainless steel has been investigated. 
The results are summarised as follows. 

The sensor can successfully detect fatigue damage in Type 316 austenitic stainless steel. X­
ray diffraction experiments showed that the changes in the magnetic field were generated by 
martensitic transformation in the stainless steel during the fatigue process The increasing trend of 
the magnetic characteristics of specimens with an increase in the fatigue damage fraction was 
independent of the strain amplitude in the fatigue test. It became clear, that the new sensor can 
use these magnetic characteristics to estimate fatigue damage. (19) 

Chemical composition of Type 316 stainless steel (wtOJo) 
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Failure prevention methods, possibilities of life extension. 

Predicting the remaining operating life of plant equipment that has been in service for 15-20 
years or more is a serious and actual problem faced by many industries - power plants, chemical 
companies, metal producers, basic manufacturers. 

Engineering materials are often not in thermodynamical equilibrium, therefore they age 
under high temperature service conditions. 

Material damage of pressure vessels and piping system components (mainly elbows and 
welded joints) is caused by a combination of mechanical loading, high temperature, corrosive 
environment and their interactions. 

In the current economic and political climate, many companies cannot afford to replace 
existing plants or major components, therefore they must find a proper method to extend their 
operating life, without decreasing their operational reliability. Accurate, reliable methods for 
predicting residual life are based on the new results of damage-analysis, new results of material 
science, revising the construction and on the application of non-destructive online diagnostical 
methods. 

There are possibilities for controlling the microstructure of steam pipe line and pressure 
vessel alloys, through in proper time applied, intermediate regenerative heat treatments. 
Determined the low-cycle fatigue and/or creep damage accumulation during a certain service 
exposure, and provided, that this damage is small enough and is in reversible region, it should be 
possible to restore. approximately - the original microstructure of the material, and through it the 
competent material characteristics. 

Proper residual life prediction methods and application of revalidation technics permit the 
continued use of plants that might otherwise be retired from service unnecessarily; and through it 
one can postpone new investments and it can mean a great amount of money savings for lot of 
compames. 
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Possibilities of Life Extension 

Some Results of Revalidability Tests 

Regenerative heat treatments have been performed with a steam pipe-line material, which 
operated 163.000 hours at 540 oc, at 105 bar. The pipe-line diameter and wall-thickness values 
were 325/26 mm. The specified chemical composition is given below in (wt %) Table 2. 

Table 2. 

Cmax Si Mn Mo Cr Pmax Smax 
0.15 0.15 0.4 0.9 2.0 0.04 0.04 

0.50 0.6 1.1 2.5 

We have investigated separately the pipe and elbow as well. Table 3. and Table 4 show some 
mechanical properties ofthe steel tested in "service exposed" and "after revalidation" conditions. 

Table 3. 

Absorbed Specific Fracture Energy (ASFE}, ~(J.cm-3 ) 

Straight pipeline Elbow 
T StressConcentration Service After Service After 
oc factor exposed revalidati exposed revalidatio 

n 
1 923 1446 959 1363 

1,66 793 941 857 1013 
20 2,15 684 889 846 906 

3,1 363 566 548 648 
42 327 530 443 544 
1 377 948 435 872 

1,66 350 700 433 638 
540 2,15 326 597 388 549 

3,1 156 207 167 214 
42 115 214 155 205 

To evaluate the toughness values of the tested material, we measured the Absorbed Specific 
Fracture Energy (ASFE) as a function of the Stress Concentration Factor (SCF), in the original 
and the heat treated condition. The measured values are given in Table 3 Table 4. contains the 
results ofthe standard ISO-Charpy V impact test. 

All data are the averages of five measurements. 
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Table 4. 

Charpy-V Impact values, KCV Jerri 2 

Straight pipeline Elbow 

T Service After Service After 

oc exposed revalidation exposed revalidation 

20 100 238 139 221 
0 54 215 96 188 

-10 48 55 
-20 35 196 25 
-30 26 18 
-50 94 115 
-75 28 25 

The damage accumulated during the preceding period was small enough, so it enabled us to 
reverse the changes that have occurred by means of appropriate, intermediate regenerative heat 
treatment to restore- approximately- the original mechanical properties of the straight line and 
the elbow and thereby to increase the effective service life. 

It succeeded us to improve significantly the ASFE values, as well as transition temperature 
values, measured by the ISO-Charpy-V impact test. (20 ) 
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Abstract 

This chapter follows the course of a crack in a typical component from the initiation and 
short crack growth stage, through to the deep crack growth stage and on to the possibility 
of complete penetration across the wall thickness. The causes of such growth are 
considered, such as thermal shock and other constraints against expansion or contraction 
and the many ways of simulating propagation behaviour in the laboratory are discussed, 
where a cyclic event in service is identified with a fatigue cycle performed in the 
laboratory. Parameters which are used to describe crack growth in the various regions are 
explained, together with methods of accounting for internal structural damage in the 
material ('creep-fatigue interaction') which is observed to enhance crack growth rates. 
Many worked examples are given, either to illustrate a technical point or based on service 
experience. Finally, a complete case study (retrospective analysis) of crack propagation 
across a component in power plant is undertaken together with a validation of the 
calculations. 

1- INTRODUCTION TO THERMAL FATIGUE 

1.1. Background 

1.1.1 Origin of Thermally Induced Stresses 

Owing to the constraints imposed by thermal expansion and conductivity of metals, heating 
and cooling transients cause internal stresses between tension and compression in many 
components, causing yield in the surface layers if the temperature changes are severe. 
Primary stresses arise from pressures, mechanical end loads ('system stresses') and 
wholesale constraint, such as a bar prevented from expansion by anchoring both ends. In 
this case bulk thermal stresses across the section are independent of the rate of temperature 
change in the elastic region, becoming modified in the elastic-plastic region only when 
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strain rate/relaxation effects arise in the material. Secondary stresses cannot be measured 
directly. For example, they may arise from the heating and cooling of a dissimilar metal 
weld (also independent of heating and cooling rates if yield has not occurred). The most 
common example is one of thermal shock [1], where transient stresses arise due to sudden 
temperature changes at internal or external surfaces of components. In this case the 
temperature ramp rate is of major importance in determining the magnitude of such 
stresses. 

In assessing the lifetime of components at elevated temperature, it has proved convenient to 
recognise severalfailure modes, each requiring separate treatment. These may be classified 
as (i) inelastic deformation (cyclic plasticity), (ii) ratchetting, (iii) creep damage 
accumulation, (iv) creep-fatigue crack initiation and (v) crack propagation. The latter may 
also be sub divided into (a) fatigue crack growth under transient conditions and (b) creep 
crack growth under steady-state conditions. Study of the latter will form a major theme at 
other contributions in this book. As will be seen, interactions may well occur between the 
modes of types (i) - (iv). Creep damage is generally regarded as a bulk phenomenon while 
crack initiation ordinarily occurs at the surface (unless it be from an embedded defect). 
Cyclic plasticity can either occur in the bulk of a component (i.e. across the whole section) 
or in a contained zone, depending on component thickness and loading type. 

1.1.2 Simulative Tests 

Behaviour can be modelled by testing the whole component (sometimes an expensive and 
unrealistic option) or by replicating one feature of a design ("features" test), and simulating 
thermomechanical behaviour until signs of distress are evident. Additionally, simple 
characterisation tests are undertaken on smooth cylindrical specimens to determine 
material properties used in damage assessment e.g. cyclic stress-strain and cyclic 
relaxation behaviour. Further, for crack initiation calculations, fatigue endurances to some 
specified failure criterion are also utilised. These low cycle fatigue (LCF) tests often 
incorporate a tension dwell which simulates the steady running period of power plant or 
aero-engine. These characterising tests [2, 3] will be discussed later . They must be 
distinguished from tests to determine physical parameters such as Young's modulus, 
thermal expansion coefficient and thermal conductivity which are a pre-requisite for any 
stress analysis involving thermal transients. Finally, fundamental experiments are 
sometimes required which establish a damage parameter, for example the extent of grain 
boundary cavitation or oxidation during fatigue [4, 5]. Tests involving a mixture of cycles 
may then be performed in order to verify a particular model, for example on creep-fatigue 
and oxidation-fatigue interaction. 

1.1.3 Use of Assessment Codes 

As will be shown, it is important to take account of the specimen size with respect to the 
component being modelled. To a large extent, the task of the investigating engineer has 
been simplified by the use of Design and Assessment Codes. The principal Procedures for 
use at high temperature are the ASME Code Case N-47 [6] developed in the USA, Code 
RCC-MR [7] developed in France and the R5 Assessment Code [8] developed in the UK. 
They have been compared recently [9] for their respective capabilities of predicting crack 
initiation and growth and will be discussed further below. In essence, these Codes embody 
over 30 years work of detailed experimentation and the derivation of complex expressions. 
They can also help avoid a detailed literature search since relevant physical and material 
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parameters for an assessment are often tabulated. Other such data sheets are to be found 
elsewhere [10, 11]. 

1.2. Practical Problems in Thermal Fatigue 

When massive components such as valve chests, turbine casings and rotors in power plant 
are subjected to large temperature transients, as during start-up and shut down, thermal 
fatigue cracking may occur at critical locations. Similarly, thermal shock in thinner section 
components such as blades and vanes in aero-engines resulting from repeated take off and 
landing operations may lead to surface crack initiation. It thus becomes important to (i) 
characterise the initiation and (ii) characterise the growth of such fatigue cracks beneath the 
surface and to assess their likely depth of penetration with known service cycles and (iii) to 
determine the possibility of crack arrest. 
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"DOWN 
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"UP 
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RESIDUAL COMPRESSION 
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Fig. 1.1 Heating and cooling structure surface (a) leads to hysteresis loop (b) 

1.2.1 Thick Component 

The generation of thermal stresses may be examined qualitatively as follows [ 1]. Suppose a 
thick structure is at a uniformly low temperature and that the temperature suddenly 
increases at A in Fig. 1.1 a. This is an 'upshock' and the surface at A goes into compression 
as it attempts to expand against the remaining material, yielding along OQ (Fig. l.lb). Heat 
now flows slowly towards B, and as the temperature gradient reduces, the whole system 
expands, taking the surface at A into tension at R, i.e. at the original strain value 
(approximately). If a period of steady running at high temperature ensues, this residual 
tensile stress is sometimes able to relax, inducing intergranular cracking in many alloys. 

When the temperature suddenly decreases at A, this series of events is reversed. This is a 
'downshock' and the surface layers now go into tension as contraction is attempted. Peak 
tension occurs at pointS, promoting transgranular cracking since the corresponding strain 
rate is high and the temperature has reduced. Later, when the whole structure cools, the 
yielded section at A is forced into compression by the surrounding metal. The residual 
compression stress P (again, approximately at the original strain level) does not necessarily 
create damage, but when many rapid heating and cooling cycles are repeated from point P, 
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the system shakes down to a closed hysteresis loop PQRS at the surface, leading to the 
initiation and propagation of multiple thermal fatigue cracks due to reversed plasticity. 

1.2.2 Thin Section Component 

The sequence described above is most often associated with power plant when required to 
start up and shut down rapidly (temperature range 25-565°C). However, essentially the 
same cycle occurs in aero-engine components such as blades and vanes, although the time 
sequence for key events in the cycle is very much reduced. In Fig. 1.2 we have an example 
of a hysteresis loop [12] experienced by a turbine blade during take off, cruise and landing 
(temperature range 200-1 050°C). 

1.3. Examples of Thermal Shock 

Table 1.1: Instances of Thermal Fatigue Cracking [1] 

Component Material Comments 

Ingot moulds Cast iron Operation above 800°C 
Hot rolls Forged steel,. cast iron Rolling temperatures 500-

Dies (die casting) Various steels 
900°C. O.lmm deep cracks 
Carburization improves 
life 

Forging dies Steel +3%Mo, Ni Pre-heating reduces 
problem 

Brake drums Cast iron Addition of graphite 
alleviates problem 

Railway wheels Up to 0.7%C steel Temperatures up to 540°C 

Centrifugal casting moulds 2114CrMo 
attained on braking 
Craze cracking after 1000 

Fast reactor mixing tee Austenitic stainless steel 
operations up to 600°C 
Temperature transients up 
to 250°C in sodium 

BWR feedwater system 304 stainless steel 270°C operating, then shut 
down 

Superheater tubes 1Crl/2Mo, 21/4CrMo, 347 'On load de-slagging' 
stainless steel (water quenching) 

Inlet headers, ligaments 2114Crl2Mo, 1Crl/2Mo Suspected quench events 
during start up 

Turbine casing 1/2CrMoV Temperatures up to 550°C 
Steam chests Cast C steel Temperatures up to 360°C 
Valves Austenitic steel Temperatures up to 600°C 
Turbine rotors Forged 1 CrMo V Cracks from grooves 
Gas turbines (blades, Ni or Co base superalloys Operation between 600°C 
vanes, combustor liners) and 1050°C 
Gun barrels Low alloy steel Cracking 6mm deep after 

-2000 rounds 
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From the above it may be deduced that (i) components may see either an upshock, or 
downshock, or both depending on the relative heating and cooling rates, (ii) the magnitude 
of the surface stress, and hence the amount of yield, depends on the component thickness 
and (iii) the magnitude of the temperature step change at the surface is not the same as the 
temperature differential in the metal (Ts -Tav) that causes the maximum stress during either 
upshock or down shock. This is examined below. 

Examples of thermal shock in service components have been given recently [ 1] and are 
reproduced as Table 1.1. An example of craze cracking in a carbon steel economiser 
recirculating valve is given in Fig. 1.3. The wall thickness was 46 mm and the cracks had 
penetrated to about 6 mm. It is believed that repeated hot water ingress onto a cool valve 
was responsible (upshock). However since temperatures were relatively low, cracks were 
transgranular and there was evidence that they had become dormant. 
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Fig. 1.2 Typical turbine blade hysteresis loop [ 12] Fig. 1.3 Craze cracking in valve bowl [I] 

In contrast, a through-wall leak occurred in a 316 austenitic steam pipe at Eddystone 
supercritical power station in the USA [ 13]. A cross section of the cracked main steam pipe 
is shown in Fig. 1.4a. The cause of the premature piping failure was intergranular cracking 
due to creep rupture, Fig. 1.4b. This failure mode occurred because of residual tensile 
stresses at the outside surface induced in the piping by repeated thermal down shocks at the 
inner surface [ 13]. The origin of self-equilibrated stresses across the section is considered 
later. 

An example of multiple transgranular cracking at the inside surface of a l/2CrMoV reheat 
pipe, which periodically filled up with water, involving some 4350 start up events, is 
shown in Fig. 1.5 [I]. 
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Fig. 1.4 Steam pipe intergranular cracking [I J) Fig. 1.5 Transgranular cracking [I) 

1.4. Laboratory Simulation 

Distinction should be made between the thermal shock test and the thermo-mechanical 
(TMF) test. The former is usually a simplification of a component shape (wedge, disc, 
cylinder etc.) relying on internal thermal constraint and temperature gradients to produce a 
self-equilibrated stress field. In TMF tests, thin hollow specimens are usually employed for 
excursion rates of 10-20°C s-1 in order to avoid temperature gradients [14]. The specimen 
thus represents a 'volume element' in a component and a variety of temperature/strain 
combinations can be applied at will ('out of phase', 'in-phase', 'diamond cycling' etc.). The 
measured stress-strain response is not strictly "mechanical property" data because the yield 
stress is continuously changing, see Fig. 1.2 for example. 

1.5. Useful Relations for Preliminary Lifetime Assessments 

Assuming perfect elasticity during a quench or rapid heat event, the peak (equibiaxial) 
thermal stress generated at the surface is : 

..... ( 1.1) 

where v is Poisson's ratio, Ts is the surface temperature and Tav is the volume average 
temperature, E is Young's modulus and a is the coefficient of expansion [15, 16]. 

To a very good approximation, the maximum value of (Ts- Tav) occurs after a transit time, 
t, [17] when the heat wave just reaches the opposite face: 
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..... ( 1.2) 

where pis the density of the metal, c is the specific heat and W is the component (wall) 
thickness and k is the thermal conductivity. 

The value of Ts- Tav may be calculated from the following expression [18]: 

T0 3.25 ( 16) --"--=1.5+--0.5exp --
Ts- Tav f3 f3 

..... (1.3) 

where f3 is the Biot number(= hW/k) where h in turn is the heat transfer coefficient. The 
term T 0 is the initial uniform temperature difference between the body and that of the 
cooling (or heating) medium i.e. for when a step change in temperature occurs. This 
expression has been developed by Houtman [ 19] for calculating (i) temperature 
differentials in the metal for a linear temperature change at the surface (ii) inelastic strains 
from elastic strains. 

When temperature changes occur inside a body, the inner/outer surface temperature 
difference, 11T', in a cylindrical body at any time tis given by the expression [20]: 

..... (1.4) 

where Q is the temperature ~amp r~e at the inner surface, r 0 is the outer radius, l'i is the 
inner radius, J.1 = r/r0 , A= x1 k I psri and :q is a function of J.1 as shown in Fig. 1.6. 

During the steady state the exponential term disappears. The ratio of the temperature 
differential to the inner/outer difference is then given (Fig. 1.6) [20] by: 

..... ( 1.5) 

It can hence be shown [21] that if the cylinder is perfectly lagged, so that under quasi 
steady state conditions the outer and inner surface temperatures are increasing at exactly the 
same rate, the axial thermal stress, az, at any radius r is given by: 

EaQpc {" 2 2r2 4 [I 1'0 2 1 r ]} az= .~+J.l --,., ---,., n-+J.l n-
. 8k(l- v)r~ r~ I - J.l- r J.lro 

..... ( 1.6) 
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Fig. 1.6 Temperature differential calculation Fig. 1.7 Self-equilibrated stress example [22] 

1.6. Worked Example [22] 

A steam header of outer radius 254 mm and inner radius 152 mm is heated at the inside 
surface at a rate of 1 ac min-1. Compare the thermal stress profiles for the case of a header 
manufactured out of (i) a ferritic steel and (ii) an austenitic steel respectively. (The 
following constants may be assumed: p = 7.8 x 103 kg m-3, c = 5.1 x 102 J kg-! ac-I, k = 24 
w m-1 oc-1 for the austenitic steel and 35 w m-1 oc-1 for the ferritic steel, E = 1.5 X J05 
MPa, v = 0.3, a= 1.5 x 1Q-5ac-1 for the ferritic steel and 2.0 x 1Q-5ac-1 for the austenitic 
steel. 

Substituting relevant values in equation ( 1.6) and plotting out the stresses across the wall 
thickness as shown in Fig. 1. 7 it is seen that for the given heating rate, thermal stresses 
generated in the austenitic steel are everywhere about twice those in the ferritic steel. The 
zero stress corresponds to the position of Tav in equation ( 1.1 ). 

In this problem it is noted that the stress changes sign across the wall (compressive stresses 
near the bore balanced by tensile stresses near the outside. Also from equation ( 1.6) it is 
noted that thermal stresses themselves vary linearly with heating rate. 

1.7. Choice of Material 

A material's resistance to crack initiation in thermal shock can often be determined by a 
'merit order' parameter R, which is defined as: 

..... ( 1. 7) 
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where ay is an appropriate (cyclic) yield stress. The higher the value of R, the less is the 
likelihood of thermal fatigue crack initiation [1]. Typical values of Rare given in Table 1.2. 
Equation ( 1. 7) is thus an approximate guide to thermal fatigue resistance containing both 
physical and metallurgical parameters. A notable example is the use of single crystals in the 
[001] direction for gas turbine vanes and blades. Such alloys have relatively high yield 
stresses and a low value of Young's modulus in this direction [12]. 

Table 1.2: Typical R values given by equation (8) [1] 

Alloy 

316 
Esshete 1250 
9Cr1Mo 
9Cr1Mo, aged 
'Strong 9Cr1Mo' (T91) 
12CrMoV 
2114CrMo, normalised & tempered 
21/4CrMo, annealed 
2114CrMo, service-exposed 
718 

20,-----------------------~ 

10 ----

"' E -10 9CrMoV 
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Fig. 1.8 Geometry effect for given transient [21] 
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Surface stresses generated by very severe shocks are dominated by the heat transfer 
coefficient and are independent of the term k, whilst mild shocks must also take component 
thickness into account. This has been examined by Rees [21]. In the case of a header of 
fixed outer diameter 455 mm, four materials were considered in a replacement design, 
namely one austenitic alloy (Esshete 1250) and three ferritic alloys (9CrMoV, 12CrMoV 
and 2114Cr1Mo). Based on long term creep life, the design wall thickness for these 
materials was 48 mm, 45 mm, 57 mm and 102 mm respectively. By means of equation 
(1.6) and using 400°C materials data (a reasonable estimate at maximum thermal stress) the 
stress profiles were calculated and the results are shown in Fig. 1.8 for a Q value of 1 °C 
min-1 which kept stresses below yield. An elastic-plastic calculation was in addition carried 
out for a more severe heating rate of 20°C min-1. The general conclusion in both cases was 
that, relative to the 9Cr steel, the bore stresses developed in 2114CrMo cylinders were 7 
times greater; for Esshete 1250 the factor was 2.5 while for the 12Cr steel it was 2. 

Such calculations can be translated into modified start-up procedures to reduce thermal 
stresses, arranging for (i) internal gas cooling as is done in many designs of gas turbine 
blades or (ii) pre-warming of key components [23]. Typical bore stresses induced for a 
given start up rate expressed in MW min-1 are given in Fig. 1.9 . 

. 1.8. Use of Assessment Codes 

When cracks are discovered during routine overhaul of large components the traditional 
remedy is either to repair (by excavation and welding), to machine out the defected area as 
in a rotor [24] or to replace the defected item. The alternative strategy of leaving the 
component in service until a replacement can be manufactured entails an integrated crack 
growth calculation which relies on (i) knowledge of temperature gradients generated at the 
area of interest during heating and cooling cycles (ii) elasto-plastic stress analyses and (iii) 
relevant high temperature materials data. This is an example of a remaining or extended life 
calculation and for safety, pessimistic (i.e. conservative) materials data should be used to 
predict future behaviour. It may be noted that steps (i) to (iii) may also be applied at the 
design stage, estimating service cycles to crack initiation followed by integrating crack 
propagation rates from a notional crack depth to some acceptable final depth, assuming 
stable growth. In this case also, upper bound crack growth rates should be used, based on 
reliable laboratory data. 

In contrast, a post mortem or retrospective failure analysis would require 'best estimate' 
crack growth data to explain how a particular failure had come about. This may require 
further testing of service-exposed material. Care must be taken in applying the Codes [6-8] 
in this latter mode since safety factors have sometimes been applied to original laboratory 
data which are not always apparent. The Codes will be referred to from time to time in this 
chapter. ASME-N47 and RCC-MR contain much physical property and materials data for 
use in stress analysis while R5 specifically caters for creep-fatigue crack growth in the 
short and deep crack regimes. 
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2 ·STRESS ANALYSIS AND SUPPORTING LABORATORY DATA 

2.1. Introduction 

As well as the more familiar assessment Codes such as ASME N-47 [6], RCC-MR [7] and 
the R5 procedures [8], many organisations have their own in-house design and assessment 
rules [9]. This section will largely concern the final stages of an assessment where materials 
properties are closely connected with the engineering input parameters. Before this stage, 
much preparatory analysis has to be done on bulk structural response, examples being as 
follows: 

• Classify stresses as primary, secondary or bending 
• Check for structural shakedown/ratchetting 
• Check for significant creep 
• Determine elastic follow-up factors 
• Determine reference stresses/limit loads 

S1ram range 

Z =clastic follow-up region 

CYCLE 1 

CYCLE 401 

CYCLE 751 

·0.2 

I 

STRESS 
MPo 

-100 

Fig. 2.1 Typical service cycle Fig. 2.2 Hysteresis loop evolution in flange [28] 

A typical service cycle is shown in Fig. 2.1: its determination might well have involved a 
full finite element analysis or it might have been deduced by more simple means from 
available service records. In either case materials data are required for (i) determination of 
the deformation loop itself and (ii) the effect of repetitions of that loop on 
material/component integrity. 

Materials properties may further be subdivided into the well known physical constants (E, 
a, c etc. as encountered in thermal shock) and other properties depending on metallurgical 
and environmental considerations. Examples of these are: 

• Yield or specified proof stress values 
• Fatigue endurance, with and without dwell 
• Creep rupture life and elongation to failure 
• Monotonic loading and cyclic stress-strain response 
• Stress relaxation properties 
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Sometimes such data can be found in the Assessment Codes [6-8], usually as smoothed 
curves or lower/upper bounding lines where unspecified laboratory data have been 
subjected to a safety factor. Original fatigue data have also been published separately in 
compendia [10, 25]. However for satisfactory lifetime assessments it is inevitable that 
additional testing will be called for, sometimes on extracted portions of the service-exposed 
component. 

2.2. Stress Analysis: Contained Deformation 

It is important to distinguish between two types of stresses. Thermal transients are 
examples of secondary stresses, i.e. they cause no net force across the component and so 
are self-equilibrated. Thus an induced tensile stress at the surface due to cooling must be 
balanced elsewhere in the section by a compressive stress. In contrast , primary stresses 
arise from mechanical sources such as end loads and hoop stresses due to internal pressure. 
The study of stress-strain fields and their evolution in structures is known as cyclic inelastic 
analysis. The calculations must be pursued until stress redistribution has occurred and 
stabilisation reached in each volume element of the structure. Complicated finite element 
calculations requiring constitutive equations are sometimes employed. However simplified 
methods are available which assume isotropic or kinematic hardening [26]. Alternatively, if 
the design calculation requires more accurate cycle-by-cycle data, then these may be 
supplied by direct experiment or computer simulation. Visco-elastic laws and the 
Bauschinger effect may also describe the process [27]. In either case the gradual change in 
stress range and plastic strain range are recorded. Figure 2.2 shows the results of a 
simplified analysis on hysteresis loop evolution in a thin shell/flange feature operating 
between 494°C and 675°C [28]. 

In thermal fatigue assessments it will be assumed for simplicity that all components have 
shaken down to a steady state i.e. there is no further ratchetting. Creep damage is generally 
assumed to occur in stress relaxation rather than in forward creep. This is the reason why 
during the last 40 years, high temperature LCF and other related tests have been performed 
in displacement or strain control. 

The link between engineering stress analysis and the tests from metallurgical and materials 
science is made as follows: 

• Calculations are performed and an agreed cyclic deformation curve is entered in order 
to establish a settled total strain range 

• This strain range is then entered into an agreed endurance curve, such as that shown in 
Fig. 2.3, to arrive at a number of cycles to failure. 

2.3. Stress-strain Relations 

2.3.1 Uniform Stress 

A simple but very useful constitutive relation for the hysteresis loop is provided by the 
Ramberg-Osgood law [29]: 

..... (2.1) 
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where l:la is the stress range (peak tension - peak coml?ression), /:lep is the plastic strain 
range (width of hysteresis loop at zero load) and A and p are constants. Thus a logarithmic 
plot of l:la (from the tips of the loops) versus corresponding values of /:lep should yield a 
straight line of slope f3 and intercept A at unit strain. Some values of A and f3 for typical 
high temperature alloys are given in Table 2.1 [30]. 

Table 2.1: Stabilised Constants for Cyclic Stress-strain [30] 

Alloy Temperature, A,MPa f3 oc 
21/4Cr1Mo, annealed 593 979 0.173 
1 CrMo V rotor 538 1008 0.090 
9Cr1MoV-Nb 538 676 0.110 
AISI 1010 538 915 0.228 
304/308 weld 482 1330 0.142 
AISI 347 600 1354 0.163 

700 1148 0.185 
AISI316 600 1375 0.134 
A286 600 4390 0.229 
IN617 760 1590 0.140 
Inconel 718 650 2896 0.138 
Hastelloy X 760 1772 0.215 

Table 2.2: Evolutionary Response during Cyclic Stress-strain [30] 

Alloy Temperature, oc Response 

21/4Cr1Mo, annealed 538 H 
1 CrMo V rotor 538 s 
9CrMoV-Nb 538 s 
AISI 1010 650 Stable 
304/308 weld 593 H 
AISI 347 538 H 

760 H 
AISI 316 600 H 
A286 600 s 
IN617 760 H 
Inconel 718 200-650 s 
Hastelloy X 538 H 

" 760 H 

It should be noted that the above parameters are characterised during the stable state i.e. 
after the evolutionary stage where alloys usually cyclically soften or harden. Typical 
evolutionary data are presented in Table 2.2 [30]. Many analyses require specific early 
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cycle data and this is usually supplied as I st, lOth, IOOth cycle response. There is no agreed 
method for presenting evolutionary parameters. 

The engineering parameter of interest is usually the total strain range, which is the sum of 
the elastic and plastic strain ranges: 

and so substituting from equation (2.1 ): 

If the total strain range is given, equation (2.3) must be solved numerically for !:!a. 

t:.( 
TOT 

.. ... (2.2) 

..... (2.3) 

Fig. 2.3 Cycles from endurance curve Fig. 2.4 Two ways of plotting hysteresis loops 

Equation (2.3) is depicted in Fig. 2.4a as the broken line i.e. with the compressive tips 
superimposed at one origin. If the loops and corresponding tip loci are nested as shown in 
Fig. 2.4b, this is equivalent to plotting equation (2.3) in terms of semi range l:!a/2. The 
value of f3 is unchanged but the A values must be divided by 21-{3. This plot is useful for 
comparing cyclic with monotonic loading. 

Other relations are available for describing cyclic stress-strain behaviour [30]. However, 
advantages of the Ramberg-Osgood relation are: 

• The locus depiction is a very good approximation to the actual path taken 
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• 
• 

The parameters f3 and A are coupled such that {3/A is generally constant 
Low values of f3 imply a higher 'yield' stress 

31 

• Generally, deformation at low strain rates reduces the A value in a given alloy 
• Equation (2.1) is useful for comparing alloys on the basis of a 'cyclic proof stress'. An 

example is given in Fig. 2.5 [31]. 
• The von Mises form of equation (2.3) for the equibiaxial stress state is: 

11.a 1 (11.a)l/f3 11.Et =(1- v)-+--
E 2 A 

where vis Poisson's ratio. Equation (2.4) is useful for thermal shock analysis. 
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Fig. 2.5 0.05% cyclic proof stresses [31) Fig. 2.6 Strain concentration factors [30) 

2.3.2 Stress and Strain Concentration 

In rotors, steam chests etc. many stress concentrators such as grooves, changes in section 
enhance the strain compared with that occurring remotely [32]. A very simple method of 
calculating the increased stress or strain at these locations has been given by Neuber [33]: 

K K = dEt max X /).a max = K2 
E cr 11.£ 11.a t 

t 

..... (2.5) 

where Kt is the elastic concentration factor, KE is the strain concentration factor and Kcr is 
the stress concentration factor. The subscript 'max' denotes conditions at the root of the 
groove etc. 
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Combining equations (2.3) and (2.5) we thus have an expression for the total strain range at 
the root of the groove: 

..... (2.6) 

Thus, given conditions .!le1, Lla remote from the concentrator, equation (2.6) may be solved 
numerically to calculate the local (total) strain range. As shown below, the more usual 
interpretation of the Neuber expression is the intersection of the cyclic stress-strain curve 
with the hyperbola Lle1Lla = constant. Other expressions have been derived [30] and in Fig. 
2.6 are plotted curves for a rotor steel showing how the strain concentration factor increases 
with normalised (i.e. to the yield stress) nominal strain range. 

It may be noted that equation (2.6) is valid even when Kt = 1. This occurs for example for a 
contained plastic zone in a strain gradient i.e. one surrounded by undeformed material as in 
thermal shock, even in the absence of a notch [28]. 

2.3.3 Worked Example 

A cylinder of 9Cr1Mo steel at 565°C is thermally quenched at the bore and the peak 
temperature difference (equation (1.1)) was found to be 286°C. A representative 
temperature in the yield zone may be taken as 300°C., Assuming a= 12 x I0-6, E = 1.8 x 
1 o5 MPa, A = 1881 MPa, f3 = 0.193 and v = 0.3 what is the thermally induced strain at the 
bore? 
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Fig. 2.7 Illustration of Neuber construction 
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Fig. 2.8 Initiation from endurance curve [3 1) 

From equation (1.1) the starting (elastic) stress is 865 MPa, corresponding to a strain range 
of 0.0034. Putting Kt = 1 in equation (2.5) we therefore plot the hyperbola .!le1.!la = 865 x 
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0.0034. This intersects the cyclic stress-strain curve given by equation (2.4) at a strain 
range of 0.0046 as shown in Fig. 2.7. 
The same result may be obtained by combining equations (2.4) and (2 .5), putting K1 = 1 
and noting that Llcr =Eel( 1-v) to give: 

A - M} 1{ EM} }1!{3 
Llet max - --'-- + -

Llet max 2 (1- v)ALlet max 
..... (2.7) 

which must be solved numerically to give Lletmax = 0.0046. This strain range may be 
entered in an endurance curve , Fig. 2.8 [31], to predict bore crack initiation after about 
8000 cycles of repeated heating and quenching. 

2.4. Types of Laboratory Data 

Data such as those in Table 2.1 are examples of results obtained on a reverse-loading 
uniaxial testing machine operating in closed loop control , see Fig. 2.9. This type of 
arrangement, with appropriate heating, rigid grips , X-Y recorders etc . [34] is capable of 
producing the data listed below in support of lifetime assessments. 

LOAD CELL 

+ 

SERVO- CONTROLLED 
~ ACTUATOR 

TRANSDUCER 

Fig. 2.9 Push-pull load train 

2.4.1 Cyclic Stress-strain 
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Fig. 2. 10 Dwell effect in I/2CrMoV steel at 550°C [37] 

Data can arise as the by-product of total endurance tests, values typically being taken at 
half life. Otherwise, specially conducted block loading tests (incremental step, multiple 
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step) may be undertaken on a single specimen to produce data economically [30]. Energy 
accumulation methods may be used [35] to guard against crack initiation which would 
invalidate the data. 

2.4.2 Cyclic Stress Relaxation 

Relaxation data are required to calculate the creep component of damage experienced while 
plant is running under steady load. Usually this takes place under constant strain conditions 
in the laboratory. In service, relaxation can occur under increasing total strain, known as 
elastic follow-up. The creep rate is defined by: 

de 

dt 

Zda 

E dt 
..... (2.8) 

where Z = 1 for a constant strain hold and Z = oo for steady state creep. In service a typical 
value of Z for cantilever Bnd cylinder-plate applications is about 3. 

2.4.3 Fatigue Endurance 

The apparatus of Fig. 2.9 is used to determine endurance plots of total strain range against 
number of cycles to a failure criterion (complete specimen severance or specified load 
drop, see Section 4 ). Sometimes the plastic strain range is used since, following the original 
experiments of Coffin [136], this is considered the damaging parameter, and furthermore 
gives a straight line on a logarithmic plot: 

N{ ~Ep =constant ..... (2.9) 

where yis the slope. For many strong alloys however the plastic strain range becomes very 
small at quite high values of total strain range. 

2.4.4 Fatigue Endurance with Dwell 

Depending on the application, creep dwells are inserted in each cycle at (i) peak tension 
[37], (ii) peak compression [38], (iii) zero mean strain [39] or a combination of these. In 
low alloy ferritic steels, tension dwells are more damaging whereas the opposite is often 
reported for superalloys [40]. The data of Fig. 2.10 indicate the typical reduction in 
endurance that can occur in a I /2CrMo V steel at 550°C with prolongation of the dwell time 
[37]. 

2.4.5 Cyclic Short Crack Growth Data 

As discussed in Section 5, short crack growth data can be determined on the set-up of Fig. 
2.9, generally using potential drop to monitor the advance rate [3]. Dwells may in addition 
be introduced. The aim is to reproduce directly in the specimen likely growth rates 
experienced at the component surface. 

2.4.6 Cyclic Deep Crack Growth Data 

For this application, totally different specimens such as compact tension or 4-point bending 
[41] are used, since for cracks propagating more deeply into the component the measuring 
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parameter is the (effective) range of stress intensity, see Section 6. Ingenious arrangements 
are available for tension-compression cycling with these specimens [41]. 

2.4. 7 Creep Crack Growth Data 

Compact tension specimens are again used for the determination of creep crack growth 
data. In this case however either a steady or interrupted tensile load is applied. This topic is 
dealt with in other chapters in this book. 

2.4.8 Creep Data 

Standard creep data are used as part of a damage assessment. The parameter of interest is 
the variation of ductility with strain rate. Further details are provided in Section 3. 

2.5. Analysis of Evolutionary Behaviour 

It is finally emphasised that almost all numerical parameters concerning stress-strain 
response refer to the stabilised state. Cyclic inelastic analyses quite often require the stress 
strain curve to be entered at an earlier state. Exponential-type relations with advancing 
cycles have been proposed and have been compared [30]. Over a limited initial cycle range, 
the following relation has been found satisfactory [30, 35]: 

(2.10) 

where the terms C (the initial stress range) and A are constants. For cyclically hardening 
materials, A is positive whereas for those materials which soften, A is negative. Some 
examples are given in Table 2.3 [30]. 

Table 2.3: Evolutionary Parameters for High Temperature Alloys [35] 

Alloy oc 
Aet.% C,MPa .A. 

316 550 0.6 278 0.114 
1.2 321 0.176 
2.0 378 0.216 

9Cr1Mo 550 0.6 630 -0.051 
1.2 675 -0.55 
2.0 683 -0.052 

Nimonic 101 850 0.5 776 -0.007 
0.7 989 -0.025 
1.2 1123 -0.039 



36 R.P. Skelton 

3. LINEAR DAMAGE THEORIES OF CREEP-FATIGUE 

3.1. Introduction 

Our concern is to estimate the number of service cycles to initiate cracking under creep­
fatigue conditions. The assumption is that creep and fatigue damage may be evaluated 
separately and simply summed to obtain the total damage due to all service cycles. The 
simplest damage techniques use a linear summation of the separate effects of fatigue and 
creep: 

..... (3.1) 

where the subscripts 'f and 'c' in the total damage factor t1J refer to fatigue and creep 
respectively. Methods for creep-fatigue lifetime prediction have been reviewed [37, 40]. 
They include: 

• Frequency-modified strain range methods 
• Strain range partitioning methods 
• Time fraction and ductility exhaustion methods for creep 
• Energy expenditure methods [35, 42] 

In the following we concentrate on those techniques used in the R5 procedures [8], 
particularly the ductility exhaustion aspect, but also taking a close look at energy methods. 
Fatigue damage arises predominantly from cyclic plasticity and is related to the total strain 
range. Creep damage results from creep strain, either as forward creep or as reversed creep 
e.g. stress relaxation strain compensated by reversed plastic strain, see Fig. 2.1. Creep 
damage is uniformly distributed in the bulk whereas fatigue damage is associated with the 
initiation of a small surface crack. There is no mechanistic substantiation for the linear 
addition of the two damage types to unity - the evidence is empirical and the assumption is 
common to most of the models. (There are, in addition, non-linear damage accumulation 
models and oxidation-fatigue models [5].) Physically, creep strain and the rate at which it is 
accumulated reflect creep mechanisms giving rise to microstructural damage. 

3.2. Scope and Procedure 

As originally conceived, the R5 Procedure [8] was intended for ferritic and austenitic steels 
and their weldments but the initiation procedures could in principle be extended to 
superalloys operating at temperatures approaching 1000°C. The component or structure is 
assumed to be defect-free but may contain grooves, notches or other changes in section. 
The loading may arise from thermal and/or mechanical sources and produce a residual 
stress state. Each operational cycle is assumed to induce cyclic plasticity and any creep 
component during steady running may involve a degree of elastic follow-up. 

For an assessment, the R5 Procedure follows these logical steps [8, 43]: 

• 
• 
• 
• 

Determine the loading history of the component or feature 
Determine cyclic stress-strain deformation loops 
Obtain creep-fatigue endurances 
Calculate the total creep-fatigue damage, <P 
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• Assess whether crack initiation will occur 
• Perform a sensitivity analysis 
• Report the results 

These aspects will be enlarged upon in Section 7. An assessment may involve considerable 
laboratory testing if data are unavailable in the literature. 

3.3. Definitions 

As already discussed, the parameters associated with the cyclic stress strain loop are ~cr. 
~Et, ~Ep as shown in Fig. 3.la. In addition, if a dwell occurs somewhere in the loop, it is 
necessary to know the starting stress, 0'0 and the follow-up factor, Z, given by: 

e' 
Z=­

~e' 

see Fig. 3.1 b. The rate of stress relaxation is given by equation (2.8) viz.: 

see Fig. 3.2. 

;\o 

I 
I 
I 
I 

I I 

... ~--- 6~t---i .. ~l 

de Zdcr 
-=---
dt E dt 

Fig. 3.1 Definition of loop and dwell parameters 

A well known equation of stress relaxation is due to Feltham [44]: 

0'0 - 0' = b ln(at +I) 

..... (3.2) 

..... (3.3) 

..... (3.4) 

where tis elapsed time and a, bare constants. It can be shown that in the presence of elastic 
follow-up, equation (3.4) is modified to: 
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..... (3.5) 

The corresponding strain rate is given by: 

..... (3.6) 

The relation between initial stress and time, equations (3.4) and (3.5) for a typical material 
is shown in Fig. 3.3. 

Note: Equations other than the Feltham relation may be used. 
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Fig. 3.2 Establishment of relaxation rate 

3.3.1 Fatigue Damage 
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Fig. 3.3 Relation between initial stress and time 

The fatigue damage per cycle, Df, is formally defined as the inverse of the continuous 
cycles to failure at some specified criterion. In the R5 procedures, at each respective strain 
range, laboratory failure data, Nf, are converted to an earlier failure criterion, N0 , linked to a 
specific embryo crack size a0 as defined by the user. Details are given in Section 4. Thus: 

..... (3.7) 
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3.3.2 Creep Damage 

Unless specific long-term creep-fatigue endurances are available [37, 45] which take into 
account (i) the position and duration of the dwell in the cycle, (ii) elastic follow-up effects 
(iii) the creep strain rate during the dwell (iv) frequency effects and (v) the effect of prior 
service exposure, creep damage may be calculated by using existing long term creep failure 
and ductility data (where the average strain rate is the ductility divided by the time to 
rupture) and performing stress relaxation tests under cyclic conditions. The traditional 
damage method uses Robinson [46] time summation of the form Ltltf, but for creep fatigue 
problems ductility exhaustion (Lc/Ef) is generally preferred [47]. 

The creep damage per cycle, De, is thus obtained from the expression: 

D = fth (dE I dt) d 
c J, ( d ) t 

0 Effn d~ 
..... (3.8) 

Equation (3.8) is expressed in an integrated form because quite often ductility decreases as 
the strain rate decreases, see Fig. 3.4. If compressive dwells are believed to be less 
damaging, equation (3.8) can be simplified by retaining an upper bound (constant) value of 
ductility. 

0 3 

0 1 -

Creep 
Ductility 

0 1 

3.3.3 Total Damage 
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+ 
+ 

+ 
+ 

+ 
+ 

+ 
Curve used for 
best estimate. 

Fig. 3.4 Typical strain-rate ductility plot 

The total damage per cycle is the sum of equations (3.7) and (3.8): 

..... (3.9) 
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so that the creep-fatigue endurance is given by the reciprocal value: 

..... (3.10) 

Equation (3.10) is also the basis for damage factors employed in crack growth, see Sections 
5 and 6. 

3.4. Damage Diagram 

From equation (9) the total damage, @, resulting from all service cycles of type j is given 
by: 

<P=_L-1 
. NaJ· J , 

..... (3.11) 

If the total damage lP > 1 then initiation of a crack of depth a0 is predicted. 

Alternatively, the creep and fatigue components may be plotted separately on the axes of a 
Damage Diagram: 
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• The total fatigue damage tPt for all service cycles is l!No,j 
• The total creep damage <Pc for all service cycles is Dc,j 

These are plotted as shown in Fig. 3.5. If the point (A, B, C etc.) lies within the envelope, 
crack initiation is predicted not to occur. 

3.5. Worked Example on Creep-fatigue Damage 

From a cyclic relaxation test with a lO h dwell in the laboratory it was established for a low 
alloy steel at 570°C that the constants in equations (3.5) and (3.6) for a starting stress of 
200 MPa were B' = 0.075 and b = 5760 for strain rate expressed in h- 1• Using equation 
(3 .8), estimate the creep damage accrued during the dwell. 

If this dwell is combined with a continuous cycle at a strain level where (continuous 
cycling) crack initiation would occur in 1000 cycles, can the specimen (or simulated 
component) sustain 300 creep-fatigue cycles without crack initiation? 

(Note: The variation in ductility with strain rate (in s-1) may be taken as: 

Ef = 3.18 + 0.38log( ~~) ..... (3.12) 

between 10% (0.01) and 83% (0.83) and this is shown plotted in Fig. 3.6. Assume Z = 3 for 
the service location and E = 1.5 x 10 5 MPa.) 
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Fig. 3.6 Ductility-strain rate (Worked Example) Fig. 3.7 Expended energy partition [35] 
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For simplicity we divide the dwell period into (i) 10 steps over the first hour (where 
relaxation is rapid and (ii) 10 steps over the remaining 9 h (where relaxation is more 
gentle), see Fig. 3.2 for example. We set up Table 3.1 containing the times, the strain rate 
(equation (3.6)) in that time interval, the corresponding ductility at that strain rate, equation 
(3.12) and the damage accumulated in the interval given by (dEidt)/Ef x & where Bt is 360 s 
in the first hour and 3600 s thereafter, compare equation (3.8). Incremental damage is also 
indicated in Table 3.1. By summing these increments, the total damage in the 10 h dwell is 
found to be 1.52 x IQ-3. 

Table 3.1: Creep Damage Calculation 

t, h 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

dE/dt, 8.29 4.16 2.77 2.08 1.66 1.38 1.18 1.04 0.93 0.83 

s-1 
(x 10-7) 

Ef 0.87 0.76 0.68 0.64 0.60 0.57 0.55 0.53 0.51 0.49 

Damage 3.43 1.98 1.45 1.17 0.98 0.87 0.78 0.71 0.66 0.61 
incre-
ment 
x 10-4 
t, h 2 3 4 5 6 7 8 9 10 -

dE/dt, 4.16 2.77 2.08 1.66 1.38 1.19 1.04 0.93 0.83 -

s-1 
(x 10-8) 

Ef 0.38 0.31 0.26 0.22 0.19 0.17 0.15 0.13 0.11 -

Damage 0.40 0.32 0.29 0.27 0.26 0.25 0.25 0.26 0.27 -
incre-
ment 
X 10-4 

For 300 service cycles the fatigue damage is 300 x 1/1000 i.e. 0.3 from equations (3.7) and 
(3.11). To this we add the total creep damage of 300 x 1.52 x 10-3 i.e. 0.46 and so from 
equation (3.1) the total damage is 0.76. Creep-fatigue crack initiation is therefore unlikely. 

This may optionally be demonstrated by plotting <Pf = 0.3 and <Pc = 0.46 in the Damage 
Diagram of Fig. 3.5 and observing that the point lies within the envelope. 
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3.6. Accumulated Energy Criterion 

One of the earliest ideas in fatigue is that a material will fail when the net work expended 
(area of hysteresis loop) reaches a critical value. In fact the general damage summation 
relation of the form I..N/Nf = 1 embraced by the R5 procedures is based on the Palmgren­
Miner hypothesis [48, 49] which was expressed in energy terms: 

..... (3.13) 

over each cycle of type i. Miner defined failure as 'the inception of a crack' [49]. 

Under some circumstances at high temperature, the term Wf has been shown to be a 
material property, reasonably independent of strain range [35]. Once its value has been 
established, it may be taken out of the summation sign as follows: 

1 
-_Lw=1 
wf i=l 

..... (3.14) 

This leads to considerable reductions in experimental testing since Wf does not require to 
be established at each strain range. There is however some variation with temperature [35]. 
Typical values of Wf are given in Table 3.2. 

Table 3.2: Average Energy Values in Continuous Cycling [35] 

Material 
1CrMo0.25V, N&T 
1 CrMo0.25V rotor 
1CrMo0.25V rotor 
2.25Cr1Mo, annealed 
2.25Cr1Mo, annealed 
2.25Cr1Mo, N&T 
2.25Cr1Mo, Q&T 
9Cr1Mo, N&T 
304 stainless steel, ST 
304 stainless steel, ST 
316 stainless steel, S T 
Nimonic 101 

Temperature, oc 
482 
482 
538 
538 
566 
538 
482 
550 
566 
649 
550 
850 

Wf, Jmm-3 

4.0 
2.1 
1.8 
2.1 
1.2 
2.0 
3.1 
3.0 
3.0 
1.6 
0.7 
0.5 

It may be shown that the energy expenditure in a single cycle is given by ~a~Ep/(1 +{J). 
This may be expressed [4] as: 

~a(l + f3 )I f3 

w = (1 + {3)Allf3 
..... (3.15) 
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If a dwell is imposed at peak tension for example, the extra energy expenditure, ~. is 
illustrated in Fig. 3.7 and is given by the expression [35]: 

..... (3.16) 

Typical values of~. Wr and w for a rotor steel at 538°C are given in Table 3.3. Thus the 
extra energy expenditure during the dwell can account for a reduced number of cycles to 
failure (creep-fatigue interaction). 

Table 3.3: Energy Dwell Values for lCrMoV Steel at S38°C [35] 

0.051 
0.023 
0.012 

t:,.a, MPa 
947 
825 
692 

363 
391 
307 

Wr, Jmm-3 

1.17 
1.22 
1.87 

w,Jmm- ~.Jmm-

4.49 X lQ-2 1.11 X 10-3 
1.45 x 10-2 0.86 X lQ-3 
0.42 X 10-2 0.41 X 10-3 

It must be noted that the energy values are a measure of heat which has been dissipated in 
the specimen or volume element of the component. The amount causing damage with each 

. cycle is a very small fraction of this, Further, the model cannot account for the underlying 
microstructural changes which occur (generally transgranular cracking for continuous 
cycling and intergranular cracking for creep). 

3.7. Validation versus Assessment 

Safety against crack initiation can be 
assured by using: 

• Best estimate methodology 
• Pessimistic materials data 

In retrospective or diagnostic analysis 

it is appropriate to use: 

• Best estimate methodology 
• Best estimate materials data 
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Equation (3.1) is the failure locus on a Damage Diagram, as shown in Fig. 3.8. Thus if 
laboratory creep-fatigue endurances are plotted and lie wholly outside the envelope, then 
cPtotal > 1 and equation (3.1) is a safe bound. Similarly if a retrospective analysis of a failed 
component also gives a point outside the envelope by applying laboratory data in equation 
(3.1), then the model has been validated. Conversely, when assessing life at the design 
stage, all future operating cycles/steady running periods should combine to produce a point 
within the envelope for failure avoidance. This is the role of a sensitivity analysis. For 
example, if Nr from laboratory data were replaced by some earlier criterion Ni, the fatigue 
component 4>r would move all data points towards unity, so that a point initially within the 
envelope might end up outside it. 
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3.8. Closing Remarks 

In Section 7 a worked example shows the effect of a sensitivity analysis on a typical result 
by changing the input parameters if the conditions for crack initiation are violated. 
Depending on the component, the actions to be taken could include (i) repairing (ii) input 
data reappraisal (iii) changing operating procedures or (iv) undertaking a crack growth 
assessment. It is emphasised that two major assumptions of the present lecture have been (i) 
that isothermal data may be applied to situations where the temperature is changing (ii) that 
cyclic history effects may be neglected. 

4- PREDICTION OF FATIGUE CRACK INITIATION 

4.1. Introduction 

Our basic assumption is that significant crack growth cannot be allowed during the lifetime 
of a component. The purpose of low cycle fatigue (LCF) testing of small specimens is to 
determine a number of cycles to complete failure, Nf, so that this information can be used 
for predicting the lifetime. The specimen is taken to represent part of the component and so 
the term Nf for the small specimen represents crack initiation in a large component. On the 
other hand, more exacting criteria may be required for critical locations so that knowledge 
of cycles to crack initiation, Ni, in the specimen itself is desirable. Arbitrary failure criteria 
may be taken [11] as a 2% or a 5% tensile load drop reckoned from some saturation value, 
see Fig. 4.1. 

CRACK 
INITIATION 

FIRST SIGN OF 
CRACKING 

a=0·3mm 

10°/oLOAD DROP 
a= 1·2mm z: 

<( 
ex: 
>­
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--' 

10 

~1 

h 

UJ 
a. 

SPECIMEN 
, FAILURE 
\\a1::7.5mm 

0 
>-

NUMBER OF CYCLES 

0 5 3L.O_c_L...LJL.LJ.j, oL.o---'---'--'-.L..L..LJ1':'-o o=-=o:---'------'---'-' 

NUMBER OF CYCLES 

Fig. 4.1 Load drop in fatigue test(a) defines sensitivity of endurance (b) 

In Fig. 4.2, ABC is a strain concentrating feature in a component which produces a plastic 
zone of depth X as a result of temperature or mechanical strain cycling. The effects of a 
strain gradient in the zone are minimised by making the specimen width or diameter W « X 
(i.e. uniform strain conditions across the specimen). If X < W then either (i) the specimen 
diameter may be further reduced or (ii) the test may be terminated at a specified load drop, 
as discussed above. Thus initiation in both "thin" components (e.g. nuclear fuel element 
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cladding) and "thick" components (e.g. the region ahead of a heat relief groove in a rotor) 
may be modelled [50]. 

10 1 r---------------------------, 
A 

SPECIMEN 

316 steel 
593"C 

• 6.35 mm diam. solid 

o 1.27 mm wall thickness 

o 0.64 mm wall thickness 

No. of cycles 

Fig. 4.2 Specimen/component size effect Fig. 4.3 Solid/tube specimen size effect [51] 

An earlier failure criterion may also be obtained by testing thin components. In Fig. 4.3 is 
shown the earlier failure of tubular specimens 0.65 mm and 1.27 mm wall thickness 
compared with failure of standard 6.35 mm diameter specimens [51]. 

4.2. Fatigue Crack Initiation - the RS Approach on Size Effect 

The R5 approach [8] differs from other Codes [9] in that (i) the value of the damage factor 
in equation (1) of Section 3 is always set to unity and not < 1 as in some Codes, (ii) no 
safety factors are applied to fatigue endurance data, assessments being made either on a 
best-fit curve or a lower bound to the data, (iii) fatigue damage is not applied to the original 
database (which is generally based on laboratory specimen 'failure' to some specified load 
drop criterion which contains an element of crack growth) but to an earlier initiation point 
and (iv) the creep damage summation in equation (3.1) is effected with respect to strain 
(ductility exhaustion), not time as noted in Section 3. 

The concept has been discussed previously [9]. The relation for estimating initiation cycles, 
N0 , relies on the propagation characteristics of cracks in the 'short crack growth' regime 
immediately following initiation (discussed in Section 5). However the crack growth 
constants do not appear explicitly in the formulae. 

Partition of the fatigue cycles is indicated in Fig. 4.4. The term Nt represents the number of 
continuous cycles to failure at crack depth a1 in a laboratory specimen (this could represent 
5%, 10% load drop rather than complete severance). It is required to establish the quantity 
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N0 at a corresponding crack depth a0 • The value of a0 is chosen by the user, having regard 
to the component. The term Ni in Fig. 4.4 represents the number of cycles to a very early 
initiation depth ai ( = 20 ~m) for use as a fiducial reference, use being made of an empirical 
relation between Ni and N1 due to Pineau [52] . Along the sloping line in Fig. 4.4 crack 
growth rate in high strain fatigue is given by [2, 53]: 

da = BaQ 
dN 

..... ( 4.1) 

where Band Q are empirical constants [2, 53]. It is known that up to a certain crack depth, 
amin, experimental cyclic growth rates are constant [54], as indicated in Fig. 4.4. In the R5 
Procedure amin is taken to be 200j..lm. In the first Issue of R5 the Pineau relation [52] was 
modified to : 

(4.2) 

but in Issue 2 this has been changed to [55]: 

..... (4.3) 

and these relations are shown plotted in Fig. 4.5. 
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Fig. 4.4 R5 stages in short crack growth 
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Fig. 4.5 R5 crack initiation/failure relation [55] 

Upon integrating equation (4.1) over the constant- and increasing-crack-growth-rate 
regions, eliminating the term Band assuming Q = 1 (valid for many alloys) then [43]: 
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A very similar result may be derived when Q > 1 and is given by: 

N - N (N _ N) min min o mm 1 {
aQ (a1-Q- a1-Q) + (Q -I)( a · -a·)} 

o - 1 + I 1 Q 1-Q 1 Q 
amin(amin -a! )+(Q-.l)(amin -ai) 

..... (4.6) 

and when a0 < amin: 

{ 
(Q-1)(a0 - ai) } 

N0 = Ni + (N1 - Ni) ----r;-Q-,1~-Q~=;-1 -;Qr:<......--0.:.----
amin(amin -a1 )+(Q-l)(amin -ai) 

..... (4.7) 

In summary, the predicted endurance N0 in equations (4.4) and (4.5) (or equations (4.6) and 
(4.7) respectively) required for a damage calculation depends on the crack size criterion 
adopted for initiation. 

4.3. Other Factors Affecting Continuous Cycling Endurance 

It has been shown that a laboratory failure criterion, N1o must be established from 
continuous cycling tests so that a value of N 0 may be calculated. However some variation 
in such reference endurances can occur as follows. 

4.3.1 Material Scatter 

In Fig. 4.6 we plot a typical endurance curve for a service material [45]. There is typically 
half an order of magnitude variation in endurance at a given strain level. Material scatter 
may either be intrinsic (i.e. invested in the response of the material itself) or extrinsic (i.e. 
arising due to uncertainties of measurement in the testing system, especially strain 
measurement [56]). Whichever is the case, the assumption of a mean line would give best 
estimate prediction of behaviour while a lower 95% confidence limit line would be used for 
a pessimistic or safe prediction. 

4.3.2 Frequency Effect 

It is generally observed that a decrease in frequency of testing gives rise to a reduction in 
endurance. An example is given in Fig. 4.7 [57]. For most steels an upper bound may be set 
at 0.1 Hz at temperatures less than 600°C, but there is in principle no lower bound as the 
frequency is reduced in continuous cycling. Reduction in endurance is due to creep and 
oxidation effects. 
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Note: As shown in Section 3, the effect of creep is assessed separately. There is thus a 
danger of 'double accounting' if low frequency fatigue data are assumed as a reference but 
clearly this would be acceptable in a pessimistic prediction. 
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Fig. 4.6 Typical scatter in endurance [45] Fig. 4.7 Strain rate effect on endurance [57] 

4.3.3 Effect of Temperature 

It is generally observed that an increase in temperature gives rise to a reduction in 
endurance. In ferritic steels for example the reduction factor is about 4 over the temperature 
range ambient - 550°C. The same factor applies to austenitic steels up to 850°C, see Fig. 
4 .8 [57] . As a rule of thumb, the effect is small in most steels when the change is limited to 
about I00°C 
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Fig. 4.8 Temperature effect on endurance [57] 
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4.3.4 Service Exposure 

Surprisingly, when plotted on a total strain range basis, the endurance of service-exposed 
materials lies within the scatter band of virgin material. This has been demonstrated for 
material taken from a 316 steel turbine valve which had been in operation for 130,000 h at 
-600°C subsequently tested at 650°C [58]. A similar effect was found in rotor material 
exposed to 536°C for 134, 000 h, subsequently tested at 566°C, see Fig. 4.9 [59]. It should 
be noted however that the cyclic stress-strain properties of service-exposed materials are 
frequently weaker than that exhibited by virgin material [59]. 

Data band for virgin 
Cr- Mo-V rotor forging 

(24-0·0 15 cpm) [5,6] 

Symi)OI E.nvuonmen1 
A Ntt C30 porn ol 0~1 
0 ,.,.,, 
0 Hthum 
• .- 4300 pom ol 0;) 

g> 1 
~ 
c 

"i;j -.!:; Rotor A ' o Virgin O• 

"' Rotor B ' A L.T. 03 

iii Rotor c ' v L.T. o Rotor D ' a L.T. 
'"'"0 ·1 '--------1.-=---~---'-:::------:---~ 

10 102 103 104 1o5 
Cyc les to fai lure N1 

Fig. 4.9 Endurance: effect of service [59] Fig. 4.10 Endurance: environment effect [40] 

4.3.5 Environment 

For fast reactor lifetime assessments, experiments in vacuum, sodium, helium etc. eliminate 
the oxidation component of fatigue damage. As expected, testing in such environments 
prolongs the endurance of materials compared with standard tests in air. An example for 
2114Cr1Mo steel at 593°C is given in Fig. 4.10 [40]. 

4.3.6 Weldments 

Weld metal and weldments often show significantly lower endurance than base metal. An 
example for 316 material is given in Fig. 4.11 [60]. It is believed that this reduction is due 
to a metallurgical notch effect produced by yield strength variations across a weldment. 

4.4. Thermo-mechanical Cycling 

As has become clear, the service cycle usually involves a change in temperature and this is 
sometimes modelled by the thermo-mechanical test discussed in Section 1. The field has 
been reviewed by Miller and Priest [14]. It is remarkable that for ferritic steels cycled 
between 300-550°C the data fit well within the broad scatterband of a factor 2 on mean 
isothermal endurance, see Fig. 4.12. A similar effect is found for 304 austenitic steel in the 
temperature range 200-750°C as indicated in Fig. 4.13 [14]. 
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4.5. Validation of Crack Initiation Relations 

There are several empirical expressions for crack initiation to specified depths. 

G0 = 60 J..lm [ 61 ] 

G0 = 100 J..lm [62] 

.. ... (4.8) 

..... (4.9) 
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a0 = 375 J..Lm [63] ..... (4.10) 

Note: Equation (4.9) must be solved numerically. 

Taking Q = 1 and using equation (4.2), equations (4.4) and (4.5) as appropriate are 
validated against the respective equations ( 4.8)-( 4.1 0) in Table 4.1. Similar comparisons 
may also be undertaken for (i) Q values > 1 and (ii) using equation (4.3) in place of 
equation ( 4.2). 

Table 4.1: Comparison of Crack Initiation Criteria for Q = 1 

NI No 

a0 = 60 J..Lm < Gmin a0 = 100 J..Lm > amin a0 = 375 J..Lm > amin 
Eqn.(4.5) Eqn. (4.8) Eqn. (4.4) Eqn. (4.9) Eqn. (4.4) Eqn. 

(4.10) 
200 47 36 57 40 114 104 
300 76 73 93 82 176 177 
400 110 115 130 131 239 254 
500 146 161 170 186 302 333 
600 183 209 211 245 367 414 
700 221 260 254 308 433 496 
800 261 312 298 373 500 579 
900 303 366 343 441 567 663 
1000 346 421 390 510 635 748 
1500 575 715 638 878 984 1178 
2000 826 1029 905 1269 1345 1618 
3000 1377 1700 1488 2089 2095 2512 
4000 1982 2409 2120 2941 2875 3420 
5000 2631 3146 2794 3813 3679 4337 
10,000 6372 7096 6612 8327 7977 8995 

4.6. Worked Example (Sensitivity Analysis) 

During a crack growth test, scatter in the data implied that the value of Q in equation ( 1) lay 
between the values 1 and 1.45. Assuming the smooth specimen failure criterion (a!) to be 2 
mm after 1000 cycles (NJ), what are the extremes in initiation cycles N0 for chosen values 
a0 of 60 J..Lm and 375 J..Lm respectively? 

To calculate Nj we use equation (4.2) for simplicity. Substituting in the relevant equations 
(4.4) to (4.7) and taking ai = 20 J..Lm, amin = 200 J..Lm as discussed above, we find the 
following: 

To initiate a 60 J..Lm crack 346 cycles are predicted when Q = 1 while if Q = 1.45, then 363 
cycles are predicted. For initiation of a 375 J..Lm deep crack, the predicted cycles are 635 and 
735 when Q = 1 and 1.45 respectively. 
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4. 7. Worked Example using Energy Criterion 

A component is required to operate under mixed cycling according to the scheme in the 
first three columns of Table. 4.2. The material obeys the Ramberg-Osgood law (equation 
(2.2)) having the constants E = 1.5 x 105 MPa, A = 1500 MPa and f3 = 0.15. The 
characteristic energy for crack initiation is 1.0 Jmm-3. Is crack initiation likely to occur in 
the component? 

Cycle type 

Major 
Intermediate 
Minor 

Table 4.2: Data for Energy Calculation 

Given parameters 

No. of cycles 

50 
250 
300 

0.6 
0.5 
0.4 

Calculated parameters 

~a. MPa W, Jmm-3 

593 0.053 
554 0.157 
500 0.115 

Total energy consumption= 0.325 

Substituting the values of E, A and f3 in equation (2.2) and solving numerically we have the 
corresponding stress ranges in column 4 of Table 4.2. The energy in each cycle is given by 
equation (3.15). Multiplying respective energies by the appropriate number of major, 
intermediate and minor cycles we then have the accumulated energies for each cycle type 
in the final column of Table 4.2. 

Summing these energies, the total is 0.325 Jmm-3 < 1.0 Jmm-3 . Crack initiation is thus not 
likely to occur. This problem is returned to in Section 5. 

5- PREDICTION OF SHORT CRACK GROWTH DURING THERMAL FATIGUE 

5.1. Introduction 

Crack growth experiments are undertaken to support the contention that structures can 
perform their design function even though they may contain defects, provided only that 
cyclic propagation behaviour is well characterised. From the size effect argument in 
Section 4 (Fig. 4.2) it appears that early growth rates in the component may also be 
reproduced by monitoring those occurring in the specimen. However it is clear from Fig. 
4.2 that crack growth depths must be restricted to depths of approximately 0.25 W,,,beyond 
which a notable increase in specimen compliance (inverse stiffness) would be observed. In 
a thick component, no such increase in compliance would be observed for the same crack 
depth. 

In the following, as in most experimental work supporting lifetime assessments, it is 
assumed that simulation may be effected by testing at the maximum temperature of 
exposure, thus giving a conservative (pessimistic) prediction of crack growth rates. 
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5.2. Form of Crack Growth Law 

5.2.1 Empirical Relation 

In a typical LCF growth test, a smooth specimen of circular or rectangular cross section is 
lightly notched and crack progress monitored by one of several techniques listed as under: 

• Potential drop 
• Striation counting 
• 'Beach marking'/heat tinting 
• Compliance/load drop changes 
• Surface observation/replica measurements 

Testing is normally done between limits of total strain range Llct. From such studies an 
empirical growth law is found [53] to be: 

..... (5.1) 

where da/dN is the cyclic growth rate, B is a constant which depends on the value of Llct. a 
is crack depth and Q is a constant. Values of Q for several materials are summarised in 
Table 5.1 [2]. 

Table 5.1: Typical Crack Growth Parameters [2] 

Material 
20Cr/25Ni/Nb 
316 steel 
High N 316 steel 
Aged 316 steel 
Hastelloy X 
Alloy 800 
A286 
9Cr1Mo, annealed 
9Cr1Mo, N&T 
2114Cr1Mo, annealed 
2114Cr1Mo, N&T 
112CrMoV 
1/2CrMoV 

Temperature, oc Q 
750 1.0 
625 1.0 
600 1.0 
625 1.9 
760 1.0 
500-760 1.0 
593 1.0 
550 1.9 
550 1.3 
525 0.74 
525 0.86 
550 1.0 
550 1.5 

Notes 

112 dwell, vacuum 

Vacuum 
Vacuum 

112 h dwell 

A typical laboratory test starts with a chordal notch of depth 0.1 mm in a cylindrical 
specimen of 10 mm diameter and finishes when a significant tensile load drop of 5% or 
thereabouts has occurred [64]. At this point a/W- 0.25 depending on crack shape. 

For assessing the behaviour of short cracks in a component, therefore, we need to know the 
total strain range at the surface, Llct, see Section 1. The variation of the constant B with total 
strain in equation (5.1) when growth is expressed in mrnlcycle is given in Fig. 5.1 [2]. It 
may be noted that the value of B is the growth rate at unit crack depth, independent of Q. 
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An upper bound value forB for growth in mm/cycle is given by the relation: 

..... (5.2) 

This relation has been adopted in the R5 Assessment Code [8]. Although intended mainly 
for continuous cycling data in ferritic steels at temperatures up to 550°C [2], Fig. 5.2 shows 
that the relation may safely be applied to austenitic steels at higher temperatures and low 
strain rates [64] and for 316 steel with a 24 h dwell at 600°C. It is also a safe upper bound 
for very limited data on crack growth in superalloys [9, 53, 65], Fig 5.3. In Fig. 5.4 we have 
an example [66] of crack growth rates measured during TMF lying well below the upper 
bound relation of equation (5.2), demonstrating that isothermal data at the maximum 
temperature are indeed pessimistic. 
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Note: (i) Equations (5.1) and (5.2) are empirical and, although lying below the upper bound 
line, crack growth may be either transgranular or intergranular (ii) fundamental theory [67] 
predicts Q = 1 (exponential growth law) in equation (5.1). 

5.2.2 Very Low Crack Depths 

At very small specimen (and hence component) crack depths (a/W < 0.01) equation (5.1) 
breaks down and growth rates appear to be independent of crack depth for a given strain 
level. The critical depth, amin. as discussed in Section 4, appears to be in the region of 200 
11m. Figure 5.5 shows the effect for an austenitic steel and a superalloy [2]. Abundant data 
have been provided on austenitic steels [68] and together with detailed studies on short 
crack behaviour at grain boundaries [69] there may well be a case for reducing the value of 
amin to 140 11m. 

5.2.3 Integration of Growth law 

Equation (5.1) may be expressed in its integrated form: 

N - 1 ( 1-Q 1-Q) - a -a 
g (Q-1)B o f 

..... (5.3) 

if Q ± 1 or: 
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N = _!_ In( ar ) 
g B a 

0 

..... (5.4) 

if Q = 1, where Ng is the number of cycles involved in propagation, a0 is the initial depth, 
and ar is an accepted final depth. 
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Fig. 5.5 Cut-off at low crack depths [2) 

5.2.4 Worked Example 

Fig. 5.6 Intergranular crack in a rotor steel [3] 

A component 10 mm thick is required to operate under severe conditions with a surface 
total strain range of 1%. Assuming a surface defect of 20 J.lm and that the material obeys an 
exponential growth law (Q = 1) how many cycles are required to propagate the crack to 2.5 
mm depth using a conservative growth rate? 

Putting Ll£1 = 0.01 in equation (5 .2), the required value of B is 5.21 x I0-2. The calculation 
is next performed in two parts. Between 20 J.lm and 200 J.lm (amin = 0.2 mm) the growth 
rate is constant. Substituting the value of amin in equation (5 .1), this growth rate is 1.04 x 
1 o-2 mm/cycle. Over the range 20 J.lm - 200 J.lm this represents some 17 cycles. The 
number of cycles over the range 0.2 mm- 2.5 mm is given by equation (5.4) and is some 49 
cycles The total number of cycles is thus 17 + 49 = 66. 

Note : If the starting depth (0.02 mm) and final depth (2.5 mm) are instead substituted 
directly into equation (5.4), the cycle number is overestimated at 93 cycles. 
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5.3. Industrial Examples on Crack Growth 

5.3.1 Crack Growth in a Rotor [5] 

Intergranular cracks some 8 mm deep were discovered in a 1 CrMo V rotor after some 
65,000 h service [70] with steady running periods of 325 h each. Finite element analysis 
showed that the peak surface strain range was -0.7%. Simulative LCF crack growth tests 
with dwells up to 16 hat 550°C showed that the damage mechanism was intergranular [3], 
Fig. 5.6, similar to that in service [70]. The value of B was given by: 

B = 8.86 x w-\1 + 0.39logt) ..... (5.5) 

where tis the dwell time expressed in hours, see Fig. 5.7. Extrapolated values of B out to 
300 h lie below equation (5.2). Using equations (5.5) and (5.3), Table 5.2 summarises 
likely service cycles to propagate a crack up to a final depth of 8 mm assuming an 
experimentally observed value of Q = 1.75. 
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Fig. 5.8 Crack growth in a ligament [5] 

Table 5.2: Calculated Cycles to Propagate Crack to 8 mm Depth [5] 

Tension dwell, h 

16 
100 
500 

a0 -0.2mm 
321 
265 
229 

Propagation cycles 
a0 =0.5 mm 
151 
124 
108 

ao-l.Omm 
81 
67 
58 

300 
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5.3.2 Crack Growth in a Ligament [5] 

Interligament cracking in superheater headers has been discussed previously [40] . 
Transgranular cracking was observed in a ligament area between adjoining 21!4CrMo 
steam tubes after 85 000 h of service at around 570°C. The unit had experienced some 360 
start-ups ('cold', 'warm' and 'hot') during service and the severest thermal loading was 
estimated to occur in the range 350-450°C. It was possible to perform a retrospective 
analysis of crack progress using an oxide dating technique [71]. Estimated progress with 
the number of 'cold' and 'warm' starts (which were considered chiefly responsible) is shown 
in Fig. 5.8. 

The ligament may be regarded as a large laboratory specimen undergoing reversed loading, 
see Fig. 5.9. A test on service-exposed material in continuous cycling at 400°C and 570°C 
at a total strain range of 1.3% indicated a transgranular cyclic growth rate, independent of 
temperature and that B = 6.6 x 10-3, Q = 1 in equation (5.1), lying below the upper bound 
equation (5.2). It may be noted that the best fit of equation (5.4) to the oxide dating line in 
Fig. 5.8 is by assuming B = 2.5 x I0-2. Separate crack growth tests were undertaken and 
these indicated that the total strain range in service must sometimes have exceeded 2%. 

Fig. 5.9 Typical ligament cracking 

5.4. Enhancement of Growth Law due to Creep Dwell 

5.4.1. Crack Growth Rate 

In LCF laboratory tests, potential drop records have shown [3] that crack advance takes 
place during stress reversal and not in the dwell itself. Thus the increasing values of B with 
time in Fig. 5.7 are a reflection of the damage accrued during the previous dwell. 
Metallography confirms that the degree of intergranular cracking is much greater after a 16 
h dwell than was the case with a dwell of 112 h [3], see Fig. 5.6. 
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A model has thus been set up [65] using linear damage theory and introducing the term De 
to account for the creep damage per cycle. Under creep-fatigue conditions therefore the 
basic continuous cycling law given by equation (5.1) becomes enhanced owing to the creep 
damage accumulated during the dwell. The result when Q = 1 is [65]: 

..... (5.6) 

the asterisk indicating the creep-fatigue modification. A very similar relation applies when 
Q > 1. Values of De have been determined empirically for creep-fatigue growth in a variety 
of alloys [65] and the results may be summarised as a plot of damage factor versus 
effective frequency [72] where the latter combines the hold time and reversal period, see 
Fig. 5.10. 
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Fig. 5.10 Damage factor extrapolation [72] 

5.4.2 Propagation Depth 

Equation (5.6) is most useful in its integrated form for block loading over Ni cycles [65]. 

Continuous Cycling 

..... (5.7) 

Here the damage function has been set to zero. 
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Non cumulative Damage 

..... (5.8) 

This form appears in the R5 Code [8]. It allows creep damage to accumulate over each 
block of identical cycles only, resetting the value of De for each block. Damage in previous 
cycles is thus ignored, e.g. when a period of intergranular cracking is followed by 
transgranular cracking. 

True Cumulative Damage 

{ BN } a -a exp I. 1 1 

f- o i=l(l-roo)(1-wt) 
..... (5.9) 

where ro0 is all previous cumulative damage up to the current ith block and Wt is this 
damage plus that accumulated in the ith block itself. 

5.4.3 Worked Example 

This case is an extension of the energy worked example in Section 4, now assuming an 
initial defect size. 

A component containing a surface crack of initial depth 0.2 mm receives the loading 
regime summarised in Table 5.3. Calculate the final depth of penetration for the cases of 
equations (5.7)- (5.9) respectively. 

Table 5.3: Postulated Loading Regime for Component 

Cycles/block ~et.% De Bin eqn.(5.2) 
1st application 50 0.6 3 X 10-4 1.21 X 10-2 
2nd application 250 0.5 2 X 10-4 7.22 X 10-3 
3rd application 300 0.4 1 X 10-4 3.82x 10-3 

This case has been discussed in some detail previously [5, 65]. The results are given in 
Table 5.4 where the deeper penetration is demonstrated for the two instances of damage. 
These equations offer a very practical method of engineering assessment and the term De 
can be deduced from metallography [73] or by means of Fig. 5.10 for example. 
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Table 5.4: Predicted Crack Growth from Separate Damage Models 

Type of damage 
None (continuous cycling) 
Non-cumulative 
Cumulative 

5.5. Conclusions 

Penetration depth, mm 
4.88 
5.41 
6.56 

This section has demonstrated that penetration of surface defects may be calculated quite 
simply from a knowledge of the surface (total) strain range undergone by the component. 
The advantages of the technique are: 

• Generally, no complex finite element analyses or compliance considerations are 
required for the component 

• Appropriate values of the parameter B may be read off from the 'B-D.et' diagram, or 
alternatively an upper bound relation may be used for a conservative assessment 

• The relations may only be used to a limited depth (a/W < 0.25) in the component, or, if 
beneath a stress concentrator, to the depth of the calculated plastic zone, see Sections 6 
and 7. 

6 ·PREDICTION OF DEEP CRACK GROWTH IN THERMAL FATIGUE 

6.1. Introduction 

When small cracks or defects are discovered in structural components, or are postulated to 
exist at the design stage, an assessment of their likely behaviour during subsequent service 
cycles must be made. If the crack is surrounded by nominally elastic material, the Paris 
(LEFM) growth law [74] applies: 

..... (6.1) 

where a is crack depth, N the number of cycles, C and m are constants and D.K is the stress 
intensity range. By integrating equation (6.1) the crack may be progressively updated, i.e. 
for every known service cycle the incremental growth !:>.a is added to the starting depth a0 

and the value of D.K reassessed for the new crack depth, taking into account (i) flaw shape 
(e.g. extended defect or thumbnail crack) (ii) compliance changes over the propagation 
range considered and (iii) the nature of the stress distribution. The effect of temperature, 
dwell (frequency) and environmental effects on the values of C and m must also be taken 
into consideration. 

In materials of very high yield strength it may be shown that the LEFM equation ( 6.1) may 
be applied to crack depths down to 0.1 mm at ambient temperature. In contrast, for low 
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yield strength materials the relation breaks down at much larger crack depths, especially at 
elevated temperatures where materials can become more ductile. It has been shown [2] that 
cracks less than 3 mm in depth cannot be grown in ferritic and austenitic steels of yield 
strength 150-200 MPa without substantial reversed plasticity. Similar problems arise with 
LEFM theory for a crack situated in the plastic zone of a notch. 

In principle, the short crack growth equations (5.1) and (5.2) can be used to assess the 
growth rate of shallow cracks under uniform strain. However the usual service situation 
involves a strain gradient during a thermal transient or in the field ahead of the notch. At 
some point therefore the plastic strain reduces to zero. This is seen in Fig. 6.1 where curve 
AA is the theoretical elastic peak profile resulting from a thermal shock at the bore. This is 
readjusted as the elasto-plastic curve BB. When the temperature becomes uniform the 
difference between this curve and the original elastic profile define a residual stress profile. 
There is then a period of shakedown for each subsequent shock and the system oscillates 
between the peak shakedown curve CC and the residual stress state DD. It can be shown 
that the depth of the plastic yield zone is given by the intersection of the original curve AA 
with twice the yield stress (Jy as shown in Fig. 6.1. Thus a series of closed hysteresis loops, 
diminishing in amplitude away from the surface, is described throughout the yield zone 
during each cycle. 
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Several parameters have been developed to correlate crack growth rates in LCF with those 
in LEFM, as encountered in the plastic zone size transition region of Fig. 6.1. These are 
either based on a cyclic strain intensity [75] or a cyclic Ill [76]. There are marked 
similarities between the two parameters [77] and a smooth transition can be demonstrated 
between crack growth rates in the LCF and LEFM regimes [2] as shown below. 

6.2. Effective (Equivalent) Stress Intensity Parameter 

The equivalent stress intensity Meq is given [75] by: 

..... (6.2) 

where !la is the stress range, and Y is a compliance function which may be taken as unity 
for a rigidly-gripped single-edge notch specimen or 2/n·for a thumbnail crack. It has been 
demonstrated [77] that the method is in good agreement with the more familiar formula of 
Shih and Hutchinson [78] for estimating M values for short cracks. 

Note: beyond a/W = 0.25 the value of Y increases above unity as FE calculations have 
shown [79]. Experimentally , Y is also found to depend on the constraints of the specimen 
gripping arrangement. 

The Paris law, equation (6.1), now becomes: 

da =CM m 
dN eq ..... (6.3) 

Some workers prefer to plot their results in terms of M where: 

..... (6.4) 

A general growth law is thus alternatively expressed as: 

da • m' -=CM 
dN 

..... (6.5) 

In Fig 6.2a, bare plotted some data for EN16 steel plotted according to equations (6.3) and 
(6.5). 

For deep cracks, the expression of Dowling [80] for centre cracked plates may be modified 
(by the omission of a factor 2) for edge-notched specimens to give: 

..... (6.6) 

where IlK is the elastically calculated value, 8n is the plastic displacement, discussed 
below, and f3 is the cyclic hardening coefficient discussed in Section 2. The agreement of 
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equation (2) for crack growth in the region 0.2- 5 mm and equation (6.6) for growth in the 
region 5 - 17 mm for typical specimens and values of f3 is shown in Fig. 6.3 [2]. 
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6.3. Crack Closure Effect in Reversed Loading 

Evidence for crack closure in laboratory specimens is provided by load-displacement loops 
and an example is given [181] in Fig. 6.4. There is a clear change in stiffness (compliance) 
as the crack opens and closes in a single cycle. The important point is that this occurs 
whilst the specimen is still in the compressive phase. Since the experiment of Fig. 6.4 was 
performed in displacement control simulating the service condition it is likely that the 
effect will also occur in service. 

It is thus required to define a load range describing the stress intensity range M. Following 
a recent round robin series of tests [41] it was shown that the best estimate of the opening 
range will provide the most physically acceptable value of 11K. 

The opening parameter qo is thus defined by: 

..... (6.7) 

where P is the applied load, see Fig. 6.4. The effective stress intensity parameter Meff is 
thus given by: 

..... (6.8) 

where !1K = Kmax -Kmin· 
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It has been shown by examination of a large body of data [82] that the parameter q0 varies 
with crack depth and hence with the term R where: 

R = P min = Krnin 

Prnax Krnax 
..... (6.9) 

Further, it has been shown that an upper bound to the data is given by: 

1-0.5R 
qo = 1- R ..... (6.10) 

A typical example is given in Fig. 6.5 [82]. Equation (6.10) is used in the R5 procedure [8]. 
Diagrams such as Fig. 6.5 for different materials thus enable an estimate of crack opening 
ratio to be made from stress (intensity) ratios occurring in service. 
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6.4. Integration of Growth Laws 
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Fig. 6.6 Lower bound endurance prediction [84] 

Equations (6.2) and (6.3) may be integrated to give: 

..... (6.11) 

This relation gives the number of cycles Ng to progress the crack from depth a0 to final 
depth af. Making use of equations (2.1) and (2.2), equation (6.11) may be expressed 
entirely in terms of total or plastic strain range. As such, this gives a lower bound on 
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smooth specimen endurance since crack initiation cycles are neglected [83]. An example 
[84] is given in Fig. 6.6. 

6.5. Effect of Oxidation and Dwell 

It is known that both oxidation and creep effects accelerate cyclic crack growth rates with 
respect to those observed in continuous cycling [5]. The relation is usually written in 
separate components: 

..... (6.12) 

where the reference 'mechanical' rate may be determined under vacuum [85]. Some 
workers combine the last two terms of equation (6.12) into a single contribution [5]. For 
practical assessment purposes, the enhancement of growth due to creep-oxidation-fatigue 
interaction is reflected by the empirically determined value of C and m in equations (6.1) 
and (6.3) for example. 

Note: equation (6.12) applies equally to LCF crack growth but again this is accounted for 
by empirical determination of the constants Band Q in equation (5.1 ). 

Similarly, the damage factor, De may also be employed in the deep crack regime. In this 
case however, damage is restricted to the cyclic plastic zone at the crack tip rather than in 
the whole section of interest [65, 72]. This plastic zone size, rp. given by: 

M<.2 
r =--
P 41t0'2 

y 
..... (6.13) 

where C7y is a representative yield stress, must be distinguished from the plastic zone due to 
general yield conditions at the surface, see Fig. 6. 7 for the case of a thermally shocked 
cylinder. The corresponding form of equation (5.6) is: 

(:~)* = c~~~~ {t+2M+(l+4M)112 } (6.14) 

where 

Again, the basic continuous cycling law given by equations (6.1) or (6.3) becomes 
enhanced owing to the creep damage accumulated by the dwell. Typical values of De for a 
range of high temperature alloys are given in Fig. 6.8 [72]. 

The model expressly assumes that creep crack growth does not occur during the dwell itself 
but occurs during the ramp, enhanced because of damage set up in the previous dwell. 
Experimental evidence for this is provided in Fig. 6.9 [3]. Regarding sequential cycles of 
type j etc., the value of De is continuously updated as was done for the case of short crack 
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growth (Section 5). In this case however, the possibility of overlapping cyclic plastic zones 
must be taken into account [65]. 
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In order to carry out a crack growth assessment on a component or feature, a representative 
stress intensity range profile is required under peak loading conditions. This can be 
achieved by weight function methods [86] or finite element analysis. For simple 
geometrical shapes, analytical solutions are available in the presence of arbitrary loading. 
Thus for a thick cylinder quenched at the bore, the peak stress intensity is given by [1]: 
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K = Ea(T5 - Tav) {r- 16a + ~(!!...)2 } 
1- v 31tW 3 W 

..... (6.15) 

where the parameters have been defined in Section 1. 

It is emphasised that equation (6.15) does not apply for relatively thin-walled geometries 
for which numerical analysis is required. For a given wall thickness and thermal transient, 
the peak stress intensity increases with increase in shell diameter. 

In Fig. 6.10 is shown the peak stress intensity profile for a thick cylinder (92 mm outside 
diameter, 20 mm inside diameter) water quenched at the bore from 550°C [15]. When there 
is multiple cracking, the net effect is to reduce the stress intensity [ 1]. The general 
characteristic of stress intensity profiles for thermal shocks is an initial rise, passing 
through a maximum, then a decline. This introduces the possibility of crack arrest at a 

depth defined by the threshold stress intensity IlK 0 , see Fig . 6.10 and this has been 
demonstrated experimentally [ 15]. When an end load is present however, the arrest point is 
pushed further and further towards the back face so that at some point crack breakthrough 
can occur [1 , 87]. 

6.7. Industrial Example of Crack Growth in a Steam Chest [5] 

Post-mortem metallographic examination of a weld feature in a low alloy ferritic steel 
steam chest of 100 mm wall thickness showed that a crack had propagated along the fusion 
boundary about 44 mm from the bore over a period of 430 start-up cycles. The peak 
transient stress profile and the on-load residual stress profiles were converted into 
corresponding profiles of stress intensity factor, using a computer program based on the 
weight function method [86] . As shown in Fig. 6.11 the peak transient profiles are 
compressive whilst the residual profiles are tensile. 
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Determining the Rand q0 value at each stage by means of equations (6.9) and (6.10) and 
hence the corresponding stress intensity range from equation (6.8), crack growth rates were 
determined by means of equation (6.3) with C = 7 x I0-7 and m = 3.6 as an upper bound (in 
mrnlcycle) [81]. Integrated crack growth rates are shown in Fig. 6.12. They provide a 
pessimistic prediction of crack progress and also a sensitivity to the cyclic stress-strain 
properties of parent material and weld boundary material. 

6.8. Worked Example in LEFM Growth with Damage [65] 

Experiments on a high temperature steel established that continuous cycling crack growth 
rates were given by equation (6.1) with C = 6.18 x I0-7 and m = 2.20 for growth in 
mmlcycle and a typical yield stress at high temperature was 150 MPa. Using the expected 
service application below, determine crack progress. 

• (1) 50 MPamll2 for 50 cycles at a damage level Dea = 6 x I0-3 
• (2) 40 MPamll2 for 500 cycles at a damage level Deb= 3 x I0-4 
• (3) 60 MPam112 for 40 cycles at a damage level Dea = 6 x I0-3 
• (4) 30 MPamll2 for 100 cycles at a damage level Deb= 6 x 10·3 
• (5) 40 MPaml/2 for 100 cycles at a damage level Deb= 6 x 10·3 

The integrated version of equation (6.14) is simply: 

..... (6.16) 

In principle, we substitute the relevant damage levels into equation (6.16) at each step, 
work out the incremental crack growth, and sum these to give the total crack penetration. 
However there is a complication due to 'overlapping zones'. The working is shown in Table 
6.1 and illustrated in Fig. 6.13 . Step 1 is straightforward. The second step is notionally at 
the reduced damage level Deb· but the zone depth must initially be traversed at the 
previously inserted level of Dea· After 8.84 mm of growth, the cyclic damage level abruptly 
changes to Deb for the remainder of this step. 
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Table 6.1: Summary of Damage Levels and Associated Crack Growth 

Step /).](, Damage Oaj. mm rp,mm N 

MPam112 /cycle 

1 50 6 X 1Q-3 3.41 8.84 50 
2 40 6 X IQ-3 8.84 8.84 204 

1.44 + =500 
3 X 10-4 5.66 296 

60 6 X IQ-3 3.95 12.73 40 
4 30 6 X IQ-3 2.42 3.18* 100 
5 40 6 X IQ-3 4.34 5.66* 100 

* Not effective, due to overlap of previous zone 

The third step reverts to damage level Dca and produces the largest plastic zone size of all, 
which encompasses the two smaller zone sizes calculated for steps (4) and (5). The high 
damage level Dca is thus maintained for the rest of the calculation. 

The total growth increment over the whole interval is thus LOaj i.e. 24.4 mm. This would 
be a conservative calculation since in practice overload effects can cause a delay before 
crack propagation resumes. 

7- VALIDATION AND WORKED EXAMPLE · CRACK INITIATION & 
GROWTH IN THICK COMPONENT 

7 .1. Introduction 

In this detailed example we draw together many of the aspects covered in Sections 1 to 6. It 
concerns the failure of an actual steam chest which had been in service at 570°C peak 
temperature in power plant and the method closely follows the procedures on creep-fatigue 
initiation recommended in Volume 3 of the R5 Assessment Procedure [8]. The component 
appeared to have failed across the whole section by intergranular creep-fatigue crack 
growth accompanied by grain boundary cavitation. 

7 .1.1 Component 

This was a control valve in a steam line. Its shape can be approximated by a cylinder of 
outside diameter 800 mm having a wall thickness of 155 mm and internal height 300 mm. 
Cracks occurred at a change of section at the corners of the vessel. 
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7 .1.2 Heat Treatment 

Before entering service, the 1CrMoV component had been normalised at 1036°C followed 
by an oil quench. It was subsequently tempered for 10 h at 704°C giving a bainitic 
microstructure of grain size 200 - 400 jlm. 

7 .1.3 Operating History 

The operating history at the time of failure was as follows: 

• Hours run 70,000 
• No. of hot starts 106 
• No. of cold starts 127 
• :. total no. of starts = 233 
• :. average "dwell" time = 300h 

It is required to predict the number of service cycles to initiate a crack 9.5 mm deep (i.e. 
within the surface plastic zone size) in a wall which is 155 mm thick. 

7.2. Scope 

7.2.1 Requirements 

There are 7 steps in the procedure. They require service data, elastic stress analyses for 
peak transients, materials properties, elastic-plastic stress analyses and damage 
calculations. 

Note: Many of the calculations were performed on material-specific properties. These 
were obtained on specimens machined from material from the failed chest and included 
creep, fatigue (continuous cycling) endurance, cyclic stress-strain and cyclic stress 
relaxation tests. 

The 7 steps of the procedure are as follows: 

• 

• 
• 

• 

• 
• 

• 

(1) Obtain the service load history and perform stress analysis of significant 
cycle types 

(2) Obtain cyclic stress-strain loops including creep during dwell 
(3) Obtain cyclic endurances relevant to initiation depth, a0 , cyclic stress-strain 

data, relaxation properties etc. 
(4) Calculate service cycles to initiate crack (to depth of surface plastic zone only) 

and express result in terms of total damage, lP 
(5) Plot result on Damage Diagram (optional) 
(6) Perform sensitivity analysis with respect to (i) service cycle type and (ii) materials 
properties 
(7) Report results of the assessment 

7 .2.2 Key Definitions 

• Initiation crack depth (variable, incorporates size effect). Changed to 
ac (suffix 'component') in this analysis since ac >specimen width 
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• De 

Continuous cycling endurance corresponding to a0 • Changed to Nc to 
correspond with ac defined above 
Creep damage per cycle (using ductility exhaustion). A bulk failure 
mechanism 
Required parameter (creep-fatigue endurance) 

7.3. The Seven Steps 

7.3.1 Step 1 
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In Fig. 7.1 is shown, from service records, the inner surface metal temperature rise during a 
typical start up together with the time of the peak transient. In this case the peak through­
wall temperature differential was calculated to be 200°C. In other cases, the severity of the 
starts according to time off load was defined as 'major', 'intermediate' and 'minor' cycles as 
shown in Fig. 7.2. Typical peak elastic transients calculated from finite element analyses 
are shown in Fig. 7.3. 
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A smaller profile of opposite sign also occurred during cooling transients when coming off 
load. This is shown in Fig. 7.4. To this profile is added the hoop stress due to steam 
pressure, giving a resultant stress profile, Fig. 7.4. 

7.3.2 Step 2 

In order to obtain typical hysteresis loops experienced at the component surface during 
service, cyclic stress relaxation and cyclic stress-strain data are required. A typical 
relaxation result obtained from steady-state cycling of the bainitic alloy at 565°C is shown 
in Fig. 7.5. Similarly, typical cyclic stress-strain results for two service strain rates at 500°C 
are given in Fig. 7.6. 
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Using the Neuber relation [33] for a stress concentrating feature as discussed in Section 2, 
the compression-going and tension-going attributes of the loop were calculated using the 
data in Figs 7.5 and 7.6 for example. These calculations were pursued cycle by cycle until 
loop closure (shakedown) had been demonstrated. An example for a major cycle is shown 
in Fig. 7.7. Summarising data for other cycle types are given in Table 7.1. 
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Table 7.1: Hysteresis Loop Results 

Service cycle ~Et,% 0'0 , MPa 

Major, ~T- 200°C 0.684 240 

Intermediate, ~T- 150°C 0.566 209 

Minor, ~T- 100°C 0.353 109 

In this example, an extra step is required, namely the estimation of the surface plastic zone 
size after the stress profiles have shaken down to a steady state as discussed in Section 6. 
The case for major cycling is shown in Fig. 7.8. A summary of results for other cycle types 
is given in Table 7.2. 
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Table 7.2: Depth of Plastic Zone 

Service cycle ilft.% Zone size, mm 
(= ao) 

Major 0.684 9.5 
Intermediate 0.566 7.5 
Minor 0.353 5.0 

Note: This is another example of overlapping "zones within zones" according to the cycle 
mix, see Section 6. 

7.3.3 Step 3 

In order to calculate creep-fatigue damage, a continuous-cycling endurance plot was 
required. Clearly, to have determined the complete curve over all strain ranges would have 
required prolonged experimental effort. Instead, an established curve for a similar material 
was used and a single endurance obtained for the valve material at the calculated strain 
range of the major cycle. The result is shown in Fig. 7.9. Similarly, a ductility-strain rate 
curve was required for summing the creep damage as discussed in Section 3. An example 
for two extreme heat treatments of the chest material [5] is given in Fig. 7 .10. 

"[ 
1111 LOWER 
j 96%CL 
w 

~ 
a:: 
z 1.0 

~ 
0.6 

' ' ......... 
......... _1 __ _ 

CALCULATED 
STRAIN RANGE 
AT CHEST BORE 
(MAJOR CYCLE) 

........... 

STEP 3 

MEAN LINE, 
PUBLISHED DATA 

......... 
.................... 

-.... ......... 
......... ....._ 

Nlo 1 mmCRACK 
/ DEPTH (OBSERVED) 

- N0 • MN~ + (1-MINIICALCULATEDI 

CONTINUOUS CYCLING 

NO. OF CYCLES 

Fig. 7.9 Endurance check against mean data 



0.3 

0.1 

Crack Initiation 

nEP3 

+ FULLY IAINITIC 

0 HEATTREATED 

ASSUMED ;:
ELATION 

± + 
I .. t,l • t """' . II...... . II""'' II" II ..... 

TOTAL ('COLD'+ 'HO'rl 
STARTS 

0 
VALIDATION 

___ ESTIMATED 

CYCLES 
Ill 

1211 

1111 

77 

~ ~ ~ ~ ~ ~ 0 1111 
MEAN CREEP RATE 1 I .. 1 CRACK DEPTH, mm 

Fig. 7.10 Ductility transition curves Fig. 7.11 Oxide dating calculation 

7.3.4 Step 4 

As discussed in Section 3, the creep-fatigue cycles to fail the zone is given by: 

..... (7.1) 

In this case, however , we note that the maximum plastic zone size is somewhat greater 
than the diameter of a typical LCF specimen (6-8 mm). Since Q = 1 for the present 
material, referring to equation (4.4) it may be shown that the original terms N 0 , a0 now 
become NJ, a1 and replacing the original terms NJ, a1 by the terms Nc. ac (suffix 'c' for 
component) then: 

N1-(1-M)N N - I e-
M 

..... (7.2a) 

where: 

..... (7.2b). 

The maximum value of plastic zone size (ac) in this example is 9.5 mm. 

The results of the damage calculation (i.e. cycles to fail the maximum zone size) are given 
in Table 7.3. 
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Service 
Cycle 
Major 
Intermediate 
Minor 

0.684 
0.566 
0.353 

Table 7.3: Results of Damage Calculation 
(Cycles to Fail9.5 mm Plastic Zone Size) 

2712 
4339 
14,290 

0.00037 
0.00023 
0.000069 

Creep 
damage, De 

0.039 
0.027 

<0.002 

R.P. Skelton 

No*, 
predicted 
26 
37 
483 

One method of mixing cycles for a damage calculation is based on the time that the set is 
off load. In this case, only major and minor cycles are involved. Using the data in Table 7.3 
therefore and assuming an 80% major ("cold start") and 20% minor ("hot start") 
distribution we have to solve the linear damage equation: 

..... (7.3) 

giv~ng N = 32 cycles. Thus a 9.5 mm crack initiates in the plastic zone by 32 service start­
ups. 

7 .3.5 Step 5 (Optional) 

This step is presented last of all in order to compare alternative calculations. 

7.3.6 Step 6 

This step deals with a sensitivity analysis. Another method of mixing cycles for a damage 
calculation is based on the 'temperature differential' distribution of data, see Fig. 7.2. In this 
case, major, intermediate and minor cycles are involved. Using the data in Table 7.3 
therefore and assuming a 19% major ("cold start"), 48% intermediate ("warm start") and 
33% minor ("hot start") distribution we have to solve the linear damage equation: 

0.19N + 0.48N + 0.33N = 1 
26 37 483 

..... (7.4) 

giving N = 48 cycles. Thus a 9.5 mm crack initiates in the plastic zone by 48 service start­
ups. 

Using oxide dating techniques [71] it was established that out of the total of 233 service 
cycles that actually propagated the crack across the whole wall section, approximately 60 
cycles were required to attain the edge of the calculated plastic zone, see Fig. 7 .II. Both 
predictions (32 or 48) cycles are thus considered safe since they are less than the observed 
cycle number. 

Note: A sensitivity analysis with respect to materials data was not carried out in the present 
instance, which has used best-estimate data. Changes in one parameter may promote or 
demote the effects of others. For example, a lower bound yield stress could cause an 
increase in strain and maximise fatigue damage but since the stress at the beginning of 
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dwell is reduced, this may reduce the creep damage. Conversely, an upper bound yield 
assumption would tend to decrease the fatigue damage and increase that of the creep 
component. 

7.3.7 Step 7 

It is of course essential to report the results of an analysis so that an independent 
assessment is possible. The present problem has not been sensitive to the choice of 
continuous cycling fatigue data because the problem is creep-dominated. The example has 
demonstrated the 'failure avoidance' capability of Volume 3 of the R5 procedure [8]. It may 
also be noted that the example has used service-exposed material properties and that this 
supporting materials data (continuous cycling endurance, stress relaxation and cyclic stress­
strain) can be obtained relatively quickly. In the present example, the greatest sensitivity 
lies in the choice of service cycle mix, underlying the importance of temperature and strain 
monitoring in operation. 

A deep crack growth analysis (i.e. for penetration beyond the surface plastic zone) has also 
been carried out, similar to the example discussed in Section 6. The crack growth relation 
employed for service-exposed material was: 

da 4 7 Io-7 A v3.6 -= · X uneff 
dN 

for growth expressed in mm/cycle. 
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In Fig. 7 .12a is shown the penetration with cycles calculated for each cycle type acting 
separately. The more rapid advance with major cycles is clearly demonstrated. To check 
whether crack advance is also sensitive to the choice of cycle mix, several instances were 
tried as shown in Fig. 7.12b. It is seen that the overall crack growth rate is indeed sensitive 
to the mixture of cycles adopted. 
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Fig. 7 .12b Integrated crack growth (mixed) 

7 .4. Damage Diagram 

We end with plotting the present crack initiation results on the Damage Diagram (Step 5) in 
the manner discussed in Section 3. Referring to equations (7.3) and (7.4) and Table 7.3 and 
assuming a calculated 60 service cycles for the crack to traverse the plastic zone, in Fig. 
7.13 points are plotted on the Diagram for: 

• Major cycles only 
• A mix of 80% major and 20% minor cycles 
• A mix of 19% major, 48% intermediate and 33% minor cycles 

These are listed in decreasing order of severity but in each case they lie in the "check for 
cracking" part of the Diagram i.e. the calculations on a linear damage theory have been 
validated. 

Owing to the nature of the failure, the results are heavily biased towards creep rather than 
fatigue damage. It would be profitable to seek examples of the Diagram where fatigue is 
the dominant mode. 



Crack Initiation 

w 
:I 
Cl 

10 

/ 

STEP& 

/ 

FATIGUE -/ 

DOMINATED //1 

/ 
/ 

/ 
/ 

/ CREEP 
/ DOMINATED 

/ 

~ ... 0.1 / 
/ 

/ 
/ 

/ +0 
/ - CONSERVATIVE 

0~1~/~-L~~--~~~~c~~~~--
0~1 0.1 10 

CREEP DAMAGE, ·• 

0 MAJOR CYCLES 

+ 110% MAJOR/2CW. MINOR 

C 111% MAJOfi/48"1.1NTERMEDIATf/33% MINOR 

Fig. 7.13 Damage Diagram (for 60 cycles) 

ACKNOWLEDGEMENTS 

81 

The author wishes to thank the successor companies PowerGen pic, National Power pic and 
Nuclear Electric Ltd for permission to publish that part of the work carried out under the 
auspices of the former CEGB. 

REFERENCES 

I. Skelton, R. P.: Introduction to thermal shock, High Temp. Techno!., 8 (1990), 75-
97. 

2. Skelton, R. P.: Application of small specimen crack growth data to engineering 
components at high temperatures: A review, in: Low Cycle Fatigue (Ed. H. 
Solomon et al.), ASTM STP 942, Philadelphia 1988, 209-235. 

3. Skelton, R. P.: Fatigue crack growth, in: Characterisation of High Temperature 
Materials: Mechanical Testing, Institute of Metals, London 1988, 108-172. 

4. Levaillant, C. and A. Pineau: Assessment of high temperature low cycle fatigue life 
of austenitic stainless steels by using intergranular damage as a correlating 
parameter, in: Low Cycle Fatigue and Life Prediction (ed. C. Amzallag et al.), 
ASTM STP 770, Philadelphia 1982, 169-193. 



82 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 
21. 

22. 

23. 

24. 

25. 

R.P. Skelton 

Remy, L. and R. P. Skelton: Damage assessment of components experiencing 
thermal transients, in: High Temperature Structural Design, ESIS 12 (Ed. L. H. 
Larsson), Mechanical Engineering Publications, London 1992, 283-315. 
ASME Boiler and Pressure Vessel Code, Case N-47 (29), Class I components in 
elevated temperature service, Section III, Division I, ASME, New York 1991. 
RCC-MR: Technical Appendix A3, Section 1, Subsection Z, Materials design and 
construction rules for mechanical components ofFBR nuclear test islands, AFCEN, 
Paris 1985. 
Ainsworth, R. A. (Ed.): Assessment procedure for the high temperature response of 
structures, Issue 2, Nuclear Electric Ltd., Bamwood UK 1996. 
Skelton, R. P.: Developments in creep-fatigue crack initiation and growth 
procedures in high temperature codes, in: Mechanical Behaviour of Materials at 
High Temperatures (Ed. C. M. Branco), Kluwer Academic Publications, Dordrecht 
1996,281-297. 
Yoshida, S.(Ed.): Elevated temperature fatigue properties of engineering materials, 
Trans NRIM, Tokyo 1977, Vol. 19 onwards. 
Conway, J. B, Stentz, R. H. and J. T. Berling: Fatigue, Tensile and Relaxation 
Behaviour of Stainless Steels, US Atomic Energy Commission, Ohio 1981. 
Skelton, R. P. and G. A. Webster: History effects on the cyclic stress-strain 
response of a polycrystalline and single crystal nickel-base superalloy, Mater. Sci. 
Eng., A216 (1996), 139-154. 
Masuyama, F., Setoguchi, K., Haneda, H. and F. Nanjo: Findings on creep-fatigue 
damage in pressure parts of long-term service-exposed thermal power plants, Paper 
No. PVP-MF-84-015, ASME, New York 1985. 
Miller, D. A. and R. H. Priest: Materials response to thermal-mechanical strain 
cycling, in: High Temperature Fatigue: Properties and Prediction (Ed. R. P. 
Skelton), Elsevier Applied Science, London 1987, 113-175. 
Skelton, R. P. and L. Miles: Crack propagation in thick cylinders of 112CrMoV 
steel during thermal shock, High Temp. Technol., 2 (1984), 23-34. 
Skelton, R. P. and K. Nix: Crack growth behaviour in austenitic and ferritic steels 
during thermal quenching from 550°C, High Temp. Techno/., 5 (1987), 3-12. 
Biot, M.A.: New methods in heat flow analysis with application to flight structures, 
J. Aeronaut. Sci., 24 (1967), 857-873. 
Manson, S. S.: Thermal Stress and Low Cycle Fatigue, McGraw Hill, New York 
1966. 
Houtman, J. L.: Inelastic strains from thermal shock, Machine Design, March 1974, 
190-194. 
Simpson, I. C., private communication. 
Rees, C. J.: Thermal fatigue properties of candidate materials for replacement 
superheater headers, in: Steam Plant for the 1990's, Paper C386/025, Inst. Mech. 
Engrs., London 1990, 161-168. 
Skelton, R. P. and B. J. E. Beckett: Thermal fatigue properties of candidate 
materials for advanced steam plant, in: Advances in Material Technology for Fossil 
Power Plants, ASM, Ohio 1987, 359-366. 
Quentin, G. and W. Perez-Daple: Start-up control changes offer extended life for 
combustion turbines, Controls and Automation Update, EPRI, Palo Alto 1989, 2-3. 
Spencer, R. C. and D. P. Timo: Starting and loading of large steam turbines, in: 
Proc. American Power Conf., Vol. 36, Chicago 1974, 511-521. 
Boller, C. and T. Seeger: Materials Data for Cyclic Loading, Parts A-E, Elsevier 
Science Publishers, Amsterdam 1987. 



Crack Initiation 83 

26. Bruhns, 0. T. and H. Hi.ibel: Rigorous inelastic analysis methods, in: High 
Temperature Structural Design, ESIS 12 (Ed. L. H. Larsson), Mechanical 
Engineering Publications, London 1992, 181-200. 

27. Conle, A., Oxland, T. R., and T. H. Topper: Computer-based prediction of cyclic 
deformation and fatigue behaviour, in: Low Cycle Fatigue (Ed. H. Solomon et al.), 
ASTM STP 942, Philadelphia 1988, 1218-1236. 

28. Skelton, R. P.: The relation between laboratory specimen and the practical case, in: 
High Temperature Fatigue: Properties and Prediction, Elsevier Applied Science, 
London 1987,301-319. 

29. Ramberg, W. and W. R. Osgood: Description of stress-strain curves by three 
parameters, Tech. Note No. 902, NACA 1943. 

30. Skelton, R. P: Cyclic stress-strain properties during high strain fatigue, in: High 
Temperature Fatigue: Properties and Prediction, Elsevier Applied Science, London 
1987,27-112. 

31. Rees, C. J. Skelton, R. P. and E. Metcalfe: Materials comparisons between NF616, 
HCM12A and TB12M- II: Thermal fatigue properties, in: New Steels for Advanced 
Plant up to 620°C (Ed. E. Metcalfe), EPRI!National Power pic, Swindon 1995, 135-
151. 

32. Timo, D. P.: Designing turbine components for low-cycle fatigue, in: Thennal 
Stresses and Thennal Fatigue (Ed. D. J. Littler), Butterworths, London 1971, 453-
469. 

33. Neuber, H.: Theory of stress concentration for shear-strained prismatical bodies 
with arbitrary non-linear stress-strain law, Trans. ASME, Ser. E, 28 (1961), 544-
550. 

34. Sumner, G. and V. B. Livesey (Eds): Techniques for High Temperature Fatigue 
Testing, Elsevier Applied Science Publishers, London 1985. 

35. Skelton, R. P.: Energy criterion for high temperature low cycle fatigue failure, 
Mater. Sci. Techno/., 7 (1991), 427-439. 

36. Coffin, L. F.: A study of the effects of cyclic thermal stresses on a ductile metal, 
Trans. ASME Ser. A, 76 (1954), 931-950. 

37. Batte, A. D.: Creep-fatigue life predictions, in: Fatigue at High Temperature (Ed. 
R. P. Skelton), Applied Science Publishers, London 1983, 365-401. 

38. Priest, R. H. and E. G. Ellison: An assessment of life analysis techniques for 
fatigue-creep situations, Res Mech., 4 (1982), 127-150. 

39. Thomas, G. and R. A. T. Dawson: The effect of dwell period and cycle type on high 
strain fatigue properties of a 1CrMoV rotor forging at 500-550°C, in Engineering 
Aspects of Creep, Vol. 1, Paper C335/80, Inst. Mech. Engrs., London 1980 

40. Viswanathan, R.: Damage Mechanisms and Life Assessments of High Temperature 
Components, ASM International, Ohio 1989. 

41. Skelton, R. P., Beech, S.M., Holdsworth, S. R., Neate, G. J., Miller, D. A., and R. 
H. Priest: Round robin tests on creep-fatigue crack growth in a ferritic steel at 
550°C, in: Behaviour of Defects at High Temperatures (Eds R. A. Ainsworth and R. 
P. Skelton), ESIS 15, Mechanical Engineering Publications, London 1993, 299-325. 

42. Ostergren, W. J.: A damage function and associated failure equations for predicting 
hold time and frequency effects in elevated temperature low cycle fatigue, J. 
Testing Eva/., 4 (1976), 327-339. 

43. Ainsworth, R. A.: Defect assessment procedures at high temperature, Proc. SMIRT 
10 Conf, Anaheim, Ca., Vol. L ( 1989), 79-90. 



84 R.P. Skelton 

44. Feltham, P.: Stress relaxation in copper and alpha brasses at low temperatures, J. 
lnst. Metals, 89 (1960), 210-214. 

45. Batte, A. D., Murphy, M. C. and M. B. Stringer: High-strain fatigue properties of a 
0.5CrMoV turbine casing steel, Metal. Techno[., 5 (1978), 405-413. 

46. Robinson, E. L. :Effect of temperature variation on the long time rupture strength of 
steels, Trans. ASME, 74 (1952), 777-781. 

47. Priest, R. H. and E. G. Ellison: A combined deformation map-ductility exhaustion 
approach to creep-fatigue analysis, Mater. Sci. Eng., 49, (1981), 7-17. 

48. Palmgren, A.: Die lebensdaur von kugellagern, Z. Vereines Deutscher lng., 68 
(1924), 339-341. 

49. Miner, M. A.: Cumulative damage in fatigue, J. Appl. Mech., 12 (1945), A159-
A164. 

50. Skelton, R. P.: High strain fatigue testing at elevated temperature: A review, High 
Temp. Techno[., 3 (1985), 179-194. 

51. Van Den Avyle, J. A.: Low cycle fatigue of tubular specimens, Scripta Metall., 17 
(1983), 737-740. 

52. Pineau, A.: High temperature fatigue behaviour of engineering materials in relation 
to microstructure, in: Fatigue at High Temperature (Ed. R. P. Skelton), Applied 
Science Publishers, London 1983, 305-364. 

53. Skelton, R. P.: Growth of short cracks during high strain fatigue and thermal 
cycling, in: Low Cycle Fatigue and Life Prediction (ed. C. Arnzallag et al.), ASTM 
STP 770, Philadelphia 1982, 337-381. 

54. Smith, D. J.: The behaviour of short cracks at elevated temperatures, Mechanical 
Behaviour of Materials at High Temperatures (Ed. C. M. Branco), Kluwer 
Academic Publications, Dordrecht 1996, 195-215. 

55. Hales, R. and R. A. Ainsworth: Multiaxial creep-fatigue rules, Nucl. Eng. Design, 
153 (1995), 257-264. 

56. Kandil, F. A. and B. F. Dyson: Uncertainties in uniaxial low cycle fatigue 
measurements due to load misalignment, in: Materials Metrology and Standards for 
Structural Performance (ed. B. F. Dyson et al.), Chapman & Hall, London 1995, 
134-149. 

57. Wareing, J., Tomkins, B. and I. Bretherton: Life prediction in austenitic stainless 
steel, in: Flow and Fracture at Elevated Temperatures, ASM, Ohio 1985, 251-278. 

58. Argo, H. C., DeLong, J. F., Kadoya, Y., Nakamura, M. and K. Ando, Eddystone 
experience on long-term exposed 316ss steam turbine valve components, ASME 
Paper 84-JPGC-Pwr-15, New York 1984, 1-11. 

59. Kimura, K., Fujiyama, K. and M. Muramatsu, Creep and fatigue life prediction 
based on the non-destructive assessment of material degradation for steam turbine 
rotors, in: High Temperature Creep-fatigue (Eds R. Ohtani etal.), Elsevier Applied 
Science, London 1988, 247-270. 

60. O'Connor, D. G. and J. M. Corum: Design rule for fatigue of welded joints in 
elevated-temperature nuclear components, in: Symposium on ASME Codes and 
Recent Advances in PVP and Valve Technology Including a Survey of Operations 
Research methods in Engineering; PVP-Vol. 109, ASME, New York 1986,69-75. 

61. F. Engel, private communication. 
62. Maiya, P. S.: Considerations of crack initiation and crack propagation in low-cycle 

fatigue, Scripta Metall., 9 (1975), 1141-1146. 
63. Manson, S. S. and M. H. Hirschberg: Crack initiation and propagation in notched 

fatigue specimens, in: Proc. 1st Conf on Fracture (Ed. T. Yokobori et al.), Vol. 1, 
Japanese Society for Strength and Fracture of Materials, Sendai 1966, 4 79-499. 



Crack Initiation 85 

64. Raynor, D. and R. P. Skelton: The onset of cracking and failure criteria in high 
strain fatigue, in: Techniques for High Temperature Fatigue Testing (Eds G. 
Sumner and V. B. Livesey), Elsevier Applied Science Publishers, London 1985, 
143-166.65. 

65 Skelton, R. P.: Damage factors during high temperature fatigue crack growth, in: 
Behaviour of Defects at High Temperatures (Eds R. A. Ainsworth and R. P. 
Skelton), ESIS 15, Mechanical Engineering Publications, London 1993, 191-218. 

66. Skelton, R. P.: Environmental crack growth in a 0.5CrMoV steel during isothermal 
high strain fatigue and temperature cycling, Mater. Sci. Eng., 35 (1978), 287-298. 

67. Tomkins, B.: Fatigue crack propagation in metals: An analysis, Phil. Mag., 18 
(1968), 1041-1066. 

68. Ohtani, R. and T. Kitamura: Creep-fatigue interaction under high temperature 
conditions, in: Crack Propagation in Metallic Structures (Ed. A. Carpinteri), Vol. 2, 
Elsevier, Amsterdam 1994, 1347-1383. 

69. Miller, K. J.: Materials science perspective of metal fatigue resistance, Mater. Sci. 
Techno/., 9 (1993), 453-462. 

70. Priest, R. H., Miller, D. A., Gladwin, D. Hand J. Maguire: The creep-fatigue crack 
growth behaviour of a 1CrMoV rotor steel, in: Fossil Power Plant Rehabilitation, 
ASM, Ohio 1989, 31-37. 

71. Pinder, L.: Oxide characterisation for service failure investigations, Corr. Sci., 21 
(1981), 749-763. 

72. Skelton, R. P. and J. Byrne: Prediction of frequency effect in high temperature 
fatigue crack growth using damage factors, Mater. at High Temp., 12 (1994), 67-74. 

73. Levaillant, C., Grattier, J., Mottot, M. and Pineau: Creep and creep-fatigue 
intergranular damage in austenitic stainless steels: discussion of the creep­
dominated regime, in: Low Cycle Fatigue (ed. H. D. Solomon et al.), ASTM STP 
942, Philadelphia 1982,414-437. 

74. Paris, P. C. and F. Erdogan, A critical analysis of fatigue crack propagation laws, J. 
Basic Eng. (Trans. ASME), 85 (1963), 528-534. 

75. Haigh, J. R. and R. P. Skelton, A strain intensity approach to high temperature 
fatigue crack growth and failure, Mater. Sci. Eng., 36 (1978), 133-137. 

76. Dowling, N. E.: Crack growth during low cycle fatigue of smooth axial specimens, 
in: Cyclic Stress-strain and Plastic Deformation Aspects of Crack Growth, ASTM 
STP 637, Philadelphia 1977, 97-121. 

77. Starkey, M. S. and R. P. Skelton: A comparison of the strain intensity and cyclic J 
approaches to crack growth, Fatigue Eng. Mater. Struct., 5 (1982), 329-341. 

78. Shih, C. F. and J. W. Hutchinson: Fully plastic solutions and large scale yielding 
estimates for plane stress crack problems, J. Eng. Teclmol.(Trans. ASME Ser. H), 
98 ( 1976), 289-295. 

79. Athanassiadis, A., Boissenot, J. M., Brevet, P., Francois, D. and A. Raharinaivo: 
Linear elastic fracture mechanics computations of cracked cylindrical tensioned 
bodies, Int. J. Fract., 17 (1981 ), 553-566. 

80. Dowling, N. E.: Geometry effects and the J integral approach to elastic-plastic 
fatigue crack growth, in: Cracks and Fracture, ASTM STP 601, Philadelphia 1976, 
19-32. 

81. Skelton, R. P.: Cyclic crack growth and closure effects in low alloy ferritic steels 
during creep-fatigue at 550°C, High Temp. Techno/., 7 (1989), 115-128. 

82. Skelton, R. P., Priest, R. H., Miller, D. A. and C. J. Rees: Validation and 
background of crack opening and closing relation for use in high temperature 
assessment, Fatigue Fract. Eng. Mater. Struct. to be published. 



86 R.P. Skelton 

83. Skelton, R. P. and K. D. Challenger: Fatigue crack growth in 2114Cr1Mo steel at 
525°C II: Prediction of continuous cycling endurances, Mater. Sci. Eng., 65 (1984), 
283-288. 

84. Skelton, R. P.: Crack growth and cyclic stress-strain properties of 9Cr1Mo steel at 
elevated temperature, in: Fatigue a Haute Temperature, Societe Fran~aise de 
Metallurgie, Paris 1986, 185-203. 

85. Skelton, R. P. and J. I. Bucklow: Cyclic oxidation and crack growth during high 
strain fatigue oflow alloy steel, Metal. Sci., 12 (1978), 64-70. 

86. Buchalet, C. B. and W. H. Bamford, Stress intensity factor solutions for continuous 
surface flaws in reactor pressure vessels, in: Mechanics of Crack Growth, ASTM 
STP 590, Philadelphia (1976), 385-402. 

87. Hasan, S. T. and M. W. Brown: Thermal downshock fatigue testing in AISI 316 
stainless steel plate, High Temp. Techno/., 2 (1984), 89-97. 



BASIC MECHANISMS OF CREEP AND THE TESTING METHODS 

E. Czoboly 

Technical University of Budapest, Budapest, Hungary 

ABSTRACT 

Pointing at the importance of material selection in design process, the responses of 
structural materials to loading are discussed. The response can be an elastic or a 
plastic deformation or the material can fracture. These physical processes are 
discussed briefly examining them in atomic scale as well as in microscopic and in 
macroscopic sense. The influence of loading conditions as e.g. temperature or 
alternating loading are discuss too. The damage processes due to the loading are 
also shown. 

The usual testing methods are overviewed and the different material characteristics 
are criticised. It is shown that although the testing methods are simple models of 
the real loading conditions, the most material parameters are not well defmed 
indicators and therefore their misuse can result serious mistakes. Difficulties in 
fatigue and creep testings are exposed. 
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I INTRODUCTION 

The purpose of engineering activity is to design, to produce and to operate 
machines and structures of different kind. The working conditions of these 
products are very miscellaneous considering both the loads and the environment. 
Some parts are subjected only to static loads, however the most of them are loaded 
dynamically or cyclically. Even those structures, which are regarded as "statically 
loaded" ones have some variation in forces or other loading conditions. The 
environment of the structures may also be different. Temperature is only one, but 
important parameter of service. It can be high or low comparative to the ambient 
temperature and in general it is not constant during the service life. The rate of 
variation is also an important factor, mainly in the case of big structures. Rapid 
changes of temperature generate thermal stresses, which have to be regarded. 
Another deciding parameter is the surrounding media, which can be neutral or 
COrrOSIVe. 

Some structures are operated under extremely hard conditions, so e.g. in that 
case, when the unfavourable factors are combined, the acting forces and the 
temperature vary frequently and in a wide range, corrosive media is present, etc. 
However, inspite of all these circumstances, we expect a perfect operation of the 
objects at least for a given period. The operation must be safe, therefore the life 
prediction procedures have to be improved continuously. 

2. SELECTION OF MATERIAL 

The behaviour of the structures depends very much on the materials they are 
made of. The selection of a proper material for a given machine part is a desicive 
action of the engineer. Although it can happen that for some special application 
there exist only very few or only one particular suitable material, for most 
purposes a variety of materials can be used. To find a satisfactory choice is not 
easy, it is necessary to consider the matter from different points of view. 

First of all the mechanical, physical and chemical properties of the materials 
have to be taken into account in regard of the requirements. Here, of course, not 
only the service temperature and the acting stresses should be considered, but also 
the variation of these parameters, the frequency and number of cycling, the 
corrosive media, if any and the possible protection against corrosion, the 
probability of wear, erosion, etc. An important factor, which has to be regarded is 
the amount of risk of failure. The requirements are much higher, if the breakdown 
of the given part can result the loss of human life, or if it has a consequence of 
great fmancial damage. 
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Another factor of consideration in the procedure of material selection is the 
technological aspect. The possibly applied technology for production depends not 
only on the shape of the part, but also on the selected material itself and not less 
on the facilities of the given factory, where the part or structure will be produced. 
In this respect beside the available technical equipment, the effect of the 
technological process on the properties of the material (cold working, welding, 
etc.) and the skill of manpower should be regarded too. 

Not less important is the economical aspect. Engineers are working for the 
market and the products have to be sold in a competition. Therefore, it is important 
that the possibly cheapest material should be selected together with an inexpensive 
but suitable technology. Sometimes - if not always - this has a decisive influence 
on the success of the product. 

Beside the mentioned aspects some others may be important in given cases, 
such as esthetical or saniterial considerations. But these are apart from the topic of 
this course. 

Although, the technological and economical aspects are very important, in the 
following only the material properties will be discussed, because the other 
mentioned requirements are strongly dependent on local circumstances variing 
from county to country and from factory to factory. 

3. MATERIAL PARAMETERS 

The properties of the materials can be characterized in two totally different 
ways: by words or by numbers. It is well known that in standards or catalogues 
such remarks can be found, as weldable, resistant against atmospheric corrosion 
and similars. Such qualifications are extremely important and they can help the 
experts a lot in their orientation, but it is obvious that they are not self evident and 
they need additional explanations. 

On the other hand, some other properties of the materials are defined 
numerically. The numbers, called also material parameters are based on special 
experiments, generally known as material testing methods. These parameters are 
indispensable in dimensioning, therefore, they are extremely important in 
engineering practice. Of course, an accurate designing needs correct material 
parameters, which are based on real physical phenomena and are expressed in 
terms of realistic specific values. Unfortunately, these requirements are not 
fulfilled in the case of the majority of the used material characteristics. 

At the present, we have only few parameters, which are correctly defined from 
a physical point of view and which can serve as a basis for dimensioning. The 
other parameters can be used only for guidance and for ranking the materials 
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instead of exact calculations. Such parameters are in fact only arbitrary numbers. 
To make use of these conventional material characteristics former experiences are 
necessary; without such knowledge the information-content is very poor. Particular 
examples will be discussed later. 

Of course, the general effort of material sciences is to increase the number of 
the "right" material parameters and to fill up the conventional ones with an 
improved physical meaning. The ellaboration of fracture mechanics is an 
outstanding example for this. New parameters very often need new testing 
methods, but a new interpretation of the conventional test results is also possible. 

To understand the real meaning of the material parameters and treat them 
critically, a detailed analysis of the processes due to loading under different 
service conditions is necessary [ 1]. If a part is exposed to forces, it may respond in 
different ways. The most important response of the specimens regarding 
mechanical behaviour is deformation, which can be elastic or plastic. Elastic 
deformation is an inevitable consequence of the load, and can not be avoided. 
Plastic deformation may occur locally or in general. The former type of plastic 
deformation is in many constructions acceptable, while the latter should be 
avoided. Another consequence of the load can be fracture (partly or total), which 
is also an unwanted phenomenon and has to be avoided. 

Because elastic deformation always occures, if the test piece is exposed to a 
load, the material testing methods try to determine those limit loads, which result 
the beginning of plastic deformation or fracture. The general problem is that the 
mentioned phenomena appear in very different combinations and their separation 
from each other is sometimes very difficult, if not impossible in the case of an 
industrial laboratory. In the following the mentioned processes will be discussed in 
details. 

The analysis can be done on various levels dependent on the sizes of some 
basic units. In engineering material science generally three levels are used: 

• atomic level, where the basic unit is an elementary cell. Forces among 
atoms (ions) and displacements of atoms are considered. Defects in the 
crystallic order as vacancies and dislocations, etc. are studied. 

• microscopic level, where the basic unit is a grain. The role of different 
formations of grains, grain size, grain boundaries, various phases, 
precipitations, inclusions are discussed. 

• macroscopic level, where the basic unit is the test piece or machine part. 
Acting forces, stress distributions, stress concentrations, strains, 
deformation, equilibrium, collapse and many other processes will be 
treated that way. 
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Although the test pieces used in the material testing methods represent usually 
the macroscopic level, but to understand what is going on within the material, an 
analysis on all levels is necessary. 

4. DEFORMATIONS 

4.1 Elastic Deformation. 

Regarding the atoms in reality forces and displacements exist, but in­
engineering practice the terms of stresses ( cr or 't) and strains (8 or E) are generally 
used. Stress is the force acting on a unit area 

cr = FIA (4.1) 

where F is load, A is area, Although, it is not very reasonable to talk about 
"stresses" on atomic level, because it is hard to defme a cross section of an atom, 
this term is generally used, assuming that the same atomic forces are acting among 
many atoms, which form together a unit cross section. 

The displacements are expressed as elongation or compression dependent on 
the relative direction of the motion. Finally, both are transformed to strains, which 
is a specific elongation (or compression), that is the displacement of a unit of 
length: 

8 = (L-L0)/L0 = L1LIL0 (4.2) 

L0 is the original and L the extended length, M is the elongation or the 
compresswn. 

The elastic deformation is unavoidable, if any force is acting on a solid body. 
It is due to the interatomic forces, which are balancing the external load. Fig. I. 
shows the interatomic force of a simple arrangement as a function of the 
displacement. It can be seen that in the equilibrium position the attractive and 
repulsive forces are in balance, the resultant is zero. If the atom will be 
compressed to its neighbour, the repulsive force increases rapidly. If the 
interatomic distance expands, the growth of the attractive force is somewhat 
slower and reaches a maximum. However, if the displacements are very small, 
and this is so in the case of elastic strains, the relationship between stresses and 
strains (force and displacement) can be regarded, as linear. 

The atoms of metals and other crystallic materials can be modelled by elastic 
balls, which are arranged in a geometrical order according to the lattice. In 
equilibrium state the balls are spherical, representing that the interatomic forces 
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Figure 1. Interatomic force vs. displacement of atoms.ln the 
case of small displacements the relation is nearly 
linear. 
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are balanced in any 
direction (Fig.2/a.). If an 
external load is acting on 
the crystal the balls in the 
lattice will be distorted. 
They may elongate in the 
direction of the load and 
contract in the lateral 
directions (Fig. 2/b ), or 
they may be deformed by 
an angular rotation 
(Fig.2/c). In the case of a 
complex, multiaxial 
loading the principle of 
superposition is valid, so 
the stresses and strains are 
additive. 

c 

Figure 2. Arrangement of atoms in a simple cubic lattice. a) No acting stresses. b) Tensile 
stresses. c) Shear streses. 

The general description of the deformation - considering a complicated 
atomic structure and a three-axial stress state - needs 36 elastic constants [2]. 
Fortunately, because of symmetry in the atomic arrangements, the number of the 
constants is strongly reduced. The most frequently used structural metals have e.g. 
a relatively simple crystallographic lattice, most of them belong to the BCC or 
FCC, that is to one of the cubic systems. For cubic crystals only three constants 
are enough. 
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(4.3) 

Because of the crystall geometry, the deformation will be dissimilar in the 
different crystallographic directions. The difference depends not only on the type 
of lattice, but also on the material itself. E.g. tungsten and iron are both BCC 
metals. But the elastic constants for tungsten are in the different crystallographic 
directions about the same, while for iron they vary in a ratio about 1:2. 

In policrystalline materials the grains are generally randomly oriented. In such 
materials the various elastic constants equalize each other and so the macroscopic 
body behaves as an isotropic material. In such cases the number of the elastic 
constants reduces further and only two independent parameters remain. These are 
the Young's modulus, E and the Poisson's ratio, v. Two other parameters are also 
used, however, these can be expressed by the former ones: 

The bulk modulus, K characterizes the change in volume, LIVas a consequence 
of a hydrostatic stress, crh 

where 

!1V = o-h 

V K 

K= E 
3(1- 2 v) 

(4.4) 

(4.5) 

and the shear modulus, G connect the shear stresses with the angular distortion 

(4.6) 

where 

G= E 
2(1 + v) 

(4.7) 

For plastics and other materials, which do not display linear elasticity, the 
relation is much more complicated. 
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One of the most important features of elastic deformation is that it is fully 
reversible after unloading. The relationship between stresses and strains is one of 
the basic and important properties characterising the mechanical behaviour of the 
materials. Furthermore, it is characteristic of this type of deformation that all 
atoms and all atomic bonds of the stressed volume take part in it. Theoretically, 
considering an isotropic material the strain observed on the macroscopic body is 
the same as of the individual atomic bonds. Because of the differences in the 
atomic forces acting in the various crystallographic directions, this is not realized 
in anisotropic materials. In this cases differences may exist in the strains and 
stresses from grain to grain and according to the different crystallographic 
directions. 

Although the anisotropy of the elastic constants can be neglected in general by 
the engineers, it can be important in some cases. Cold rolling or some other 
technological processes can produce a crystallographic texture, when the majority 
of the grains tend to orient themselves in a similar direction. Under such 
circumstances the anisotropy may have a significance. 

The temperature has only a slight influence on the elastic properties. Since 
the · atomic spacings increase and the bonding forces decrease with increasing 
temperature, the elastic modulus decreases. However, the variation is relatively 
small and - even more important - the whole mechanism of elastic deformation 
remains unaltered [3]. 

4.2 Plastic Deformation 

In contrary to the elastic deformation, plastic deformation is irreversible and 
can occur by various mechanisms. The most important mechanisms in metals are: 

glide of dislocations, 

twinning, 

stress directed diffusion, 

climbing of dislocation , 

grain boundary sliding. 

Theoretically all mechanisms can take place in a specimen at once. In practice, 
mainly the temperature and other circumstances determine, which of the 
mechanisms will dominate. At ambient temperature and in the case of plastic 
materials the most important mechanism is glide of dislocations. Twinning occurs 
mainly at very low temperature and/or if the material is brittle. The other three 
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mechanisms are characteristic for creep, when the temperature is relatively high, 
T > 0.5T ill' where Till is the melting temperature in Kelvin .. 

4.2.1. Glide of Dislocations 

To discuss the details of dislocation theory is far beyond the scope of this 
paper. Here only some charateristics should be mentioned, which are important in 
respect of understanding the significance of the material parameters. Such 
important feature is e.g. the strong localisation of the deformation process. It is 
well known, that during the deformation process series of parallel dislocations are 
moving on their slip planes (the active slip planes), while the other parts of the 
crystals remain unaltered. (Fig.3. ). Even in strongly deformed crystals a few 
hundred parallel atomic planes - which are all potential slip planes according to 
their orientation - can be found between two adjacent, active slip planes and these 
regions are not influenced by the deformation. The shape of a deformed single 
crystal is therefore not a simply elongated modification of the original grain, but it 
is more like a sliced piece. 

Figure 3. Schematic 
illustration of 
a plastically 
deformed 
single crystal. 

Another important feature follows from the fact that 
the slip planes are definite crystallographic planes, which 
determine the direction of slip. These directions are not 
parallel with the axes of principal stresses or strains, but 
incline to the axis of the principal stress even in the case of 
a single crystal (See Fig.3.). The plastic deformation will 
start in single crystals therefore at that load, when the 
component of the force parallel with the slip system 
reaches its critical value. 

In a polycrystalline material the distribution of 
deformation among the grains is also very irregular, 
particularly at the beginning of yielding. Some of the grains 
already endure plastic deformation, while others are still 
elastically deformed. The glide of dislocations is also much 
more complicated, since the orientation of the individual 
grains are different. So the slip directions and the location 
of the active slip planes varies also from grain to grain. 
However, the grain boundaries have to be matched during 
and after the deformation process. It can be shown that in 
such cases at least five independent slip systems have to be 
activated that two adjacent grains should remain in contact 
without creating voids or cracks (Fig. 4. ). 
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Secondary slip syst. 
It is easy to imagine that most of the 

activated slip systems are not favourably 
oriented (not inclined in nearly 45 
degrees to the greatest principle stress) 
and so they need a much greater force, as 
the yield stress of a single crystal. That is 
the reason that polycrystalline materials 
have significantly higher yield points, 
than single crystals. Since the grain 
boundaries hinder the slip process, the 
strength of the material increases with 

Figure 4. Multiple slip in a polycrystallin material 
decreasing grain size, because the ratio of 
grain boundaries to the bulk of grains 
will be increased. This observation was formulated by Hall and Petch: 

cry= kl +kzcfl/2 

where k 1 and k2 are material constants. 

(4.8) 

Any technical metal and alloy have an original dislocation density of about 
108/cm2. As the dislocations start to glide, dislocation sources develop and the 
number of dislocations increases rapidly. But the increasing dislocation density 
results also that they intersect each other frequently and the immobile jogs created 
this way hinder the motion of more and more dislocations. As a consequence, the 
number of mobile dislocations decreases and therefore the material displays strain 
hardening. This is illustrated schematically in Fig. 5. Similar to this phenomenon, 
any other mechanism, which hinders the motion of dislocations increases the yield 
strength of the material and reduces plasticity. 

One of the generally applied methods to increase strength is to create 
dispersed, hard particals in the matrix. The size and density of these particals are 
deciding on their effectiveness. Other mechanisms, as refming the grains 
(increasing the amount of grain boundaries, as shown earlier) or introduce 
substitutional solute atoms into the crystal lattice are also effectual. 
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Temperature, strain rate and complexity 
of stress state influence the plasticity of the 
material strongly. Decreasing temperature and 
increasing strain rate generally decrease the 
mobility of dislocations or with other words, 
increase the critical stress, which is necessary 
to activate the slip systems. "Critical stress" 
means in this sense shear stress, because the 
activation of dislocation glide needs shear 
stress. Therefore, the greatest shear stress 
controls the process of plastic flow. In a 
hydrostatical stress state, when all the 
principal stress components have the same 
sign and magnitude, the shear stresses are 
equal to zero, so such kind of stress state -
independent from the level of stresses - does 
not result plastic deformation. This can be 
proved by high pressures in liquids. In 
practice, a totally hydrostatical tensile stress 
state does not exist. However, the so called 
plane strain state is usual at a cracked, thick 
plate near the crack tip and its character is not 
far from the hydrostatical tensile stress state. 
Therefore, plasticity is in such cases strongly 
reduced. 

Regarding a test piece in a macroscopic 
manner the mentioned peculiarities are not 
considered. The deformation is measured 
globally for the whole test piece or at least in 
a restricted small region, which still includes 

p,., t 

Mobile 
fraction 
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Figure 5. Schematic illustration of the a) 
total number of dislocations, b) 
fraction of mobile dislocations, c) 
number of mobile dislocations 
vs. strain [2}. 

a great number of grains, therefore the individual slip processes will contribute to a 
global strain, which is defined and calculated in a similar way, as in Eq.(4.2). 
However, one has to keep in mind that the elementary mechanism is slip resulting 
from shear stress and not elongation. 

In contrast to elastic deformation, plastic strain is very much influenced by 
strain rate and temperature. The critical shear stress, which is necessary to move 
the dislocations and their mobility is a function of the parameters mentioned. The 
former determines the stress, which starts plastic deformation - called yield stress 
or yield point - the latter influences the amount of plastic deformation, which can 
be tolerated by a material without fracture. In general, increasing strain rate and 
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decreasing temperature will increase the yield point and will decrease the plasticity 
of the material. 

Temperature effects also the behaviour of a specimen, if exposed to a 
constant or nearly constant load. The first reaction of the material to the load is a 
given amount of deformation, which is independent from time. This strain may 
have an elastic and also a permanent (plastic) component. Because of the strain 
hardening mechanism (decreasing number of mobile dislocations) this process 
stops very soon and a quasi equilibrium state develops. However, many 
dislocations are piled up at different obstacles, because the driving force is just 
below the necessary one to push them through. If the temperature is high enough, 
thermal activation can help the dislocations to pass through the particles and 
produce an additional, time dependent deformation. It is obvious that the higher is 
the temperature, the more mobil will be the dislocations, that is the greater will be 
the strain rate. 

Finally, the effect of the deformation process on the internal stresses should be 
mentioned. While elastic deformation does not initiate residual stresses after 
unloading, plastic deformation leaves its marks. This is not only because of the 
deformation process itself, which results in an increase of the density of 
dislocations by some order of magnitude. The dislocations and the surrounding 
volumes mean a great disorder in the lattice, which can be considered as highly 
stressed zones. Beside this, due to the different directions of the active slip planes 
in the neighbouring grains, second order stresses remain. This has a decisive 
influence on the behaviour of the material, if alternating stresses are acting. 
Normally, after a plastic deformation the materials indicate strain hardening and 
the yield point will be raised. However, if the acting load will be reversed, the 
plastic flow starts at a much lower level, than the original yield strength. This 
phenomenon is known as Bauschinger effect. 

4.2.2. Twinning 

This mechanism of plastic deformation is only mentioned here for 
completeness, because it has a minor significance in connection with creep. 
Twinning deformation can be observed mainly in hexagonal materials. In BCC or 
FCC metals twinning occurs only at low temperatures and at high strain rates. The 
reason for this is that BCC and mainly FCC materials have enough slip planes, 
which can be activated. Slip needs less energy than twinning, therefore twins will 
nucleate only under special circumstances, when slip process is hindered. 

The contribution of twinning to the deformation is small. Therefore those 
materials, which deform mainly by twinning, fracture after only a small amount of 
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plasticity. In contrast to the elastic deformation, twinning - similar to slip process -
is also strongly related to definite czystallographic planes and only a small 
fragment of the whole grain takes part in the process (Fig. 6. ). As it can be seen in 
the figure, twinning means a kind of rotation of one part of the czystal mirrored to 
the twin plane of the original atomic arrangement. 

Figure 6. Twinning mechanism in a crystal. 

Observing one individual grain, it is doubtful that the result of a twinning can 
be characterised by an "elongation" or "strain". These vezy common concepts have 
hardly any sense in the microscopic or in the atomic world. Of course, on a 
macroscopic scale one can measure global elongation or strain as a result of the 
simultaneous processes in many grains. 

Elastic deformation and twinning will occure immediately, as the load is 
applied. Although, gliding of dislocations needs some time (hence its sensitivity 
for strain rate), the time is necessarily short, practically a few fragments of a 
second, so all the discussed mechanisms can be regarded as time independent 
reactions. If the load acts for a longer period, some more mechanisms beside the 
thermal activation mentioned earlier can take place and can contribute to the total 
deformation. 

4.2.3. Stress Directed DijfiJsion 

It is well known that the lattice contains always empty places, so called 
vacancies, the number of which is a function of temperature. 

n!N = exp(-t1U;R7) (4.9) 
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where n is the number of vacancies, N the number of the lattice points considered, 
LJU is the activation energy of the vacancies, R is the gas-constant and T is the 
temperature in Kelvin. Near the melting point the n/N ratio reaches a value about 
w-4[3]. 

These vacancies are steadily 

+--+-- jumping 
atom 

Figure 7. Basic mechanism of diffusion. 

wandering in the lattice, because the 
neighbouring atoms jump to the empty 
places. (Fig. 7.). If the atoms, which take 
part in this change-of-place process are 
from the matrix (atoms of the base metal), 
this steady movement is called self­
diffusion. In contrast to the solution or 
segregation processes , when alloying 
atoms are wandering in the lattice, the 
self diffusion has no special direction or 
tendency. The motion of the atoms is 

random. However, if stresses are acting on the specimen, the motion of the atoms 
will get a definite trend: vacancies are mostly developing at those boundaries of 
the grains, which are perpendicular to the direction of the tensile stress and they 
are wandering to the parallel boundaries. On the other hand, atoms are migrating in 
the opposite direction (Fig. 8). 

It is shown that at high temperatures and low 
stress levels this mechanism is controlling creep. It 
is generally called Nabarro-Herring creep. A very 
similar process can be obtained even at somewhat 
lower temperatures. Here, the diffusion occurs 
along the grain boundaries. This type of creep is 
called Coble creep. 

From a comparison of the mechanisms 
discussed earlier, one can conclude that stress 
directed diffusion is in one particular way similar 
to elastic deformation. The similarity lies in the 
fact that the whole bulk of the grains or at least all 
grains take part in the action and the result is really 
an elongation even regarded on microscopic scale. 
The amount of possible deformation is in both 
cases small. Of course, other features of the two 
types of deformation are very different. 

Figure 8. Migrating of atoms due 
to an active tensile 
stress. Vacancies 
move in the opposite 
directions. 
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4.2.4. Climbing of Dislocation 

At higher stress levels even at moderate temperatures a new mechanism starts 
to be active. This can be regarded as the main process in creep, although in some 
special cases the contribution of other creep processes to the total deformation can 
be significant. 

As mentioned earlier, after an initial loading and subsequent deformation, 
series of dislocations are piled up at different obstacles. Fig.91a gives an example, 
where the motion of dislocations is prevented by a second phase particle. Driving 
force even together with a temporary thermal activation energy is not enough to 
help the dislocations to pass. However, with the aid of vacancies there is a 
possibility for them to avoid the obstacle. 
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Slip plane, 
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Figure 9. Non-conservative notion of dislocations by the help of migrating vacancies 

In that temperature range, where creep can be expected (J:--0,5T111), the 
density of vacancies is relatively high. If a vacancy is migrating to the edge of the 
extra-plane, that is to the core of the dislocation, the slip plane of the dislocation 
will be raised by one atomic distance (Fig. 9/b ). Of course, such kind of 
migrations are necessary over a longer range of the dislocation line and generally a 
slip plane has to be raised not only by one, but by a number of lattice spacings to 
get around the particle. If this happens, dislocations avoid barriers and can 
continue their motion on the new slip plane. So, plastic deformation will be 
continued. This kind of nonconservative motion of the dislocations is called 
climbing (Fig 9!c). 

The deformation of the grains according to the mechanism described above is 
the result of a combined motion, climbing and gliding of the dislocations. 
Climbing ensures the necessary number of mobile dislocations, which were 
formerly hindered by some barrier. Subsequent gliding produces plastic 
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deformation on the new slip planes. Both processes are needed to continue 
deformation. Since they are differently influenced by temperature and by the 
acting stress, their possible rate will be also different. The resulting strain rate will 
be controlled by the slower process [2]. 

As for the other characteristics of this procedure, one have to keep in mind 
that the reason of the deformation is in fact gliding with all its tipical features. 
Therefore, all statments made in Chapter 4.2.1 concerning a comparison with other 
mechanisms are valid here too. 

4.2.5. Grain Boundary Sliding 

This mechanism does not occure alone in the materials, it can be regarded 
much more as a necessary consequence of the formerly mentioned other 
mechanisms. The situation illustrated in Fig. 10. is a tipical example. Imagine that 
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Figure 10. Constrained slip on grain boundaries to maintain the 
contact between the grains. 

the three grams 
shown in the figure 
are exposed to stress 
directed diffusion. 
Their dimensions 
will increase in the 
direction of tensile 
stress and will be 
reduced in the 
lateral directions. If 
the grams are 
supposed to keep 
together, the two 
upper grains have to 
slide on the lower 

grain to remain in contact with each other. In opposite case voids or cracks would 
be created. 

In real materials, however, the grain boundaries are not even planes, but they 
have a complex geometry. This is outlined in Fig.ll. If such boundaries are going 
to slip on each other, voids and overlapping volumes are left behind. Overlapps 
are impossible. So, the redundant atoms have to leave their positions and move to 
the empty regions. Considering that the lattices in the grain boundary regions are 
anyhow disturbed, so the bonding energy is at a higher level (which means that the 
bonding energy is less, than in a perfect lattice), the atoms can be mobilized by a 
lower activation energy than in the bulk of the crystal. 
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Figure 11. Nucleation of vacancies and overlapping areas as a consequence of grain 
boundary sliding. 
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The consequences of this mechanism are great, although the contribution to 
the whole deformation is small, therefore it is worth-while to examine it more 
closely. The disorder created by the boundary slip cannot be compensated 
completely by the diffusion mechanism. So, some voids and later even small 
cracks may remain. These cracks may join and propagate and even may lead to 
fmal fracture. 

The smaller the grains and so the greater the grain boundary/ grain bulk ratio, 
the greater is the risk that imperfections nucleate. To reduce this unwanted effect 
of the grain boundaries, coarse grained materials have to be selected - the only 
case, when a coarse grained material is preferred because of its better mechanical 
properties in contrast to a fine grained material. 

5. FRACTURE 

Fracture is an unwanted phenomenon in engineering practice and it should be 
avoided anyhow. In general it means that a machine part or structure is broken into 
two or more pieces. Under certain conditions, however, fracture can be defmed 
also as the development of a crack of a given length, when the part has to be 
discarded. 

Considering fracture process from the point of view of the atoms, it means the 
seperation of atoms or layer of atoms by breaking the atomic bonds. The force 
between two adjacent atomic layers as a function of the interatomic distance is 
shown in Fig.l2. If no external force is acting, the spacing between them 
corresponds to the lattice parameter. Responding to external forces the distance 
increases and after exeeding a critical amount of elongation (see in the figure: ~ 
acrit) the interatomic force approximate zero. It was demonstrated that the stress 
needed to such kind of separation,cr1h is equal to 

~th=~ (5.1) 
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where y is the surface energy, E the Young's modulus and a the lattice parameter 
[2]. At the same time it was shown that the materials never reach this theoretical 
strength, they fracture at a 
much lower stress level. 

The example 
represented an absolute 
brittle, a so called 
cleavage fracture. In 
technical materials, 
mainly in metals such a 
brittleness 1s unusual. 
Metals always display 
more or less plasticity. 
Depending on the amount 
of plasticity preceding 
the separating process 
and the volume of the 
material involved into the 

a IJ.~rit 
X 

plastic deformation, Figure 12. Stress between atomic layers as a function of 
fractures can be classified displacement. Equilibrium distance is a; at a 
into a brittle or into a distance of a+.1acrit fracture is complete. 

ductile type. Although, 
this classification is self-
evident in the extreme cases, in practice many transitional occurrences may 
happen, where the determination is often arbitrary and not obvious. 

Fracture processes can be categorized also in a different way. The separation 
of the various parts may run through the grains or on the grain boundaries. The 
first type of fracture is called transgranular, while the second type intergranular 
fracture. The stresses, which result fracture may be considered also as the basis of 
classification. In most cases tensile stresses pull apart the two pieces to be 
fractured. However, it can happen that the parts are separated by shear. Fig.J3. 
gives examples for the mentioned fracture types. Once again it have to be 
emphasized that in the praxis the introduced types of fracture occure mixed [4]. 

Fracture behaviour of a material is in fact not a "material property", but it 
depends on the circumstances. The main influencing factors are temperature, strain 
rate and state of stress (uni- or multi-axiality of stresses and the sign of the stress 
components). 



Basic Mechanisms of Creep 

-~.-J 
b) c) d) 

Figure 13. Different types of fracture. a) transgranular, b) intergranular, c) plastic, 
tensile fracture, d) shear fracture. 

105 

BCC metals are sensitive to temperature and transform their fracture 
behaviour from plastic to brittle as the temperature decreases. Similar curves, as 
seen m Fig.l4. are well known. It is also a common knowledge that such 
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Figure 14. The effect of temperature and strain rate on the toughness 

of Bee materials. 

transitions have a very important role in engineering, but its significance is less in 
respect of creep. Creep is related to plastic deformation and in many cases great 
amount of plastic deformation precedes fracture indeed. However, this is not 
always the case. In some cases plasticity is strongly reduced in creep procedures 
and creep fracture is very brittle regarded macroscopically. 

Strain rate is another important factor, which influences the type of fracture. 
The increase of strain rate has a similar effect, as decreasing temperature. Again, 
regarding creep, where very slow deformation processes occure, the problem of 
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Figure 15. Dangerous multiaxial stress state. 

Worst, hydrostatical case: cr1=cr2=cr3 
Plain strain state: cr3=v(cr1+cr2) 

E. Czoboly 

dynamic loadi ng can be disregarded, 
but other problems related to the very 
slow deformation rate arrise. 

The third factor mentioned above, 
the stress state may have a significant 
effect on plasticity, even if other 
circumstances would favour plastic 
deformation, e.g. at relatively high 
temperature. Multiaxial stress state can 
support or hinder deformation 
processes 'dependent on the sign of the 
stress components. Three tensile 
components, as illustrated in Fig. 15. 
has a detrimental influence on any 
material. Since such a stress state is 

typical in the vicinity of a notch, crack or other defects, materials exhibit a 
strongly reduced plasticity at these places. 

It is worth while to mention that some type of fractures induced by plastic 
deformation seem from an engineering point of view to be brittle, because the 
plastic deformation is restricted to a very narrow part of the material near the crack 
surfaces. Well known examples for such a behaviour are fatigue fractures and in 
some cases also creep ruptures. Fatigue process is strongly related to plastic 
deformation. Microcracks are induced by dislocation glide and propagation of 
macrocracks are also combined with a cyclic plastic deformation around the crack 
tip. However, a typical fatigue crack propagates through a part without any 
macroscopic deformation, the surrounding material does not reveal any plasticity. 

This is less typical for creep rupture, but it may occure under specific 
circumstances that the crack propagates in a "quasi brittle" manner, although the 
process itself- regarding it from a microscopic point of view - is related to plastic 
deformation. Brittle fractures take place if intergranular fracture is preferred and 
frequently in agressive environments, where corrosive and cracking mechanisms 
are strengthening each other. 

The most up-to-date theory, which deals and describes fracture processes: 
fracture mechanics [5] has demonstrated that fracture is not a single, but a dual 
process; it consists of a crack nucleation and a crack propagation period. Further 
it was proved that crack nucleation process can be neglected, because technical 
materials always contain a number of defects, which can be considered as potential 
crack nuclei. The deciding process is the onset of crack propagation and the most 
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important question is, whether the crack will propagate in a stable or unstable 
manner. 

F F 

Figure 16. Comparison of the behaviour of two specimens: a a 
plastic and a brittle one, pulled till the end of the 
elastic regime. 

This observation 
means in other words that 
stresses alone are not 
responsible to result 
fracture; an adequate 
defect is also necessary. 
This can be demonstrated 
by a very simple 
example. Consider two 
tensile specimens (Fig. 
16), one of them is made 
of a plastic and the other 
one of a brittle material. 
By increasing the load, 
the first specimen will 
reach the limit of elastic 
deformation and will 

start to deform plastically. At that moment the stress is uniformly distributed in 
the total volume of the specimen. Its value corresponds to the yield stress, Re and 
as a consequence, yielding will take place in the whole specimen. 

By increasing the load of the second specimen, a "critical" stress level, crc 
will be reached, which will generate fracture. But this physical process (fracture) 
is restricted only to a small fragment of the test piece, to a thin layer. In this thin 
layer a series of atomic bonds break, two atomic planes separate in each grain and 
probably some limited plastic deformation occures in the neighbouring atomic 
layers. Theoretically, all the other grains and atomic layers remained undisturbed, 
although the whole specimen was exposed to the same stress. The reason of this 
behaviour lies in the fact that the fractured cross section turned out to be weaker, 
than the others. There must have been a defect or with other words: a crack, even 
if this is unknown for the observer. Therefore, the value of crc is not a real material 
parameter, because it does not only depend on the material, but also on the size 
and geometry of the defect. 

This statment was first formulated by Griffith [6], for an infinitely wide plate, 
with a through crack of a length 2c. According to his formula 

[5.2] 
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It can be seen that the critical stress is dependent on the crack geometry, 
namely on c. Without going into details of fracture mechanics, it has to be 
remembered that the concepts of fracture mechanics are increasingly applied in 
the research of fatigue and creep [7]. It is more and more realised that the crack 
propagation period are extremely important in both processes. And fracture 
mechanics can be considered as the only reliable method today, which provides 
the possibility to model correctly the cracked structures by test pieces and so to 
transfer the results of material testing to the real structures. 

On the other hand, fatigue and creep processes are strongly related to crack 
initiation too and therefore crack nucleation processes should be also thoroughly 
investigated. These research studies have their practical importance [8]. The weak 
point of these investigations is the definition of the evaluated crack, or otherwise 
the determination of the end of the crack initiation period and the onset of the 
crack propagation period. 

Before a couple of years instead of existing, acceptable, theoretical 
defmitions, very simple practical terms were used. According to recommendations 
in the literature, a 2 mm long crack was regarded as a macro crack, a so called 
"engineering crack" assuming that such a crack is visible by a nacked eye. This 
"definition" is still used, but now-a-days there are also more scientific ones. This 
will be discussed later. 

6. MATERIAL TESTING 

In the followings, some general statements should be made in relation to the 
peculiarities of material testing methods and their results. The analysis will be 
restricted to those testing methods, which aim to provide the engineers with 
material parameters. These are numbers, characterising the mechanical properties 
of the materials in general . 

Of course, there are also other important methods, which cannot be missed in 
modem technical life. So, e.g. those tests, which do not destroy the tested parts 
and which aim the detection of included defects. Such NDT (non-destuctive test) 
methods are the ultrasonic test, the X ray method, magnetic and penetrant fluid 
test, etc. They are capable to indicate surface and embedded defects above a 
critical size. The limit of indication is an important factor in safety considerations, 
the prescribed testing methods and the interval of the repeated testing after a given 
service life are based on that. However, NDT methods are not subjects of this 
lecture. 

Those procedures, which are testing ready components will be excluded also 
from this study. Here only those methods will be discussed, as mentioned above, 
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which provide numerical parameters. The most important and mostly used tests of 
this kind are: 

• tension test 

• hardness measurement 

• impact bending test 

• fatigue tests 

• creep tests 

• fracture tests 

A common feature of all these methods is that they are modelling the real 
loading processes, measuring the load and observing the reaction of the test piece. 
At loads of predefined events numerical parameters are constructed to characterise 
the material. Some of these numbers are correctly interpreted, taking into account 
the real physical processes, which happen during the testing or which just begin at 
the selected limiting load. These parameters have a real physical meaning and are 
strongly related to that physical phenomenon, what they characterize. Such 
parameters can be used in a wide range in the dimensioning process or in 
technology planning, even if the postulated circumstances are not exactly the 
same, as they were in the test. This means with other words that the results of the 
simplified, modelling loading processes (the tests) can be transferred to real 
conditions and structures. 

Other parameters are often only numbers without physical meaning or with a 
more or less incorrectly constructed content. These can serve only for comparison, 
for material selection, ordering them in a sequence according to a special type of 
loading. Such parameters are not adequate for dimensioning. Design engineers can 
use such parameters only indirectly, supposing that enough practical experience 
has been accumulated. 

In the followings at first some well known material charateristics are analysed 
for the sake of a better understanding of the physical meaning of these quantities. 
Afterwards those parameters will be examined, which are used in creep and fatigue 
and related processes. 

Before going in details, however, it is necessary to emphasise again that even 
the best "material parameters" do not depend only on the material, but also on the 
environmental circumstances, so first of all on temperature, on strain rate and on 
stress state. One of the important tasks of material testing is just to determine 
these functions. 
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6.1. Tension Testing 

The most commonly used test in engineering practice is the tension testing, or 
tensile test. It is also very adequate for a detailed analysis and for a demonstration, 
whether the calculated and widely used parameters are correct or incorrect. 

The test is performed as follows: one end of a round or rectangular rod is 
fixed to a load cell, while the other end is pulled with a given, constant velocity. 
The specimen reacts to this stretching process with a resistance, which is measured 
by the load cell and registered on a graph: the so called load-elongation diagram. 
The shape of the diagram is representative for the materials and it is used to 
determine the important material parameters. For this purpose those loads are 
selected and measured, where the character of the diagram changes showing that a 
new process starts. For illustration the load-elongation diagram of a low carbon 
steel is the best, because every typical point and region can be observed on it. Such 
a diagram is shown in Fig.l7. 

Load 

Re = Fe!So 

Rm = Fm/So 
Ru = FuJSu 

Elongation 

Figure 17. Typical tensile diagram of a mild steel. 

The material 
parameters 
determined by the 
tension tests belong 
to two systems. One 
group of them 
belongs to the so 
called engineering 
parameters, where 
the reference 
dimensions are the 
original cross 
section and length 
of the specimens, 
while the other 
group consists of 
the true parameters, 
where the 
dimensions 
continuously 

varying during the tests are used, as references. The parameters can be 
distinguished also by their meaning. One group represents the strength of the 
materials, the other group the plasticity. 

In the case of the engineering system the stress is calculated according to the 
original cross section, A0 that is 
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a =FIA0 

where F is load. In the true system on the other hand, stress is 

a' =FIA 

Ill 

(6.1) 

(6.2) 

where A is the variing cross section. Similarly, engineering strain refers to the 
original length, L0 

8 = fdLIL 0 = (L-L0 )/L0 = MIL0 

and true strain to the variing, momentary length, L 

E = fdLIL = 1n(LIL0 ) 

(6.3) 

(6.4) 

In case of small strains, e.g. elastic strains or around the yield stress the 
engineering stresses and strains equal to the true parameters. However, at greater 
strain values they deviate from each other and therefore, it is important to decide 
whether the engineering or the true system should be used. 

The true stress/true strain curve, as shown in Fig.J8. has much more realistic 
physical content, than the tensile diagram shown in Fig.l7. However, in 
engineering practice the tensile diagram is more often used. 

True strain 

J\ tyical 
parameter, which is 
regarded as a 
physically well 
defined one and 
which is basically 
used for 
dimensioning is the 
yield point, Re or a 
y. It is related to the 
onset of 
macroscopic flow. 
It is assumed that 
untill this stress is 
reached the 
defonnation 1s Figure 18. True stress/true strain curve 
entirely elastic and 

the cross section of the test piece practically does not change. Therefore, Re can be 
regarded equally as an engineering and also as a true stress. Although it is 
detennined in a uniaxial stress state, the yield criteria can be calculated also in 
other, multiaxial stress states (see: yielding theories of Tresca or of von Mises), 
because it has realistic physical meaning (the onset of macroscopic flow). 
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However, even this "best" parameter can be criticized and it can lead to wrong 
conclusions, if some special circumstances are disregarded. In given state of affairs 
it has to be taken into consideration that although the yield point characterizes the 
onset of macroscopic flow, yielding may occur in some favourably oriented grains 
far below this stress level. 

Furthermore, it should be remembered that only a few materials have a 
definite yield point as shown in the Fig.l7. Most materials display a continuous 
transition from elastic to plastic behaviour. For these materials a Rpo, 2 stress limit 
will be defmed and used instead of the yield point. According to the definition this 
means that stress, where 0,2% permanent strain remains after unloading. It follows 
from the non-uniform distribution of the plastic deformation considered in a 
microscopic scale that significant plastic strain may occur in small regions even 
before this macroscopic limit will be reached. 

The situation is even worse with the widely used ultimate tensile stress, Rm or 
UTS, which is the maximum force devided by the original cross section. The 
physical content of this parameter is very poor. The parameter is an engineering 
stress, but when the maximum load is reached, the cross section of the specimen 
had been reduced significantly (15-30% for usual structural materials). Therefore, 
the real value of the stress is by 15-30% higher at that stage of the test . Beside 
this, even its name is missleading, because Rm is not an ultimate stress. The true 
fracture stress, Ru, which acts at the end of the test, when fracture really occurs, is 
much higher (See Figs.17 and 18. ). In contrary to all these imperfections Rm is 
frequently recommended even to dimensioning processes. However, in contrast to 
the yield strength, this value cannot be transformed to an equivalent stress in 
multiaxial stress states. 

Ultimate tensile strength has been regarded in the past as one of the most 
important material parameters. Therefore, a number of correlations were 
established, as e.g. correlation with fatigue limit, etc. Such correlations are still 
mentioned in the literature, but because of the poor physical content of Rm, they 
have to be regarded cautiously. 

The situation is not much better with the strain. In the standards an Ax 
average strain is defmed. This parameter can be calculated from the elongation of 
the test piece measured on an arbitrarily selected (but in the standards prescribed) 
gage length, x. Since the local strain varies considerably along the test piece, 
reaching its maximum at the site of fracture, the "standard" strain is not 
independent from the gage length. In Europe 5d or 1 Od gage lenths are used, where 
d is the diameter of the specimen. In the English speaking countries other lengths 
are used. To convert these average strains into each other is an unreliable 
operation. 
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The standard strain values are only for comparison of the different materials. 
They cannot be used for any calculation. It is obvious therefore, that in research 
and in technology planning another definition of strain have to be applied. This is 
the local strain. Local strain is theoretically measured on an infmitely short gage 
length, practically it is calculated from the variation of the cross section of the 
specimen. If not indicated otherwise the local strain is always measured at the 
smallest cross section. Here also an engineering and a true systems can be 
distinguished. The engineering local strain can be defined as: 

(L-L 0)/Lo = (LIL0) - 1 = (Ac/A) - 1 (6.5) 

the true local strain, as 

In (LILa) = In (Ac/A) (6.6) 

6.2. Absorbed Specific Energy Till Fracture 

Both the concepts, stress and strain have the disadvantage of being vectorial 
quantities. Furthermore they are macroscopic concepts and cannot be interpreted 
in atomic scale. Energy is on the contrary a scalar quantity and it has sense either 
in atomic, or in macroscopic approach. 

The concept of the absorbed specific energy till fracture (ASPEF) was 
recommended by Gillemot [9] and represents a material characteristic with a 
reasonable physical meaning. The most simple way to understand the concept of 
ASPEF and to measure it is a tension test. The basic idea is that both the plastic 
deformation preceding fracture, as the separation process itself need energy. This 
energy is supplied by the external load and is absorbed in the deformed part of the 
test piece. Since the deformation is not uniform in a necked tensile specimen, 
neither is the distribution of the absorbed energy. 

Locally, the greatest energy will be absorbed in that part of the specimen, 
where the Jeformation reaches the highest value and where - afterwards - fracture 
occures. Expressing this energy as a specific value, a well defined material 
characteristic is constructed. The volume related to the absorbed energy is very 
small, it is only a thin slice enclosing the fracture surfaces. 

So, ASPEF is defined, as the specific energy done by the external load and 
absorbed in that infinitely small volume, which contains also the fracture surfaces 
and which endured the greatest deformation (Fig.l9. ). By this definition: 

We f(Fd/) V (6.7) 
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F 

Figure 19. Illustration of the concept of Absorbed §I!ecific f;nergy till Erecture, ASPEF. 

Since the plastic defonnation does not alter the specific volume of the 
material, Vis constant during the whole test and because it is a very thin slice, the 
diabolic shape of the specimen can be disregarded and V can be simply described 
as I.A. 

In Equ. (6.7) F is the varying load during the test, dl is the elongation of the 
infinitely small gage length, 10 selected at the site of the least cross section, V is 
the volume of the infinitely thin slice. Substituting /.A instead of V, one obtains 

We = J (FIA).(dl/1) = fa'.d~;; (6.8) 

where a' is true stress and E is true strain. By this way We can be detennined as the 
area under the true stress-true strain curve. (Fig. 20.) 

Gillemot stated that fracture occures in a material, when ASPEF will be absorbed 
independent of the kind of loading and of the geometry. 

The basic concept of ASPEF is correct, because a defonnation energy is always 
absorbed in a given volume of the specimen and not on the surface, as most energy 
concepts suggest. Therefore, ASPEF could be used to solve many different 
qualifying problems [1 0, 11]. But ASPEF has also its limits. The effect of a 
complex stress state and the stress distribution within the cross section of a necked 
part of the specimen are not taken into account, although in some cases these 
factors have also a significant effect and should be regarded. 
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Radon and Czoboly recommended the use of ASPEF for calculating Grc or J1c 
[ 12]. The basic 
principle of this 
suggestion is the 
assumption that in the 
plastic zone ahead of 
a notch or crack We 
specific energy IS 

absorbed before the 
crack starts to 
propagate. we is 

True strain 

measured in [Jfmm3], 
which is physically 
correct. To get Glc or 
J1c (energy related to 
the surface) the 
multiplication of We 
with the length of the 
plastic zone Lc is 

Figure 20. Determination of ASPEF as the area under the true 
stress/true strain curve. 

necessary. 

(6.9) 

where Lc is the width of the plastic zone at the crack tip represented by the length 
of an imagined, small specimen (Fig 21. ). A similar method was ellaborated by 

Figure 21. Imagined, small specimen at the tip of a 
crack or notch. 

Havas with the help of COD [13]. 
By this methods Jlc could be 
measured in many special cases, 
when other conventional 
procedures were not 
adequate[ 14]. 

6.3. Impact Bending Test 

Impact bending is also a very 
important and frequently used test 
in engineering practice, however, 
it has an inferior role for materials 
at high temperature. A notched 
specimen is broken with a blow 
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by a pendulum and the energy needed to fracture is measured. The test has many 
advantages, as e.g. the simple test piece, the easy testing procedure and the quickly 
gained results. A great benefit is its sensitivity to the small changes in the structure 
due to varying technological parameters. But the test values, although undergoing 
a change in time, have not a correct physical meaning. 

The basic idea that energy should be used for characterizing fracture 
properties is perfect, but the way how this energy is calculated is wrong. The first 
problem is that the measured quantity contains the total deformation work: both 
the crack initiating and propagating energies. These are functions among others of 
the shape and dimensions of the test piece. Particularly the notch depth and the 
notch radius have a decisive effect on the absorbed energy, therefore, the measured 
value is not a material parameter only a number characteristic on the specimen. 

Another reason that this test value cannot be considered as a physically well 
defmed parameter is the fact that the greatest part of the energy is absorbed in a 
volume, which is not specified in the test. The result of the test is expressed in J or 
formerly in J/cm2. Neither of them can be regarded as real specific values. 
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Figure 22. Determination of transition temperature based on the usual 
criteria of impact bending test. 

Nowadays 
the tests are 
performed as a 
function of 
temperature 
and the 
materials are 
classified by 
the transition 
temperature, 
where the 
behaviour of 
the test pieces 
changes from 
brittle to tough 
(Fig.22. ). Since 
the transition is 
progressive, the 
criteria, where 

the transition temperature should be marked out is rather arbitrary. It can be done 
according to a given amount of the absorbed energy (27J; 411; ... ), it can be based 
on the appearance of the fracture surface (50% crystalline-, 50% fibrous) or on the 
deformation of the specimen( 1% lateral expansion at the rear edge of the 
specimen). Of course, all the possible criteria provide different TT values. 
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6.4.Fatigue Test 

The detrimental effect of cyclic loading on the structures is well known to 

engineers for more than 150 years. Bookshelves can be filled with research reports 

and scientific papers, but an absolutely reliable designing method is still missing. 

o..> ~ The first testing 
-g a.. method was recommended 
-~6 
o.. by Wohler, who suggested 

E to examine a set of 
rn 
IJ) 400 specimens loading each 

~ test piece with a different, 

.!::; l constant stress amplitude 
(f) 300 until the complete fracture. 

+ Typical results are shown 

Gf • 
200----------------- --~""-.%.+-~g:,... 

10~ 1 o' 107 

Number of cycles 

in Fig.23. As illustrated 
also in the figure, there are 
so called "run-out" 
specimens too, which do 
not fracture within a given 
range of cycles. (In the 
case of structural steels this 

range was found to be 2+ 
Figure 23. Typical fatigue curve of a low alloyed steel. crf- 3.106.) According to 

endurance limit. observations no fracture 

could be expected 

afterwards. This provided the possibility to determine a so-called fatigue limit, as 
it can be seen in the figure. 

This fatigue limit or endurance limit was used as a material parameter for 

many years. It was assumed that this value can be applied in dimensioning 

processes, the design will be safe and fatigue fracture will not take place, if the 

following assumption is fulfilled 

instead of (6.10) 

where crequ is the equivalent stress acting on the component, O'f is the fatigue limit 

and Re.is the yield stress. The practice has shown that this idea is incorrect and 

although design processses have been improved in the last decades, 80% of the 

technical failures are still associated in some sense with fatigue[ 15]. The reason of 

this lies in the poor physical content of the material characteristic. 
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Fatigue of materials is a rather complicated, complex process and a number of 
influencing factors have to be considered. To predict at least approximately their 
effects, the physical process has to be examined more closely. 

Considering the process at first on an atomic and microscopic level, it is 
found that it starts with dislocation glide, although the stress is below the yield 
stress. The motion of the 
dislocations is restricted only 
to a few, favourably oriented 
grains (Fig.24.), namely to 
those, in which one of the 
potential slip systems is 
approximately parallel with the 
highest shear stress (45° 
inclined to the direction of 
tensile stress). Within these 

Active slip planes 

grains narrow slip bands are Figure 24. Active slip lines in the favourably oriented 
grains of a crystalline material after 

created consisting of a set of alternating load less than the yield stress 
active slip planes close to each have been applied. 

other. The distance between the active slip planes is about 100 a, where a is the 
lattice parameter. The density of slip bands within a grain is a function of the 
stress amplitude. The consequence of this strongly localised alternating gliding on 
the neighbouring, active slip planes is that so-called extrusions and intrusions 
(Fig. 25.) develop, which are the initiating sites of small, submicrocracks. The 
height of these ex- and intrusions from peak to valley has the magnitude of about 
1000 a. Since the cracks are located within the slip bands they have the same 
orientation as the active slip system and their lengths are smaller than the diameter 
of the grains. This cracking process is called Stage I cracking. 

Figure 25. Extrusions and intrusions on a crystal due to cyclic loading. Submicroscopic 
cracks and voids nucleate at these points. 
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The extrusions and intrusions can most easily develop on the free surfaces. 
Therefore, fatigue fractures generally start on the outer surface or at the vicinity of 
an intrusion or other defect, which act as an inner surface. Beside the cracks, voids 
nucleate within the slip bands and by joining and combining with the 
submicroscopical cracks they grow to micro- and macro cracks. The direction of 
the cracks turn very soon normal to the principal tensile stress (Stage II) and after 
a longer or shorter period the process leads to final fracture [ 16]. The transition 
from a microcrack to a macrocrack can be defmed by the help of fracture 
mechanics considerations, as shown below. 

Every specimen examined in the frame of the Wohler testundergoes the whole 
fatigue process from the first dislocation glide until the fmal fracture. That means 
that the effect of very different physical processes are mixed together in the test 
results. Therefore, the value of global information obtained from the tests is very 
limited. Furthermore, the tests are performed on smooth test pieces, without stress 
concentration, although it is well known that in practice fatigue fracture always 
starts at a notch or edge or similar sites, where the stresses are concentrated. 

Because of the poor physical content of the endurance limit, this parameter is 
valid only for those unnotched specimens, which were applied in the test 
procedure and unlike the yield stress, this value cannot be transferred even to rods 
of different dimensions, still less to a real structure, with different shape, etc. The 
endurance limit is not even adequate to order the materials in a sequence. A 
material, which has a higher endurance limit than the other measured on smooth 
specimens, can be worse for a given purpose, because its notch sensitivity can be 
higher too. 

Taking into account that almost all structures and machines are exposed to 
alternating loading and so a danger of fatigue failure exists, it is not astonishing 
that engineers and scientists searched for better solutions and in the last decades 
approached fatigue process in a different way. The Wohler procedure and the 
endurance limit, as a material parameter lost its dominancy. Scientists realized that 
even if it is impossible to observe the whole fatigue process in details in most 
practical cases, at least the two basic phases should be divided: macro crack 
nucleation and crack propagation. 

In handling these two processes two different theories were developed. The 
first one considers crack initiating period as a process of repeated plastic 
deformations, which can be modelled by an appropriate test (low cycle fatigue 
test) [ 17]. The second one regards the nucleation period also as a crack 
propagation process, however, the general laws relevant to the macrocracks are not 
valid here [ 18]. 
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According to the first theory crack nucleation can be determined by low cycle 
fatigue data, because it is justified to assume that the crack will start at some stress 
concentrator, where the stress surpasses the yield point and so plastic deformation 
will occure in every load cycle. The local strain at such a concentrator can be 
determined according to the method suggested by Neuber [19]. On the one hand 
the Neuber hyperbol should be constructed 

(6.11) 

where O'max and ~>max are variables for the peak values at the notch tip and Kt is the 
notch factor and on the other hand the cyclic stress-strain curve should bee plotted 
(Fig.26.). According to Neuber's theory the real crmax and Emax values are indicated 
by the crossing point of the two curves. 

a 
Neuber hyperbol 

a maxEmax = canst 
/ 

em ax 

Figure 26. Determination of "'max with the help of Neuber hyperbole and the cyclic 
flow curve. 

Getting the strain value at the notch tip, the effect of this cycling strain is 
simulated by a test, where the specimens will be plastically deformed in every 
cycle. For convenience, the tests are usually performed by strain control. A typical 
stress/strain loop for a low cycle fatigue test is shown in Fig 27. The shape of the 
loops changes during the test, at first because of softening or hardening processes 
and close to the end of the life, because of the effect of a developing macrocrack. 

With a set of specimens a diagram similar to the Wohler curve can be 
constructed where the strain amplitude is plotted against the number of load cycles 
in a double logaritmic scale. Such a diagram - the Manson-Coffin curve - can be 
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seen on Fig. 28. With the help of 
this diagram the first part of the 
fatigue life: the number of cycles 
necessary to initiate a macro crack, 
Ni can be estimated. For this purpose 
the peak strain calculated by the 
Neuber's theory, Emax has to be 
introduced into the diagram, as 
shown in Fig.28. 

The results are more realistic, if 
the fracture criteria in the Manson­

Figure 27. Stress/strain hysteresis loop presenting Coffin diagram is not the total 
the characteristic quantities. fracture of the specimens, but e.g. 

the appearance of a 2 mm crack A 
usual method in low cycle fatigue test is to continue the tests until the tensile load 
decreases with a given percent due to a crack This fits much better to the real 
cases, because a crack about this size can be regarded as a macrocrack 
Nevertheless, low cycle specimens are also smooth, unnotched test pieces, where 
the stress distribution is uniform through the cross section [20]. It was observed 
[21 ], on the contrary, that the stress gradient has an important influence on the 
behaviour of the specimen, which observation is however, neclected. 

After the 
determination of the 
first part of lifetime, 
the second part of 
the fatigue life has to 
be calculated as a 
crack propagation 
process. Although, 
the gliding 
mechanism of 

lg N 

dislocations is still 
continued and some 
other small cracks 
may nucleate in 
other parts of the 

the Figure 28. Manson-Coffin diagram obtained by low-cycle tests. The 
first part of fatigue life (crack initiation) can be 
determined, if the peak strain is known. 

spec 1m en, 
deciding process 
with a view to the 
fatigue life is the propagation of the main crack This is in most cases a 
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trans granular crack and its global direction is normal to the principal stress [22]. 
The rate of propagation is in the beginning slow, but it accelerates with the number 
of cycles. (Fig. 29.) 
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Figure 29. Schematic illustration of fatigue crack propagation vs. 
number of load cycles. 

A large number of different formulae have been recommended to describe 
crack propagation. The greatest probleme here was to find a method, which 
provides the possibility to transfer the test results to the real structures. As 
mentioned earlier, fracture mechanics is today the only possible way to handel 
cracks in such a sense that the results can be generalized. More of the suggested 
formulae used fracture mechanics terms, but the most simple empirical equation 
was given by Paris and Erdogan [23]. 

del dN = C. tJ.K.1Tl (23) 

where dcldN is the rate of crack growth per cycle, M( is the range of stress 
intensity factor depending on the crack size, c and on the range of stresses, ~cr. C 
and m are material characteristics. During a test M( is steadily increasing, 
assuming that a macrocrack has been developed, which is steadily growing. Using 
a double logaritmic scale, Paris-Erdogan law provides a straight line, as seen in 
Fig. 30. However, the measurements validated the formula only partly, as seen on 
the figure, because the linear relationship is not true either at low, or at high M 
values. 
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According 
to many test 
results the 
crack does not 
propagate 
below a 
characteristic 
stress intensity 
range, 
nominated as 
the threshold 
stress intensity 

range, M(th· 

On the 
contrary, it 
speeds up near 
to the final 
fracture, which 
occures at a 
critical Krc· 
Although, other 
formulae 
recommended 
in the literature 
reflect 
exactly 

more 
the 

process of 

Figure 30. Fatigue crack propagation as a function of stress intensity range. crack 
propagation, 

these are generally not used, because they are far too complicated. 

The lifetime of crack propagation period can be calculated by integrating 

Equ.23 according to de and dN, resp. The limits of integration are c0 the length of 

the initial macrocrack and ccrit, the critical crack length, calculated fr~m Kfc· 

An exact determination of Kfc is however problematical. Theoretically fracture 

would occure, if Kic is reached. But Klc belongs to a "virgin" material, which did 

not experienced plastic deformation before. In fracture mechanics tests the size of 

plastic zones are restricted to a maximum value, but which can be easily surpassed 

in the case of fatigue. Mind, that the crack is growing slowly until the final, critical 

size. Cyclic plastic deformation occurs before the crack tip during each cycle. This 
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procedure may alter the original properties of the material and so it may influence 
the value of the critical stress intensity factor. 

There are even other problems with the calculation of crack propagation 
period. The number of cycles needed to increase the crack from c0 to ccriP 
depends much more on c0 than on the size of the critical crack. But as shown 
earlier, just the size of the initial crack is uncertain, because it is rather arbitrary 
what is called as a macrocrack. 

Furthermore, there are problems with the Paris-Erdogan equation itself 
Although, the C and m parameters can be determined with a reasonable accuracy 
and this strengthens the reliablity of the calculations, but the parameters have no 
physical meaning, since the Paris-Erdogan equation is absolutely empirical. The 
dimensions of the left and right sides match only in that case, if C has a complex 
dimension: [rnrn512m/Nm.cycle]. The integration based on de makes it even more 
complicated. Further more the given formula describes the process only in the 
intermediate range, as it was shown. A further disadvantage of the Paris-Erdogan 
law is that the mean stress, an important influencing factor, is not included. 
However, the method is comparatively simple and it is generally used, because the 
measured data fit well on the curves. 

Finally a few words should be said about the other scientific school, which 
regards the whole fatigue process as a continuous crack propagation [25]. Of 
course, the way of approach concerning the macro crack is the same, as described 
before, but the nucleation of the crack is explained otherwise. According to this 
oppinion there are small defects in any material and due to the alternating load 
they start to propagate. Such small defect is probably only an array of 
dislocations. 

Now the question may be asked, how can these small cracks grow, when the 
stress intensity range is below the threshold. The answer is that the small and short 
cracks cannot be treated by linear elastic fracture mechanics and its parameters, 
because these are macroscopic concepts and are based on elasticity theory. The 
small cracks, whereas have a definite crystallographic orientation, they are located 
in a slip band, so their stress field around the crack tip cannot be characterized by 
the stress intensity factor. 

Experimental observations have proved that the propagation of these submicro 
cracks is really absolute different from the larger ones. To the contrary to the 
general law that with increasing crack length - which means increasing stress 
intensity - the rate of propagation is also growing, the rate of expansion of the 
small cracks decreases with crack growth. As shown by dotted lines in Fig. 31. 
the velocity of crack propagation reaches a minimum, which can also be zero. In 
this case the crack stops. "'Non-propagating cracks" are well known for many 
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years. Otherwise, the propagation accelerates and finally reaches the value 
prescribed by the macroscopic law. 

This behavior of cracks provide also the possibility to defme a "macrocrack". 
A defect can be regarded as a macrocrack, if the propagation follows the rule, 
given by the dcldN- L1K curve. 

Two more problems should be 
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shortly mentioned here without a detailed 
discussions: Succeeding 
from the probabilistic 
nature of the fatigue 
process, the results scatter 
very much. Therefore, a 
statistical processing is 
advantageous, but this 
needs a relatively great 
series of specimens tested, 
which are not always 
available. 

Another frequent 

Figure 31. Propagation of "short cracks", which do not obey the 
law for macrocracks. 

problem is the elaboration 
of random loading [26]. 
The damaging of the 
material by an individual 
load cycle depends not 
only on the cycle itself, 
but also on the previous 
load history. Various 
cumulative damage laws 
have been recommended 
in the literature, but none 

of them proved to be universal. Mostly the simplest law, Miner's rule will be 
applied, although it is well known that the results can be very misleading. 

6.5 Creep Tests 

First of all the standard tests, which are performed to determine the load­
carrying capacity of materials at elevated temperature should be discussed. The 
word "elevated" can mean very different temperatures depending on the material; 
generally it is above 0,5 T m• where T m is the melting point in Kelvin degrees. At 
lower temperatures the maximum permissible load is determined by the yield 
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stress. Creep will occure only at a 
higher stress. However, with 
increasing temperature creep limit 
decreases faster, than the yield 
stress( Fig. 32. ). 

The basic methods use a series 
of specimens loaded by constant 
loads and measuring the time to 
rupture (stress rupture test), or the 
deformation versus time (creep test) 
or both (creep-rupture test). In the 
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background of these tests stands the Figure 32. Variation of warm yield stress and creep 
necessity to build structures, which limit vs. temperature. 

should be in service for many years (some of them for more than 30 years) without 
fracture or any other disturbances, like an undesirable permanent deformation. In 
elements of power stations e.g. 1% permanent strain is permitted after 100,000 
hours service. 

\II. 

II. 

fg t 

Figure 33. Strain as a function of time and stress. Stage 1 -
transient creep, Stage II - steady state creep, Stage 
Ill -tertiary creep. 

Typical behaviour of 
metal specimens exposed 
to tensile stresses at high 
temperature are 
illustrated in Fig. 33. The 
rate of strain and the time 
till fracture depends on 
the applied stress and on 
the temperature. But in 
general case the 
character of the curves is 
the same: three parts can 
be distinguished, denoted 
by Stage I, II and III 
creep. The Stage III 
creep may be missing, if 
Stage II creep will be 
zero. In other case, if 
Stage II creep has a 

greater than zero value, Stage III creep leads to fracture. Therefore, the zero creep 
rate seems to be very promising regarding real structures, where fracture should be 
avoided. However, the determination of the limit stress is difficult and the 
application of such a stress limit is not economical. 
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As described in Chapter 4. more mechanisms can be active at elevated 
temperature and result plastic deformation. The governing mechanism depend on 
the stress level and on the temperature, but generally all mechanisms contribute to 
the total strain. The ratio of contribution changes also as a function of time even at 
constant stress and temperature. This is the explanation of the different character 
of the creep curve as a function of time. 

At loading the specimen will be deformed immediately, the strain (elastic and 
possibly plastic) being proportional with the stress. Afterwards the creep 
mechanisms become active and will deform the specimen further. 

Mathematical description of the process is difficult, because of the interacting 
mechanisms. The strain is usually given by the formula: 

(24) 

where E0 is the instant strain, t is time and ai, bi' mi and n1 are stress and 
temperature dependent material constants[4). More often the strain is described by 
empirical formulae for the individual sections of the curve. 

In Stage I creep (named also transient creep) strain rate decreases 
continuously. The most important mechanism in this section is thermal activated 
glide of dislocations. The number of dislocations increases and in many materials 
they form a subgrain structure. As a result of this motion, the number of mobile 
dislocations decrease, or with other words: work hardening occures. The strain 
versus time can be described by one of the equations: 

E = E0 +a .log( 1 +yt) 

£ = Eo.f3.tl/3 

(25) 

(26) 

where a, ~ and y are material constants. According to observations, Equ. 25 is 
valid for lower temperatures, while Equ.26 fits more the experimental results at 
higher temperatures. 

The most important part of creep is Stage II., where the creep rate has a 
minimum value. The strain rate is constant for a longer period, which shows that 
an equilibrium state has been developed. Gliding of dislocations continues, but the 
work hardening process is balanced by a "softening" effect. This is due to the 
nucleation of a great number of vacancies, according to the temperature. The 
interaction of the vacancies and dislocations result non-conservative motion of 
dislocations, which keeps the number of mobile dislocations constant. 

The phenomenally discription of the steady-state creep is simple: 

(27) 
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where E can be described by various fonnulae [4]. Some of these are: 

E = Aoillexp( -Q/R T) 

E =C.sinh( cr/cr0 ) 

E =D.exp[-Q+f(cr)/RT] 

E. Czoboly 

(28) 

(29) 

(30) 

(31) 

In Equs.28-31. A, B, C, D, n, m and cr0 are material constants dependent on 
temperature and Q is the activation energy of creep. It has been shown that this 
quantity is nearly equal to the activation energy of self diffusion. This is an 
indirect evidence that self diffusion (the presence of vacancies) control stready 
state creep [2]. 

Although the creep processes are balanced during Stage II creep, some 
pennanent damage occures within the structure, which leads fmaly to the 
acceleration of defonnation. Earlier it was thought that the reason of this increased 
creep rate is mainly the increase of true stress due to the constant load and to the 
decreasing cross section. Further experiments have demonstrated that the tertiary 
creep follows the steady state creep inevitably, if the strain rate is greater than 
zero. The real reason of Stage III creep lies in serious damage processes in the 
structure. As discussed in Chapter 4. plastic defonnation, mainly the stress 
directed diffusion and the crack boundary slip have a consequence of void and 
microcrack nucleation and this leads finally to rupture. Other alterations in the 
microstructure, as onset of recrystallisation, or rearrangement of second phase 
particles may influence strongly tertiary creep. 

It is worth while to mention, that the total strain till fracture may decrease 
drastically with reduced stresses. The role of voids and cracks at the grain 
boundaries may dominate in the case of low stresses and high temperatures, when 
the strain rate is low too and the fracture will transfonn from transgranular to 
intergranular type. In this case brittle fracture may occure in a macroscopic sense. 

However, in general creep process is connected with plastic defonnation and 
so, the physical content of the creep parameters is correct. They describe the 
behaviour (the elongation) of the specimen under the influence of a given stress, at 
a given temperature. The creep process is really related to these factors. Every part 
of the specimen, which is exposed to these conditions will take part in the process. 
The effect of multiaxial stress state can be calculated by using the general yield 
theories. This is true as long as the cracks do not disturb the stress distribution in 
the macroscopically quasi homogenous material. If cracks are present, fracture 
mechanics methods should be applied. 
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It is more problematic to relate the measured strain to the different creep 
mechanisms, since the total strain is always a product of more than one 
mechanism. The contribution of the individual mechanisms to the total strain is a 
function of the stress and the temperature. The deformation mechanism maps 
(Fig.34) can help in orientation. On the axes of the map are the normalized stress, 

cr/G and the homologous temperature, TIT m· The map shows those stress and 
temperature combinations, where one or other deformation mechanism is 
dominant. The lines represent those points, where the contribution of two, or three 
mechanisms are about the same. 
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Figure 34. Schematic illustration of deformation mechanism map [2]. 

The greatest problem in creep and creep-rupture measurements is the time. To 
complete tests mainly at elevated temperatures for 100,000 hours or more is very 
expensive and troublesome. In addition, the results are generally needed in a much 
shorter period. Therefore, different methods are recommended in the literature to 
save time, that is to accelerate the tests. One of the most frequently applied method 
is the use of the Larson - Miller parameter. The authors considered creep as a 
process, controlled by diffusion. According to Equ.28. a given amount of strain 
can be produced in time t. 

(32) 

Taking the logarithm of both sides 

In£ =InA + m.lncr - (QIRT) + lnt (33) 



130 E. Czoboly 

Considering that a given strain should be produced, the right side of the 
equation is also constant. Keeping the stress also invariant, all the constant 
quantities can be reduced to one constant, C. Rearranging the equation, we obtain: 

QIR = T(C + lnt) (34) 

Since Q can be regarded as a constant value, if the conditions are about the 
same (self diffusion controls creep, there are no precipitation or solution processes, 
etc.) Equ.34 means that temperature and time are in some sense equivalent to 
produce a given amount of strain at a given stress level. Taking logarithm to the 
base 10 the so called Larson-Miller parameter is obtained. 

T(20 +log t) (35) 

where Tis temperature in Kelvin, t is time in hours and C is between 17 and 23 for 
metals. By using this parameter, time can be spared by raising the temperature. 
Because of possible metallurgical changes (e.g.: dissolution of precipitates, 
recystallization or fase transformation), this method can be used only with known 
groups of materials and in a limited range of temperature. In most cases 
temperature increase is about 50° C. If void- and microcrack nucleation takes place 
within the lifetime of the test and a considerable part of the deformation originates 
from this processes, the extrapolation is not justified. Anyhow, the shorter the time 
of test, tp compared to the sevice life, ts, the more uncertain are the results, as 
indicated on Fig. 35. 

Other methods are also recommended in the literature, but because of the 
complexity of the deformation mechanisms there is no generally accepted process. 

6.6. Combined Test Methods 

Because the loading conditions are in practice much more complicated than 
the simple loading models (test methods) discussed in Chapter 6., complex tests 
are often necessary. In such cases the combined effect of temperature, corrosive 
environment, radiation, constant and alternating loading, etc. are examined. The 
results are generally evaluated in terms of empirical equations and empirical 
material constants. 

It is almost impossible to overview all the possible combinations of interior 
(different phases, grain size, inclusions, texture ... ) and exterior (temperature, 
multiaxial stress state, mean stress, strain rate, environment. .. ) factors, which have 
an effect on the individual processes discussed before and which may influence the 
lifetime of a part. Many of the factors are analysed in Ref. [27]. Here the 
discussion will be restricted to the effect of temperature and alternating stress as 
one of the usual combinations in practice. In studying the combined effect two 
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ways are possible. The analysis may be based on the fatigue process studying the 
influence of elevated temperature. Or one may examine the creep processes as a 
basis and investigate the effect of alternating loading. It depends on the actual 
case, on the actual parameters, which of the two methods is more justified. 

The measured quantities, as well as the criteria of failure are also different in 
the two cases. In the fatigue experiments the number of load cycles, the rate of 
crack propagation or even total fracture is observed. Otherwise the strain until a 
given time, the strain rate, or the lifetime should be measured. If crack propagation 
process is included, the concepts of fracture mechanics should be used. Typical 
experiments are the examination of crack propagation rate, expressing the results 
by the Paris-Erdogan equation and investigating the influence of the special test 
conditions on the C and m constants. However, at high temperature general plastic 
flow may occure, which should be excluded basically from fracture mechanical 
analysis. In such cases the crack propagation law is somewhat altered and instead 
of;},]( similar parameters, as C* or Ct are applied [28-30]. 

If cyclic loading is applied 
at high temperature, more 
exactly above 0,5 Tm, the 
physical process of fatigue will 
be combined with the processes 
of creep. As discussed earlier, at 
this temperature non-
conservative motion of 
dislocations, stress directed 
diffusion, boundary diffusion 
and void nucleation at the grain 
boundaries are possible. This 

Figure 35. Uncertainty of the test results increases, if the procedures have a strong 
time of tests decreases compared to time of influence on fatigue 
service. mechanism. The climbing 

mechanism of dislocations will 
result that the originally planar arrangement of dislocations, which characterises 
the first period of fatigue, will tum to a so-called wavy distribution. It was 
observed that wavy arrangement of dislocations leads much earlier and easier to a 
Stage II crack than usual. 

The combination of damageing mechanisms of fatigue and creep has a drastic 
effect on the lifetime. It has been discussed earlier that the first stage of fatigue life 
is crack initiation. This mechanism is enhanced very much by void nucleation on 
the grain boundaries. The existance of voids promote also crack propagation, 
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which will run also along the boundaries. So, to the contrary of usual trans granular 
fatigue cracks at low temperature, the fracture may occure intergranular at high 
temperatures. Intergranular fracture develops under appropriate circumstances 
more easily, than transgranular, which means that the fatigue life can be drastically 
reduced. 

Because all the creep mechanisms are dependent on time, the dominating 
factor in fatigue will be a function of time too. Of course, not the total time, but 
only those periods have a role, when a relatively high stress is acting. So, e.g. the 
significance of wave form of the load cycle will increase, or - which is the same -
the hold time at the peak load will be important. The same concerns also to 
frequency. Low frequency means that untill a given number of cycles a long time 
passes in contrast with a high frequency. Therefore, creep mechanisms have time 
to contribute to the damage of materials. Data can be found, that the reduction of 
frequency from 600 to 2 cpm results a decrease of the fatigue life by a factor of 
100 [16]. 

The interaction of creep and fatigue can be examined also differently: taking 
the process of creep as a primary one and investigating the effect of varying load. 
Such investigations have shown that the minimum strain rate for a cyclic loading is 
in the most favourable case equal to the creep rate under static load, assuming that 
the maximum stress in the load cycle is equal to the static stress in the creep test. 
However, in many cases the minimum creep rate under cyclic loading is higher 
[31]. 

The observations are similar for the lifetime for creep. The life is reduced, if 
the stresses are not constant, but vary cyclically. The reduction depend on the 
material and on the loading parameters. In the most favourable case, the reduction 
is negligable, but the resultant lifetime is never longer than in pure creep. 

7. REFERENCES 

1. Czoboly, E.( 1995) Overview on monotonic, creep and cyclic stress strain 
behaviour at high values of strain. In: Mechanical behaviour of materials at 
high temperature. Ed.:C. Moura Branco, R.Ritchie and V.Sklenicka. NATO 
ASI Series. Kluwer Academic Publisher. Dordrecht /Boston/London. 3-22. 

2. Courtney, Th. H. (1990) Mechanical behaviour of materials. McGraw-Hill 
Publishing Company. New York, USA 

3. Schatt, W. (1972) Einfuhrung in die Werksto.f.!Wissenschafl. Deutscher Verlag 
fur Grundstoffmdustrie. Leipzig, Germany 



Basic Mechanisms of Creep 133 

4. Finnie, I. and Heller, W.R. (1959) Creep of Engineering Materials. McGraw­
Hill Company, Inc. New York/Toronto/London. 

5. Irwin, G.R. (1958) Fracture mechanics. Contr. to the First Symp. on Naval 
Struct. Mechanics. Stanford University, Stanford, USA 

6. Griffith, A.A. (1920) The phenomenon of fracture and flow in solids. Phil. 
Trans.Roy. Soc. London, A-221, 163-179. 

7. Berkovic, M., Sedmak, A and Jaric, J. (1990) C* integral- theoretical basis 
and numerical analysis. Proc. 5th Int. Fracture Mechanics Summer School. 
EMAS, Warley, U.K. 71-88 

8. Ginsztler, J. (1989) Retarding the crack initiation process during low cycle 
thermal shock fatigue. In: Low Cycle Fatigue and Elasto-Plastic Behaviour of 
Materials. Ed.: K.T.Rie. Elsevier Applied Science, London 643-648. 

9. Gillemot, L. (1963) Die Beurteilung der Werkstoffe auf Grund der 
Brucharbeit. Freiberger Forschungshefte September, 5-13. 

10. Gillemot, L. (1963) Beurteilung der Schweissbarkeit an Hand der 
Brucharbeit. Schweisstechnik 13. H.7. 305-312. 

11. Czoboly, E., Havas, I. and Gillemot, F. (1982) The absorbed specific energy 
till fracture as a measure of the toughness of metals, Proc. Int. Symp.on 
Absorbed Specific Energy and/or Strain Energy Density Criterion Akademiai 
Kiad6, Budapest, Hungary 3, 330-336. 

12. Radon, J.C., Czoboly, E. (1972) Material toughness versus specific fracture 
work. Proc. Int. Conf. on Mechanical Behaviour of Materials, Kyoto, Japan, 
543-557. 

13. Havas, 1., Schulze, H.D., Hagedorn, K.E. and Kochendorfer, A (1974) Der 
Zusammanhang zwischen der spezifischen Brucharbeit und der 
Bruchzahigkeit. Materia1ptiifung 16. Nr.11.349-353. 

14. Czobo1y, E. et al. ( 1989) Fracture mechanics concept to increase the 
reliability of high-pressure gas (y/inder. Proc. ICF7. Advances in Fracture 
Research. Pergamon Press, New York, USA, 3555-3562. 

15. Dauskardt, R.H. and Ritchie, R.O. (1993) Fatigue of advanced materials. Part 
I. Advanced Materials & Processes, July, 26-31. 

16. Gell, M. and Leverant, R. (1973)Mechanisms ofhigh-temperaturefatigue. In: 
Fatigue at Elevated Temperatures. Ed.: A E. Carden, A J. McEvily and C. H. 
Wells. ASTM Publication 520. Philadelphia, PA, USA 37-66. 



134 E. Czoboly 

17. Benham, P.P. (1958) Fatigue of metals caused by a relatively few cycles of 
high load or strain amplitude. Metallurgical Reviews 3.No.11. 203-234. 

18. Miller, K.J. and de los Rios, E.R. (1986) The Behaviour of Short Fatigue 
Cracks. European Group on Fracture Publication 1. MEP Institution of 
Mechanical Engineers, London, UK. 

19. Neuber, H. (1961) Theory of stress concentration for shear-strained 
prismatical bodies with arbitrary nonlinear stress-strain law. Trans ASME, 
Series E., 83 

20. Czoboly, E., Havas, I. and Ginsztler, J. (1984) Relation between low cycle 
fatigue data and the absorbed specific energy. Proc. 5th EGF. Lisbon, 
Portugal, EMAS, Warley, U.K.481-494. 

21. Czoboly, E. and Sandor, B.I. (1974) Fatigue behaviour of notched steel 
specimens. EES Report No 39. University of Wisconsin, USA 1-236. 

22. Broek, D. (1978) Elementary Engineering Fracture Mechanics. Sijthoff and 
Noordhoff, Alphen aan den Rijn, The Netherlands. 

23. Paris, P.C. and Erdogan, F. (1963) A critical analysis of crack propagation 
laws. J. Basic Eng. Trans ASME Series D. 85. 528-534. 

24. T6th, L. (1994) Reliability assessment of cracked structural elements under 
cyclic loading. In: Handbook of Fatigue Crack, Ed.: A.Carpinteri. Elsevier, 
Amsterdaml643-1683. 

25. Miller, K.J.(1991)Metalfatigue- past, current andfuture. Proc. of Institution 
of Mechanical Engineers, 205 1-14. 

26. Radon, J.C. and Czoboly, E. (1988) Problems of fatigue crack growth 
measurement under random load Periodica Polytechnica 32. No.2. 107-117. 

27. Radon, J.C. (1990) Fatigue crack propagation at elevated temperatures. Proc. 
5th Int. Fracture Mechanics Summer School. EMAS, Warley, U.K. 117-134. 

28. Webster, G.A. (1996) Creep and creep fatigue crack growth of high strength 
steels In: Mechanical behaviour of materials at high temperature. Ed.:C. 
Moura Branco, R.Ritchie and V.Sklenicka. NATO ASI Series. Kluwer 
Academic Publisher. Dordrecht /Boston/London. 169-193 

29. Saxena, A. et al. (1990) Application of Ct in characterizing elevated 
temperature crack growth during hold time.ln: Elevated Temperature Crack 
Growth .Eds.: S.Mall and T.Nicholas.ASME Book No G00530. 



Basic Mechanisms of Creep 135 

30. Hollstein, T. and Kienzler, R. (1990) Creep crack growth experiments and 
their numerical simulation. Proc. 5th Int. Fracture Mechanics Summer 
School. EMAS, Warley, U.K. 175-188. 

31. Lukas, P., Kunz, L. and Sklenicka, V. ( 1996) Interaction of high temperature 
creep with high cycle fatigue. In: Mechanical behaviour of materials at high 
temperature. Ed.:C. Moura Branco, R.Ritchie and V.Sklenicka. NATO ASI 
Series. Kluwer Academic Publisher. Dordrecht/Boston/London. 155-167. 



HIGH TEMPERATURE DEFECT ASSESSMENT PROCEDURES 

ABSTRACT 

R.A. Ainsworth 

Nuclear Electric, Barnwood, UK 

In this chapter, a basic high temperature defect assessment procedure for components 
subjected to essentially steady load is described. This is based on the Nuclear Electric 
R5 procedure, the British Standards Document PD6539 and other procedures in the 
literature. First, the basic phenomena influencing high temperature defect growth are 
discussed and the basic calculations needed and the input materials data required to 
assess these phenomena are presented. Then this information is combined into an 
overall defect assessment procedure which is discussed. This procedure is finally 
illustrated by a number of worked examples. The presentation here is necessarily brief 
and for more detail on the background phenomena, assessment procedures and worked 
examples the interested reader is referred to the book by Webster and Ainsworth [1]. 
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1. OVERALL BEHAVIOUR 

The behaviour of a crack characterised by initial dimensions a0 , 10 (the depth and semi­
length of a semi-elliptical surface defect, say) is shown schematically in Figure 1. One 
factor which limits the allowable size of this defect, either initially or after some creep 
crack growth, is short-term fracture. Methods for assessing this mode of failure are 
discussed first in Section 2, including estimation of the post-yield fracture mechanics 
parameter J. 

Assuming the initial crack does not fail by short-term mechanisms, creep will affect 
subsequent response as shown in Figure 1. Initially creep straining may lead to blunting 
of the crack tip without significant crack extension. The duration of this initiation period, 
ti, is discussed in Section 3. This includes methods for estimating the steady state creep 
parameter C* which is the creep equivalent of J. The transient period prior to a steady 
state creep stress distribution being established is also discussed. It is shown that the 
initiation time may be correlated directly with C* or may be related to the incubation 
crack opening displacement, oi, which governs when crack growth starts, Figure 1. 
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Figure 1 Schematic Defect Behaviour at High Temperature 
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The duration of the creep crack growth period, t8, is discussed in Section 4 in terms of 
the associated creep crack growth rate, a. The total failure time for initiation and growth 
is then simply ~ + t8• However, this estimate of failure time may not correspond to the 
limiting failure mechanism. Failure may, instead, be governed by continuum damage 
accumulation in the ligament ahead of the crack. Estimates of the corresponding failure 
time, leD• are given in Section 5. 

In Section 6, the various calculations in Sections 2-5 are combined into an overall defect 
assessment procedure. This is a simplified version of procedures in Webster and 
Ainsworth [1], R5 [2] and PD6539 [3]. Use of either parts of this procedure or the 
overall approach are then illustrated in Section 7 by means of worked examples. 

2. ASSESSMENT OF SHORT-TERM FRACTURE 

2.1 Numerical Estimates of J for Power-Law Materials 

For a material which deforms according to power law plasticity with strain, £, related to 
stress, cr, by 

(1) 

where a cy, <iy and N are constants, then the crack tip characterising parameter J for a 
defective component subject to a load P is 

(2) 

where c is a characteristic dimension, Py is a convenient normalising load proportional 
to <iy and h1 is a non-dimensional function of geometry, crack size, mode of loading and 
N. The form or equation (2) follows from dimensional arguments since for a material 
deforming according to equation (1 ), the stress distribution is directly proportional to 
load, P, and the strain distribution is proportional to pN_ 

Numerical solutions for J for a number of geometries, crack sizes and values of N have 
been obtained by Kumar et al [4]. These have then been tabulated in terms of the non­
dimensional quantity h1 in equation (2), thus enabling J to be evaluated provided the 
material can be adequately described by equation (1). For the centre-cracked plate 
geometry shown in Figure 2, these solutions are shown graphically in Figure 3. 

It is apparent from Figure 3 that the normalised solutions are strongly dependent on both 
stress index N and on crack size. This makes the results difficult to use if there is 
uncertainty about the matetial description or interpolation for crack size is required. 
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To overcome these difficulties, re-normalisation of the solutions in [4] has been 
examined by Ainsworth [5]. Essentially, the value of J is independent of the way in 
which it is normalised, specifically it is independent of the choice of normalising load 
in equation (2). If a different normalising load, P1 say, were chosen then J could be 
written 

(3) 

with the normalised parameter h11 related to h1 by 

h{ = hl (Pl/ Py) N+l (4) 

to ensure that equations (2) and (3) give the same result. Results for h11 are shown in 
Figure 4 for various values of P1 for a compact tension specimen in plane strain with a 
crack size equal to half the section width w. The value Py is that used in [4] and leads 
to a strong variation of h1 with N. It is apparent from Figure 4 that there is a specific 
normalising load P1* which makes h11 sensibly independent of N. Evaluation of P1* 
requires numerical solutions for J to be available for a range of N values. Of more 
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interest in Figure 4 are the results when P1 is chosen equal to the plastic collapse load 
of the cracked geometry, PLc. This leads to a modest variation of h/ with N, a factor 
of about 2 for 1 s N s 20 for the compact tension specimen, with the value at N = 1 
providing a conservative estimate for higher values of N. This is a useful result as 
solutions for plastic collapse load are much more widely available than power-law 
solutions for J and this is used in Section 2.2 below to develop approximate reference 
stress estimates of J. 

+ * Pl'i:::~-,--....,.-----.,c:---,-- -+---.:...... P, = 0 13 6 Bwcrv = P, 
o---o·-~ :0.134Bwo-v 

1 0 

0.5 

0.1 
1 10 15 20 

N 

Figure 4 J Solution for Compact Tension Specimen using Different Normalisation 

Renormalisation using the plastic collapse load is also useful for rationalising solutions 
at different crack lengths. For example, for a plane strain single edge cracked plate in 
tension, solutions for h1 are given by Shih and Needleman [6] for N= 16 as 34.1, 1.90, 
0.225 for crack depths alw = 0.125, 0.25, 0.375 respectively. This strong dependence 
on a/w makes it difficult to interpolate to obtain solutions at intermediate values of alw. 
However, if the plastic collapse load, PLc• 

PLc = 1 .155 BWay [1 - a/w - 1. 232 (a/w) 2 + (a/w) 3 ] (5) 

for this geometry is used rather than the normalising load Pv of [6], 

Py = 1. 455 Bw ay[{ (1 - a/w) 2 + (a/w) 2}'12 - a/w] (6) 

then a weak dependence on a/w results. This can be fitted [1] by a quadratic function 
in (a/w), leading to 

h 1 = [11 - 56 (a/w) + 84 (a/w) 2 ] (Py/ PLc) 17 (7) 
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which gives values of 33.7, 1.87, 0.222 for crack depths of a/w = 0.125, 0.25, 0.375 
respectively, very close to the numerical results of [6] given above. Equation (7) is used 
in Section 7 to enable a range of crack sizes to be readily assessed. 

2.2 Reference Stress Estimates for J 

Equation (1) with N=1 and ay!OLey =.E, Young's modulus, corresponds to an elastic 
material with Poisson's ratio, v = 0.5. Therefore, for this case equation (3) must give 
a value for J equal to the elastic value G. Taking P1 as the plastic collapse load PLc then 
the corresponding value of h11 from equation (3) must satisfy 

(8) 

(9) 

where 

a ref = Pay/ PLC (10) 

is a reference stress. Recalling from Figure 4 that this value of h11 at N = 1 is an 
overestimate of values at higher N values, then a conservative value for J for N > 1 
follows from equations (3, 9, 10) as 

(11) 

where Erer is the strain at the reference stress from equation (1). The accuracy of 
equation (11) has been assessed in [7] for the range of solutions in [4] for which J 
solutions are available. Generally, equation (11) has been found to be conservative with 
a typical conservatism of about 5% on load; ie. the value of J obtained from equation 
(11) at a load Pis typically equal to that from equation (2) at a load 1.05P. Equation 
(11) does not depend on any of the constants in equation (1) and can, therefore, also be 
used to estimate J for materials which do not obey power-law plasticity. This is a 
powerful result as it enables values of J to be simply estimated for any material, crack 
size and geometry provided an elastic solution and a limit load solution are available. 

Equation (11) is conservative in the fully plastic region; it is also clearly accurate for 
elastic behaviour (eref = are/E, J = G). However, it needs to be modified in the small­
scale yielding region (arer < ay) where J/G > 1. These modifications generally 
correspond to a modest increase in J and a convenient correction to equation (11) is 

J 
G 

E €ref 

a ref 

(12) 
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This provides a correction at small loads which is phased out as the fully plastic term 
(the first term on the right hand side of equation (11)) becomes large. Equation (12) 
provides a convenient, approximate estimation of J in the elastic, small-scale yielding 
and fully plastic regimes. 

2.3 The R6 Failure Assessment Diagram Method 

With J-estimation schemes, fracture is conceded when J reaches a critical material value, 
Jmat· This may be written in terms of an equivalent fracture toughness, K,.: 

(13) 

where 
(14) 

in plane strain and E1 = E in plane stress. Similarly G can be written in terms of the 
elastic stress intensity factor K as 

(15) 

Within the R6 method [8], fracture is not assessed directly in terms of J but in terms of 
two parameters. The first of these is L, a measure of proximity to plastic collapse: 

(16) 

The second parameter is K, a measure of proximity to linear elastic fracture: 

(17) 

Here a superscript p has been added to the stress intensity factor to indicate that it is a 
value for the primary load P. In view of equations (12-17), avoidance of fracture by 
J ::;; Jmat can be written in the equivalent form 

(18) 

where 

is termed the option 2 failure assessment curve in R6. The R6 approach is depicted in 
Figure 5. The two parameters Lr and Kr of equations (16, 17) are evaluated, plotted on 
the diagram as the point (L, Kr); failure is then avoided if the point lies within the 
failure assessment curve. Conversely, failure is conceded if the point lies outside the 
curve. 
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Figure 5 also contains an upper limit, Lrmax, to the value of Lr. This is defined as 

(20) 

where at is a flow stress usually defined as the mean of the yield stress and the ultimate 
tensile stress. This provides an explicit limit against plastic collapse, with some 
allowance for strain hardening beyond yield. 

For austenitic stainless steels, which show a large amount of strain hardening beyond 
yield, equation (19) has been plotted for stress-strain curves measured over a wide range 
of temperatures [9]. The resulting curve has been found to be sensibly independent of 
temperature and well described by 

f 1 (Lr) = {1- 0.14L;} {0.3 + O.?exp (-0.65L;)} (21) 

which is termed the option 1 failure assessment curve in R6. This is a convenient curve 
for austenitic steels but may also be used as a general curve as it has been found to be 
a lower bound to option 2 curves for a range of materials. It has the advantage that 
stress-strain data are no longer required. 

R6 also contains an option 3 failure assessment curve 

f 3 (Lr) = (G/J)v.. (22) 
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which can be used when a detailed solution for J is available. Clearly the option 3 curve 
is dependent on geometry, crack size and material behaviour which all influence the 
calculation of J. The option 2 curve which depends only on material behaviour and the 
option 1 curve which is independent of material and geometry have, however, been found 
to provide conservative assessments when compared to detailed calculations and 
experiments on large-scale structures [10]. 

It is worth noting that R6 has been developed to address a wide range of issues relevant 
to defective components. A description of these is beyond the scope of the present 
article but one development which is used later in Section 7 in a worked example is the 
treatment of combined primary and secondary stresses. Secondary stresses are defmed 
as those which do not affect plastic collapse and may be thermal or welding residual 
stresses, for example. As they do not affect plastic collapse, they do not affect the 
parameter Lr. However, they do have a significant effect in the elastic regime and the 
definition of ~ is, therefore, extended from equation (17) for combined primary and 
secondary loadings to 

(23) 

Here K" is the stress intensity factor for the secondary stresses and p is a parameter 
which covers plasticity interactions between primary and secondary stresses. The value 
of p is generally small (<1) and methods for its evaluation are given in R6 [8]. 

3. ASSESSMENT OF CREEP CRACK INITIATION 

3.1 Numerical and Reference Stress Estimates of the Steady State Creep 
Parameter C* 

The parameter C* is the creep equivalent of the J-integral and characterises the stress and 
strain rate fields near the crack tip in steady state creep. For power-law creeping 
materials in which creep strain rate ~c is related to stress by 

(24) 

an analogy between power-law plasticity and power law creep enables C* to be written 
as 

C* = a € c h ( P/P ) n+l 
0 0 1 0 

(25) 

in a similar manner to equation (2) for J. Here, Po is a normalising load proportional to 
0'0 • If P jcro is equal to Pvfcrv then h1 in equation (25) is identical to h1 in equation (2) 
for n=N. 
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The analogy between J and C* also enables the reference stress estimate of J in equation 
(11) to be used to provide a reference stress estimate of C* as 

(26) 

where crref is again defined by equation (10) and ~fc is the creep strain rate at this 
reference stress. Equation (26) may be written in an alternative form 

(27) 

where 

(28) 

This form is used in R5 [2] and contains a small conservatism compared to equation (26) 
for plane strain as E1/E has been set equal to unity. 

As both KP and crref are proportional to applied load, R1 is a characteristic dimension 
independent of load. Solutions for R1 for a centre cracked tension geometry and a single 
edge notched geometry under tension and bending are shown in Figure 6. For small 
crack sizes, R1 is proportional to crack size; for deep cracks R1 is proportional to 
remaining ligament size (w-a); at intermediate crack sizes R1 is typically equal to half the 
section width w. 
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Figure 6 Characteristic Dimension R1 of Equation (28) for Various Geometries 
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In view of the discussion in Section 2.2, equations (26) and (27) are expected to provide 
conservative overestimation of C*. This is illustrated in Figure 7 where results of 
equation (27), denoted C* ref• are compared to values of C*, denoted C*exp• which have 
been deduced from experimental displacement measurements on compact tension 
specimens. The evaluation of C*exp is described elsewhere in this volume in the Chapter 
by Nikbin. 
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Figure 7 Comparison of Experimental and Reference Stress Estimates of C* 

It is worth remarking that the creep response of the materials in Figure 7 could not be 
adequately described by a power law. However, equation (27) does not require such a 
representation but enables creep laws including primary, secondary and tertiary parts to 
be used or raw creep data to be used directly if an equation fitting the data is not 
available. Equation (27) also allows creep strain accumulation under rising stress, as a 
crack grows, to be treated by a strain hardening rule. Such a rule is shown 
schematically in Figure 8 and has been used to evaluate C* ref in Figure 7. 
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Figure 8 Schematic Strain Hardening Rule 
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3.2 Transient Creep 

Transient creep effects which occur prior to steady state creep are briefly discussed in 
this sub-section. More detail may be found in Section 4.5.2 of Webster and Ainsworth 
[1]. A parameter C(t) now describes the crack tip fields rather than the steady state creep 
parameter C*. For a crack in a component which responds essentially elastically upon 
loading at time t=O, 

(29) 

where K is the total stress intensity factor, K=KP + K•, for the loadings at t=O. At long 
times 

C( t) = C* I t -+ OO (30) 

An estimate of the transition time, tr. between these two extremes may be obtained by 
assuming that C(t) reduces according to equation (29) until it reaches C*. Then 

(31) 

In practice, numerical results [1] show that the value of C(t) reduces more slowly fort 
> 0 than predicted by equation (29) and a better estimate of redistribution time is 

(32) 

For components loaded purely by primary loading, the reference stress estimate of C* in 
equation (26) may be combined with equations (15) and (32) to give 

(33) 

or, more generally for materials which do not exhibit a constant, secondary creep strain 
rate 

(34) 

That is, the accumulated creep strain at the reference stress level at the redistribution time 
is equal to the elastic strain at the reference stress. This is also the timescale which 
governs redistribution to the steady state in components without defects [1, 11]. 
Therefore, at the time t,..d. redistribution to steady state creep conditions is essentially 
complete both at the crack tip and in the bulk of a defective component. 
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As C(t) exceeds C* during the redistribution time, the stress and strain rate fields at the 
crack tip are higher than those in the steady state during this period. In practice, for 
components which operate for times in excess of the redistribution time, the integrated 
effect of the transient field is of interest rather than the magnitude of C(t) itself. Since 
crack tip events are largely strain controlled and strain rates are proportional to 
[C(t)]nl<n+l), the integrated effect of interest is 

Jot [ C( t) ] n/ (n+l) dt = C*n/ (n+l) t [1 +a ret! €c ( 0 ref' t) ] (35) 

where details of the approximations leading to the result are given in [1]. Equation (35) 
shows that the integrated effect is equal to a factor times that obtained by assuming that 
steady creep conditions apply at all times. The factor is close to unity provided the 
accumulated creep strain at the reference stress is much larger than the elastic strain at 
the reference stress. Equation (35) shows that at the redistribution time of equation (34), 
the factor equals 2. This factor of 2 is used later in Section 4 to allow for potentially 
increased crack growth rates during the redistribution period. The more general result 
of equation (35) is used in sub-section 3.3 below in the estimation of initiation time. 

3.3 Estimation of Initiation Time 

The incubation time shown schematically in Figure l is illustrated by test specimen 
results in Figure 9. During the initiation time, large strains occur near the crack tip. 
In the absence of crack extension these strains blunt an initially sharp crack into a 
rounded notch as shown schematically in Figure 1 and in more detail in Figure 10. 
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Analysis of the blunting process is described in detail in Webster and Ainsworth [1] and, 
therefore, only the essential steps are summarised here. First, from dimensional 
arguments, the creep strain rate, €c notch• near the notch surface AB in Figure 10 must be 
of the form 

(36) 

where 5 is the rate of notch opening. Secondly, for the creep law of equation (24), the 
corresponding stress near the notch surface, crnotch• follows as 

(37) 

Thirdly, as C(t) has the same dimension as C* in equation (27), it is proportional to the 
product of notch stress, notch strain rate and a length scale; the. relevant length scale is 
the notch opening o rather than R1 in equation (27) so that equations (36) and (37) lead 
to 

C{ t) oc Oo €~1/n 0 {&/0) (n+l)/n (38) 

Rearranging this expression and integrating leads to the crack opening displacement at 
timet as 

(39) 

where the initial crack opening displacement (COD) has been neglected and it transpires 
from known distributions of strain near blunt notches that the final integration constant 
in equation (39) is approximately unity. 

'l:he integral in equation (39) has already been evaluated in equation (35) and, therefore, 
equation (39) leads to the following results. First, for cases where the initiation time, 
~. is well in excess of the redistribution time, a constant COD at initiation is equivalent 
to a correlation between ~ and C* of the form 

t. oc C*-n/(n+l) 
~ 

(40) 

for secondary creep with a constant C*. Some experimental data showing this trend are 
plotted in Figure 11. In practice such data can be described by a best-fit or bounding 
line to the data rather than assuming that the exponent in equation (40) is equal to 
-n/(n+ 1). 
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Figure 11 Experimental Variation of Initiation Time with C* 

Where transient creep effects are important, or the material exhibits primary creep strains, 
equations (35) and (39) may be combined with the reference stress estimate of C* in 
equation (27) to relate the initiation COD to a strain Ec; where 

€<; = (6. /Rl) n/(n+l) - a /E 
~ ~ I~ 

(41) 

The time for initiation ~. is then obtained by entering the creep curve for the reference 
stress at this strain level, Figure 12. 
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If the left-hand-side of equation (41) is less than zero, then creep crack growth should 
be assumed to start at time t=O. If redistribution is complete, then Ec; > crreiE and a 
conservative form of equation (41) is 

(42) 

Direct experimental validation for this expression has been demonstrated for its use in 
the RS procedures and is reported in [1]. 

4. CREEP CRACK GROWTH 

Models for creep crack growth and creep crack growth data are discussed in detail in [ 1] 
and elsewhere in this volume by Nikbin and so only the essential results are quoted here 
for use later in this Chapter. Generally, experimental creep crack growth rates are found 
to correlate with the parameter C* in the form 

a = D C*~ 0 
(43) 

where Do and <P are material and temperature dependent constants. Models suggest 
<P .. n/(n+ I). In the absence of data providing the constants in equation ( 43), models 

suggest that 

(44) 

for a in mm/h, C* in MParnlh and er·· the creep ductility, as a fraction. For plane stress 
conditions, Er• can be taken as the uniaxial ductility; for plane strain it can be taken as 
the uniaxial ductility divided by 50 to give a conservative estimate of crack growth rates 
in equation (44). 

Equations (43) and (44) are relevant to steady state creep conditions described by C*. 
The value of C* may be estimated using the methods described in Section 3.1. However, 
for times less than the redistribution time, the parameter C(t) controls the magnitude of 
the crack tip stress and strain rates. In this regime, a pragmatic approach of estimating 
crack growth rates is to replace C* in equations (43) and (44) by C(t). It should be 
recognised, however, that experimental data often show reduced crack growth rates at 
short times so that this is likely to be a conservative approach. As discussed in Section 
3.2, the cumulative effect of the transient period is equivalent to a factor of 2 from 
equation (35)" at the redistribution time. Thus, for example, if creep crack growth rates 
in the steady state are described by equation (43), an estimate of creep crack growth may 
be made for times greater than the redistribution time by 

a = 2 D C*~ 0 

a = D C*~ 0 

I t < tied 
I t > tied 

(45) 
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Once creep crack growth rates are obtained from equations (43-45), then 

aa = J a dt 

153 

(46) 

In evaluation of C* to obtain a, then the methods of Section 3.1 may be used, noting 
that the reference stress increases as the crack grows and, therefore, it may be necessary 
to employ strain hardening rules, Figure 8, to obtain the relevant creep strain rate. 

5. CONTINUUM DAMAGE ASSESSMENT 

As noted in Section 1, failure may be governed by continuum damage accumulation in 
the ligament ahead of the crack rather than by crack growth. Continuum damage 
describes the formation of microstructural damage in a material under stress in the creep 
range. Such damage rarely occurs uniformly in structures; the material in the region of 
stress concentrations becomes heavily damaged first. This local formation of damage 
tends to weaken the stress concentration through the transfer of stress from damaged 
material to regions away from the stress concentration feature. This is illustrated in 
Figure 13 which shows this as a further period of stress redistribution (II) after steady 
state creep conditions have been established following the stress redistribution after 
initial loading (I). It can be seen from Figure 13 that as regions away from the initial 
peak stress pick up stress, these regions then accumulate damage and the processes of 
damage accumulation and stress transfer continue and spread, or propagate, throughout 
the structure under failure occurs (III). 
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The propagation of damage is illustrated first by considering a simple uncracked beam 
under bending, Figure 14. The analysis is set out in detail in Section 3.5.1 of [1] using 
a simple ductility measure of damage, Figure 15, and is therefore only briefly presented 
here. Initiation of damage occurs at the outside of the beam when the accumulated creep 
strain there becomes equal to the ductility, €r· The creep strain rate distribution in a 
beam under bending under steady state creep is 

(47) 

for the creep law of equation (24) and the dimensions defined in Figure 14. 
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Figure 16 Beam with Damage 
Zones 

C;11ating the strain at z =din equation (47) to the ductility Er gives the time for damage 
initiation as 

(48) 

Following initiation, the outer fibres of the beam can be considered to have 'failed' and 
no longer carry stress. Provided the material is ductile and can continue to strain, the 
beam will continue to creep but with the strain rate distribution of equation (47) modified 
by replacing d with d-e, where c is the depth of the damage zones at the outsides of the 
beam, Figure 16. The position of the damage front, c, is defined by the strain there 
being equal to the ductility. As the strain distribution is linear with distance from the 
neutral axis, the accumulated strain at a small distance oc below the damage front is 

€c/€t = (d-c-()c)j(d-c) = 1-()c/(d-c) (49) 
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The damage front will propagate the distance oc in a time ot when the creep strain €cot 
is sufficient to increase this strain, ec, to the ductility. Hence the rate of propagation of 
the damage front is 

(50) 

As the creep strain rate is given by equation (47), with d replaced by (d-e), then 

c = € 0 [M/B(d-c) 2 a0 ] n [1 + 1/2n] n [(d-e) /€f] (51) 

This may be integrated to give the time for growth of the damage front from the outside 
of the beam (c=O) to the centre (c=d): 

(52) 

which is simp! y 

(53) 

in view of equation (48). The total time for continuum damage failure is teo = t; + tg 
which follows from equations (48) and (52) as 

(54) 

For this example, this failure time is dominated by initiation of damage. However, in 
components with higher stress concentrating features the propagation time may be a 
significant part of the total life. 

5.1 Reference Stress Methods for Continuum Damage 

The calculations outlined above for the simple beam under bending with a simple 
damage law illustrate the complexity of analysing the spread of damage in structures. 
This has prompted the development of simplified methods of life prediction. One of 
these methods has involved use of the reference stress defined by equation (10) in terms 
of the limit load. Now, steady state creep solutions generate reasonably uniform stress 
fields, particularly for high value of the stress index n and later in life when further 
stress redistribution occurs, Figure 13. Similarly, limit load solutions correspond to 
regions of uniform stress. Therefore, it transpires that a reasonable estimate of 
continuum damage failure time is simply 

(55) 

where tr.ref is the failure time of a uniaxial specimen at the stress level, aref· 
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The estimate of equation (55) may be compared with the result of equation (54) for the 
beam under bending. For the beam, the limit load in equation (10) is Bd2uy so that 

(56) 

For the creep law of equation (24) and the ductility model of Figure 15, the 
corresponding failure time is 

(57) 

Therefore, equations (54) and (57) show that 

teD/ tr,ref = (1 + 1/2n) -(n-1) (58) 

which is close to unity for all values of n. 

The reference stress methods also work for defective structures. This is shown in 
Figure 17 where failure times of various test specimens are correlated with the reference 
stress of equation (10) with PLc evaluated as the limit load for the crack size at the start 
of the tests. Although creep crack growth occurred in these tests, it is apparent that the 
correlation is close to that for uniaxial plain bar specimens confirming the accuracy of 
equation (55). 
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That the reference stress method works for cracked structures is surprising at first given 
the high stress concentration at the crack tip. However, finite-element analysis for a 
sharp notch, Figures 18 and 19, provides some insight. Figure 19 plots the position of 
the damage region as a function of time normalised by this life estimate of equation (55). 
It can be seen that although damage initiates early at the notch, the damage front 
effectively blunts the notch and a significant amount of time is spent in the damage 
propagation stage. In this case, failure occurs when the two damage zones meet in the 
centre of the plate at a time of 0.811r,rer· Thus, again equation (55) provides a reasonable 
estimate of failure time. A similar result would have been obtained for a cracked 
specimen provided crack propagation follows some way behind propagation of the 
damage front. 
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Figure 18 Geometry of Double 
Edge Notched Specimen 

Figure 19 Spread of Damage Fronts 
Across the Specimen with Time 

Overall, therefore, a simple estimate of continuum damage life can be obtained from 
equation (55). If this does not provide an acceptable life estimate for a cracked 
component, then more detailed calculations of crack initiation and growth will not 
increase the life estimate. In a component life assessment procedure, the continuum 
damage estimate is, therefore, a useful first step and this is addressed next in Section 6. 

6. OVERALL DEFECT ASSESSMENT PROCEDURE 

In this section a basic high temperature defect assessment procedure is briefly described. 
This is then illustrated in Section 7 by means of worked examples. The procedure is 
based on the Nuclear Electric R5 procedure [2], the British Standards document PD6539 
[3] and other procedures in the literature. The overall procedure is described in Section 
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8.1 of [1] and summarised in the flow chart of Figure 20. The elements in this flow 
chart are discussed here, with reference back to the methods set out in Sections 2-5. 

Prior to performing the defect assessment, it is necessary to establish some basic 
information on the plant as indicated on the flow chart. Then the initial defect must be 
characterised, Figure 21. This usually leads to a defect found by inspection being treated 
as a semi-elliptical surface defect , an embedded elliptical defect or a through-wall defect. 
Where a defect is postulated, for the purposes of demonstrating that a component is 
defect tolerant for example, then one of these shapes is also assumed. 

The other basic information required in the flow chart is material properties. For 
example, creep rupture and creep strain data may be represented as illustrated in Figure 
22. From such information, it is possible to derive creep strain rate as a function of 
stress as is required for evaluation of C* by equation (27). 

Once this basic information has been collected, the flow chart of Figure 20 has a box 
asking whether fatigue is significant. While methods of addressing creep-fatigue crack 
growth are available [1, 2], a discussion of these in detail is beyond the scope of this 
chapter. Here attention is concentrated on a creep crack growth assessment. This stage 
in Figure 20 is amplified in the flow chart of Figure 23. 

The defect assessment procedure is described in Section 8.3 of [1] in detail. This 
procedure addresses the mechanisms shown in Figure 1 which have been described in 
earlier parts of this chapter. The first step of the defect assessment procedure, Figure 23, 
is calculation of the margin against time-independent fracture and this may use the failure 
assessment diagram of R6, Figure 5. Next, assuming this margin is acceptable, the 
rupture life is calculated for the initial defect size, following the approach in Section 5. 
This is illustrated in Figure 24 for the creep data of Figure 22. It is necessary to check 
that this exceeds the sum of the operating period at the time of the assessment, t0 , and 
the future life required of the plant, t,. It can been seen from Figure 23 that the time­
independent fracture assessment and the rupture assessment are repeated as the crack 
grows by creep. As these assessments require only a knowledge of the reference stress 
and the stress intensity factor, see Sections 2.3 and 5, this is straightforward. 

The next stage in the flow chart is to determine whether or not the crack grows. Various 
methods are available for calculating incubation time, Section 3, and if necessary, 
subsequent creep crack growth, Section 4. These are illustrated in Section 7 by a number 
of worked examples. It can been from Figure 23 that in performing these calculations, 
it is necessary to determine whether steady state creep conditions have been established. 
This is achieved by comparing the time with the redistribution time of equations (33, 34). 
If the redistribution time is not exceeded, then corrections for non-steady creep must be 
made using the approaches described in Section 3.3 for incubation and by equation ( 45) 
for growth. 
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Figure 24 Schematic Creep Rupture Assessment 

On completion of the defect assessment part of the procedure, the next stage is a 
sensitivity study , Figure 20. The principles of sensitivity analysis are discussed in [8] . 
Essentially, it should be shown that realistic variations in the input parameters do not 
significantly affect the conclusions of the assessment. If the assessment does not 
demonstrate acceptable margins, or the sensitivity analysis shows that there is 
uncertainty , then various options are available as indicated in Figure 20. One of these 
is to perform more precise calculations by estimating C* from equation (25) or from 
finite-element analysis instead of from reference stress methods, for example. 
However, there is often greater uncertainty the material properties used in high 
temperatures assessments. Therefore, obtaining cast specific rather than general 
properties or collecting creep crack growth data in the form of equation (44), can be 
pursued. If it is not possible to demonstrate acceptable margins even after refining the 
assessment, then remedial action is needed , Figure 20. This may involve a change to 
the operating conditions, inspection, plant replacement or repair. 

Although there are many steps in the procedures set out in the flow charts of Figures 20 
and 23, these are relatively easy to follow using the approximate methods set out in 
Sections 2-5. To illustrate these methods, this chapter concludes by illustrating the 
procedure by means of a number of worked examples. 
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7. WORKED EXAMPLES 

Five worked examples are considered. The first three are for an edge cracked plate with 
differing complexity to illustrate the various methods. The geometry and material 
properties are first set out in Section 7.1 and the analyses and results are then 
summarised in Section 7.2. The fourth example, described in Section 7.3, is a simple 
pressure vessel under constant internal pressure and is used to illustrate the sensitivity 
of the failure time to some input data. The final example is a surface axial defect in a 
pressure vessel and this is used to illustrate most aspects of a high temperature 
component defect assessment. Further details of all examples may be found in [1]. 

7.1 The Single Edge Cracked Plate and Material Properties 

The edge cracked plate being considered is shown in Figure 25. For all the calculations, 
Young's modulus is taken as 185000 MPa. For the first two sets of calculations only 
creep rupture and creep crack growth are assessed and simple power law material 
behaviour is assumed with creep strain rate, related to stress by equation (24) and 
rupture time related to stress by 

(59) 

where A and v are constants. The values of the constants in equations (24) and (59) are 
t 0 = 6.25.10-sh-5 , 0'0 = 400MPa, n = v = 16 and A= 4000(400) 16 for a in MPa and 
tr in hours. Creep crack growth follows from equation (44) with e·r = 0.25 and a in 
units of mm/h for C* in units of MPa m/h. 
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Figure 25 Single Edge Cracked Platt' 
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For the third set of calculations a more complex creep law is followed using a 
8-parameter fit to the data in Figure 26. Rupture is assumed to occur when the creep 
strain reaches 25%. Initiation of creep crack growth is assumed to start when a critical 
crack opening displacement of oi = 0.06mm is reached and subsequent creep crack 
growth follows equation (43) with Do = 6 and c/> = 0.85. 
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Figure 26 Creep Data for Example 3; 8-parameter Fit Shown by Dashed Lines. 

7.2 Calculations for Examples 1-3 

For examples 1 and 2, the creep rupture assessment is identical and is based on 
calculation of a reference stress and then evaluation of the life, ten, from the 
corresponding rupture time at this stress, equation (55). For this geometry, the limit 
load is given by equation (5) and the reference stress therefore follows from equation 
(10) as 

aref "' 0. 866 (P/Bw) / [1 - a/w - 1. 232 (a/w) 2 + (a/w) 3]) ( 6 0) 

which has a value CTrer = 342 MPa for an applied stress P/Bw = 300 MPa and initial 
crack size a0 = 20mm. Hence, using the creep rupture data of equation (59) 

ten = 4000 (342/400)-16 = 48137h. 

The only other calculation performed for examples 1 and 2 is creep crack growth, which 
requires calculation of C*. For example 1, C* is calculated using the solutions of [6] for 
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power-law materials. These require some adjustment to the normalising load to enable 
interpolation of a/w as described in Section 2.1. For alw = 0.2, the value of h1 from 
equation (7) is h1 = 5.89 using equations (5) and (6). For a normalising stress U0 = 
400MPa, the value of Po = Pyuj uy and P jBw = 363MPa for a/w = 0.2. Then using 
the constants summarised in Section 7.1, noting that c =a(l-a/w) for this geometry, 

C* = 400 X 6.25 X 10-5 X 0.02 X 0.8 X 5.89 X ( 300 )17 
363 

= 9 10·5 MPa mh-1 

The corresponding creep crack growth rate from equation ( 44) is 

a = 4.4 10-3 mmh-1 

Subsequent crack growth rates are calculated in a similar manner leading to the results 
in Figure 27. It can be seen that significant creep crack growth occurs in times much 
shorter than the calculated rupture life. Thus, crack growth rather than rupture is 
dominant in this case. 

" 
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800 1000 

Figure 27 Calculated Creep Crack Growth for Examples 1-3 

For example 2, the simplified reference stress methods of equation (27) are used to 
calculate c". For this geometry, the stress intensity factor is 

[0 752 + 2.02(a/w) + 0.37(1- sint~r) 3 ] 
K = Pvf2wtanf · ~ Bwcosw 
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where If; = 1ral2w 

For a., = 20mm this gives K = 103 MPa m'h for the applied stress of P/Bw = 300 
MPa. Consequently from equation (28) 

R1 = (103/342? m = 90mm 

using the reference stress of equation (60). The value of c· is obtained from equation 
(27) using the creep strain rate of equation (24) with the constants detailed in Section 7.1 
as 

C • = 3 4 2 X 6 . 2 5 X 1 0 -s X ( 3 4 2 )16 X 0 , 0 9 
400 

= 1.6 x 104 MPa mh-1 

The corresponding creep crack growth rate is 

a = 7.1 x 10-3mmh-1 

This shows a factor of about 1.6 on initial creep crack growth rate, compared to that 
using the power-law solution. Subsequent creep crack growth rates follow by updating 
K and cr,er as the crack size increases leading to the results in Figure 27. 

For example 3, both creep rupture and creep crack incubation are evaluated from the 
creep strain data of Figure 25. The initial reference stress is given by equation (60). 
The rupture life for a rupture ductility of 25% follows from the fit to Figure 26 at this 
stress of 342MPa as 

teo = tr,rif = 5.43 X 1Q4h 

Incubation is evaluated from equation (41), which for the value of 5i given in Section 
7.1 and the value of W calculated above leads to 

( o9
. o
0

6)o.es _ 342 
185000 

= 0.00014 

From the creep strain data of Figure 25 at the reference stress of 342 MPa, the 
incubation time is then 

ti = 11.0h 
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From equation (34), this is less than the redistribution time since the creep strain is less 
than 

Urerf£ = 0.00185 

By entering the creep curve at the reference stress at this value of strain, the re­
distribution time of equation (34) is 

tred = 144h 

As incubation occurs before the redistribution time, modifications for transient creep are 
required in the early stages of crack growth. Therefore, the initial crack growth rate is 
given from equation (45) and the constants in Section 7.1 as 

a = 12C"o.s5 

At t;, the creep strain rate from Figure 25 is 

and the corresponding value of C* from the reference stress formula of equation (27) is 
then 

c· = 4 X 104 MPa mh-i 

so that 

a = 1.6 X 1Q-2mmh-l 

Because of the primary stage in Figure 25, this is a higher strain rate than for examples 
1 and 2 and a correspondingly higher crack growth rate. The calculations of crack 
growth have been performed in an iterative manner as for examples 1 and 2, but with 
a change in crack growth to 

a = 6C0 85 for t ~ tred 

Additionally a strain hardening rule has been used to evaluate creep strain rate as the 
crack grows, Figure 8. 

The overall crack growth calculations for the three cases are summarised in Figure 27. 
It can been seen that the inclusion of creep crack incubation and treatment of transient 
creep complicates the assessment for example 3 but the same trends of accelerating crack 
growth are obtained in all cases. 
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7.3 Example 4 • Simple Pressure Vessel 

The fourth example is a thick-walled pressure vessel with external radius r0 = 175mm and 
internal radius ri = 115mm. The vessel contains a fully circumferential external defect 
of depth ~ = 30mm. The vessel is made of a normalised and tempered Yz CrMo V steel 
and operates at a constant pressure of p=62.5MPa at a temperature of 565°C. 

Creep data for this material are adequately described by the secondary/tertiary creep law 

with t, = 5 x 1018 a·7 

tr = y e.c t, 

y = 6.4, and a secondary creep law 

t 5° = 5.8 X 10"29 CJ1G.6 

Differentiation of equation (61) leads to the creep strain rate as 

in an explicit strain hardening form. 

(61) 

(62) 
(63) 

(64) 

(65) 

A limit load solution for this case is given in [1] based on a Tresca yield criterion. For 
cracks greater than half way through the vessel wall, this leads to the reference stress 
from equation ( 1 0) as 

Oref 
p 

(66) 

For the applied pressure of 62.5MPa and the dimensions given above, this leads to 

(Jref = 150MPa 

for the initial crack size a = ao = 30mm. Hence, using equation (55) with the rupture 
data of equation (62) leads to an estimate of the failure time of the pressure vessel by 
continuum damage mechanisms: 

ten= 2957h 
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To assess initiation and growth, a stress intensity factor solution is needed. One based 
on finite-element results for the range of crack sizes considered here is given in [1] as 

K = pV 1ra[ 1.421 + 1.5(a/w - 1/2) + 21(alw - 1h)3 ]/(r0
2/r?-1) (67) 

where w = r0 -r; is the wall thickness. For the initial crack size, combination of 
equations (66) and (67) leads to the characteristic dimension of equation (28) 

R1 = 19mm 

It is worth remarking that this dimension is comparable to the crack depth. 

Once this dimension has been determined, the creep strain at initiation can be evaluated 
from equation (42) and a value of initiation COD. For this material, this is o; = 
O.llmm leading to ej = 0.0045. This is well in excess of the elastic strain at the 
reference stress, so that widespread creep conditions are established at initiation. 
Therefore, it is not necessary to consider the transient creep conditions, discussed in 
Section 3.2, in either the initiation or subsequent creep crack growth calculations. 

Entering the creep curve of equation (61) at the reference stress of 150MPa leads to 

t; = 612h 

for the creep strain to equal et. The corresponding creep strain rate from equation (65) 
is 8.1 x 104 h-1 leading to a value of C* = 2.32 x 1Q·5MPamh·1 from equation (27). 
Creep crack growth rates are assumed to be governed by equation ( 44) with the creep 
ductility given by equation (63); note, this ductility is a function of stress level. The 
initial creep crack growth rate is then 2.74 x IQ·3mmh·1• Integrating the crack growth 

calculations from the initial depth of 30mm to a depth of 48mm, at which the reference 
stress and corresponding crack growth rates are very high, leads to a growth time 

tg = 1318h 
and hence a failure time 

4 = ~ + tg = 1930h 

It is apparent that this is close to the time for continuum damage failure, ten = 2957h, 
calculated above. The sensitivity of the calculated life to the initiation assessment has 
been evaluated by considering values of initiation COD, o; , in the range of 0- 0.5mm. 
At lower values of o; than O.llmm, crack growth starts at shorter times than 612h, but 
the initial crack growth rate is lower than that calculated above because of the lower 
strain rate from equation (65). Consequently, the growth time is greater than 1318h. 
The converse is true at higher values of o; . The overall effect of this is shown in Figure 
28: while t; is very sensitive to o; , the calculated failure time is much less sensitive, 
varying by less than a factor of 2 over the full range of values of o;. 
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Figure 28 Sensitivity of Calculated Life to Incubation COD. 

7.4 Example 5 - Surface Axial Defect in a Pressure Vessel 

The final example broadly follows the presentation in [3] and is example 7 in [1]. The 
problem is specified as a Type 316 stainless steel cylindrical vessel which operates for 
28 days each month. It is shut down at the end of the 28th day and is restarted at the 
beginning of the first day of the succeeding month. The monthly operating schedule is 
given in the Table below. 

OPERATING SCHEDULE 

Month Pressure Temperature 
(MPa) (OC) 

April - June, August - October, January - March 4.0 575 

November, December 6.0 550 

July Shutdown 
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The vessel was put into operation at the beginning of April 1985 and during the July 
1990 shut-down a crack was discovered in parent material well away from any welds. 
There was no evidence that the crack had grown during the first five years of service. 

Future operation is required until mid-2005 with the same operating conditions as 
specified in the Table above. 

A defect was located at the outer surface of the vessel, oriented in a axial-radial 
direction normal to the surface as shown in Figure 29. The defect is characterised as 
a semi-elliptical surface defect with ao = 7mm, 10 = 20mm. 

1.. 2l 0 : 40mm .1 
Figure 29 Defect Geometry 

The material properties are summarised in the Table below. In some cases, both mean 
and bounding data are given. 'Worst case' data are assumed in making the assessment. 

MATERIAL PROPERTIES 

550°C 575°C 

Young's modulus E (GPa) 149.2 147.2 

Lower bound yield stress Uy (MPa) 113 112 

Lower bound ultimate tensile stress u, (MPa) 395 384 

Lower bound fracture toughness K,.,, (MPa m'" ) 105 105 

Creep strain t' (t in h, u in MPa) 2.1 x J0·16u'x (t+768t'"} 4.3xJo·•v x (t + 768t'"} 

Upper bound creep crack growth rate (mm h·') equation (43) with D, = 23.0, 0 = 0.81 

Mean creep rupture t,.(h) for u in MPa, T in K T(log11,.. +22) = 2.6865 x 10'- 25.32u + 1.9748 x JO·'o' 

Lower bound creep rupture Mean creep rupture life divided by I 0 
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A check on fatigue shows that this need not be considered [1,3.]. 

The defect assessment requires a number of calculations. An important element in these 
is the reference stress which is proportional to pressure, p, by a factor which depends 
on the crack dimensions. For the initial defect dimensions and a limit load solution 
given in [1] this leads to 

Urer = 108.5MPa for p = 6MPa 

Urer = 72.3 MPa for p = 4 MPa. 

The corresponding values of Lr from equation (16) and the yield stress data given above 
are 

Lr = 0.96 for high pressure operation 

Lr = 0.65 for low pressure operation. 

For a time dependent assessment it is also necessary to evaluate the parameter Kr of 
equation (23). The input values of stress intensity factor are listed in the Table below 
for the pressure loading, KP, and the thermal stress, K•. The small plasticity correction 
factors p are also listed with the total values of Kr. 

High Pressure Operation Low Pressure Operation 

Deepest Point Surface Deepest Point Surface 

KP (MPa m'h) 13.6 9.0 9.0 6.0 
K• (MPa m'n) 5.7 4.6 5.7 4.6 
p 0.018 0.02 0.051 0.059 
Kr 0.202 0.150 0.192 0.160 

In Figure 30, the points (Lr , Kr ) are plotted for the most onerous conditions on the 
failure assessment diagram. the points lie well inside the failure assessment curve 
demonstrating an adequate margin of safety. 
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Figure 30 R6 Assessment 

As operating pressure varies, the life fraction rule is used for the creep rupture 
assessment. The plant operated for 28 days ( = 672h) each month with 10 months of 
high pressure and 48 months of low pressure operation between April 1985 and detection 
of the defect in July 1990. Using creep rupture and the reference stresses given above 
gives the rupture times, ~.ref• of 3.83 x 106h for high pressure operation and 4.35 x 106h 
for low pressure operation. Hence, 

10 X 672 
3.83 X 106 

+ 48 X 672 
4.35x106 

0.0092 

This small value of damage (De < < 1) corresponds to a large rupture life, tc0 , and 
hence the calculations of crack growth can continue. As the crack is found in service, 
it is assumed to be growing and no allowance for an initiation period is made. The 
crack growth calculations are very similar to those in the earlier examples presented, 
with a strain hardening rule to allow for changes in reference stress due to the changing 
crack size. As the defect is semi-elliptical, C* has to be calculated for both the surface 
point and the deepest point. 

Some results of performing these calculations are given in the Table below for the month 
of low pressure operation in August 1990 immediately following detection of the defect 
and assuming steady state creep conditions to apply. 
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Crack Growth Calculations for August 1990 

Deepest point Surface 

C* (MPa mh-1 ) 1.55 X 10·8 6.71 x w-9 

Crack growth rate (mmh-1) a = 1.08 x w-s i = 5.51 X 10-6 

from equation (43) 

Crack growth (mm) in .::la=2xax672h = 0.0146 .:11=2xix672h = 0.0074 

August 1990 

The thermal stress provides an additional complication in this case when performing the 
check on steady state creep conditions. Redistribution to the steady state takes longer 
as the thermal stresses must be relaxed in addition to the elastic stresses due to the 
mechanical loading. This can be accounted for by using the total stress intensity factor 
K = KP + K" to calculate the redistribution time of equation (32). This is equivalent 
to modifying equation (34) such that redistribution is complete when 

E~ef = (a ref/E) (K/K P) 2 

Inserting the values in the table above into the right-hand side of this equation gives an 
elastic strain of 1.3 x 10-3 in excess of the accumulated creep strain to July 1990 which 
is calculated as 1. 0 x 10-3• Therefore, redistribution is not complete and the crack 
growth rates must be doubled to evaluate the values as ~a and ~1, during August 1990, 
see equation (45), as indicated in the Table above The magnitudes of these are 
sufficiently small that it is not necessary to divide the time steps into less than a month. 
It is also straightforward to calculate increments of creep damage and creep strain from 
the reference stress during the month. 

The calculations outlined above have been repeated for each successive month. Non­
steady creep conditions persist until August 1992. The amounts of crack extension at 
the deepest point and on the surface are shown in Figure 31 corresponding to a surface 
defect with a = 9.4mm and 1 = 21.4mm by June 2005. Figure 32 shows the creep 
damage accumulation up to this time. The time-independent assessment has been 
repeated for the final defect size and the points are included in Figure 30. 

It is clear from all these calculations that the plant can operate to the year 2005 without 
excessive creep crack growth or failure by creep rupture or fast fracture. 
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8 CLOSING REMARKS 

In this chapter, the calculations required to follow a basic high temperature defect 
assessment procedure have been described in outline. A number of worked examples 
have been given to illustrate the procedure and the calculations. References have been 
given for those interested in more detail in this area. 

0 
0 

0 

2005 
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Abstract 

This Chapter covers topics related to the creep and fracture of engineering materials at high 
temperatures containing defects and their relation to high temperature life assessment 
methods. Following a description of engineering creep parameters basic elasto-plastic 
fracture mechanics methods are presented and high temperature fracture mechanics 
parameters are derived from pasticity concepts. Techniques are shown for determining the 
creep fracture mechanics parameter C* using experimental crack growth data. collapse 
loads and reference stress. Models for predicting creep crack initiation and growth in terms 
of C* and the creep uniaxial ductility are developed. These ideas are then applied to 
practical techniques for analysing and predicting crack initiation and growth under static 
and cyclic loading conditions. The subject cannot covered in detail within one chapter but 
rather an overview is presented in order to highlight the relevant topics that the reader 
should seek further reading on. 
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1 Introduction 

Engineering life assessment and component design utilise models based on theoretical 
principles which always need to be validated under practical and operational circumstances. 
In this chapter engineering creep parameters ranging from uni-axial to multiaxial states of 
stress are described. The mechanism of time dependent defomrmation is shown to be 
analogous to deformation due to plasticity. Therefore elasto-plastic fracture mechanics 
methods are reviewed and linked to high temperature fracture mechanics parameters. 
Techniques are shown for determining the creep fracture mechanics parameter C* using 
experimental crack growth data, collapse loads and reference stress methods. Models for 
predicting creep crack initiation and growth in terms of C* and the creep uniaxial ductility 
are developed. Cumulative damage concepts are used for predicting crack growth under 
static and cyclic loading conditions. The topics discussed in this chapter complement the 
book "High temperature component life assessment" by Webster and Ainsworth [I] in 
which emphasis is placed on analysis of creep initiation and crack growth in terms of 
fracture mechanics concepts. 

1.1 Creep analysis of uncracked bodies 

The time dependent deformation mechanism occuring at elevated temperature that is 
generally non-reversible is defined as creep. Creep is most likely to occur in components 
that are subjected to high loads at elevated temperatures for extended periods of time. 
Creep may ultimately cause fracture or assist in developing a crack in components subjected 
to stresses at high temperatures. In the last 30 years rapid development has taken place in 
the subject and references at the end of the chapter give an indication of this work [1-29]. 

The phenomenon of creep is based on a time dependent process whereby the material 
deforms irreversably. Creep in polycrystalline materials occurs as a result of the motion of 
dislocations within grains, grain boundary sliding and diffusion processes. A creep curve 
can simply be split up into three main sections as shown in figure I. All the stages of creep 
are not necessarily exhibited by a particular material for given testing conditions. In figure 1 
a region of accelerating creep rate is shown which occurs immediately after the full load has 
been applied. It is termed an incubation period because it happens prior to the attainment of 
normal primary, secondary and tertiary creep. It is usually only observed in single crystal 
or highly oriented materials at relatively low stresses and high temperatures and is 
associated with a gradual build up of mobile dislocations. 

For most cases the first region is the primary creep stage with no initial incubation period 
observed. This is a period of decreasing creep rate where work-hardening processes 
dominate and cause dislocation motion to be inhibited. The secondary or steady-state region 
of creep deformation is frequently the longest portion and corresponds with a period of 
constant creep rate where there is a balance between work-hardening and thermally 
activated recovery (softening) processes. The final stage is termed the tertiary region. This 
is a period of accelerating creep rate which culminates in fracture. It can be caused by a 
number of factors which include; increase in stress in a constant load test, formation of a 
neck (which also results in an increase in stress locally), voiding and/or cracking and 
overageing (metallurgical instability in alloys). 
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Fracture 

Time 

Figure I: Various regions in a creep curve 

A small amount of creep strain is usually recovered, as indicated in figure I, if the load is 
removed part way through a creep test. However. for the most part. creep strain can be 
regarded as permanent. Also. in the absence of voiding creep defmmation takes place at 
constant volume like plastic deformation. 

Families of creep curves obtained at different stresses and a constant temperature for most 
polycrystalline materials will tend to look the same when normalised with time. Similar 
behaviour is observed when tests are performed at a constant stress and different 
temperatures. However the primary, secondary and tertiary ratios and the creep ductility 
could vary both with load and temperature. All stages of creep are accelerated with an 
increase in stress and/or temperature. The creep ductilities of different materials can be 
relatively independent, or sensitive, to the testing conditions. Some engineering alloys 
exhibit an appreciable decrease in failure strain with increase in rupture life. 

Generally, the creep properties of crystalline materials can be related to their homologous 
temperature T111 (i.e. their melting temperature in degrees Absolute). The shapes of creep 
curve shown in Figure I is most relevant to a temperature T greater than about 
approximately 0.5 T111 (T may range between about 0.4 and 0.6 for different alloys). For 
tests lasting approximately the same length of time at temperatures above and below this 
temperature, different shapes will tend to be observed. For T>0.5T111 it is likely that 
secondary and tertiary creep will be most pronounced and forT< 0.3T111 that primary creep 
will predominate. This behaviour can be partly attributed to the different stresses needed at 
each temperature to cause failure in the same time. At T>0.5T111 realistic rupture lives are 
obtained at a stress cr which is less than the yield stress cr of a material, whereas at 
T<0.3Tm a stress of greater than the yield stress would be needed to give the same lifetime. 
For most materials the primary component of creep tends to be magnified with increase in 
stress thus causing this term to dominate more at lower temperatures. 

Table I lists some values of 0.5 T111 (in °C) for a selection of metals. It is apparent that lead 
is expected to exhibit significant creep at stresses less than its yield stress at room 
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temperature. For the other materials, a stress greater than cr would need to be applied to 
cause significant creep at room temperature. Consequently, for most engineering materials 
plastic deformation occurs at lower stresses than are needed to cause creep at room 
temperature whereas at T> 0.5 Tm, approximately, creep occurs at lower stresses than are 
needed to cause plastic deformation. This observation explains why room temperature 
design philosophies are based on avoiding yielding and high temperature design codes on 
avoiding creep failure. 

Table 1: Melting temperatures of metals 

Material 
Lead 
Aluminium 
Copper 
Titanium 
Iron 
Nickel 

Melting Temp. "C 
327 
660 
1083 
1690 
1530 
1453 

0.5 T".("C) 
27 
194 
405 
708 
629 
590 

Creep in polycrystalline materials is sensitive to grain size, alloying additions, initial 
condition of the material, heat treatment and testing conditions. Figure 2 compares the creep 
properties of a range of engineering alloys. It indicates the improvements in creep strength 
that can be gained by alloying additions to steel and why nickel base alloys are used for the 
highest temperature applications in for example gas turbine engines. The highly alloyed 
nickel base alloys (often called superalloys) can be used at these high temperatures because 
they exhibit high creep strengths at relatively high fractions of their homologous 
temperatures. 
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A creep fracture can be transgranular or intergranular [7, 16-17] There is a general trend 
towards transgranular failures at short creep lives and relatively low temperatures and 
intergranular failures at long lifetimes and higher temperatures. Intergranular failures are 
usually most relevant to practical operating situations. They can result in creep ductilities, 
that are much less than room temperature ductilities. Microcracking and voids can be 
distributed throughout a material at failure or be localized to the final fracture. Several 
processes contribute to creep deformation in metallic materials. These processes give rise to 
different stress and temperature dependencies. 

1.2 Physical models describing creep 

A number of processes dominate the creep processes [ 1-1 0] as shown in figure 1. When 
secondary creep dominates, it is often possible to express secondary creep strain rate e:, in 
the form 

t:.~ aa" exp(-Q I RT) (1) 

where n and Q are material dependent parameters and R is Boltzmann's constant. The 
values of n and the activation energy Q are sensitive to the processes controlling creep. The 
creep processes can be described in terms of deformation mechanism maps which exhibit 
two main creep fields. In one, creep rate is governed by the glide and climb of dislocations 
and has a power Jaw stress dependence. In the other. creep is controlled by the stress 
directed diffusional flow of atoms [9]. For a given mechanism actual creep rates are 
dependent on material composition, microstructure and grain size. The largest grain size 
dependence is observed in the diffusional flow region with an increase in grain size 
resulting in a decrease in creep rate. Solid solution and precipitation hardening alloying 
additions can impede dislocation motion and intluence diffusion rates. There is a general 
tendency for alloying additions to move mechanism boundaries to higher cr/E and TIT m 
ratios [9]. 

The existence of several creep processes indicates that in general n and Q in equation ( 1) 
will change as a mechanism boundary is crossed. Also it has been established that a simple 
power law stress dependence is not always satisfactory. At high stresses an exponential 
expression of the form 

£~aexp(/3a)exp(-Q/ RT) (2) 

where f3 is a material dependent constant is often more adequate. Garofalo f4] has shown 
that equations (I) and (2) can both he encompassed by the relation 

r: a( sinh aa)" exp( -Q I RT) (3) 

provided f3 = an. When a cr < 0.8. equation (3) reduces to equation (I) and when a a> 
1.2 it reverts to equation (2). No satisfactory physical model has yet been developed which 
produces expressions of the form of equations (2) or (3). 

There are creep laws which deal with the time dependence of creep. The stress and 
temperature dependence of the material parameters introduced will not be examined. 
However, for the most part they can be described by expressions that are similar to those 
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used for secondary creep in the previous section. Model based laws [2, 12, 13] where creep 
strain is predicted from motion of dislocations give an understanding of the creep behaviour 
but are rarely useful for engineering purposes. 

As a result, empirical laws have been produced [ 4,5, 15] to give more accurate descriptions 
of the observed shapes of creep curves. A representative selection is listed below with an 
indication of their ranges of applicability. 

Usually for T!Tm < 0.3, work hardening processes dominate and primary creep is observed 
which can often be described by a logarithmic expression of the form 

t:c = aln( 1 + f3t) (4) 

where a and ~ are parameters which in general are functions of stress and temperature. 
Within the temperature range 0.3 <T!Tm < 0.5, secondary creep begins to appear. A typical 
equation [5] is 

(5) 

where m < 1 and takes the value 1;3 in the Andrade [2] expression. Again a is in general a 
function of stress and temperature. In equation (5) the first term describes the primary 
region and the second term describes secondary creep. 

For T!Tm > 0.5, equation (5) can still be employed [4] but an alternative expression that has 
been used (4) is 

t:'= t:, {1- exp(- t lr) }+£~t (6) 

Other empirical laws have been proposed that have wider applicability than those just 
presented and which can also accommodate tertiary creep [ 4, 15] Two representative 
equations are; 

t:c = ati/3 + f3t + yt3 
(7) 

and 

(8) 

where a, f3, y, 8j, 82, 83 and 84 are stress and temperature dependent material parameters. 
In their most general formulations, each of these parameters consists of a summation of 
terms involving stress and temperature. The equations describe primary, secondary and 
tertiary creep. They can correlate a wide spread of behaviour because of the number of 
disposable parameters that are used. They do however need a large body of data to identify 
all the terms. They are of most use in extrapolating experimental data to longer times. 
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The list of creep laws presented for describing the time dependence of creep is by no means 
extensive. The references given will cover the range in depth. 

1.3 Time-Temperature Creep Parameters 

Design lifetimes of engineering components are often based on time to a specific strain or 
rupture. For this purpose, it is usually more convenient to replot the type of data shown in 
Figure 1 as shown in Figs 3 and 4. Secondary creep rates, time to a specific strain (say 
1%) or rupture lives can then be read off at any desired stress and temperature. Figure 3 is 
most appropriate for extrapolating to other stresses at a given temperature and Figure 4 for 
extrapolating to other temperatures at a particular stress. Straight lines, with the slopes 
shown, will be obtained on the figures when the data can be correlated by the stress and 
temperature terms given in equation ( l ). 
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Figure 3: Stress dependence of creep properties at different temperatures. 
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Figure 4: Temperature dependence of creep properties at different at different stresses. 

A simple straight line relation is not usually obtained on plots like those depicted in figures 
3 and 4 when attempts are made to include a wide spread of data. This is because different 
values of n and Q are needed to describe different creep mechanisms. Consequently in 
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order to achieve more reliable extrapolations, time-temperature creep parameters have been 
devised for superimposing all the results onto one so called 'master curve' for one material. 
The basis of the creep parameters is that time and temperature have similar effects; i.e. the 
same creep behaviour is obtained at the same stress in a short time at high temperature as is 
attained in a long time at low temperature. This is clearly a simplification but it does result 
in satisfactory extrapolations of creep data. 

The Sherby-Dorn parameter [2] make use of these type of curves where specific creep data 
is available. This parameter can be obtained immediately from the temperature dependence 
shown in equation (I). This equation suggests that creep strain can be written as 

(9) 

where the stress dependence need not be restricted to a power law function and e is the 
Sherby-Dorn parameter 

0 = t exp ( -Q/RT) (10) 

When this relation is valid, creep data obtained at the same stress but different temperatures 
should superimpose when plotted against 0. Satisfactory agreement is usually found for 
pure metals and dilute alloys at TIT m > 0.5 but not in other circumstances. 

Another relationship the Monkman-Grant [ 19] is effectively a critical strain criterion. It 
states that the strain accumulated during secondary creep is a constant at failure so that the 
product of the secondary creep rate and the rupture life tr is a constant; i.e., 

e:t r = C MG (11) 

where CMc is the Monkman-Grant constant. When secondary creep dominates it predicts a 
constant creep ductility independent of stress and temperature. This implies that, at a given 
stress, failure also occurs at a constant value of the Sherby-Dorn parameter. When failure 
occurs at a finite reduction in area due to internal voiding and cracking CMc<lln 
approximately. However, in practice measured creep failure strain may be appreciably 
greater than CMc due to strain accumulated in primary and tertiary creep. 

The widely used Larson-Miller parameter can be expressed in terms of time to a specific 
strain or time to rupture. Unlike the Sherby-Dorn parameter, which assumes a constant 
activation energy, this relation implies that activation energy is dependent on stress. 
The Larson-Miller parameter, P, is usually written in the form 

P= T [C+logufl (12) 

where Pis a function of stress only, C is a constant and t is the time to a specific strain or 
the time to rupture. When rupture life is expressed in hours, Cis usually in the range 17 to 
23 and quite often can be approximated to 20. 
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An example of a Larson-Miller plot for the nickel base alloy Nimonic 105 is shown in 
Figure 5, where T is in OK and t, is the rupture life in hours. Other creep parameters that 
are cited elsewhere [3] can be used in a similar fashion. 
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Figure 5: Larson-Miller plot for Nickel-based alloy Nimonic 105. 

Almost all basic high temperature material properties data are usually generated at constant 
stress and temperature. Most components experience changes in stress and temperature 
during operation. Consequently some procedure is required for extending the application of 
constant stress and temperature data to variable operating conditions[20-27]. 

Use is made of experimental observations to develop criteria. Instead a mechanical equation 
of state approach is employed. With this concept it is postulated that the instantaneous creep 
rate is governed by the current 'state' of the material and the current stress and temperature 
conditions imposed, independent of the previous history of these conditions. Several 
mathematical formulations have been proposed which each define the 'state' of a material 
differently. There is experimental support for each of these in particular circumstances. 
They can all be expressed mathematically as 

£' = f'( a, T,s) ( 13) 

where s is the term which describes the current 'state' of the material and a and T are the 
present values of stress and temperature, respectively. The physical expressions relating 
creep rate to mobile dislocation velocity and density can be regarded as an equation of state 
[2, 12, 13]. With this interpretation, the mobile dislocation density in a material would 
represent its current 'state'. There is seldom sufficient information available to apply a 
detailed physical expression and almost invariably empirical mechanical equations of state 
are employed. Several have been proposed to account for different ways of defining the 
'state' of the material. The four most common definitions are; 
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(14) 

(15) 

(16) 

(17) 

The first equation is referred to as the strain hardening (SH) law since it defines the 'state' 
of the material in terms of the creep strain incurred; the second is called the time hardening 
(TH), or age hardening, law as it represents 'state' by the time during which creep has been 
taking place. The latter two equations are normalised versions of the first two. Equation 
(16) is termed the strain fraction rule (SF) and equation (17) the life fraction rule (LF). In 
these expressions Ef and tr are creep ductility and rupture life, respectively . 
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Figure 6: Application of mechanical equations of state to determine a) an instantaneous 
creep rate change, and b) strain accumulation due to stress (and/or temperature) increases 
during creep. 

An illustration of the application of equations ( 14) and ( 15) to stress and/or temperature 
changes is shown in Figure 6. When the SH Jaw is used a new instantaneous strain rate is 
obtained after a change in conditions by transferring horizontally at constant strain from one 
curve to another (i.e. from A to B or from C to D in Figure 6a). With the TH law the 
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transfer is made vertically at constant time (i.e. from A to B' or C' to D'). The strain 
accumulated due to a progressive change in conditions from a1, T1 to a2, T2 and then to 
O'J, T3 is shown in Figure 6b. For increasingly severe loading conditions, when primary 
creep behaviour is observed, the strain hardening law predicts more creep strain than the 
time hardening law. When the conditions become progressively less severe, the reverse is 
true. During secondary creep all equations of state give the same answer since a horizontal 
or vertical transfer from one line to another always results in the same creep rate. Where 
tertiary creep dominates, the SH and TH laws predict the opposite trends to those observed 
during the primary region. It cannot be argued, therefore, that one of these laws will 
always give the greatest strain accumulation for all conditions. 

The SF and LF rules can be applied in exactly the same way as the SH and TH laws 
provided the axes on Figure 6 are normalised as £5'1 Efand tit" respectively. The SF and LF 
rules are usually more satisfactory than the SH and TH laws for determining final failure 
under variable operating conditions. With the SF rule, failure is predicted when 

I: EL'IE = 1 
f 

and with the LF rule when 

( 18) 

( 19) 

where in these summations £r and tr are the creep ductilities and rupture lives relevant to 
each loading condition. Ideally the equation of state that should be chosen is that which 
describes the material behaviour best. In most cases insufficient information will be 
available and judgement has to be employed. When work hardening processes 
predominate, it may be argued that the SH law (or SF rule) should be most appropriate. 
When thermal recovery processes control, or metallurgical instability results in ageing, it 
may be more relevant to choose the TH law (or the LF rule). In any event, the time 
hardening law will result in the simplest mathematical analysis. 

1.4 Complex stress creep 

Because creep deformation is not linearly dependent on stress, the effects of stresses that 
are applied in different directions cannot be superimposed linearly. However, it is found 
experimentally that; 

(i) hydrostatic stress does not affect creep deformation; 
(ii) the axes of principal stress and creep strain rate coincide; and 
(iii) no volume change occurs during creep. 

These observations are the same as those that are made for plastic deformation [6,20,26]. 
This is not surprising when both processes are controlled by dislocation motion. The 
observations imply that the definitions of equivalent stress and strain increment used in 
classical plasticity theory can be applied to creep provided strain-rates are written in place of 
the plastic strain increments. Therefore for creep. the Levy-Mises flow rule becomes 
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.c .c - c 
E 2 E 3 £ 

[a i - ~a I+ a 3) J = [a 3- ~ (t I+ a 2) J = et 
(20) 

~here aJ. a2 and a3 are the principal stresses, E~ ,t:;andt:;the respective creep strain rates, 
a is the equivalent stress and f;c corresponding equivalent creep strain rate. Equation (20) 
satisfies the experimental observations (i) to (iii) provided appropriate definitions are 
chosen for tf and £c. From (i), and the observation that dislocations are mainly responsible 
for creep, it may be inferred that shear stresses govern creep deformation so that either the 
Von-Mises or Tresca criterion can be employed. With the Von-Mises definition, 

(21) 
and 

(22) 

Assuming the Tresca definition, 

(23) 
and 

(24) 

where a1 and a3 are the maximum and minimum principal stresses, respectively. The Von­
Mises definition can be regarded as a root mean square maximum shear stress criterion and 
the Tresca definition as a maximum shear stress criterion. Most investigations of equivalent 
stress criteria were carried out mainly on thin walled cylinders subjected to different 
combinations of tension, torsion and internal pressure [21 ]. The case of internal pressure 
alone will now be considered as an application of the complex stress creep analysis. 

It can be shown for any complex stress state that the equivalent stress calculated according 
to the Tresca definition is always greater than, or equal to, that determined from the Von­
Mises definition. The maximum ratio between them is the 2/.Y3 obtained in this example. 
Use of the Tresca criterion will, therefore, always produce the same, or a higher, creep rate 
than is obtained from the Von-Mises criterion. As most experimental results usually fall 
between the two predictions [20-26] assumption of the Tresca criterion is therefore likely to 
be conservative. 

1.5 Damage mechanics concepts 

The descriptions presented so far have been concerned mainly with determining the rate of 
creep deformation in the absence of damage accumulation. Modes of fracture have been 
identified but the mechanisms by which failure occurs have not been discussed. Two 
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largely consistent damage accumulation processes exist [24,28,30]. They show how 
tertiary creep is produced in materials that deform in secondary creep in the absence of 
damage. Both approaches assume that secondary creep can be described by the power law 
stress dependence given by equation ( 1 ). 

A model for the development of damage by void growth has been proposed by Cocks and 
Ashby [28] and extended by Smith and Webster [29]. With this approach a distribution of 
circular cross-section cavities is assumed on grain boundaries which are perpendicular to 
the maximum tensile stress. The fractional area of grain boundary damaged therefore is 
calculated and upper bounds to the displacement rate of a volume of material associated 
with it can be calculated. 

With a phenomenological approach the damage fraction w is not a physically identifiable 
quantity. It is an effective fractional loss in area which can be defined to include loss of 
creep strength due to microstructural degradation as well as cavity nucleation and growth. 
Empirical equations have been proposed by Kachanov [30] and Rabotnov [24] which allow 
strain rate and damage rate to increase with this damage w according to 

·c · ( (j )" I €~ E =E - . =--"--
o <i0 (1-wt (1-ro)m 

and 

(25) 

where f 0' ao, m 0' n, m, v and TJ are material constants that are chosen to give a best fit to 
experimental creep data. However, for simplicity it is usually assumed that m=n and T]=V. 

and further substitution and integration produces 

I ( J"~l c t 
£=£,1-1-- J L r, 

(26) 

where ljJ = (v + f)!(v + I - n). However, for this equation to be physically realistic it is 
necessary that v + 1 > n. In this circumstance and rupture life 

(27) 

and the creep failure strain is 

(28) 

where E is the creep ductility at stress a= CJ0 . 
to 
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1.6 Influence of state of stress 

In many cases uni-axial analysis is not sufficient for life assessment analyses. However 
this can be extended to multi-axialloading by accounting for the influence of state of stress 
on the deformation and damage processes. Several specific models have been proposed 
which have been discussed by Riedel [I 0]. They generally assume that strain rate is 
governed by an equivalent stress criterion and that void growth mechanisms are sensitive to 
the maximum principal stress or hydrostatic stress component CJm· For example, Rice and 
Tracey [31] have developed an expression for rigid-plastic deformation (n== ), which 
gives the creep ductility under complex stress loading, Ef. in terms of the uniaxial ductility 
as 

E * (-3CJ ) _r_ = 1. 65 exp --:::?-
Er 2CJ 

0.1 

• · • · • · •• • Rice & Tracey 

--Cocks & Ashby (n=5) 

- - -Cocks & Ashby (n=~) 

Hydrostatic tensile I Equivalent stress ratio crmlcre 

Figure 7: Influence of state of stress on creep failure. 

10 

Alternatively, Cocks and Ashby [28] used a void growth model to obtain 

(29) 

(30) 

These ratios are shown plotted in Figure 7. It is apparent that an increase in hydrostatic 
tension causes a significant reduction in creep ductility for both expressions. This is 
because an increase in hydrostatic tension, at a constant equivalent stress, enhances the 
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void growth rate without changing the deformation rate causing failure to occur at a lower 
strain. The significance of this observation on crack growth predictions will be considered 
later. 

1.7 Influence of fatigue 

Until now failure by creep processes alone has been examined. Even when introducing the 
concept of a mechanical equation of state for dealing with variable loading conditions, it 
was assumed that any influence of fatigue was negligible. A fatigue failure occurs by the 
initiation and growth of a crack caused by the repeated application of a stress that is Jess 
than the tensile strength of the material [32-35]. The fatigue properties of materials are 
measured mainly in push-pull or reverse bend tests. In general the number of cycles to 
failure N is sensitive to the stress amplitude cra, mean stress crm, frequency, wave shape 
and temperature. 

Typically, in a defect free component, most of the life is spent in initiating the crack. Crack 
initiation occurs by the motion of dislocations up and down slip planes, which gradually 
results in the formation of extrusions and intrusions on the surface. In the absence of 
corrosion or environmental attack, fatigue fractures at room temperature are transgranular 
and stage I occupies the longer fraction of life. At elevated temperatures, intergranular 
cracking can be observed [32]. When this is seen, the stage I region tends to be reduced 
and can be eliminated altogether if a grain boundary acts as a crack starter. 

The fatigue properties of a material are dependent on its tensile strength and stress-strain 
characteristics. Alloying additions, heat-treatments and fabrication processes that impede 
dislocation motion will inhibit the formation of extrusions and intrusions and will tend to 
improve fatigue lifetimes. Conversely, surface scratches and stress concentrations will tend 
to reduce lifetimes. 

Cumulative damage laws are available for dealing with superimposed mean and cyclic 
loading and for assessing the influence of variable amplitude cycling. Most engineering 
components experience variable amplitude loading during operation. It is usually supposed 
that fatigue damage incurred under these conditions can be accommodated using Miner's 
cumulative damage law. This states that failure occurs when the fractional damage 
accumulated at each condition sums to one. 

i.e. !!J... i, .!!..L. +-+ + ... 
N 1 i N 1 

or 

=1 

(31) 

where n1, n2, n3 etc. are the number of cycles spent at each condition and N J, N 2· N3 etc. 
are the endurance at these conditions. The relation should be used as a general guide only 
as experimental evidence indicates that the fractional damage suffered at failure can range 
between about 0.5 and 2.0. This can usually be attributed to sequence of loading effects 
which are not accommodated in a simple expression like Miners Law. 

Under combined static and cyclic loading at elevated temperatures creep and fatigue 
processes can take place together [36:37]. It is possible ~or these p~oces~es to occur 
independently or in conjunction dependmg upon the controllmg mechamsms m each case. 
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In the former case failure will be dominated by the process which occurs most rapidly and 
in the latter by the slowest process. When creep mechanisms govern it is likely that the 
fracture surface will be intergranular and when fatigue processes dominate transgranular. 
When both mechanisms contribute to failure a mixed mode of fracture may be expected. 

It has been proposed that when creep and fatigue processes occur independently, that the 
fractions of damage incurred by each mechanism can be summed separately using equation 
( 19) and (31) to predict failure when, 

(32) 

In this equation tr is the anticipated -rupture life due to creep alone. Other approaches have 
been proposed for dealing with more complicatt;d interaction effects. The two most 
common are due to Coffin [37] and Manson [38]. In the former a frequency term is 
incorporated to allow for time dependent effects. In the latter a strain range partitioning 
(SRP) approach is adopted for separating the total strain range each cycle into creep. fatigue 
and mixed creep and fatigue components. With this method, a total of four components can 
be identified depending upon the type of loading cycle and whether hold times are present. 

2. Concepts of Fracture Mechanics 

The previous section dealt with creep of uncracked bodies. Sections 3 and 4 will consider 
the cracked body and its analysis using fracture mechanics concepts. Figure 8 shows 
schematically the various regimes of fracture found both at room temperature and at elevated 

Regimes of Fracture Behaviour in terms of Geometric 
Constraint and metallurgical Factors 

INCREASING 

BRITFLENES 

Coarse Grain 
Bainite 

Multi pi~ 
INCR/o'A SING 

Cracks ~ngle /JR171UN L:S 
Engineering Factors 

Figure 8: Schematic view of the regimes of fractu r in terms of geometric constraint and 
metallurgical factors ranging from elastic to fu lly ductile behaviour. 
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Temperature. Generally the sharper and the larger the grains the more brittle the material 
behaviour and the more likely that Linear Elastic Fracture Mechanics (LEFM) will be the 
relevant correlating parameter. Conversely the more ductile the material and the more diffuse 
the number of cracks or damage region it is likely that Non-Linear LEFM will describe the 
crack tip region. The assumptions hold for creep with the difference only that in creep 
deformation occurs in time and in plasticity it is only load dependent. The crack tip stress 
singularity decreases with increasing ductility and in the extreme the stress at the crack tip is 
equivalent to the remote stress and the analysis would use net-section stress or reference 
stress a,ef' to predict failure life. 

The first analytical study of fracture mechanics was made in the 1920s [ 121 for cracks in an 
ideal brittle material. This study was based on the consideration of energy balance in a 
cracked body. The stress intensity factor K was proposed, as a parameter that describes the 
stress state around a crack tip, by Irwin [39]. The energy release rate G which corresponds 
uniquely to stress intensity factor K was also proposed. These fracture mechanics 
parameters in LEFM have since been used n engineering procedures. In ductile materials 
with low yield stress or in creeping materials the LEFM approach is not sufficient in 
predicting fracture of a cracked structure made of ductile or creeping materials. The J 
contour integral [ 40-41] was proposed as a fracture mechanics parameter for estimating 
ductile fracture. The J integral has been widely accepted as an effective parameter for the 
assessment of ductile fracture for large scale yielding cases. 

Fracture induced by a crack is controlled by the stress and strain state in the failure process 
zone in the vicinity of a crack tip. The fracture mechanics approach characterises the crack 
tip stress and strain fields by the stress intensity factor K or the J integral. The stress and 
strain fields characterised by these fracture mechanics parameters are asymptotic fields at a 
crack tip and are not exact solutions around the crack tip. For creep a parameter called C* is 
developed which is analogous to J but is dependent on strain rate rather than strain due to 
loading. Figure 9 gives a description where the various parameters would be applicable. 

K .... ~t------t•~ C* ... ~-------t•~ Net section/ 

Distance from the crack tip 

Figure 9: Schematic profile of the stress field at the crack tip and the relevant fracture 
mechanics parameters associated with them. 



194 K.M. Nikbin 

2.1 Linear elastic fracture mechanics 

Stress intensity factor K is a parameter for characterising the local stress and strain fields 
around a crack tip based on linear elastic analysis. The stress state near a crack tip is 
expressed using stress intensity factors by; 

(33) 

where r, e are the polar co-ordinates ahead of a crack tip as shown in Figure 8, and KJ, Ku 
and Km are stress intensity factors for mode I, mode II, and mode III loading. Mode I is the 
opening mode, mode II is the in-plane shear mode, and mode III is the transverse shear 
mode. The function fie; is a function of angle e for each mode. 

It is usual for mode I loading to be used in analyses since this is the most common loading 
mode which causes crack extension at elevated temperature. The mode I stress fields around 
a crack tip analysed elastically are expressed by the following equations [42]. 

Kl e (I . e . 3 e) h. h d (34) a = ~cos- -sm-sm-. + tg or erterms 
x \1 2rcr 2 2 2 

Kl e (I . e . 3e) h. h d 35) a. = ~ cos - + sm - sm -. + tg or er terms ( 
' \121Cr 2 2 2 

Kl e . 8 38 h. h d 36) Txr = ~ COS- Stn- COS- + tg Or er terms ( 
\121Cr 2 2 2 

(Jz = v( (Jx + (Jy) for plane strain 

= 0 for plane stress 
where each stress component is shown in Figure I 0. 

The high order terms are usu.ally ig~ored in characteris~ng the. stress s~ate local to a crack -~W 
because they do not have a smgulanty near the crack ttp, whtle the ftrst term shows a r -
singularity. When only the first term is used, the stress approaches zero as the distance 
becomes large, while it should go to a, the ligament stress. This means that the stress field 
characterised by K neglecting the high order term is valid only for the area around the crack 
tip, where the singular term dominates the stress field, As r becomes smaller, the stress 
becomes infinite according to this characterisation, but this is not representative of the real 
behaviour because plastic· deformation around a crack tip keeps the stress finite. 
Nevertheless, if the stress fields outside the plastic zone are the same in any structures of the 
same material, the material behaviour within the plastic zone should be the same. Therefore, 
the stress intensity factor can still be an adequate parameter provided that the plastic zone is 
small enough compared to the K dominant stress field area. This is called the small scale 
yielding condition. 



The Fracture Mechanics Concepts of Creep 195 

The stress intensity factor K should be expressed by the following form because of 
dimensional considerations in equation (33). 

K = Ya.JG 

or K=Fa~ 
(37) 

where Y and Fare non dimensional factors, a is nominal stress and a is crack length. For a 
crack within an infinite plate, the Y factor is given as -.J 7r (or F = I ), then K value 
becomes; 

K = a-J!W (38) 

The Y factor is generally dependent on crack sizes and component dimensions, as well as 
loading and boundary conditions. The Y values have been calculated analytically or 
numerically for various geometry and loading conditions, and they are available in reference 
handbooks, for example [44-46]. 

y 

Figure I 0. Co-ordinates and stresses around a crack tip 

2.2 Enerf?y release rate illfCJprctation 

The energy release rate concept is based on the Griffith energy criterion of fracture [47]. The 
idea is that "crack growth can occur if the energy required to form an additional crack of size 
da can just be delivered by the system energy balance." Then the condition of crack growth 
becomes, 

dU = _1_(U _ U ) = dW 
da da ,. s da (39) 

where U is the potential energy of a cracked body. Ue is the work performed by external 
forces, U.1. is the internal energy stored in the body as strain energy. and W is the energy 
required for forming a new crack surface. The potential energy change due to crack 
extension dUjda per unit thickness is called the energy release rate and is designated by G. 

G= dU 
Bda 

(40) 
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where B is the thickness of the cracked body. The energy release rate concept is illustrated in 
Figure 11 for crack extension at constant load. The relationship between the energy release 
rate and stress intensity factor is given by the following equations for mode I loading. 

G-K/ 
- E' (41) 

where E' = E for plane stress E' = E/(1-v 2). for plane strain (42) 

and E is the Young's modulus and vis Poisson's ratio. The energy release rate G can be 
used as a fracture mechanics scalar value if the cracked body generally behaves linearly 
elastic. 

p 11 

- .. 
- a-HL1a 

p , 11 

dU=d(Ue-Us) 

Ue : work by external force 
Us: strain energy 

Displacement 11 

Figure 11. Energy release rate concept 

2.3 Non-linear fracture mechanics 

The linear elastic fracture mechanics concept is an appropriate parameter for relatively brittle 
materials used in large structures. If the global deformation of a cracked structure is not 
linear due to plasticity or creep, LEFM will not be able to describe adequately the stress state 
close to a crack tip, or energy conservation in a cracked body. In these circumstances it will 
be necessary to employ non-linear fracture mechanics (NLFM). 

2.4 The J integral concept 

The J integral can be interpreted in several ways. From the view of fracture energy, the J 
integral can be considered as an extension of the linear elastic energy release rate G for 
elasto-plastic material. J equals G in linear elastic cases. Precisely speaking, the J integral is 
defined for non-linear elasticity (often called deformation plasticity), not for general 
plasticity in which plastic strain is influenced by the loading history. Nevertheless, the J 
integral is used for most practical plastic materials and is applicable when unloading does not 
take place. In the following sections, the plastic and non-linear elastic cases are taken to be 
identical unless otherwise stated. 



The Fracture Mechanics Concepts of Creep 197 

As an energy parameter, the J integral is the energy required to form new crack surfaces 
which is equal to the potential energy change due to crack extension. A definition of the 
integral can be made in the same way as for the energy release rate G by; 

(43) 

where the U, Ue and Us are the same energies defined above Figure 12 shows the potential 
energy change dU for crack growth da. 

a 

0 
Displacement ~ 

Figure 12. J integral concept form the view of energy 

The change in the area dU is the potential energy change needed for the crack to extend by 
da. It should be noted that in this case the available potential energy does not fully transfer to 
crack extension as the energy will also be lost due to plastic deformation. 

The .I integral can be also defined as a pm1icular contour integral that is equal to the energy 
release rate in non-linear elastic materials as: 

f ( du ) .I= r Wdy- T; (h, ds 
(44) 

where f: Line integration path as shown in Figure 13.s: is the Length along the path f, W 
the Strain energy density (non-linear elastic strain energy as shown in Figure 14, 

W = a dr it·,, 
() 1/ /} 

Ti: Traction force 
(45) 

(46) 
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n/ Normal unit vector outside from the path r (See Figure 14.) This contour integral is a 
conservation integral and provides the path independent values when contours are taken 
around a crack tip [ 41]. As the elastic energy release rate G is related to K. the J integral, 
which is also energy release rate in non-linear materials, can also characterise the stress and 
strain fields around a crack tip. When non-linear behaviour of a material is expressed by a 
power law as, 

(47) 

wherecro, Eo and n are material constants, the stress and strain at a distance r from crack tip 

11. ; 

Figure 13: Integration Path for J integral Figure 14: Strain Energy W 

are predicted by the following equations using the J integral. The stress and strain fields are 
often called the HRR fields . [40-46] 

(48) 

(49) 

where In is the non-dimensional factor of n, and criJ ana EiJ are functions of angle e and n. 
and are normalised to make their maximum equivalent stress and strain unity. Figure 9 
shows schematically how the stresses would vary with increasing N. N= I is the linear 
elastic case and the larger n values reduce the singularity accordingly. Calculated value of ln. 
[40,46,47] show that it varies between 2-6 for a range of n between plane stress to plane 
strain [46,47]. McClintock [47] gave approximated equations for In values as, 

( I )112 4 8 . I = I 0. 3 0.13 +- - -·- for plane stram 
n n n (50) 
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Because the stress and strain fields given by equations (48) and (49) are based on small­
deformation theory, the true state will be different close to a crack tip where the assumption 
of small-deformation theory is not adequate. For this reason, the stress or strain field 
characterised using the J integral is not the actual state at a crack tip itself. However, the J 
integral can still be considered as a valid fracture parameter as long as the fracture process 
zone is related to the surrounding J integral stress and strain fields. This is similar to the 
concept of applying the stress intensity factor for describing fracture in a material which 
undergoes small scale yielding. 

2.5 Procedures to calculate J 

Procedures to calculate J integrals are outlined in this section. At first, numerical procedures 
are introduced as well as simplified methods for engineering use. The procedures to obtain 
the J integral from experimental results are also mentioned briefly. 

The numerical calculation of the J integral is mainly categorised into the following two 
methods. Contour integration and virtual crack extension. The first method follows the 
numerical definition in equation (44). The J integral can be calculated from the stress, strain 
and displacement along an arbitrary path r. This method is often employed in post 
processors for finite element calculations. The applicability in three dimensional cases is not 
clear because the definition of equation ( 44) was originally based on two dimensional 
considerations. 

The second procedure as incorporated into commercial finite element codes such as 
ABAQUS is the virtual crack extension (VCE) method which is easier to expand to three 
dimensional cases. The fundamental concept of the VCE method is based on the energy 
release rate concept formulated in equation (43) [49,50]. 

2.6 Numerical method to calculate J 

Although the numerical methods to analyse the J integral are becoming easier to apply, 
owing to improvements in computer performance and software, including pre/post 
processing systems, simplified methods are still desired for engineering use of NLFM. 
Because the problem is non linear, it is generally difficult to obtain the J integral by 
analytical methods. Analytical solutions for only very simple cases are available, for 
example a 2-D crack in an infinite plate with power law plasticity[51 ]. Therefore, solutions 
for J integrals for various geometries and material properties have to rely on numerical 
calculations. The simplified methods are usually, themselves, based on previous numerical 
solutions. The most common engineering approach for calculating the J integral which is 
based on the GE I EPRI method [52]. In this method. the elasto-plastic material property is 
expressed by a Ram berg-Osgood type of formula as; 

(51) 

where E is Young's modulus, a. ao and n are material constants. The first term expresses 
the elastic component, and the second term is the plastic component. As the sir~1plest 
combination of an elastic part and a plastic part, the J integral is calculated by summatiOn of 
the elastic let and the plastic lpt integrals. 
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(52) 

The let is the same as the energy release rate G and can be calculated from the stress 
intensity factor Kusing equation (41). The plastic part of lpt is given by; 

(53) 

where eo=aofE and c is characteristic length, usually taken as the uncracked ligament length. 
The P and Po are an applied load and characterising load, respectively. h1 is a non 
dimensional function of geometry and n and has been tabulated for specific values of Po [52-
58]. Any Po value can be used, but to give relatively constant h 1 values against change of 
crack depth a and the material constant n, usually the Po 'is taken as plastic collapse load or 
limit load [52-58]. 

This method (called the GE/EPRI) is applicable to simple geometries like a fracture 
mechanics test specimens of pipe components. However, if a fracture mechanics estimate 
for an other geometry is required, numerical calculations are required using fully plastic 
material properties to make new h 1 tables. Some further calculations have been made to 
extend the h1 tables. especially for 3 dimensional surface cracks that are realistic defects in 
actual components, for example [59] . 

2. 7 Reference stress method 

Another engineering approach to calculate the J integral has been proposed using reference 
stress procedures [60-62] the reference stress has been also utilised for estimating non-linear 
fracture mechanics parameters. The reference stress is defined by, 

(54) 

where Pis the applied load, and PLc is the plastic collapse load of the cracked body made of 
elastic perfect plastic material with yield stress O'y. This reference stress concept has been 
extended to be used in non-linear fracture mechanics estimations [62]. The basic idea of the 
reference stress method was originally modification of the GE/EPRI technique mentioned in 
the previous section. A stress O'r is defined by 

(55) 

to produce a plastic strain component er from equation (51). 

e, = ae0 ( ;J" (56) 

Substituting equations (54) and (55), equation (53) becomes; 



The Fracture Mechanics Concepts of Creep 201 

1 =a, E,ch1 (57) 

If an appropriate Po* is chosen instead of Po for equation (53), the h1 values become 
approximately independent of the material constant n. 

h1,n = hl,l (58) 
where the second subscripts n and 1 show the values of the power law exponent. For elastic 
n = 1 condition, the 1 integral is related to stress intensity factor K by equation ( 41 ), so that 
equations (56) and (57) give; 

(59) 

where E' is defined by equation (42). Since E,. is also related to a,. for the elastic case by; 

E,=a,jE 

the following relationship is obtained. 

K2 
ch =ch =--

·~.. 1•1 E'a E 
r ' 

for plane stress 

for plane strain 

Using this relation in equation (57) gives: 

J = f.1 a, E,(K)2. 
a,. 

where f.1 = I for plane stress 

f.1 = ( I - v2 ) = 0.75 for plane strain 

(60) 

(61) 

(62) 

(63) 

To obtain the relations above. an appropriate Po value must be chosen. It has been 
concluded that the plastic collapse load P LC is a good approximation of Po* for examining 
the dependence of h 1 values on n for several geometries. Substituting PLc for Po, the stress 
a, becomes are} then the 1 integral is calculated using the reference stress as: 

(64) 

where Eref is the uniaxial strain corresponding to the reference stress a ref- It should be noted 
that, as the reference stress estimation is an approximate solution. the effect of f.1 is relatively 
small compared to other factors and often ignored. 



202 K.M. Nikbin 

There are advantages of the reference stress method over the original GE/EPRI method. 
Power law fitting of actual plastic behaviour is not necessary since is not easy to fit a power 

law equation to an actual stress and strain curve on wide range of plastic behaviour. The 
GE/EPRI equation (53) has a strong dependency on the plastic exponent n and hence the J 

integral. The reference stress method can use actual stress and strain relationships. Also the 
reference stress method does not require the h 1 values that are specific to individual 

geometries and material properties and need to be derived using numerical methods whereas 
the reference stress method only needs plastic collapse loads of the specific geometries. 
Collapse loads solutions are available for a number of geometries and loading in the 
literature, for example [63-64]. Consequently, the reference stress method is easier to 

employ for flaw assessments in general structures. 

2.8 Experimental J integral 

The J integral in fracture mechanics experiments can be estimated directly from experimental 
measurements. Procedures to estimate experimental J integrals are available in an ASTM 

standard [65]. In this section, the procedure for standard compact tension specimens is 
briefly introduced. Calculations of the J integral are made from load and the load point 
displacement curve. The area under the load-displacement curve is converted to energy units 
according to the load scale and displacement scale. The J integral is calculated as a 
summation of the elastic component let and the plastic component lpt· 

(65) 

The elastic component is calculated from the stress intensity factor K by; 

K 2(1-v2 ) 
(66) Jet= E 

p 
K = .JW · f(a/W) 

where Be W (67) 

Be= ~B· B" ( 68) 

(2 + a;w){0.886 + 4.64a/Wl3.32(ajW) 2 + l4.72(a!W)'- 5.6(a/W)4 } 

f(a/W) = (I- ;w)'l2 
a (69) 

for a specimen of width W and thickness B containing side grooves to give a thickness 

between side grooves of Bn.The plastic component is obtained by; 

(70) 

where 1J = 2 + 0.522(1- ajW) (71) 
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For other specimen geometries, the same concept can be applied. The stress intensity factor 
K and geometry factors TJ will be modified for each specimen geometry. Equation (70) is an 
approximate estimate of the J integral using an analytically obtained function TJ. This method 
has an advantage that J can be estimated from only one experimental P - .1 curve. 

3. Concepts of High Temperature Fracture Mechanics 

The arguments for high temperature fracture mechanics essentially follow those presented in 
the fracture mechanics sections 2 and 3. For creeping situations where elasticity dominates 
the stress intensity factor may be sufficient to predict crack growth. However as creep is a 
non-linear time dependent mechanism even in situation where small scale creep may exist 
linear elasticity my not be the answer. By using of the J definition estimation procedures are 
used in the developing the fracture mechanics parameter C*. Methods are then shown for its 
evaluation. 

A simplified expression for stress dependence of creep is given by a power law equation 
which is often called Norton's creep law: 

(72) 
or 

where C. n, £0 and <Jo are material constants. This equation is used to characterise the 
steady state (secondary) creep stage where the hardening by dislocation interaction is 
balanced by recovery processes. The typical value for n is between 3 and I 0 for most 
metals. The C value is a function of temperature. 

3.1 The C* intexral concept 

The stress fields characterised by K in elasticity will be modified to the stress field 
characterised by J in plasticity in the region around the crack tip. In the case of large scale 
creep where stress and strain rate determine the crack tip field other fracture mechanics 
parameters are needed and in this case the parameter C* which is analogous to J has been 
proposed [66] for this purpose. The C* integral has been widely accepted as the fracture 
mechanics parameter for this purpose. C* integral is a parameter of the J integral. The 
definition of the C* integral is obtained by substituting strain rate and displacement rate for 
strain and displacement of the J integral defined by equation ( 44) as. 

j• I • dfi· ) 
C* = r l Wdv - Ti J.: ds . 

(73) 

where W is strain energy density change rate. 

. f, . w = r a_ dE_ .. Jo ,, ,, 
(74) 
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and ui is displacement rate ( = dui I dt ). The other notations are the same as in the J integral 
definition. As the J integral characterises the stress and strain state, the C* integral is also 
expected to characterise the stress and strain rate around a crack. For a non-linear ela~tic 
material, the asymptotic stress and strain fields are expressed by equations (48) and (49). 
Due to the analogy between non-linear elasticity and non-linear viscosity, the stress and 
strain rate in materials following Norton's creep law by equation (72) are given as; 

(75) 

(76) 

Therefore the stress and strain rate fields of non-linear viscous materials are also HRR type 
fields with au and eiJ defined as before. By analogy with the energy release rate definition 
of J , the C* integral can be obt:1ined from 

c* = ldu* 
B da 

(77) 

where U* is the rate of change of the potential energy dU/dt shown in Figure 13. From the 
view of an energy balance, the C* integral is the rate of change of potential energy with 
crack extension. 

0 

a 

a+da 

Change of potential energy rate 
dU*=dU!dt 

Displacement rate ~ 

Figure 15. C* integral concept from the view of energy balance 
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3.2 Experimental estimates of the C* integral 

As mentioned in the previous section, the C* integral is an analogous parameter to the J 
integral for a plastic material. The experimental C* integral can therefore be calculated by 
substituting displacement rate for displacement in the equation for J [65]. Hence the C* 
integral can be obtained from; 

* _ n ( ) Pll, _ Pll, 
C - n +If a/W B W - F B W 

ll 11 

(78) 

where P is the load, L1, is the displacement rate due to creep, B11 is the net thickness 
between side grooves, and W is the width of the specimen. The f( ajW) is a non­
dimensional geometry function of a crack length a. For compact tension specimens, the 
f( ajW) is given by analogy with fracture toughness J1c testing in ASTM E813 [65] shown 
in the previous chapter. 

!( ajW) = 2 + 0. 552( 1- a;W) 
1-a/W (79) 

Equations (78) and (79) are also introduced in a new ASTM standard for the measurement 
of creep crack growth rates in metals using compact tension specimens [40]. For other 
specimen geometries. the geometry function f( aj W) is given by several researchers 
[66,67]. An approximate estimation of the f(ajW) can be made using plastic collapse 
loads.[68]. The change of applied load due to crack extension at constant displacement is 
assumed to be proportional to the change of the collapse load, and the resulting equation for 
the function f(a/W) is written as: 

f(ajW)"" _ ___!:!':__, dPLc 
PLc da 

(80) 

where a and PLc are crack length and collapse load of the specimen respectively. This 
approach is very convenient for engineering use because plastic collapse loads are given for 
a wide range of geometries in the literature, for example [64]. 

3.3 Numerical method 

Procedures for the numerical calculation of the C* integral are the same as those for the J 
integral mentioned earlier except that strain rate and displacement rate replace strain and 
displacement, respectively. The C* integral can be calculated by a contour integration 
method. 

From the consideration of energy balance in equation (77). the C* integral can also be 
obtained from change of J integral values. The C* integrals are derived from change in the J 
integral using the following relationship between C* and J. 
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C* = _l dU' = l.!L(dU) = !L(l dU) = dl 
B da B da dt dt B da dt 

(8 I) 

When the power law creep strain equation (Norton's creep law) is employed, the C* integral 
can be obtained directly from J. If the exponent n for power law plasticity shown in equation 
(47) is the same as the creep exponent for Norton's law, the stress state of a fully plastic 
body and steady state creeping body will be the same. Hence the strain distribution in a 
plastic body is proportional to the strain rate distribution of a creeping body. When plastic 
strain EP is expressed by the power law, 

E = ACJ11 
p (82) 

and Norton's creep law by equation (72), the ratio of strain rate or displacement rate for a 
steady creep condition, and strain or displacement in a fully plastic analysis is C/ A. Hence 
by substitution, the relationship between C* and J is obtained as follows. 

c* = c I 
A 

(83) 

Equation (83) suggests that only a J calculation for fully plastic behaviour is required to 
calculate the C* integral for steady state creep conditions. 

3.4 GE!EPRI method 

In the case of a power law material, there exists the simple relationship in equation (83) 
between J and steady state C* as mentioned above. Therefore, the GE/EPRI method 
introduced earlier in the engineering approach for calculating the J integral, is also applicable 
for calculating C*. When power law plasticity is used, the plastic J integral can be expressed 
using a non-dimensional factor h1 and material constants as in equation (49). If the creep 
exponent is the same as the plastic exponent n, the C* integral can be obtained using strain 
rate instead of strain as follows; 

* . p ( )
n+l 

C = CJoEochl Po (84) 

where h1 is common between the C* and J integrals. This method is very useful for 
engineering applications of the C* integral because it does not require a non-linear stress and 
strain analysis. However the same limitation exists as for the J integral, and it is necessary to 
have the non dimensional factor h1 for a specific geometry and material constant n. 

Reference stress method 

A reference stress method for C* calculation is also easily obtained by analogy with that for 
the J integral introduced earlier. The only difference is the strain Eref is replaced by the 
strain rate Eref at a reference stress crreJ' The C* formulation using reference stress becomes 
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(85) 

The 11 and K have the same definitions as previously. 

3.5 Transition time and the C(t) integral 

In the previous sections, the C* integral was calculated analogously from the J integral. 
Since C* is a parameter that characterises the stress and strain rate field in a cracked body 
where full stress redistribution has been completed, stress and strain state may be different 
from the state predicted using C* during transient conditions. Hence, the C* integral would 
not be an accurate parameter to predict the behaviour around a crack tip while stress is still 
redistributing. For instance, considering the sudden application of a constant load to an 
elastic non-linear viscous body, the stress at t =0 is purely elastic and the stress field around 
the crack tip is given by the inverse square root singularity (K stress field). At any t > 0 after 
the sudden loading, the creep strain near the crack tip increases until it becomes much larger 
than the elastic strain when n > 1. Therefore, the stress and strain rate fields will be 
characterised as an HRR type field similar to that for steady state creep conditions. The only 
difference from the steady state creep is that the characterising parameter C* is replaced by a 
transient parameter C(t) when the creep dominant region is surrounded by an elastic stress 
field, and stress and strain rate fields are given by, [69] 

(86) 

(87) 

An approximate expression of C(t) is determined by the following equation [70]. 

G 
C(t) = (n + l)t 

(88) 

where the G is the energy release rate which can be replaced by J in plastic-viscous 
materials. A transition time tr to reach steady state has been defined as the time when the 
C(t) integral equals C* [43]. Substituting C* for C(t) in equation (88), 

G 
tr= (n+l)c* 

(89) 

Comparison of the transition time with actual expected duration provides an idea of whether 
creep crack growth is controlled by K or by C*. From finite element results, an alternative 
expression for C(t) using the transition time tris approximately estimated as, [71] 
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C(t) = ( 1 + ti) c* (90) 

Ainsworth and Budden [72] also gave the modified approximate equation for C(t). 

3.6 C1 parameter 

Another fracture mechanics parameter C1 for describing the transient creep stage has been 
proposed by Saxena [73]. While C(t) in the previous section is a parameter to characterise 
the stress and strain rate fields around a crack tip for the transient creep condition, the C1 
parameter is based on energy concepts. For the steady state condition, C* has both its 
characterising role (equations (75) and (76)) and its energy interpretation (equation (77)). 
However, during transient creep C* is replaced by C(t) in equations (75) and (76) and by C1 

in the energy expression, 

1 dU* 
C=--

1 B da 
(91) 

Bassani [74] has given an approximate expression for C1 by analogy with equation (90) for 
C(t) as; 

(92) 

Creep crack growth data of a ICriMolf4V steel had been analysed using both C* and Cr, 
and a better correlation of the crack growth rate was found with Cr among the different 
specimen geometries of different thickness with and without side-grooves [74]. 

3. 7 Stress redistribution time 

The stress and strain rate fields were determined in the previous section from equations (86) 
and (87) in terms of C(t). In this section, another approach for characterising stress 
redistribution is proposed. On initial loading, in the absence of plasticity, the stress 
distribution will be elastic and will gradually redistribute to its steady state creep condition 
with time as illustrated in Figure 16. At a distance r* from the crack tip, a stress a* can be 
defined where the stress remains approximately constant and the elastic and creep stresses 
have the same magnitude. The value of r* can be calculated from equations (35) and (75) for 
plane stress conditions as; 

(93) 

Equation (93) identifies the region r < r* in which stress relaxation takes place at the crack 
tip because of creep. Equation (93) can be expressed in non-dimensional form using the 
GE/EPRI expression [75]. Another non-dimensional expression is possible using the 
reference stress method from equation (85) as; 
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(94) 

The first half of the right side is the term including the influence of n, and the last term is a 
geometrical factor. If a distance rref is defined as the distance where the elastic stress 
calculated by a= Kj-{27rr is equal to reference stress, rrefis written as; 

cr* 

Crack tip 

. 
. 

r 

Elastic: stress distrihution 

Creep stress distrihut ion 
I 
i .. · .. ~ ... 

.................. 
···-· .......... ............... 

r * 

Distance from the crack tip r 

Figure 16: Elastic and steady state creep distribution ahead of the crack tip 

(95) 

Comparing equation (95) with equation (94 ). r,.,'( is the extreme value of r* for n =00 • For 
CT specimens under plane strain conditions, the t1on-dimensional distance r*IW is relatively 
insensitive ton. Substituting typical values of crack length a= 25 mm and W = 50 mm for 
tests on standard compact tension specimens gives r* "' 3 mm. Since the size of the creep 
process zone rc in which creep damage accumulates is nominally of the order of a material's 
grain size [76,77]. this implies that creep damage develops well within the region where 
stress relaxation takes place during the redistribution period. An estimation of the time tw of 
this redistribution period can be determined as the time taken for the creep strain Ec to equal 
the elastic strain E,. at r = r* such that: 

E =E <'(r=r* 1= 1 ) c(r=r* 1= 1 ) 
' \1 • ll 

(96) 

Solution of equations (35), (75), (93) and (96) gives the redistribution time twas: 
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(97) 

This expression can be compared with the transition time fT defined by equation (89). The 
relationship between fw and fT is obtained from equations (89) and (97) as; 

(98) 

When C* is estimated using reference stress methods by equation (75), the redistribution 
time fw in equation (97) is rewritten as; 

f = ~ (]'ref 

w 2n Eer~t 

Another redistribution time fred is used in Nuclear Electric R5 [78] as; 

(]'ref 
f ---
red- ££ 

ref 

Then the ratio of fw and fred is given from equation (99) and ( 1 00) as; 

fw ]n 
-=-
fred 2n 

(99) 

( 100) 

( 101) 

Because In is relatively insensitive to n, the value of tw is 80 % of fred for plane strain 
conditions and 50 % for plane stress conditions for a wide range of n values. The stress at 
r= r* is constant during stress redistribution so that the strain rate £" at r*, as well as creep 
strain rate Ec at r*, is also constant for secondary creep because no elastic strain changes 
occur at this point. If the strain rate at a distance r ahead of a crack tip is expressed as a 
times the strain rate at distance r* , the following relation can be obtained. 

(102) 

where the Ee and (. are the elastic strain rate and creep strain rate at distance r, respectively. 
When Norton's creep law is employed, equation ( 102) can be written as; 

( 103) 

where G'* is the stress at r = r*. The a is a function of time and it is generally difficult to 
solve equation (103). However, under two extreme conditions when t = 0 and for f ~oo. 
the factor a is time independent with values ae and ac, respectively, as; 

= !.... = (~)1/2 a, .. 
E r 

for f = 0 (104) 
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fort~ oo (105) 

Equation (103) has been solved using these two expressions. The difference between the 
two cases is so small that the actual behaviour using the time dependent a can be predicted 
by using either constant value. As a-> ac the stress and strain rate fields become closer to 
the HRR type field characterised by equation (75). Using a= ac also predicts a larger time 
for stress redistribution, thus it will give a more conservative estimation of crack growth 
rates. 

From the discussion above, the transition time tw provides a conservative estimate for the 
stress around a crack tip to complete redistribution. If the time for a crack to start to grow is 
larger than fw, the initial large stress and strain near the crack tip can be neglected, and it will 
be possible to use steady state creep conditions for the prediction of creep crack growth. 

4. Experimental methods 

The creep crack growth properties of materials are usually measured in tests which are 
carried out at constant load on fracture mechanics type specimens [79]. These specimens 
may contain an initial starter crack that has been introduced by fatigue or crack growth may 
take place from a sharp machined notch. The types of specimen that are used most often are 
compact tension (CT) (Figure 17), single edge notch tension (SENT), single edge notch 
bend (SENB), centre cracked plate (CCP) and double cantilever bend (DCB) test-pieces. 
Different thickness B and widths W are employed to represent different component 
dimensions. Frequently side-grooves (SG) are introduced to give a net thickness Bn to 
increase constraint and assist in promoting flat, straight fronted cracks. All these except the 
CT specimens have been used to a lesser extent [ 66-77,80-81]. Examples of crack growth 
against time curves that are commonly observed are shown in Figure 18. 
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Figure 17: Typical dimensions of the 
CT specimen employed in the tests. 
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Figure 18: Examples of creep crack growth curves 

These curves all indicate an increasing crack propagation rate with increase in time after 
crack growth has become well established. This is mainly because the magnitude of the 
stresses generated at the crack tip in these specimens increases with crack extension when 
they are subjected to a constant load. 
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The different trends depicted in the early stages of cracking can be attributed to a number of 
factors. Sometimes a prolonged incubation period (curve A) is observed prior to the onset of 
crack growth. During this stage damage gradually accumulates at the crack tip whilst crack 
blunting takes place. Eventually when sufficient damage has been introduced crack growth 
initiates. Curves B and C show the situation where crack growth starts immediately on 
loading. For curve B a progressively rising crack propagation rate is illustrated and for curve 
C an initial rapid cracking rate is observed which gradually reduces before adopting the 
common rising trend. The initial rapid cracking rate of curve C can be explained in two 
ways; by redistribution of stress at the crack tip from its initial elastic state to its steady state 
creep distribution and by primary creep. It is most likely that a shape like curve A will be 
exhibited by materials with appreciable creep ductility, and one like curve C by those with 
only limited ductility or by those which accumulate significant primary creep. 

The extent of creep deformation will dictate whether the specimen will crack or fail by net­
section rupture. Generally an increase in size and side-grooving will contain the deformation 
local to the crack tip thus enhancing plane strain and stable crack growth. The effects of 
temperature are more difficult to assess. Generally with increase in temperature there is an 
increase in the creep activation energy which could lead to either creep deformation and 
crack tip blunting or to creep crack growth or a combination of the two. The behaviour will 
be dictated by the extent of constraint at the crack tip. Figures 19-20 show an example of 
this behaviour for a DCB Aluminium alloy RR58 tested over the I 00-200 'C range. Low 
temperatures and high temperatures reduce cracking rate and the peak of crack growth is 
achieved at 150 'C (figure 19). At temperatures greater than 150 'C slowing of crack growth 
is due to crack tip blunting whereas at lower temperatures the reduced cracking rate is due to 
creep embrittlement and low creep activation energy. The correlation versus C* shows a 
similar trend as shown in figure 20 . 
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Figure 19: Effect of temperature on crack growth rate 

There are two main methods of loading the specimen. In figure 21 a schematic example of 
the data that is obtained from the creep crack growth constant load testing is shown. Figure 
21 a shows an example of a compact tension specimen and the test variables that are collected 
for a static load test and figure 21 b shows the same schematically but for a cyclic load test. 
In the latter case the value of displacement used is at the peak of each loading cycle. In figure 
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22 an example of data obtained from a constant displacement test is shown. In this case the 
load drops according to the extent of crack growth and /or creep deformation. The load line 
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Figure 20: Dependence of crack growth rate on temperature correlated versus C* 
Aluminium Alloy RR58 tested between I 00-200 ' C using DCB specimens 

displacement is measured in each case and the creep component of the total displacement 
measurement is used to calculate the experimental estimate of C* shown earlier. The 
standard tasting methods at high temperature are clearly presented in ASTM EI457 [79]. 

High Temperature Constant Load Test 

Constant Load • t 

Creep • Ela;tic L1 
Time b) a) 

Figure 21: An example of experimental data obtained from Compact Tension creep crack 
growth tests under a) static and b) cyclic loading. 

Typically crack length is measured optically if possible, and by means of the potential drop 
method either AC current or DC current. Usually AC is the preferred method but there are 
no set standards as regards their usage. Furthermore there are no established methods for the 
calibration of the potential drop versus crack length. Therefore a simple linear method is 
used to obtain crack length from potential drop readings during the test. 

For crack length measurements the following method of linear data reduction is commonly 
used. The minimum number of crack length readings that are required are the initial and final 
crack lengths, which can be observed and measured directly from the cracked surface of the 
specimen (Figure 23). Additional intermediate points from either optical readings or 
specimen beach marking is preferred but not essential. When crack bowing is observed the 
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average between the surface and the centre readings should be taken and the extent of 
bowing noted, this can be performed in accordance with ASTM E1457 [79]. 
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Figure 22: Constant load displacement test showing crack growth and load relaxation . 

Using these procedures crack length a is given by 

(106) 

where ai, a1 , Vi and V1 are respectively the initial and final crack length and potential drop 
readings. 
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Figure 23: Linear calibration method for crack length. 

Approximately 30-40 points are sufficient for each test with extra readings taken at the 
beginning and the end of the test where changes are more rapid. The corresponding time (in 
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hours), crack length and L VDT measurements in mm are then saved as three columns. Each 
file should contain all the material property, specimen number and dimensions for further 
analysis. Analysis of the data is then carried out using the stress intensity factor K, the creep 
parameter C* and the reference stress, aref. Methods of calculating these parameters have 
been shown in the earlier sections. 

Metallurgical analysis is also performed to observe the damage and mode of cracking. An 
example of different cracking behaviour is shown in figures (24-26). In these figures the 
cracking behaviour is intergranular and therefore due to time dependent creep processes and 
with the exception of the extremely brittle 112CrMoV heat affected zone steel (figure 25) 
there is cracking ahead of the main crack tip suggesting local creep deformation and a 
ligament linkage mechanism for crack extension. 

Figure 24: Crack growth micrograph for a static test of RR58 aluminium alloy tested at 150 
·c showing intergranular creep crack with grain separation ahead of the main crack tip 
( lcm=30!lm). 

Figure 25: Crack growth micrograph for a static test of simulated heat affected zone 
I/2CrMoV steel alloy tested at 565 ·c showing a sharp intergranular creep crack 
( lcm=200!lm). 

Figure 26: Crack growth micrograph for a static test of 2114CrMo steel alloy tested at 535 ·c 
showing a ductile intergranular creep crack with grain separation ahead of the main crack tip 
(lcm= 150!lm). 

S. Modelling of crack initiation and growth at high temperatures 

Methods have been presented for performing creep analyses of cracked and uncracked 
bodies. Fracture mechanics concepts have been developed for charactensmg stress 
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distributions ahead of a crack in a component deforming by creep. In this section models are 
derived for describing the onset of cracking and crack propagation in terms of creep damage 
accumulation in a process zone ahead of the crack tip. Initially, models are developed for 
dealing with crack growth when a steady state distribution of damage has been generated at 

the crack tip in materials which deform in secondary creep. In addition the importance of 
state of stress at the crack tip is examined. Afterwards, extensions to primary, secondary and 
tertiary creep are considered. Emphasis is then placed on the early stages of cracking. 
Criteria for the onset of cracking are introduced that are based on the attainment of ·a critical 
crack opening displacement or a specific amount of damage at the crack tip. 

The object of this chapter is to present models of crack initiation and growth at elevated 
temperature using high temperature fracture mechanics. Both steady state and transient creep 
crack growth concepts will be employed. Based on these concepts, the determination of 
incubation times for creep crack growth is also shown. In addition, modelling of creep­
fatigue crack growth under cyclic loading at elevated temperature is included. 

5.1 Description of crack growth by fracture mechanics parameters 

At elevated temperatures where creep is. dominant, time-dependent crack growth is 
observed. The rate of this time-dependent crack growth is measurable and parameters are 
needed to predict it. In order to predict the crack behaviour in such materials, creep crack 
growth rate a ( = da/dt ) must be estimated using appropriate parameters. Several fracture 
parameters have been applied for this purpose. The most commonly used parameters are 
stress intensity factor K, the C* integral and reference stress (net section stress) <Jrei Crack 
growth rate a is usually given as follows using these parameters; 

a=AK"' 
a=DC*<P 

a= H a,.ef P 

(107) 
(108) 

(109) 

where A, D, H, m, l/J and p are material constants which may depend on temperature and 
stress state. A suitable parameter to describe crack growth at elevated temperature will 
depend on material properties, loading condition, and time when crack growth is observed 
[80-84]. For example the formulation used in ASTM E1457 for a compact tension specimen 
is shown in table 2. Figure 27 represents typical relationships for creep crack in compact 
tension specimens growth versus a) K equation (I 07) for an aluminium alloy Al-25 I 9 at 
135 ·c and b) C* equation (1 08) for a I CrMo V steel at 550 ·c, showing an initial transient 
'Tail' and a steady crack growth region. 

If a material is elastic, immediately upon loading the stress distribution around the crack tip 
will be elastic. For this situation, the stress and strain at the crack tip are described by the 
stress intensity factor K. In a material that shows little creep deformation, the stress 
distribution will remain virtually unchanged by creep. Crack growth could also be 
characterised to a certain extent by the stress intensity factor K in such 'creep brittle' 
materials. 

On the other hand, in a very 'creep ductile' materiaL where large creep strains can be 
dominant anywhere in the material, the singularity at the crack tip will be lost and correlation 
in terms of the reference stress on the uncracked ligament will be obtained. However, the 
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reference stress is a parameter which describes the overall damage across an uncracked 
ligament and may characterise net section rupture of the ligament rather than creep crack 
growth. 

For materials between these two extremes (creep brittle and very creep ductile), substantial 
creep deformation accompanies fracture, and stress redistribution will occur around a crack 
tip but a singularity by the crack will still remain. For this situation, creep crack growth will 
be characterised by C*. For engineering metals most experimental evidence suggests that the 
widest range of correlation is achieved with C* [77, 81-88]. 

Table 2 The formu ae used for calculating K, reference stress, and the C* parameter 
Stress Intensity Factor for CT specimen (ASTM E 1457) 

K = p 2 +a I W f a I W) 
~ BBN W 112 (1- a I w / 12 ( 

where:f(aiW) = 0.866 + 4.64(al W)-13.32(a1Wf + 14. 72(al W)'- 5.6(aiW)4 

Reference stress for CT specimen 

aref =--p­
mB.qW 

h a I ' w ere : m = -(I + y W) + If (I + y )( y( a I W )- + l) 

2 
r= -f3 
B =B- (B-BNf 

eq B 

B = thickness of the specimen BN = the net thickness 
C* parameter (ASTM EI457) 

C* = p V, II (2 + 0. 522 W- ll) 

BAW- a) 11 + I W 
where: . 
V,=creep displacement rate 11 = creep exponent 

5.2 Steady state creep crack growth modelling 

A model of creep crack growth under steady state conditions is presented in this section. The 
model has been proposed by Nikbin, Smith and Webster [77] and is known as the NSW 
model. The NSW model is based on stress and strain rate fields characterised by the C* 
integral combined with a creep damage mechanism. For a material which deforms according 
to the Norton's creep law described by equation (72), the stress and strain rate distributions 
ahead of a crack are given by equations (75) and (76) respectively. When the creep damage 
accumulated within the creep zone shown in figure 28 reaches some failure value, the crack 
is postulated to progress. If material starts to experience creep damage when it enters the 
process zone at r = rc and accumulates creep strain EU by the time it reaches a distance r from 
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the crack tip, the condition for crack growth is given using the ductility exhaustion criterion 
as; 

£ .. = Jr E·· dt 
l] r=r, l] 

(110) 

Using the strain rate distribution by equation (87), the strain can be written as; 

(Ill) 

If a steady (constant) crack growth rate as is assumed, 

dr . 
dt =-a, (112) 

Then equation (111) is analytically integrated as; 

(113) 

When the creep ductility considering the stress state (multi-axial stress condition) IS given by 

E j, substituting Eu = E j at r = 0 into equation ( 112) gives; 
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Figure 27: typical relationship for creep crack in compact tension specimens growth versus 
a) K and b) C* for an aluminium alloy Al-2519 at 135 ·c and a 1CrMoV steel at 550 ·c 
showing an initial transient 'Tail' and a steady crack growth region. 
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Figure 28: Concept of the steady state NSW model 

(114) 

The non dimensional function Ei; is normalised so that its maximum equivalent becomes 
unity. Hence, assuming this maximum value, the constants D and <1> in equation (108) 
become; 
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n 
</J = n+ I 

K.M. Nikbin 

(115) 

( 116) 

The creep ductility considering the stress state e; is equal to the uniaxial creep ductility e 1 in 
plane stress conditions. For plane strain conditions, the ej could range between 25 to 80 
times smaller than e 1 depending on the creep void growth model assumed [28,31] as 
described previously in section 2.5. The relationship between normalised ductility e ,/ e; 
and the ratio of hydrostatic tensile stress over the equivalent stress (am I (j) for the two 
different models are shown in figure 29. It is apparent that an increase in hydrostatic tension 
causes a large reduction in creep ductility. The relationships are relatively insensitive to the 

creep index n. In the NSW model, e 1 j e; = 50 is recommended as a typical value for plane 

strain conditions [77]. This factor can be further refined to 25 for creep ductile materials 
[87]. 

Equation (I 08), which was developed in the above analysis, represents secondary creep 
only. In general, the cracking will exhibit a pseudo primary, secondary and tertiary creep 
behaviour. Material at the crack tip will also undergo three stages during its transverse of the 
creep zone similar to its uniaxial creep behaviour. In order to take all these stages into 
account, the analysis has been modified in the following way [76]. 

Cocks & Ashby ,; 
n= 5 to oo 1: ,,. ,,· , .. ,_. 

--xso 

~ 
l!ice &Tracey 
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Figure 29: Influence of state of stress on creep failure strain and the power law creep 
equation (72) is also used as, 

An average creep rate e A is defined as shown in figure 30 by; 
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(117) 

(118) 

where the material constants EoA and cr0A are obtained from creep rupture data. Creep failure 
strain can be stress dependent, and if stress and rupture time are plotted as shown in figure 
31 the rupture time will become, 

(119) 

where E JO is the uniaxial creep rupture strain at stress cr0 . The creep rupture strain at stress 

O" is given from equations (117) to (119) as; 

(120) 

When v is equal to n, the creep rupture strain is constant. 

Nikbin eta!. [76] used the time fraction rule and obtained the following equation to allow for 
the effects of primary and tertiary creep from equations (87) and (121) to (123). The time 
fraction rule and ductility exhaustion criteria give the same predictions when secondary creep 
dominates. Substitution of equation (117) and (118) into equation (114) gives 

I) . [ • ]vj(n+ll , _ (n + EoA C , {n+l-v)jln+l) 
a- * 1 . r 

I (n + 1- v)E tO n()OAEOA ' 
(121) 

where E ; 0 is equivalent to creep ductility considering constraint effect. 
For most steels, n > 1. usually 5 to 10. so that equation (121) is relatively insensitive to the 
value of r c . Considering most engineering materials, equation ( 111) has been simplified [77] 

3C.o ss 
as; a==--.- (122) 

E, 

where a is in mrnlhour, q* is strain as a fraction and C* is in MJ/m2h. 

5.3 Transient creep crack growth modelling 

A transient creep crack growth model has also been proposed as described schematically in 
Figure 32 [76,77]. The differences between the steady crack growth model and the transient 
crack growth model are that transient creep crack growth starts from the undamaged state in 
the creep damage process zone, whereas the steady state model assume~ a steady state 
distribution of damage in the process zone. Also creep damage accumulates m elements wtth 
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width dr ahead of a crack tip. Steady state creep crack growth can be predicted analytically 
but numerical integration is necessary for the transient model. 

w 

.. --· 

Timet tr 

Figure 30: Simplification of the general creep curve 

t:> 

.5 

Log tr 

Figure 31 : Relationship between stress and rupture time 

From the transient creep crack growth model, the initial crack growth rate a0 can be 
estimated by the following equation assuming secondary creep behaviour. 

. _ £ 0 C (d )1/(n+l) _ I . dr 
. [ * ln/(n+l) ( )1/(n+l) 

a0 - -. --.- r - --a, -
£1 Ina0E0 n + 1 · r, 

(123) 

where dr is an increment of distance in the numerical integration for transient models and a, 
is the steady state cracking rate. From the same reason described for the steady state modeL 
the choice of dr appears to be unimportant for predicting creep crack growth rate because it is 
raised to a small fractional power 

For element i, the model predicts a crack growth rate il; of 
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(124) 

where E;,;-1 is the creep strain accumulated at r = r; = idr when the crack reaches 

r = ri-I = {i -l)dr. 

dr + + 

Distance r r~ 

Figure 32: Concepts of the transient NSW model 

Equations ( 123) and ( 124) can be further simplified [84,88] to relate the initial transient crack 
growth £i0 to the steady state cracking rate £i., as 

[ ltilll+ll 
. I dr . 
a=--- a 
" II+ I l; ' (125) 

The ligament dr can be chosen to be a suitable fraction of r, . However since drlr, is raised to 
a small power in equation ( 124) this will give 

a .. = --a 
II+ I ' (126) 

For most engineering materials therefore the initial crack growth rate is expected to be 
approximately an order of magnitude less than that predicted from the steady state analysis. 
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The cracking rate will progressively reach the steady state cracking rate as damage is 
accumulated. 

Da1o on o rnnge of eng1neering alloys (61 

10-6 10 10'1 10'2 

C* (MJ/m2h) 

Figure 33: Material independent engineering showing a crack growth assessment diagram 
over the plane stress/strain and transient upper and lower bounds. 

The regions of the crack growth behaviour seem to be covered adequately within the bounds 
of the present model. Figure 33, covering a whole range of materials [77,87] acts as a 
material independent engineering crack growth assessment diagram where cracking 
multiplied by the uniaxial ductility of the material. In addition, the transient region assuming 
that the initial cracking rate is given as ~ ~I 10 can be introduced as a lower band to 
bound the initiation and the transition 'tail' region of damage development observed in many 
testpieces and components. The most conservative line to choose for life prediction would be 
the plane strain line. However for a narrow range of data sets using specific material, with 
fixed sizes and geometry an acceptable safety factor of I 0 could possibly be used to predict 
cracking behaviour. 

5.4 Consideration of creep damage in the uncracked li[?ament 

For aged materials, creep damage may already have been accumulated before the creep 
process zone around a crack tip reaches it. Even in virgin materials, the ligament could be 
subject to significant creep damage if the crack growth is slow. A simple formula has been 
introduced to take this ligament damage into account as; 

D c•¢ a=-o __ 
I- w ( 127) 

where Do, cp are creep crack growth constants, and can be obtained from the NSW model. 
The term w is the creep damage in the ligament which can be expressed when using the time 
fraction rule by, 
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(128) 

where tr is the time to creep rupture of the ligament. 

For a infinite centre crack plate (CCP), the following equations are obtained for crack growth 

into an undamaged ligament (ru=O) as well as undamaged model (ru> 0) [82,83]. 

{ ( ~ f' -I}~ X:, for the undamaged model 

{ ( ~ f' -I}~ X InC_ ;1J for the damaged model (129) 

where X is given for plane stress in a constant creep ductility material by, [83] 

X= n.Yn !S_ ( 
,---)n/(n+l)( )1/(n+l) 

In ao 
(130) 

5.5 Incubation time for the onset of crack growth 

In creep crack growth experiments, an incubation period when the crack seems to be 
stationary can be often observed. Sometimes the incubation time occupies most of the life of 
a cracked body. Therefore, it may be important to incorporate the incubation time into creep 
crack growth predictions in practical applications. An incubation time prediction can be 
calculated from the NSW model [84,87-88]. Lower and upper bounds are obtained from the 
steady creep crack growth model and transient model as follows, 

Lower bound: t·(Lower bound)= ~c = f n<JoEorc 
E* {I . }nj(n+l) 

1 a5 (n+l)Eo C* 

Upper bound 

E * r I . 1n/(n+l)( )1/(n+l) 
t;(Upper bound)= ~c = _l_i n<Jo~orc !S_ 

a0 Eo l C ) dr 

( )
1/(n+l) 

= (n +I) ~~ t;(Lower bound) 

Further the upper bound incubation can be obtained by taking a= a11 • 

E* [I 0: f.jV/(n+IJ t-=':iiL ll 0 0 
l . * 

Eo C 

(131) 

(132) 

(133) 
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Alternative estimates of an incubation period can also be obtained from the approximate 
creep crack growth rate equation ( 122). The prediction based on an approximate steady state 
cracking rate expression will be the lower bound of the incubation period . 

. 
rJ:, 

t ---·-
;- JC*OH5 

(134) 

When the initial crack growth rate is used instead of the steady state crack growth rate, the 
upper bound is determined as 

t = (n + J) rce; 
I 3C*O.H5 

(135) 

Figure 34 shows an example, for 1 CrMo V steel tested at 550 °C, of how the model bounds 
the steady state and the transient crack growth rates and figure 35 for the incubation times 
using equation (134). The effects of geometry in figure 34 are shown as best fit lines but the 
overall inherent scatter ( especially in the transient 'tail' region) in the data shows a much 
larger difference. The data lies in the plane stress region of cracking with the transient 
prediction indicating that the initial cracking rates could a factor of I 0 slower than the steady 
state cracking rates. 
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Figure 34: Predictions of crack growth rate versus C* for I CrMo V steel tested at 550 OC 
using the steady state and the transient models. 
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FIG. 35: Experimental and predicted incubation times for I CrMoV steel tested at 550 oc. 
6. Creep-fatigue crack growth 

Most engineering components which operate at elevated temperatures are subjected to non­
steady loading during service. For example. electric power plant may be required to follow 
the demand for electricity and equipment used for making chemicals may undergo a sequence 
of operations during the production process. The power plants have to change their operating 
temperature and pressure to follow the demands of electricity need and to shut down and re­
start for their routine maintenance as depicted in figure 36. Also, aircraft experience a variety 
of loading conditions during take-off, flight and landing. There may, in addition, be a 
superimposed high frequency vibration. Similarly, equipment that is subjected to 
predominantly steady operating conditions may experience transients during start-up and 
shut-down. 

Time 

Figure 36: Example of operation scheme of a power plant 

The gradual increase over the years in operating temperatures to achieve improved efficiency 
and performance from plant is causing materials to be used under increasingly arduous 
conditions. The first stage blades in aircraft gas-turbines can, for example, experience 
centrifugal stresses in the region of 150-200 MPa at gas temperatures that can exceed their 
incipient melting temperatures. Under these circumstances, survival is only possible if 
cooling is adopted to reduce average blade temperatures and coatings are used to limit 
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erosion and environmental attack. The steep temperature gradients produced by the cooling 
will, however, introduce thermal stresses which will be regenerated each flight cycle and 
which can give rise to a mode of failure called thermal fatigue. The same situation can occur 
during rapid start-ups and shut-downs in thick sections of other components. Thermal 
fatigue is the type of failure that can occur by the repeated application of predominantly 
thermal stresses that are produced by the local constraint imposed by the surrounding 
material. 

It is apparent, depending on the material of manufacture and the operating conditions, that 
creep, fatigue and environmental processes may contribute to failure. The dominating mode 
of failure in a particular circumstance will depend on such factors as material composition, 
heat-treatment, cyclic to mean load ratio, frequency, temperature and operating environment. 

In the preceding sections, creep crack growth under steady loading was discussed. For the 
prediction of the crack growth in components at elevated temperatures, the interaction of 
creep and fatigue crack growth must be evaluated appropriately. In this section, the 
characteristics of fatigue crack growth are introduced first. Then a prediction of crack growth 
under the combination of creep and fatigue will be outlined. 

6.1 Fatigue crack growth 

Before considering creep-fatigue crack growth, some observations concerning the 
characteristics of fatigue crack growth will be discussed. References [89-96] give various 
description and views of the problems involved in fatigue and creep/fatigue conditions. 
Fatigue mechanisms usually dominate at room temperature. Procedures for measuring the 
fatigue crack propagation properties of materials at room temperature are described in 
reference [96]. Fatigue crack growth is usually observed as transgranular cracking at low 
temperature (as shown in figure 37 and is characterised by the stress intensity factor range 
,1K using the Paris law [89]. At elevated temperature, transgranular cracks are also observed 
under relatively high frequency cycles(!> I Hz) and this fatigue crack growth rate can still be 

Figure 37: Example of striation and transgranular fatigue fracture surface of type 316 
stainless steel. 
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characterised by elastic or elasto-plastic fracture mechanics parameters in most cases. When 
the effect of plasticity can be neglected, the stress and strain states around a crack tip are 
characterised by K, and the crack growth per cycle da/dN is often plotted against stress the 
intensity factor range M which is defined as the difference between the maximum Kmax and 
minimum Kmin stress intensity factors applied each load cycle. M is given by; 

!J.K = y !J.CJ.fa (136) 

where !J.CJ is the range of the applied stress, and Y is the non-dimensional geometry factor 
shown in equation (37). The crack growth rate daldN is correlated with Musing the power 
law relation [89] in steady state fatigue as, 

(137) 

where c1 and m are material constants and m is typically around 3. Typically, daldN is 
sensitive to the mean stress or the load ratio R defined by; 

(138) 

where CJmin and CJmax are the minimum stress and the maximum stress, respectively [89]. To 
include the effect of the load ratio in equation ( 137), the effective stress intensity factor range 
!J.Keffis used. Several formulae to define !J.Keffare proposed using !J.K and R [89-91] . 

6.2 Elevated temperature cyclic crack growth 

In the previous section cyclic crack growth was considered where time dependent effects 
were not important and where cracking was controlled mainly by fatigue mechanisms. As 
temperature is increased, time dependent processes become more significant. Creep and 
environmentally assisted crack growth can take place more readily since they are aided by 
diffusion and rates of diffusion increase with rise in temperature. The effects of temperature, 
frequency, mean stress and environment will be considered in turn [91-99]. 

Frequency effects can be investigated in continuous cycling tests or by introducing hold 
periods into a cycle as illustrated in Fig 21 b. However, it is found that wave-shape is 
relatively unimportant compared with the temperature and mean load at which the cycling is 
taking place. Generally the influence of frequency on crack propagation rate is more 
pronounced with increase in temperature and R. Figure 38 shows a schematic description of 
cracking rate versus !J.K for cyclic cracking at elevated temperatures showing the effects of 
frequency, R-ratio and temperature. A higher crack propagation rate is observed with 
increase in load range. In all cases, crack propagation rate increases slowly at first before 
accelerating rapidly as final fracture is approached. As a consequence, most of the time in 
these tests is spent in extending the crack a small distance and the number of cycles to failure 
is not significantly influenced by the crack size at which fracture occurs. 



230 

TJ>Tz>T• 

R3> Rz> A• 

F1 > Fz> F3 

AIR 

llK 

lncrea.;c In Frequency 

Stogell: 

da/dN = AKm 
and: 

.Q 
da/dt = oc• 

Figure 38: Cyclic crack growth at elevated temperatures 

K.M. Nikbin 

Transgranular cycle dependent and intergranular time dependent controlled cracking 
processes are identified. Conditions favouring each mechanism are clarified and it is shown 
that curimlative damage concepts can be applied to predict interaction effects. It is found that 
cyclic controlled processes are most likely to dominate at high frequencies and low R. Creep 
and environmental mechanisms, which are favoured at low frequencies, high temperatures 
and high R, are identified as contributing to the time dependent component of cracking. It is 
shown that these processes can enhance crack growth/cycle significantly and reduce 
component lives. 

6.3 Creepjatigue crack growth interaction 

When alternating loads are applied to high temperature structures, the crack growth in the 
structures will be subject to both creep and fatigue. Interaction between creep and fatigue is 
expected under cyclic loading. Some of the causes of creep-fatigue interaction might be the 
enhancement of fatigue crack growth due to embrittlement of grain boundaries or weakening 
of the matrix in grains and enhancement of creep crack growth due to acceleration of 
precipitation or cavitation by cyclic loading [92,93]. The importance of creep-fatigue 
interaction effects is largely dependent on the material and loading conditions. Nevertheless, 
the simple linear summation rule for creep-fatigue crack growth defined by the following 
equation has been successfully applied to predict the crack growth in several engineering 
metals [97-99] is given as 

ia = ( da ) + ( da ) = _I ( da) + ( da ) 
N dN creep dN fatigue 3600 f dt creep dN fatigue 

( 139) 

or 
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da = (da) +(da) = (da) + 3600!( da) 
dt dt creep dt fatigue dt creep dN fatigue 

(140) 

where daldN is crack growth per cycle in mrnlcycle, daldt is crack growth rate in mmlhour, 
andfis frequency in Hz. 

Effects of the influence of frequency [97-99] on crack growth/cycle in a nickel base alloy 
(API) at 700°C are shown in figures 39 and 40. Figure 39 indicates a dependence of daldN 
on frequency at R = 0.7. In the steady state cracking region crack growth can be described 
by the Paris law (equation ( 137)) with m:::: 2.5. This value is within the range expected for 
room temperature behaviour. Correlation of results obtained at 20 MPa .Ym for specimen 
thickness (B=25mm) is depicted in figure 40. Furthermore in figure 40 the two lines show 
the relative behaviour of the creep and the fatigue components of daldN. 

The slope of -1 indicates time dependent creep cracking and the horizontal line indicates 
fatigue control of daldN. Therefore by adding the two components is clear that at high 
frequency creep is seen to have third order effect on cracking rate and conversely at low 
frequencies fatigue has a third order effect. From metallurgical and fractographic 
investigations performed on the alloy tested in the creep and creep fatigue range similar 
qualitative conclusions can be reached with respect to the mode of the creep fatigue 
interaction. Figure 4I show the fractographs for the nickel-base superalloy API tested at 700 
OC. There is a transition from intergranular cracking at f=O.OOI Hz to transgranular cracking 
at IO Hz. 

API Nickel-Base Supcralloy at 700 ' C 
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Figure 39: Frequency dependence of fatigue cracking at high temperatures for API nickel­
base superally tested at 700 OC and R=0.7 
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Figure 40: Fatigue crack growth sensitivity to frequency in an API nickel-base superalloy 
tested at 700 ·c. 

The intermediate frequencies show a mixture of intergranular and transgranular cracking 
modes. These suggest that the two mechanism work in parallel and that cumulative damage 
concepts proposed above can well describe the total cracking behaviour. 

~Surface Micrographs in Creep/Fatigue Interaction 

a) 10Hz 

b) 0.1 Hz 

c) .01 Hz 
...-

d) 0.001 Hz 

.. 

Transgranular (Fatigue)>> lnterg:ranular (Creep) 
Figure 41: Effects of frequency on mode of failure for API astroloy Nickel-base superalloy 
tested at 700 ·c. 
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The effects of R-ratio on creep/fatigue interaction is shown in figures 42 and 43. Generally 
as shown in figure 42 an increase in the R-ratio reduces the ilK needed for crack growth per 
cycle and increase in frequency reduced the da/dN. Figures 43a,b compare the da/dN in 
terms of frequency in terms of constant ilK and constant Kmax. Figure 43a shows a 
dependence of da/dN versus frequency on R-ratio. It is clear that at low frequencies cracking 
is independent of R-ratio when plotted in terms of Kmax as shown in figure 43b. This 
suggests that creep failure dominates at maximum load for low frequencies. 

In both figures 40 and 43 it is clear that the interaction region of creep fatigue is contained 
within a small frequency band of l decade in the region of 0.1 to I Hz. From experimental 
and data analysis pelformed [97-99] it has been shown that static crack growth data 
correlates well with low frequency(~ 0.001 Hz) data. Therefore equations ( 143-144) can be 
used to incorporate static data with cyclic data. This method is useful for cases where no 
cyclic data exists and only static and high frequency data is available. 

The effects of temperature and the predictions of creep/fatigue using static data are shown in 
figure 44. This figure shows for a range of test temperatures both static and cyclic data for a 
martensitic alloy FV 448. Whilst the high frequency data varies very little with temperature 
and frequency the effects of predicted static and low frequency data shift to lower 
frequencies indicating that fatigue will dominate failure at low frequencies. 
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Figure 42: Dependence of crack growth on frequency and R-Ratio for an API nickel-base 
superalloy tested at 700 OC. 

The interpretations of elevated temperature cyclic crack growth behaviour have so far been 
presented mainly in terms of linear elastic-fracture mechanics concepts. It is anticipated that 
this approach is adequate when fatigue and environmental processes dominate as stress 
redistribution will not take place at the crack tip. When creep mechanisms control, stress 
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redistribution will occur in the v1c1mty of the crack tip and use of the creep fracture 
mechanics parameter C* becomes more appropriate. 
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Figure 43: Fatigue crack growth sensitivity to frequency and R-ratio in an API nickel-base 
superalloy tested at 700 oc at a) constant LlK=30MPa.Ym and b) constant Kmax= 30Mpa.Ym. 

In the region where the Paris law is relevant, substitution of the C* relation to crack growth 
into equation (138) allows cyclic crack growth under creep-fatigue loading conditions to be 
established from 

da I dN = CLlKm + DC*~ If (141) 

Alternatively, if the approximate expression in equation ( 122) is employed for the creep 
component of cracking, crack growth/cycle becomes, 

daldN = CilK"' +3C*0 85 le; .3600f (142) 

and for static loading 

daldN = CilK"' +3C*0 85 le;.nooj (143) 

where daldN is in mrn/cycle with frequency in Hz. To allow for crack closure effects, L1K in 
these equations can be replaced by L1Kejf· Similarly L1l can be used instead of L1K when 
plastic deformation is significant. In order to make predictions of creep-fatigue crack growth 
in components it is necessary to be able to calculate L1K and C* as crack advance occurs. 
The same procedures that are employed for estimating K and C* under static loading can be 
employed. 

The effects of constraint due to geometry and specimen size can be described using the 
cumulative method and over a range of frequencies or using C* at low frequencies where 
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creep dominates. Figure 45 shows the effects of geometry and specimen size on crack 
growth at constant L1K over a range of frequencies for the API alloy at 700 ·c. 
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Figure 44: Prediction of da/dN for a Martensitic steel from static data, over a temperature 
range of 20-550 ·c using static and cyclic data at a constant L1K=50MPa--Jm. 

At high frequencies there are no size and geometry effects however at low frequencies the 
Corner Crack Tension (CCT) specimens, shown in figure 46a exhibit lower daldN compared 
to the thin CT specimens and this in turn shows a lower da/dN compared to the 25mm thick 
CT. Therefore constraint effects are exaggerated under creep conditions and increase in 
constraint tends to increase cracking rates . 
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Figure 45: Geometry and size etlects in the creep/tatigue crack growth of API nickel-base 
superalloy tested at 700 "C. 
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Figure 46: a) Corner Crack Tension specimen API Superalloy tested at 700 ·c b) and a 
fractograph showing influence of creep and fatigue on the shape and texture of the crack 
front. 

The effects of geometry on crack growth for the static and low frequency data are plotted 
against C* in figure 47. It is clear that cracking rate is state of stress controlled in the creep 
range. Figure 46b shows a fractograph exhibiting the effects of creep and fatigue on the 
actual cracking of the CCT. In this case the frequency was varied between lOHz and 0.001 
Hz. Where fatigue dominates the crack front profile is approximately a quadrant and the 
cracking rate is the same in the inner section and the surface. When frequency is reduced the 
crack leads in the centre and where the surface is more in plane stress crack growth rate 
reduces. The effect is reversed when the frequency is increased once again. 
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Figure 47: Effect of geometry in creep crack growth of API Nickel-base superalloy tested at 
700 ·c. 
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Finally it has been shown that high-temperature crack growth occurs by either cyclic­
controlled or time-dependent processes. Over the limited range where both mechanisms are 
significant, a simple cumulative damage law can be employed to predict behaviour. 
Interpretations have been developed in terms of linear elastic and non linear fracture 
mechanics concepts. Linear elastic fracture mechanics descriptions are expected to be 
adequate when fatigue and environmental processes dominate. When creep mechanisms 
control stress redistribution takes place in the vicinity of the crack tip and use of the creep 
fracture mechanics parameter C* should be employed for characterising the creep component 
of cracking. 

7 Relevance to life assessment methodology 

In this section the relevance of the what has been discussed above is highlighted by 
describing the problems associated with creep and creep/fatigue in plant components. For 
new plant design procedures are required to avoid excessive creep deformation and fracture 
in electric power generation equipment, aircraft gas turbine engines, chemical process plant, 
supersonic transport and space vehicle applications. There is also a continual trend towards 
increasing the utilisation and efficiency of plant for economic reasons. This can be achieved 
in a number of ways. One is to fabricate components out of new materials with improved 
creep properties. Another is to increase the temperature of operation which may itself require 
the introduction of new materials. 

By extending plant life and to avoid premature retirement on the basis of reaching the design 
life which may have been obtained previously using conservative procedures is an economic 
reality for most industrial operators. Many electric power generation and chemical process 
facilities are designed to last for 30 years or more assuming specific operating conditions. It 
is possible that if they are used under less severe conditions to those anticipated or a re­
evaluation using the modern understanding of creep and fracture is performed it may justify a 
further extension of the plant life. 

To avoid excessive creep deformation and prevent fracture are the two important high 
temperature design considerations. In most industries these objectives are achieved by the 
application of design codes which incorporate procedures for specifying maximum 
acceptable operating stresses and temperatures. The maximum values allowed depend upon 
the type of component and consequences of failure. The magnitudes chosen for the safety 
factors are determined by experience and are dependent on the type of calculation performed 
and whether average or minimum properties data are employed. Different safety factors may 
also be applied to normal operating conditions, frequent, infrequent or emergency 
excursions. 

Most high temperature design codes have been developed from those that have been 
produced for room temperature applications. They are therefore aimed at avoiding failure by 
plastic collapse, fatigue and fast fracture as well as creep and it is possible to define 
temperatures, which vary somewhat between codes because of the different procedures 
employed, below which creep need not be considered for particular classes of materials. 
Guidance has been in existence for some while to guard against fast fracture and fatigue 
below the creep range and is now becoming available for elevated temperature situations 
where creep is of concern. 
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The high temperature design codes in current use have been developed principally for 
application to defect free equipment. There is an increasing trend for critical components to 
be subjected to non-destructive examination to search for any possible flaws. Flaws can be 
detected by visual, liquid penetrant, magnetic particle, eddy current, electrical potential, 
radiographic and ultrasonic means depending on whether they are surface breaking or 
buried. Consequently there is a requirement for establishing tolerable defect sizes. Also the 
improving sensitivity of these techniques is causing smaller and smaller flaws to be found 
and the question of whether they must be removed, repaired or can be left is being 
encountered more frequently. 

Finally during operation different equipment can experience a wide range of types of 
loading. For example, stress and temperature can be cycled in-phase or out-of-phase, a 
stress can be applied or removed at different rates and dwell periods can be introduced 
during which stress or strain are maintained constant. In these circumstances, it is important 
that the processes governing failure are properly understood so that the appropriate predictive 
models and equations can be employed. 
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