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PREFACE

Materials in modern power generating, processing plant and aero-engines are
frequently run at very high temperatures and can undergo severe transient stresses
during start-up and shutdown operations. Not only can this lead to unwanted
fatigue cracking at the component surface but it is also known that long periods of
steady running under load can give rise to internal damage, cavitation and
cracking. Failure prevention, residual life assessment and life extension of
materials in components operating at high temperatures are becoming
increasingly important problems in power plant and associated industries.
Lifetime assessment procedures involve both limits to material deformation and
degree of cracking and can be applied:
* at the design stage
e to extend the lifetime of components when the original endurance has been
achieved
* retrospectively in order to explain how a given component has failed.
Earlier design and assessment rules were based on empirical formulations but
nowadays assessment is based more securely on behaviour (cracking, deformation,
cavitation, strength) explained from a material science point of view.
The aim of the Summer School held at CISM, Udine between June 30 and July 4,
1997 was to provide a state-of-the-art exposition on the problems of crack
initiation and growth at high temperature and to present experimental and
theoretical results which can form the basis of further research, and which can
also be applied in practice in order to prevent accumulation of internal damage
and failure in component materials. During the course, industrial examples were
introduced to illustrate the application of the subjects covered. It thus becomes
clear that satisfactory progress can only be made in high temperature lifetime
prediction by a combination of:
* a proper understanding of the principles of time-dependent and
time-independent deformation and the fundamentals of fracture
* good records of the component history in service, e.g. temperature changes and
running schedules
» key high temperature tests in the laboratory which are undertaken either to
supply the characterising materials data used in the assessments or to support
lifetime prediction calculations
s the development of simple finite element or other computer routines, as
appropriate.
The course was addressed to professionals active in the design and operation of
power plants and those involved in supporting research and development activities
in high temperature materials. It was arranged by experts on those aspects of
fracture mechanics which are applicable to high temperature problems,
experimentalists in high temperature fatigue and thermal shock, advisors in the
choice of materials and long term condition monitoring of alloys in plant and
theoreticians in the fundamental properties of materials.
The plan of the book comprising the lectures delivered is as follows. After briefly
dealing with material selection and material parameters, Czoboly moves on to
consider the basic contributions to deformation, namely the elastic and plastic
components and the roles of dislocation glide, twinning, stress-directed diffusion,
dislocation climb and grain boundary sliding at elevated temperatures. Further
sections deal with material testing and theories of fracture, especially the absorbed



specific energy. The fundamental differences between fatigue and creep tests are
explored.

In a similar manner, the chapter by Nikbin treats of the development of fracture
mechanics principles to predict creep crack growth in components i.e. where there
is the possibility that defects may initiate and grow in service. In this way, lifetime
of cracked and uncracked high temperature components may be calculated and
residual life assessments may be made using the principles of damage
accumulation. Amongst the topics considered are the stress analysis of cracked
bodies, elastic-plastic fracture mechanics, creep fracture mechanics, the
laboratory measurement of creep crack growth, models for creep crack growth,
stress re-distribution effects on creep crack growth and finally the effect of fatigue
on creep crack growth.

The equally important subject of the initiation and growth of fatigue cracks by
sudden temperature transients e.g. thermal shock events is next treated by Skelton,
following the course of a defect from its initiation and growth in the 'short crack’
regime to its eventual complete passing through a body. The order of approach is
an introduction to thermal fatigue followed by stress analysis and supporting
laboratory data, the prediction of fatigue crack initiation, and subsequent growth
into the 'deep crack' regime. A large section is devoted to the case study of a
component which failed in service. As elsewhere in the book, attention is paid to
the linear damage theories of creep-fatigue and the concept of accumulating
internal damage in order to assist in lifetime prediction.

In the contribution by Ainsworth, great use is made of the reference stress concept
as an aid to the behaviour of creep crack growth in components of differing
geometries, and the application of the now familiar C* parameter which can be
obtained by either reference stress or numerical methods. Creep crack initiation
time is also estimated by a development of this parameter. Again, the
accumulation of internal damage is applied to the case of creep crack growth and
an outline is given of the various engineering procedures available for
undertaking assessments. These principles are finally applied by working through
several examples, culminating in a full case study on creep crack growth.

The final chapter by Ginsztler addresses typical operating conditions of pressure
vessels and pipe-line elements, structural problems associated with power plant
materials, the accumulation of internal damage and the possible rejuvenation of
components by heat treatment. Creep-fatigue interactions (i.e. transgranular and
intergranular cracking) are described, as is the process of thermal strain ageing
and crack initiation during low cycle thermal shock fatigue. The section ends with
a description of failure prevention methods and the possibilities of life extension of
plant by undertaking revalidation tests.

Common to all the chapters is the underlying belief that the build-up of internal
damage in alloys of interest takes place whether cracks are present or not and the
quantification of this process goes a long way towards the satisfactory prediction
of component behaviour in service.

The editors would like to thank the Organising Committee at CISM, especially
Professor S. Kalisky, for making the stay at Udine both for lecturers and attendees
a memorable occasion.

Jdnos Ginsztler
R. Peter Skelton
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LIFETIME ASSESSMENT AT HIGH TEMPERATURES

J. Ginsztler
Technical University of Budapest, Budapest, Hungary

Abstract

A classical power plant was generally expected to last for about 20 years or more (nuclear
plant for 35-40 years). It would not normally be in operation continuously throughout the whole
of this time, however, and the design was usually based on a life of 100000 hours, which is about
11 years.

Typical operating conditions of the different power plant units have changed during the last
decades, they often differed from the conditions assumed at the design state. This fact was one of
the reasons, why the damage analysis, failure prevention methods and life extension possibilities
became so important in the nineties.



2 J. Ginsztler

Role of operating conditions of pressure vessels,
pipeline elements on residual life of power-plant components.

Combustion processes in furnace installations are characterised by parameters varying with
time, thus fluctuating more or less around the required value. This concerns velocity of the air
flowing into the combustion chamber as well as the fuel, thus fuel-air concentration will change in
space and time resulting in pressure and temperature fluctuations.

The characteristics of different operational types in power plants are shown in Fig.1.

The pulsation of burning in pulverised coal fuelled equipment indicates somewhat periodical
burning disturbance with frequency independent of equipment geometry, depending mainly on
mixture formation, gasification and ignition processes. Therefore, anomalies of this type may be
explained from the burning and flow, with fluctuation frequency mainly depending on fuel quality.

Pressure fluctuation coming with internal furnace instability is dangerous from the aspect of
safety, because it soon results in repeated stress failure in structural materials of the boiler.
Therefore, it is essential to know the elasticity and eigenfrequency of boiler construction units,
especially the membrane wall of the furrnace.

According to their origin, the stresses can be divided into mechanical and thermal stresses.
Mechanical stresses are caused by internal pressure, by bending moments and by external forces.
In terms of mechanical stress of the boiler's structural elements it is essential to observe
continuously parameters influencing formation and variation of internal furnace instability.

Based on these registration results, one can set out to build up the general dynamical and
identification model of various boiler types. According to models generally built up for furnace
systems one can elaborate in detail the model of input / output processes necessary for statistical
characterisation of mechanical stress in the boiler. Furthermore, we can analyse stress processes in
the combustion chamber, and predict the formation and variation of stress processes for each
structural element.

It is worthy to collect data necessary for the formation of a mathematically detailed input /
output model based on the general identification model of furnace processes, which give the range
of parameters characterising coal quality for several years. Using the models and having the
database, we can perform simulations which give the possible range of pressure fluctuations in the
combustion chamber.

.Ir.l this way we can predict the mechanical stress values for individual boiler types and coal
qualities. Furthermore, the probability of accidental breakdown of power plant blocks can be
decreased and a more economic and safe operation accomplished. (1)
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Structure of load curve in summer in Hungary
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Structural problems, associated with power plant materials.
Creep mechanisms, creep-fatigue interactions.

Creep deformation of metals occurs mainly in three ways: firstly by slip involving the
movement of dislocations on certain crystallographic planes; secondly, by the formation of small
slightly misoriented sub-grains within the original grains of the metal as a result of the climbing of
dislocations out of their slip planes to form small angle boundaries; and thirdly by grain boundary
sliding.

At lower temperatures slip is the predominant mode of deformation, but as temperature
value is increased and the applied stress reduced, the other two processes become increasingly
important and will determine the creep behaviour of the metal. Under these conditions the rate of
creep is closely related to the rate of self diffusion, that is the rate at which the individual atoms
change their position as a result of thermal fluctuations. With increase in temperature, the
diffusion rate increases, the material becomes softer and eventually recrystallizes.

The temperature at which this occurs is an approximate guide to the useful practical limit of
the material; the temperature is usually about half the melting point on the absolute scale but can
be increased by alloying additions allied with appropriate heat treatment.

The creep resistance of a pure metal is usually improved by the addition of elements, that
form a solid solution with the parent metal. This is a state, where the atoms ofthe alloying element
are distributed singly in the parent metal either in place of the parent atoms (substitutional) or
between the parent atoms (interstitial). The different atomic size ofthe alloying elements increases
the strength by impending the motion of dislocations; it also increases the recrystallization
temperature. In general, the bigger the differences in atomic size, the greater the strengthening
produced.

Greater improvements in creep strength can be obtained, however, by the addition of finely
dispersed particles of the second phase. This is usually achieved by precipitation or age-hardening,
making use of an alloying element that shows an increasing solid solubility in the parent metal as
the temperature is increased. The alloy is heated to a temperature at which all the alloying element
dissolves in the parent metal and it is then cooled quickly enough, in order to retain the alloying
element in supersaturated solution. It is then aged by reheating it to a temperature at which the
excess solute can precipitate as a second phase. The greater the degree of dispersion the greater
the strengthening, but a structure obtained in this way is not stable and the precipitating particles
will grow in size if the metal is subsequently subjected to a high enough temperature. To provide a
good creep resistance, therefore, the precipitate should be stable to a high temperature, preferably
above the recrystallization temperature.
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It may occur very often under special operational circumstances, that crack initiation and
propagation were found to occur as a result of the formation, growth and linkage of grain-
boundary creep cavities and wedge cracks, irrespective of cyclic frequency. Crack growth may
occur either by a fatigue or a creep mechanism, or may result from the interaetion of the two
processes. The mode of cracking is any instance depends on the temperature, the microstructure
of the material and the mechanical properties and parameters that describe the cyclic-loading
conditions, such as cyclic fiequency, strain range and hold time. In general, a change from fatigue
- to creep dominated behaviour, as manifested by a change from trans - to intergranular cracking,
is caused by a decrease in frequency and strain range and by an increase in hold time at a tensile
part in the cycle. (2,3)

Accumulation of internal damage

The microstructure of a 2,25 Cr-1 Mo steel embrittled by service in a boiler header by
88000 hours service at 8130K was examined with the aid of transmission and scanning electron
microscopy. The major microstructural changes due to long term elevated temperature service
were evaluated by comparing the steel with a similar grade of virgin steel.

Considerable coarsening and precipitation of carbides had occurred during service,
particularly along prior austenite grain boundaries which were covered with thick elongated films
of M, C and M,,C, type carbides, and within the bainitic grains which showed low hardness.
M C carbide which was not observed in the virgin steel seemed to be predominant in the service
exposed one. On the other hand, the dispersions of fine M, C type carbides seen within the bainite
in the virgin steel, were not found in the corresponding areas of the service exposed steel although
they were present within the ferrite grains in both steels.

The service exposed steel showed a tendency for intergranular fracture and crack propagation
along the interface of the grain boundary carbides and the matrix was observed, suggesting low
cohesion at these interfaces. Some grain boundary segregation of phosphorus was confirmed by
Auger Electron spectroscopy. In addition, isolated voids of mean size 1,3 4 m were also found on

the grain boundaries ofthe service exposed steel. (4)
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Thermal strain ageing and crack initiation during low cycle

thermal shock fatigue

Thermal strain ageing is a very complex phenomenon as it affects the metallurgical structure
of a material, particularly when thermal effects and plastic deformation are involved. A case in
point is the process of thermal shock fatigue. Certain materials can gain strength and creep/fatigue
resistance from the presence of dispersed precipitated and/or small particles. The number, size,
shape, location and distribution ofthe precipitate may change the stress-rupture, creep and fatigue
characteristics. This can influence the life expectancy of the specimens.

Ageing in many high temperature alloys can continue as they may be metallurgically
unstable. This is because of the rearrangement of the microstructure toward the equilibrium state
at high temperature. Constituents, which are in solid solution, may tend to precipitate causing
significant change in the material properties. If the dispersed particles agglomerate and their sizes
become larger than an optimum size during service, the hardness of the material and its creep
resistance may decrease. This is known as overaging. Small particles may also precipitate in the
grain boundaries and this tends to reduce the ductility of the material. These recipitations may
occur with or without the application of stresses. (5)

Strain ageing can also occur with some plastic straifi at moderately high temperatures. Two
types of effects can occur: a strengthening of the flow curve and the appearance of one or more
jogs in the stress-strain curve. (6)

This leads to a loss in ductility. Dynamic strain ageing occurs in iron and in other body-
centred cubic metals and alloys, containing nitrogen, oxygen or hydrogen. This is a consequence
of reduction in the average distance between dislocations. This is believed to be caused by the
premature immobilisation of dislocations owing to segregation of interstitial solute atoms during
deformation. It can take place in the form of carbides, nitrides or other compounds. Once
segregation has occurred, the system is in a lower state of strain energy and the dislocations are
trapped. (7)

The rate of accumulation of dislocations dg/de with respect to strain is thus increased
proportionately. Here, ¢ denotes the density of mobile dislocations. A corresponding increase in
the work-hardening rate, dRe/,, dE prevails where ¢ is the plastic shear strain and Re the flow
stress.

Thermal-stress resistance can also be reduced by chemical attack such as corrosion and/or
cyclic oxidation. This can occur when steam, oxygen or other gas come into contact with the
material. Oxides, when formed, tend to enhance embrittlement. Discontinuities at the surface layer
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are developed by cracking ofthe surface or by the disintegration of a corroded agent that acts as a
source of stress concentration. Diffusion may also promote such mechanisms in the interior of the
body. Pressure vessel or pipeline materials are examples.

Oxidation and creep damage at high temperature fatigue should be distinguished. (8)
Hydrogen, for example, because of its small atomic dimensions of the order of an Angstrém, can
readily diffuse into the grain boundaries and reduce the thermal resistance. This is why so many
thermal-fatigue failures are intergranular in nature.

Mechanical work can lead to recrystallization. As grains are broken, energy is stored in the
slip planes and in the different grain boundaries. Subsequent heating enhances recrystallization
because of the tendency to achieve a state of lower stored energy. Although there is no clearly
defined relation between grain size and resistance to thermal-stress fatigue, materials with large
grain size generally have lower ductility. This would reduce mechanical and thermal fatigue life
and thermal shock fatigue resistance . (9)

In quantifying the failure by fatigue and damage of the material microstructure, the absorbed
energy in the specimen plays a role. This has been referred to by L. Gillemot (10) . as the
absorbed specific fracture energy (ASFE) which is the energy stored in a unit volume of material.
It can be used as a fracture criterion for the nucleation of cracks and related to that of Radon and
Czoboly (11) for characterising the size of the plastic zone ahead of the crack. The method has
also been extended by Havas et al. (12) For the case of constant strain amplitude loading. F.
Gillemot found a relation between the fatigue crack growth data and ASFE (13) which can also
be related to the coefficients in the Paris equation, (14) refer to F. Gillemot and E. Czoboly (15)
also for the influence of neutron irradiation. Research has been carried out to elaborate on the
analytical solution.(16) Experimentally, there appears to be a tendency for the ASFE values of
steels to decrease as the number of thermal shock cycles is increased. (17)

Conclusions

Change of microstructure during thermal shock fatigue of the tested Cr-Mo and Cr-Mo-V
alloys in the temperature ranges 20-6000C consists of the formation and development of
subgrains. After the appearance of a visible network of sub-boundaries, a decrease in subgrain
sizes occurs. This is followed by an increase in dislocation density and enhancement of mobility of
the structure near the grain boundaries.

It was our experience, for the tested main steam pipeline that high temperature void
formation occurred mostly at the edges of small particles after 65000 hours at 5400 C and 130 bar
when the cyele frequency was below a critical value.( 18)

Microcrack nucleation is then followed by the growth of micro and macrocracks.
Metallurgical changes involved many events such as strain ageing, recovery, recrystallization,
grain growth, tempering, precipitation reactions and so on, the sequence of which cannot be
clearly determined.
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A new failure prevention method

A new and more advanced SQUID sensor system (superconducting quantum interference
device) has been developed by Japanese researchers for use in an actual plant. The miniaturised
sensor developed for non-destructive measurement is 262 mm high, 152 mm in diameter and 5 kg
in weight. Its ability to detect fatigue damage in Type 316 stainless steel has been investigated.
The results are summarised as follows.

The sensor can successfully detect fatigue damage in Type 316 austenitic stainless steel. X-
ray diffraction experiments showed that the changes in the magnetic field were generated by
martensitic transformation in the stainless steel during the fatigue process The increasing trend of
the magnetic characteristics of specimens with an increase in the fatigue damage fraction was
independent of the strain amplitude in the fatigue test. It became clear, that the new sensor can
use these magnetic characteristics to estimate fatigue damage. (19)

Chemical composition of Type 316 stainless steel (wt9/0)

Si

Mn

Cr

ol

0.48

0.86

0.023

0.002

16.49

11.16

2.13
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Failure prevention methods, possibilities of life extension,

Predicting the remaining operating life of plant equipment that has been in service for 15-20
years or more is a serious and actual problem faced by many industries - power plants, chemical
companies, metal producers, basic manufacturers.

Engineering materials are often not in thermodynamical equilibrium, therefore they age
under high temperature service conditions.

Material damage of pressure vessels and piping system components (mainly elbows and
welded joints) is caused by a combination of mechanical loading, high temperature, corrosive
environment and their interactions.

In the current economic and political climate, many companies cannot afford to replace
existing plants or major components, therefore they must find a proper method to extend their
operating life, without decreasing their operational reliability. Accurate, reliable methods for
predicting residual life are based on the new results of damage-analysis, new results of material
science, revising the construction and on the application of non-destructive online diagnostical
methods.

There are possibilities for controlling the microstructure of steam pipe line and pressure
vessel alloys, through in proper time applied, intermediate regenerative heat treatments.
Determined the low-cycle fatigue and/or creep damage accumulation during a certain service
exposure, and provided, that this damage is small enough and is in reversible region, it should be
possible to restore. approximately - the original microstructure of the material, and through it the
competent material characteristics.

Proper residual life prediction methods and application of revalidation technics permit the
continued use of plants that might otherwise be retired from service unnecessarily; and through it
one can postpone new investments and it can mean a great amount of money savings for lot of
companies.
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Possibilities of Life Extension

Some Results of Revalidability Tests

Regenerative heat treatments have been performed with a steam pipe-line material, which
operated 163.000 hours at 540 ©C, at 105 bar. The pipe-line diameter and wall-thickness values
were 325/26 mm. The specified chemical composition is given below in (wt %) Table 2.

Table 2.

Cmax Si Mn Mo Cr Pmax Smax

0.15 0.15 0.4 0.9 2.0 0.04 0.04
0.50 0.6 1.1 2.5

We have investigated separately the pipe and elbow as well. Table 3. and Table 4 show some
mechanical properties ofthe steel tested in "service exposed” and "after revalidation" conditions.

Table 3.

Absorbed Specific Fracture Energy (ASFE), W.(J.cm™)

Straight pipeline Elbow

T StressConcentration Service After Service After

°C factor exposed | revalidati exposed | revalidatio
n

1 923 1446 959 1363

1,66 793 941 857 1013

20 2,15 684 889 846 906

31 363 566 548 648

42 327 530 443 544

1 377 948 435 872

1,66 350 700 433 638

540 2,15 326 597 388 549

3.1 156 207 167 214

42 115 214 155 205

To evaluate the toughness values of the tested material, we measured the Absorbed Specific
Fracture Energy (ASFE) as a function of the Stress Concentration Factor (SCF), in the original
and the heat treated condition. The measured values are given in Table 3 Table 4. contains the
results ofthe standard ISO-Charpy V impact test.

All data are the averages of five measurements.
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Table 4.

Charpy-V Impact values, KCV Jerri 2

Straight pipeline Elbow

T Service After Service After
°c exposed revalidation exposed revalidation
20 100 238 139 221

0 54 215 96 188
-10 48 55
-20 35 196 25
-30 26 18
-50 94 115
-75 28 25

Ly ckev-3s) -20°C -72°C -17°C 72°C

The damage accumulated during the preceding period was small enough, so it enabled us to
reverse the changes that have occurred by means of appropriate, intermediate regenerative heat
treatment to restore - approximately - the original mechanical properties of the straight line and
the elbow and thereby to increase the effective service life.

It succeeded us to improve significantly the ASFE values, as well as transition temperature
values, measured by the ISO-Charpy-V impact test. (20)
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CRACK INITIATION AND GROWTH DURING THERMAL TRANSIENTS

R.P. Skelton
Imperial College of Science, Technology and Medicine, London, UK

Abstract

This chapter follows the course of a crack in a typical component from the initiation and
short crack growth stage, through to the deep crack growth stage and on to the possibility
of complete penetration across the wall thickness. The causes of such growth are
considered, such as thermal shock and other constraints against expansion or contraction
and the many ways of simulating propagation behaviour in the laboratory are discussed,
where a cyclic event in service is identified with a fatigue cycle performed in the
laboratory. Parameters which are used to describe crack growth in the various regions are
explained, together with methods of accounting for internal structural damage in the
material (‘creep-fatigue interaction') which is observed to enhance crack growth rates.
Many worked examples are given, either to illustrate a technical point or based on service
experience. Finally, a complete case study (retrospective analysis) of crack propagation
across a component in power plant is undertaken together with a validation of the
calculations.

1 - INTRODUCTION TO THERMAL FATIGUE

1.1. Background
1.1.1 Origin of Thermally Induced Stresses

Owing to the constraints imposed by thermal expansion and conductivity of metals, heating
and cooling transients cause internal stresses between tension and compression in many
components, causing yield in the surface layers if the temperature changes are severe.
Primary stresses arise from pressures, mechanical end loads ('system stresses') and
wholesale constraint, such as a bar prevented from expansion by anchoring both ends. In
this case bulk thermal stresses across the section are independent of the rate of temperature
change in the elastic region, becoming modified in the elastic-plastic region only when
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strain rate/relaxation effects arise in the material. Secondary stresses cannot be measured
directly. For example, they may arise from the heating and cooling of a dissimilar metal
weld (also independent of heating and cooling rates if yield has not occurred). The most
common example is one of thermal shock [1], where transient stresses arise due to sudden
temperature changes at internal or external surfaces of components. In this case the
temperature ramp rate is of major importance in determining the magnitude of such
stresses.

In assessing the lifetime of components at elevated temperature, it has proved convenient to
recognise several failure modes, each requiring separate treatment. These may be classified
as (i) inelastic deformation (cyclic plasticity), (ii) ratchetting, (iii) creep damage
accumulation, (iv) creep-fatigue crack initiation and (v) crack propagation. The latter may
also be sub divided into (a) fatigue crack growth under transient conditions and (b) creep
crack growth under steady-state conditions. Study of the latter will form a major theme at
other contributions in this book. As will be seen, interactions may well occur between the
modes of types (i) - (iv). Creep damage is generally regarded as a bulk phenomenon while
crack initiation ordinarily occurs at the surface (unless it be from an embedded defect).
Cyclic plasticity can either occur in the bulk of a component (i.e. across the whole section)
or in a contained zone, depending on component thickness and loading type.

1.1.2 Simulative Tests

Behaviour can be modelled by testing the whole component (sometimes an expensive and
unrealistic option) or by replicating one feature of a design ("features" test), and simulating
thermomechanical behaviour until signs of distress are evident. Additionally, simple
characterisation tests are undertaken on smooth cylindrical specimens to determine
material properties used in damage assessment e.g. cyclic stress-strain and cyclic
relaxation behaviour. Further, for crack initiation calculations, fatigue endurances to some
specified failure criterion are also utilised. These low cycle fatigue (LCF) tests often
incorporate a tension dwell which simulates the steady running period of power plant or
aero-engine. These characterising tests [2, 3] will be discussed later . They must be
distinguished from tests to determine physical parameters such as Young's modulus,
thermal expansion coefficient and thermal conductivity which are a pre-requisite for any
stress analysis involving thermal transients. Finally, fundamental experiments are
sometimes required which establish a damage parameter, for example the extent of grain
boundary cavitation or oxidation during fatigue [4, 5]. Tests involving a mixture of cycles
may then be performed in order to verify a particular model, for example on creep-fatigue
and oxidation-fatigue interaction.

1.1.3 Use of Assessment Codes

As will be shown, it is important to take account of the specimen size with respect to the
component being modelled. To a large extent, the task of the investigating engineer has
been simplified by the use of Design and Assessment Codes. The principal Procedures for
use at high temperature are the ASME Code Case N-47 [6] developed in the USA, Code
RCC-MR [7] developed in France and the RS Assessment Code [8] developed in the UK.
They have been compared recently [9] for their respective capabilities of predicting crack
initiation and growth and will be discussed further below. In essence, these Codes embody
over 30 years work of detailed experimentation and the derivation of complex expressions.
They can also help avoid a detailed literature search since relevant physical and material
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parameters for an assessment are often tabulated. Other such data sheets are to be found
elsewhere [10, 11].

1.2. Practical Problems in Thermal Fatigue

When massive components such as valve chests, turbine casings and rotors in power plant
are subjected to large temperature transients, as during start-up and shut down, thermal
fatigue cracking may occur at critical locations. Similarly, thermal shock in thinner section
components such as blades and vanes in aero-engines resulting from repeated take off and
landing operations may lead to surface crack initiation. It thus becomes important to (i)
characterise the initiation and (ii) characterise the growth of such fatigue cracks beneath the
surface and to assess their likely depth of penetration with known service cycles and (iii) to
determine the possibility of crack arrest.
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SHOCK PEAK TENSION
(PROMOTES TRANS-
RESIDUAL TENSION R GRANULAR CRACKS)
{(PROMOTES INTER-
GRANULAR CRACKS)
A B 0]
SUDDEN //" €
TEMPERATURE
CHANGE YIELD ZONE
“yp RESIDUAL COMPRESSION
SHOCK Ir
/| COMPRESSION

(@) (b}

Fig. 1.1 Heating and cooling structure surface (a) leads to hysteresis loop (b)

1.2.1 Thick Component

The generation of thermal stresses may be examined qualitatively as follows [1]. Suppose a
thick structure is at a uniformly low temperature and that the temperature suddenly
increases at A in Fig. 1.1a. This is an 'upshock’ and the surface at A goes into compression
as it attempts to expand against the remaining material, yielding along OQ (Fig. 1.1b). Heat
now flows slowly towards B, and as the temperature gradient reduces, the whole system
expands, taking the surface at A into tension at R, i.e. at the original strain value
(approximately). If a period of steady running at high temperature ensues, this residual
tensile stress is sometimes able to relax, inducing intergranular cracking in many alloys.

When the temperature suddenly decreases at A, this series of events is reversed. This is a
'downshock’ and the surface layers now go into tension as contraction is attempted. Peak
tension occurs at point S, promoting transgranular cracking since the corresponding strain
rate is high and the temperature has reduced. Later, when the whole structure cools, the
yielded section at A is forced into compression by the surrounding metal. The residual
compression stress P (again, approximately at the original strain level) does not necessarily
create damage, but when many rapid heating and cooling cycles are repeated from point P,
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the system shakes down to a closed hysteresis loop PQRS at the surface, leading to the
initiation and propagation of multiple thermal fatigue cracks due to reversed plasticity.

1.2.2 Thin Section Component

The sequence described above is most often associated with power plant when required to
start up and shut down rapidly (temperature range 25-565°C). However, essentially the
same cycle occurs in aero-engine components such as blades and vanes, although the time
sequence for key events in the cycle is very much reduced. In Fig. 1.2 we have an example
of a hysteresis loop [12] experienced by a turbine blade during take off, cruise and landing
(temperature range 200-1050°C).

1.3. Examples of Thermal Shock

Table 1.1: Instances of Thermal Fatigue Cracking [1]

Component

Material

Comments

Ingot moulds
Hot rolls

Dies (die casting)
Forging dies

Brake drums

Railway wheels
Centrifugal casting moulds
Fast reactor mixing tee
BWR feedwater system
Superheater tubes

Inlet headers, ligaments
Turbine casing

Steam chests

Valves

Turbine rotors

Gas turbines (blades,

vanes, combustor liners)
Gun barrels

Cast iron
Forged steel,. cast iron

Various steels

Steel +3%Mo, Ni

Cast iron

Up to 0.7%C steel
21/4CrMo

Austenitic stainless steel
304 stainless steel
1Cr1/2Mo, 21/4CrMo, 347
stainless steel
21/4Cr12Mo, 1Cr1/2Mo
12CrMoV

Cast C steel

Austenitic steel

Forged 1CrMoV

Ni or Co base superalloys

Low alloy steel

Operation above 800°C
Rolling temperatures 500-
900°C. 0.1mm deep cracks
Carburization improves
life

Pre-heating reduces
problem

Addition of graphite
alleviates problem
Temperatures up to 540°C
attained on braking

Craze cracking after 1000
operations up to 600°C
Temperature transients up
to 250°C in sodium
270°C operating, then shut
down

'On load de-slagging'
(water quenching)
Suspected quench events
during start up
Temperatures up to 550°C
Temperatures up to 360°C
Temperatures up to 600°C
Cracks from grooves
Operation between 600°C
and 1050°C

Cracking 6mm deep after
~2000 rounds
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From the above it may be deduced that (i) components may see either an upshock, or
downshock, or both depending on the relative heating and cooling rates, (ii) the magnitude
of the surface stress, and hence the amount of yield, depends on the component thickness
and (iii) the magnitude of the temperature step change at the surface is not the same as the
temperature differential in the metal (T -T,y) that causes the maximum stress during either
upshock or down shock. This is examined below.

Examples of thermal shock in service components have been given recently [1] and are
reproduced as Table 1.1. An example of craze cracking in a carbon steel economiser
recirculating valve is given in Fig. 1.3. The wall thickness was 46 mm and the cracks had
penetrated to about 6 mm. It is believed that repeated hot water ingress onto a cool valve
was responsible (upshock). However since temperatures were relatively low, cracks were
transgranular and there was evidence that they had become dormant.

600

200

-u.0o1 -0.000 0.001 d.o02 0.003 0a04

Strain

Fig. 1.2 Typical turbine blade hysteresis loop [12] Fig. 1.3 Craze cracking in valve bowl [1]

In contrast, a through-wall leak occurred in a 316 austenitic steam pipe at Eddystone
supercritical power station in the USA [13]. A cross section of the cracked main steam pipe
is shown in Fig. 1.4a. The cause of the premature piping failure was intergranular cracking
due to creep rupture, Fig. 1.4b. This failure mode occurred because of residual tensile
stresses at the outside surface induced in the piping by repeated thermal down shocks at the
inner surface [13]. The origin of self-equilibrated stresses across the section is considered
later.

An example of multiple transgranular cracking at the inside surface of a 1/2CrMoV reheat
pipe, which periodically filled up with water, involving some 4350 start up events, is
shown in Fig. 1.5 [1].
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Fig. 1.4 Steam pipe intergranular cracking {13] Fig. 1.5 Transgranular cracking [1]

1.4. Laboratory Simulation

Distinction should be made between the thermal shock test and the thermo-mechanical
(TMF) test. The former is usually a simplification of a component shape (wedge, disc,
cylinder etc.) relying on internal thermal constraint and temperature gradients to produce a
self-equilibrated stress field. In TMF tests, thin hollow specimens are usually employed for
excursion rates of 10-20°C s! in order to avoid temperature gradients [14]. The specimen
thus represents a 'volume element' in a component and a variety of temperature/strain
combinations can be applied at will ('out of phase’, 'in-phase’, 'diamond cycling' etc.). The
measured stress-strain response is not strictly "mechanical property"” data because the yield
stress is continuously changing, see Fig. 1.2 for example.

1.5. Useful Relations for Preliminary Lifetime Assessments

Assuming perfect elasticity during a quench or rapid heat event, the peak (equibiaxial)
thermal stress generated at the surface is :

oo Ea(Tg-T,,)
I-v

where v is Poisson's ratio, T is the surface temperature and T,y is the volume average
temperature, £ is Young's modulus and « is the coefficient of expansion [15, 16].

To a very good approximation, the maximum value of (T - T,y) occurs after a transit time,
t, [17] when the heat wave just reaches the opposite face:
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2
w
r=0.0882-P< (12)
k
where p is the density of the metal, ¢ is the specific heat and W is the component (wall)
thickness and k is the thermal conductivity.

The value of T - T,y may be calculated from the following expression [18]:

Lo =1.5+ﬁ—0.56xp(—ﬁ) ..... (L.3)
Is-Ty ﬁ ﬁ

where f is the Biot number(= hW/k) where / in turn is the heat transfer coefficient. The
term T, is the initial uniform temperature difference between the body and that of the
cooling (or heating) medium i.e. for when a step change in temperature occurs. This
expression has been developed by Houtman [19] for calculating (i) temperature
differentials in the metal for a linear temperature change at the surface (ii) inelastic strains
from elastic strains.

When temperature changes occur inside a body, the inner/outer surface temperature
difference, AT, in a cylindrical body at any time ¢ is given by the expression [20]:

perlol (1) (-u?)
AT 21‘“ |: [;]—le[l—epr—lﬂ] ----- (1.4)

where Q is the temperature yamp r: ﬁe at the inner surface, r is the outer radius, #; is the
inner radius, i = rifro, A = x{ k / psri and x| is a function of i as shown in Fig. 1.6.

During the steady state the exponential term disappears. The ratio of the temperature
differential to the inner/outer difference is then given (Fig. 1.6) [20] by:

T,-T,  3—4u?+u* -4/
AT 2—4p? +2u* —4In(1/ )1 = )

It can hence be shown [21] that if the cylinder is perfectly lagged. so that under quasi
steady state conditions the outer and inner surface temperatures are increasing at exactly the
same rate, the axial thermal stress, 0z, at any radius r is given by:

s _ S 92,2
0[=M7 3+pu- - 'q _ 4 =| In °+u 1T | (1.6)
8k(1 - v)rg ro  l=p r HF
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Fig. 1.6 Temperature differential calculation  Fig. 17 Self-equilibrated stress example [22]

1.6. Worked Example [22]

A steam header of outer radius 254 mm and inner radius 152 mm is heated at the inside
surface at a rate of 1°C min-!. Compare the thermal stress profiles for the case of a header
manufactured out of (i) a ferritic steel and (ii) an austenitic steel respectively. (The
following constants may be assumed: p=7.8 x 103 kg m3,c=5.1x 102J kgl °C-1, k=24
W m-! °C-1 for the austenitic steel and 35 W m-! °C-1 for the ferritic steel, E = 1.5 x 105
MPa, v = 0.3, o= 1.5 x 10-5°C-! for the ferritic steel and 2.0 x 10-3°C-1 for the austenitic
steel.

Substituting relevant values in equation (1.6) and plotting out the stresses across the wall
thickness as shown in Fig. 1.7 it is seen that for the given heating rate, thermal stresses
generated in the austenitic steel are everywhere about twice those in the ferritic steel. The

zero stress corresponds to the position of Ty, in equation (1.1).
In this problem it is noted that the stress changes sign across the wall (compressive stresses

near the bore balanced by tensile stresses near the outside. Also from equation (1.6) it is
noted that thermal stresses themselves vary linearly with heating rate.

1.7. Choice of Material

A material's resistance to crack initiation in thermal shock can often be determined by a
'merit order' parameter R, which is defined as:
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where oy is an appropriate (cyclic) yield stress. The higher the value of R, the less is the
likelihood of thermal fatigue crack initiation [1]. Typical values of R are given in Table 1.2.
Equation (1.7) is thus an approximate guide to thermal fatigue resistance containing both
physical and metallurgical parameters. A notable example is the use of single crystals in the
[001] direction for gas turbine vanes and blades. Such alloys have relatively high yield
stresses and a low value of Young's modulus in this direction [12].

Table 1.2: Typical R values given by equation (8) {1]

Alloy R, Wm'!
316 1200
Esshete 1250 2450
9Cr1Mo 4600
9Cr1Mo, aged 3600
'Strong 9Cr1Mo' (T91) 4700-5600
12CrMoV 5700-6900
21/4CrMo, normalised & tempered 3900-5200
21/4CrMo, annealed 4000
21/4CrMo, service-exposed 2550
718 5200
300 =—=———=—— ELASTIC
* — . ELASTQ-PLASTIC
dP\ 175 — 10
2500— aeoa (I) FERRITIC//
— 9
20 g !/ 7
£ VB
4 /s
10 - - e — Lé 200— y -,
, / °
g o oz / — 1
,/ = = 150 f— / o
w i J/ -~ 12CrMoV g / —s =
g 10 /’ 7 9C - / z
b , MoV w AUSTENITIC / z
5 / Esshete 1250 Z o— [ ' e
= 20+ g £ e g
< / 5 s —s =
’ /
30|,/ 21/4Cr1Mo L _,
-40 ) 1 L | ) | L 1 L 1 s I}
012 01 016 018 020 022 | |
Radial Distance, m 0 1o 20 30 ’
MW/min

Fig. 1.8 Geometry effect for given transient [21] Fig. 1.9 Stresses induced on start-up
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Surface stresses generated by very severe shocks are dominated by the heat transfer
coefficient and are independent of the term k, whilst mild shocks must also take component
thickness into account. This has been examined by Rees [21]. In the case of a header of
fixed outer diameter 455 mm, four materials were considered in a replacement design,
namely one austenitic alloy (Esshete 1250) and three ferritic alloys (9CtMoV, 12CrMoV
and 21/4Cr1Mo). Based on long term creep life, the design wall thickness for these
materials was 48 mm, 45 mm, 57 mm and 102 mm respectively. By means of equation
(1.6) and using 400°C materials data (a reasonable estimate at maximum thermal stress) the
stress profiles were calculated and the results are shown in Fig. 1.8 for a Q value of 1°C
min-! which kept stresses below yield. An elastic-plastic calculation was in addition carried
out for a more severe heating rate of 20°C min-!. The general conclusion in both cases was
that, relative to the 9Cr steel, the bore stresses developed in 21/4CrMo cylinders were 7
times greater; for Esshete 1250 the factor was 2.5 while for the 12Cr steel it was 2.

Such calculations can be translated into modified start-up procedures to reduce thermal
stresses, arranging for (i) internal gas cooling as is done in many designs of gas turbine
blades or (ii) pre-warming of key components [23]. Typical bore stresses induced for a

given start up rate expressed in MW min-! are given in Fig. 1.9.

1.8. Use of Assessment Codes

When cracks are discovered during routine overhaul of large components the traditional
remedy is either to repair (by excavation and welding), to machine out the defected area as
in a rotor [24] or to replace the defected item. The alternative strategy of leaving the
component in service until a replacement can be manufactured entails an integrated crack
growth calculation which relies on (i) knowledge of temperature gradients generated at the
area of interest during heating and cooling cycles (ii) elasto-plastic stress analyses and (iii)
relevant high temperature materials data. This is an example of a remaining or extended life
calculation and for safety, pessimistic (i.e. conservative) materials data should be used to
predict future behaviour. It may be noted that steps (i) to (iii) may also be applied at the
design stage, estimating service cycles to crack initiation followed by integrating crack
propagation rates from a notional crack depth to some acceptable final depth, assuming
stable growth. In this case also, upper bound crack growth rates should be used, based on
reliable laboratory data.

In contrast, a post mortem or retrospective failure analysis would require 'best estimate'
crack growth data to explain how a particular failure had come about. This may require
further testing of service-exposed material. Care must be taken in applying the Codes [6-8]
in this latter mode since safety factors have sometimes been applied to original laboratory
data which are not always apparent. The Codes will be referred to from time to time in this
chapter. ASME-N47 and RCC-MR contain much physical property and materials data for
use in stress analysis while RS specifically caters for creep-fatigue crack growth in the
short and deep crack regimes.
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2 - STRESS ANALYSIS AND SUPPORTING LABORATORY DATA

2.1. Introduction

As well as the more familiar assessment Codes such as ASME N-47 (6], RCC-MR [7] and
the R5 procedures [8], many organisations have their own in-house design and assessment
rules [9]. This section will largely concern the final stages of an assessment where materials
properties are closely connected with the engineering input parameters. Before this stage,
much preparatory analysis has to be done on bulk structural response, examples being as
follows:

Classify stresses as primary, secondary or bending
Check for structural shakedown/ratchetting
Check for significant creep

Determine elastic follow-up factors

Determine reference stresses/limit loads
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Fig. 2.1 Typical service cycle Fig. 2.2 Hysteresis loop evolution in flange [28]

A typical service cycle is shown in Fig. 2.1: its determination might well have involved a
full finite element analysis or it might have been deduced by more simple means from
available service records. In either case materials data are required for (i) determination of
the deformation loop itself and (ii) the effect of repetitions of that loop on
material/component integrity.

Materials properties may further be subdivided into the well known physical constants (E,
a, c etc. as encountered in thermal shock) and other properties depending on metallurgical
and environmental considerations. Examples of these are:

Yield or specified proof stress values

Fatigue endurance, with and without dwell

Creep rupture life and elongation to failure
Monotonic loading and cyclic stress-strain response
Stress relaxation properties
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Sometimes such data can be found in the Assessment Codes [6-8], usually as smoothed
curves or lower/upper bounding lines where unspecified laboratory data have been
subjected to a safety factor. Original fatigue data have also been published separately in
compendia [10, 25]. However for satisfactory lifetime assessments it is inevitable that
additional testing will be called for, sometimes on extracted portions of the service-exposed
component.

2.2. Stress Analysis: Contained Deformation

It is important to distinguish between two types of stresses. Thermal transients are
examples of secondary stresses, i.e. they cause no net force across the component and so
are self-equilibrated. Thus an induced tensile stress at the surface due to cooling must be
balanced elsewhere in the section by a compressive stress. In contrast , primary stresses
arise from mechanical sources such as end loads and hoop stresses due to internal pressure.
The study of stress-strain fields and their evolution in structures is known as cyclic inelastic
analysis. The calculations must be pursued until stress redistribution has occurred and
stabilisation reached in each volume element of the structure. Complicated finite element
calculations requiring constitutive equations are sometimes employed. However simplified
methods are available which assume isotropic or kinematic hardening [26]. Alternatively, if
the design calculation requires more accurate cycle-by-cycle data, then these may be
supplied by direct experiment or computer simulation. Visco-elastic laws and the
Bauschinger effect may also describe the process [27]. In either case the gradual change in
stress range and plastic strain range are recorded. Figure 2.2 shows the results of a
simplified analysis on hysteresis loop evolution in a thin shell/flange feature operating
between 494°C and 675°C [28].

In thermal fatigue assessments it will be assumed for simplicity that all components have
shaken down to a steady state i.e. there is no further ratchetting. Creep damage is generally
assumed to occur in stress relaxation rather than in forward creep. This is the reason why
during the last 40 years, high temperature LCF and other related tests have been performed
in displacement or strain control.

The link between engineering stress analysis and the tests from metallurgical and materials
science is made as follows:

* Calculations are performed and an agreed cyclic deformation curve is entered in order
to establish a settled total strain range

» This strain range is then entered into an agreed endurance curve, such as that shown in
Fig. 2.3, to arrive at a number of cycles to failure.

2.3. Stress-strain Relations

2.3.1 Uniform Stress

A simple but very useful constitutive relation for the hysteresis loop is provided by the
Ramberg-Osgood law [29]:

AG = AAeff ..... 2.1
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where Ao is the stress range (peak tension - peak compression), Agp is the plastic strain
range (width of hysteresis loop at zero load) and A and B are constants Thus a logarithmic
plot of Ao (from the tips of the loops) versus corresponding values of Agp should yield a
straight line of slope 8 and intercept A at unit strain. Some values of A and B for typical
high temperature alloys are given in Table 2.1 [30].

Table 2.1: Stabilised Constants for Cyclic Stress-strain [30]

Alloy Temperature, A, MPa B
°C

21/4Cr1Mo, annealed 593 979 0.173
1CrMoV rotor 538 1008 0.090
9Cr1MoV-Nb 538 676 0.110
AISI 1010 538 915 0.228
304/308 weld 482 1330 0.142
AISI 347 600 1354 0.163

" 700 1148 0.185
AISI316 600 1375 0.134
A286 600 4390 0.229
IN617 760 1590 0.140
Inconel 718 650 2896 0.138
Hastelloy X 760 1772 0.215

Table 2.2: Evolutionary Response during Cyclic Stress-strain [30]

Alloy Temperature, °C iesponse
21/4Cr1Mo, annealed 538 H
1CrMoV rotor 538 S
9CrMoV-Nb 538 S
AISI 1010 650 Stable
304/308 weld 593 H
AISI 347 538 H

" 760 H
AISI 316 600 H
A286 600 S
IN617 760 H
Inconel 718 200-650 S
Hastelloy X 538 H

" 760 H

It should be noted that the above parameters are characterised during the stable state i.e.
after the evolutionary stage where alloys usually cyclically soften or harden. Typical
evolutionary data are presented in Table 2.2 [30]. Many analyses require specific early
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cycle data and this is usually supplied as 1st, 10th, 100th cycle response. There is no agreed
method for presenting evolutionary parameters.

The engineering parameter of interest is usually the total strain range, which is the sum of
the elastic and plastic strain ranges:

Ac
Be=""+be, L 2.2)

and so substituting from equation (2.1):

/8

Ao (Ao

G- - 23)
E A

If the total strain range is given, equation (2.3) must be solved numerically for Ac.

TO1

Fig. 2.3 Cycles from endurance curve Fig. 2.4 Two ways of plotting hysteresis loops

Equation (2.3) is depicted in Fig. 2.4a as the broken line i.e. with the compressive tips
superimposed at one origin. If the loops and corresponding tip loci are nested as shown in
Fig. 2.4b, this is equivalent to plotting equation (2.3) in terms of semi range Ac/2. The
value of 3 is unchanged but the A values must be divided by 2! This plot is useful for
comparing cyclic with monotonic loading.

Notes

Other relations are available for describing cyclic stress-strain behaviour [30]. However,
advantages of the Ramberg-Osgood relation are:

* The locus depiction is a very good approximation to the actual path taken
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The parameters § and A are coupled such that /A is generally constant

Low values of fimply a higher 'yield' stress

Generally, deformation at low strain rates reduces the A value in a given alloy

Equation (2.1) is useful for comparing alloys on the basis of a 'cyclic proof stress'. An
example is given in Fig. 2.5 [31].

* The von Mises form of equation (2.3) for the equibiaxial stress state is:

Ao I(Aa)uﬁ

Ag =(1-vV)—+—| — (2.4)
=l-v)y—=+=——) . .
E 20A

where v is Poisson's ratio. Equation (2.4) is useful for thermal shock analysis.
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Fig. 2.5 0.05% cyclic proof stresses [31] Fig. 2.6 Strain concentration factors [30]

2.3.2 Stress and Strain Concentration

In rotors, steam chests etc. many stress concentrators such as grooves, changes in section
enhance the strain compared with that occurring remotely [32]. A very simple method of
calculating the increased stress or strain at these locations has been given by Neuber [33]:

KKy =fmax  A%max _ g2 2.5)
Ag, Ao

where K is the elastic concentration factor, K¢ is the strain concentration factor and K¢ is
the stress concentration factor. The subscript 'max’ denotes conditions at the root of the
groove etc.
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Combining equations (2.3) and (2.5) we thus have an expression for the total strain range at
the root of the groove:

A£t max

_ KtzAstAc

E Ast max

. [Ktz Ag,AC
AAet max

]l/ﬁ

Thus, given conditions A& Ao remote from the concentrator, equation (2.6) may be solved
numerically to calculate the local (total) strain range. As shown below, the more usual
interpretation of the Neuber expression is the intersection of the cyclic stress-strain curve
with the hyperbola AgAc = constant. Other expressions have been derived [30] and in Fig.
2.6 are plotted curves for a rotor steel showing how the strain concentration factor increases
with normalised (i.e. to the yield stress) nominal strain range.

It may be noted that equation (2.6) is valid even when K = 1. This occurs for example for a
contained plastic zone in a strain gradient i.e. one surrounded by undeformed material as in
thermal shock, even in the absence of a notch [28].

2.3.3 Worked Example

A cylinder of 9Cr1Mo steel at 565°C is thermally quenched at the bore and the peak
temperature difference (equation (1.1)) was found to be 286°C. A representative
temperature in the yield zone may be taken as 300°C., Assuming @ = 12 x 106, E = 1.8 x
105 MPa, A = 1881 MPa, 8 =10.193 and v = 0.3 what is the thermally induced strain at the
bore?
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Fig. 2.7 Illustration of Neuber construction

Elastic line —,

A

-

| T |
',“\" | Cyclic stress-

i

4

|
Neuber hyperbola

Tstrain curve —

/

i

0.002

0.004

0.006 0.008

Strain

0.010

Total strain range in %o

0.5
" cont. %hour
03 |- cyc. dwell
[HCMI2A O =
02t | TBI2M + 2|
| _NF6I6 - @ |
0.1 . . . :
100 500 1,000 5,000 10,000 50,000

No. of cycles to 5% load drop, Nf*

Fig. 2.8 Initiation from endurance curve [31]

From equation (1.1) the starting (elastic) stress is 865 MPa, corresponding to a strain range
of 0.0034. Putting K; = 1 in equation (2.5) we therefore plot the hyperbola AgAc = 865 x
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0.0034. This intersects the cyclic stress-strain curve given by equation (2.4) at a strain
range of 0.0046 as shown in Fig. 2.7.
The same result may be obtained by combining equations (2.4) and (2.5), putting Ky = 1
and noting that Ao = E€/(1-v) to give:

I/
Ael 1] EAg g
A€ max 2 | (1= V)AAE ax

which must be solved numerically to give Agmax = 0.0046. This strain range may be

entered in an endurance curve , Fig. 2.8 [31], to predict bore crack initiation after about
8000 cycles of repeated heating and quenching.

2.4. Types of Laboratory Data

Data such as those in Table 2.1 are examples of results obtained on a reverse-loading
uniaxial testing machine operating in closed loop control, see Fig. 2.9. This type of
arrangement, with appropriate heating, rigid grips, X-Y recorders etc. [34] is capable of
producing the data listed below in support of lifetime assessments.
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o
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l EESEE |
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[ | 0.1 1 1 1
| | sy” 10 10? 10° 10* 10°
|1 | Cycles to failure
'\],' &
| 3
|
Fig. 2.9 Push-pull load train Fig. 2.10 Dwell effect in 1/2CrMoV steel at 550°C [37]

2.4.1 Cyclic Stress-strain

Data can arise as the by-product of total endurance tests, values typically being taken at
half life. Otherwise, specially conducted block loading tests (incremental step, multiple
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step) may be undertaken on a single specimen to produce data economically [30]. Energy
accumulation methods may be used [35] to guard against crack initiation which would
invalidate the data.

2.4.2 Cyclic Stress Relaxation

Relaxation data are required to calculate the creep component of damage experienced while
plant is running under steady load. Usually this takes place under constant strain conditions
in the laboratory. In service, relaxation can occur under increasing total strain, known as
elastic follow-up. The creep rate is defined by:

de __¢dc (2.8)

dr E dt

where Z = 1 for a constant strain hold and Z = oo for steady state creep. In service a typical
value of Z for cantilever and cylinder-plate applications is about 3.

2.4.3 Fatigue Endurance

The apparatus of Fig. 2.9 is used to determine endurance plots of total strain range against
number of cycles to a failure criterion (complete specimen severance or specified load
drop, see Section 4). Sometimes the plastic strain range is used since, following the original
experiments of Coffin [136], this is considered the damaging parameter, and furthermore
gives a straight line on a logarithmic plot:

ny Aep =constant . (2.9)

where yis the slope. For many strong alloys however the plastic strain range becomes very
small at quite high values of total strain range.

2.4.4 Fatigue Endurance with Dwell

Depending on the application, creep dwells are inserted in each cycle at (i) peak tension
[37], (ii) peak compression [38], (iii) zero mean strain [39] or a combination of these. In
low alloy ferritic steels, tension dwells are more damaging whereas the opposite is often
reported for superalloys [40]. The data of Fig. 2.10 indicate the typical reduction in
endurance that can occur in a 1/2CrMoV steel at 550°C with prolongation of the dwell time
[37].

2.4.5 Cyclic Short Crack Growth Data

As discussed in Section 5, short crack growth data can be determined on the set-up of Fig.
2.9, generally using potential drop to monitor the advance rate [3]. Dwells may in addition
be introduced. The aim is to reproduce directly in the specimen likely growth rates
experienced at the component surface.

2.4.6 Cyclic Deep Crack Growth Data

For this application, totally different specimens such as compact tension or 4-point bending
[41] are used, since for cracks propagating more deeply into the component the measuring
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parameter is the (effective) range of stress intensity, see Section 6. Ingenious arrangements
are available for tension-compression cycling with these specimens [41].

2.4.7 Creep Crack Growth Data

Compact tension specimens are again used for the determination of creep crack growth
data. In this case however either a steady or interrupted tensile load is applied. This topic is
dealt with in other chapters in this book.

2.4.8 Creep Data

Standard creep data are used as part of a damage assessment. The parameter of interest is
the variation of ductility with strain rate. Further details are provided in Section 3.

2.5. Analysis of Evolutionary Behaviour

It is finally emphasised that almost all numerical parameters concerning stress-strain
response refer to the stabilised state. Cyclic inelastic analyses quite often require the stress
strain curve to be entered at an earlier state. Exponential-type relations with advancing
cycles have been proposed and have been compared [30]. Over a limited initial cycle range,
the following relation has been found satisfactory [30, 35}

Ao = CN* (2.10)

where the terms C (the initial stress range) and A are constants. For cyclically hardening
materials, A is positive whereas for those materials which soften, A is negative. Some
examples are given in Table 2.3 [30].

Table 2.3: Evolutionary Parameters for High Temperature Alloys [35]

Alloy °C Ag, % C, MPa A

316 550 0.6 278 0.114
1.2 321 0.176
2.0 378 0.216

9CrlMo 550 0.6 630 -0.051
1.2 675 -0.55
2.0 683 -0.052

Nimonic 101 850 0.5 776 -0.007
0.7 989 -0.025

1.2 1123 -0.039
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3 - LINEAR DAMAGE THEORIES OF CREEP-FATIGUE

3.1. Introduction

Our concern is to estimate the number of service cycles to initiate cracking under creep-
fatigue conditions. The assumption is that creep and fatigue damage may be evaluated
separately and simply summed to obtain the total damage due to all service cycles. The
simplest damage techniques use a linear summation of the separate effects of fatigue and
creep:

o +d =1 3.1)

where the subscripts 'f' and 'c’ in the total damage factor @ refer to fatigue and creep
respectively. Methods for creep-fatigue lifetime prediction have been reviewed [37, 40].
They include:

Frequency-modified strain range methods

Strain range partitioning methods

Time fraction and ductility exhaustion methods for creep
Energy expenditure methods [35, 42]

In the following we concentrate on those techniques used in the RS procedures [8],
particularly the ductility exhaustion aspect, but also taking a close look at energy methods.
Fatigue damage arises predominantly from cyclic plasticity and is related to the total strain
range. Creep damage results from creep strain, either as forward creep or as reversed creep
e.g. stress relaxation strain compensated by reversed plastic strain, see Fig. 2.1. Creep
damage is uniformly distributed in the bulk whereas fatigue damage is associated with the
initiation of a small surface crack. There is no mechanistic substantiation for the linear
addition of the two damage types to unity - the evidence is empirical and the assumption is
common to most of the models. (There are, in addition, non-linear damage accumulation
models and oxidation-fatigue models [5].) Physically, creep strain and the rate at which it is
accumulated reflect creep mechanisms giving rise to microstructural damage.

3.2. Scope and Procedure

As originally conceived, the R5 Procedure [8] was intended for ferritic and austenitic steels
and their weldments but the initiation procedures could in principle be extended to
superalloys operating at temperatures approaching 1000°C. The component or structure is
assumed to be defect-free but may contain grooves, notches or other changes in section.
The loading may arise from thermal and/or mechanical sources and produce a residual
stress state. Each operational cycle is assumed to induce cyclic plasticity and any creep
component during steady running may involve a degree of elastic follow-up.

For an assessment, the RS Procedure follows these logical steps [8, 43]:

* Determine the loading history of the component or feature
* Determine cyclic stress-strain deformation loops

* Obtain creep-fatigue endurances

* Calculate the total creep-fatigue damage, ¢
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*  Assess whether crack initiation will occur
* Perform a sensitivity analysis
* Report the results

These aspects will be enlarged upon in Section 7. An assessment may involve considerable
laboratory testing if data are unavailable in the literature.

3.3. Definitions

As already discussed, the parameters associated with the cyclic stress strain loop are Ag,
Ag;, Agp as shown in Fig. 3.1a. In addition, if a dwell occurs somewhere in the loop, it is
necessary to know the starting stress, 0, and the follow-up factor, Z, given by:

£

Z=— 32
Ag 3:2)

see Fig. 3.1b. The rate of stress relaxation is given by equation (2.8) viz.:

e__Zde (3.3)

dr E dt
see Fig. 3.2.

D
b
/
AE o’

1
re—— AL { ——

Fig. 3.1 Definition of loop and dwell parameters

A well known equation of stress relaxation is due to Feltham [44]:
o, - 0o=hln(at+1)

where ¢ is elapsed time and a, b are constants. It can be shown that in the presence of elastic
follow-up, equation (3.4) is modified to:
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6,—0=0,B ln(% + 1) ..... (3.5)

The corresponding strain rate is given by:

de _ ____Bb‘t’ob ..... (3.6)
ds E(—+ 1)
Z

The relation between initial stress and time, equations (3.4) and (3.5) for a typical material
is shown in Fig. 3.3.

Note: Equations other than the Feltham relation may be used.

1
. {
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G0 e
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i -1 dg 0
- £ dt Int=0
tn(t)
0 tlh t 0o~ 0 bt
o = B'ln ( E— + 1 )
STRESS RELAXATION °
Fig. 3.2 Establishment of relaxation rate Fig. 3.3 Relation between initial stress and time

3.3.1 Fatigue Damage

The fatigue damage per cycle, Dy, is formally defined as the inverse of the continuous
cycles to failure at some specified criterion. In the RS procedures, at each respective strain
range, laboratory failure data, N¢, are converted to an earlier failure criterion, N,, linked to a
specific embryo crack size a, as defined by the user. Details are given in Section 4. Thus:
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3.3.2 Creep Damage

Unless specific long-term creep-fatigue endurances are available [37, 45] which take into
account (i) the position and duration of the dwell in the cycle, (ii) elastic follow-up effects
(iii) the creep strain rate during the dwell (iv) frequency effects and (v) the effect of prior
service exposure, creep damage may be calculated by using existing long term creep failure
and ductility data (where the average strain rate is the ductility divided by the time to
rupture) and performing stress relaxation tests under cyclic conditions. The traditional

damage method uses Robinson [46] time summation of the form X#/f¢, but for creep fatigue
problems ductility exhaustion (Xe/¢f) is generally preferred [47].

The creep damage per cycle, Dy, is thus obtained from the expression:
D, Jrh (de/dn

de . 3.8)
(%]
dt

Equation (3.8) is expressed in an integrated form because quite often ductility decreases as
the strain rate decreases, see Fig. 3.4, If compressive dwells are believed to be less
damaging, equation (3.8) can be simplified by retaining an upper bound (constant) value of
ductility.

03 L

Curve used for
best estimate.

Austenitic steel, 625°C

02}
Creep
Ductility
£

: L
10°° 10°° 1074 1073 1072 107!
Average strain rate (g/t;)

Fig. 3.4 Typical strain-rate ductility plot

3.3.3 Total Damage
The total damage per cycle is the sum of equations (3.7) and (3.8):

1
Dl =N—+ DC ..... (3.9)

&)
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so that the creep-fatigue endurance is given by the reciprocal value:

-1
* 1
N, =(7V—+Dc) ..... (3.10)

(o}

Equation (3.10) is also the basis for damage factors employed in crack growth, see Sections
S andé6.

3.4. Damage Diagram

From equation (9) the total damage, @, resulting from all service cycles of type j is given
by:

1
=% — 3.11
N (3.1

0,j

J
If the total damage @ > 1 then initiation of a crack of depth ay, is predicted.

Alternatively, the creep and fatigue components may be plotted separately on the axes of a
Damage Diagram:

CRACK INITIATION
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Fig. 3.5 Damage Diagram for assessing creep-fatigue interaction
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Ductility

* The total fatigue damage @ for all service cycles is 1/N,
* The total creep damage & for all service cycles is D

These are plotted as shown in Fig. 3.5. If the point (A, B, C etc.) lies within the envelope,
crack initiation is predicted not to occur.

3.5. Worked Example on Creep-fatigue Damage

From a cyclic relaxation test with a 10 h dwell in the laboratory it was established for a low
alloy steel at 570°C that the constants in equations (3.5) and (3.6) for a starting stress of

200 MPa were B' = 0.075 and b = 5760 for strain rate expressed in h-!. Using equation
(3.8), estimate the creep damage accrued during the dwell.

If this dwell is combined with a continuous cycle at a strain level where (continuous

cycling) crack initiation would occur in 1000 cycles, can the specimen (or simulated
component) sustain 300 creep-fatigue cycles without crack initiation?

(Note: The variation in ductility with strain rate (in s-!) may be taken as:

£ =3.18+0.3810g(%§j ..... (3.12)

between 10% (0.01) and 83% (0.83) and this is shown plotted in Fig. 3.6. Assume Z =3 for
the service location and E = 1.5 x 10 5 MPa.)
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Fig. 3.6 Ductility-strain rate (Worked Example) Fig. 3.7 Expended energy partition [35]
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For simplicity we divide the dwell period into (i) 10 steps over the first hour (where
relaxation is rapid and (ii) 10 steps over the remaining 9 h (where relaxation is more
gentle), see Fig. 3.2 for example. We set up Table 3.1 containing the times, the strain rate
(equation (3.6)) in that time interval, the corresponding ductility at that strain rate, equation
(3.12) and the damage accumulated in the interval given by (de/df)/er x & where &t is 360 s
in the first hour and 3600 s thereafter, compare equation (3.8). Incremental damage is also
indicated in Table 3.1. By summing these increments, the total damage in the 10 h dwell is
found to be 1.52 x 10-3.

Table 3.1: Creep Damage Calculation

7, h 01 02 03 04 05 06 07 08 09 10

de/ds, 829 416 277 208 166 138 118 104 093 083

s-1
(x 107
&

087 076 068 064 060 057 055 053 051 049

Damage [343 198 145 117 098 087 078 071 0.66 0.61
incre-
ment
x 104
t,h 2 3 4 5 6 7 8 9 10 -

de/dt, 4,16 277 2.08 1.66 1.38 1.19 1.04 093 0.83 -
s-1
(x 10-8)
&

038 031 026 022 019 0.17 0.15 0.13 011 -

Damage {040 032 029 027 026 025 025 026 027 -
incre-
ment
x 104

For 300 service cycles the fatigue damage is 300 x 1/1000 i.e. 0.3 from equations (3.7) and
(3.11). To this we add the total creep damage of 300 x 1.52 x 10-3 i.e. 0.46 and so from
equation (3.1) the total damage is 0.76. Creep-fatigue crack initiation is therefore unlikely.

This may optionally be demonstrated by plotting @f = 0.3 and @ = 0.46 in the Damage
Diagram of Fig. 3.5 and observing that the point lies within the envelope.
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3.6. Accumulated Energy Criterion

One of the earliest ideas in fatigue is that a material will fail when the net work expended
(area of hysteresis loop) reaches a critical value. In fact the general damage summation
relation of the form XN/N¢ = 1 embraced by the R5 procedures is based on the Palmgren-
Miner hypothesis [48, 49] which was expressed in energy terms:

» o
iz W

over each cycle of type i. Miner defined failure as 'the inception of a crack' [49].

Under some circumstances at high temperature, the term Wy has been shown to be a

material property, reasonably independent of strain range [35]. Once its value has been
established, it may be taken out of the summation sign as follows:

This leads to considerable reductions in experimental testing since Wy does not require to
be established at each strain range. There is however some variation with temperature [35].
Typical values of Wt are given in Table 3.2.

Table 3.2: Average Energy Values in Continuous Cycling [35]

Material Temperature, °C Wy, Jmm-3
1CrMo00.25V, N&T 482 4.0
1CrMo0.25V rotor 482 2.1
1CrMo00.25V rotor 538 1.8
2.25Cr1Mo, annealed 538 2.1
2.25Cr1Mo, annealed 566 1.2
2.25Cr1Mo, N&T 538 2.0
2.25Cr1Mo, Q&T 482 3.1
9Cr1Mo, N&T 550 3.0
304 stainless steel, ST 566 3.0
304 stainless steel, ST 649 1.6
316 stainless steel, ST 550 0.7
Nimonic 101 850 0.5

It may be shown that the energy expenditure in a single cycle is given by AcAgp/(1+f).
This may be expressed [4] as:

AO'(HB)/ﬁ
1+ B)AVB

w
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If a dwell is imposed at peak tension for example, the extra energy expenditure, &, is
illustrated in Fig. 3.7 and is given by the expression [35]:

_(6,-0) Ao
o= 5 (co+or+l+ﬁ) ..... (3.16)

Typical values of &, Wy and w for a rotor steel at 538°C are given in Table 3.3. Thus the
extra energy expenditure during the dwell can account for a reduced number of cycles to
failure (creep-fatigue interaction).

Table 3.3: Energy Dwell Values for 1CrMoV Steel at 538°C [35]

Ag Ac,MPa oo, MPa  WgJmm3 w, Jmm 8, Jmm-

0.051 947 363 1.17 449x% 102 1.11x103
0.023 825 391 1.22 145x102 086x 103
0.012 692 307 1.87 042x102 041x103

It must be noted that the energy values are a measure of heat which has been dissipated in
the specimen or volume element of the component. The amount causing damage with each
. cycle is a very small fraction of this, Further, the model cannot account for the underlying
microstructural changes which occur (generally transgranular cracking for continuous
cycling and intergranular cracking for creep).

3.7. Validation yversus Assessment Symbols: laboratory valiiation data (push-puil, reverse-bend}
Safety against crack initiation can be ©r R
assured by using;: o [oacking
* Best estimate methodology & 30
* Pessimistic materials data H & ‘VA‘.'M. .
: . og,
. . . . g At
In retrospective or diagnostic analysis H o,
: .
o] Ferritic and

it is appropriate to use: austonte steels
638 - 650°C
Lo
* Plant data
| |
10 100

» Best estimate methodology
¢ Best estimate materials data

Creep damage , d¢

Equation (3.1) is the failure locus on a Damage Diagram, as shown in Fig. 3.8. Thus if
laboratory creep-fatigue endurances are plotted and lie wholly outside the envelope, then
Dioral > 1 and equation (3.1) is a safe bound. Similarly if a retrospective analysis of a failed
component also gives a point outside the envelope by applying laboratory data in equation
(3.1), then the model has been validated. Conversely, when assessing life at the design
stage, all future operating cycles/steady running periods should combine to produce a point
within the envelope for failure avoidance. This is the role of a sensitivity analysis. For
example, if Nf from laboratory data were replaced by some earlier criterion Nj, the fatigue
component @ would move all data points towards unity, so that a point initially within the
envelope might end up outside it.
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3.8. Closing Remarks

In Section 7 a worked example shows the effect of a sensitivity analysis on a typical result
by changing the input parameters if the conditions for crack initiation are violated.
Depending on the component, the actions to be taken could include (i) repairing (ii) input
data reappraisal (iii) changing operating procedures or (iv) undertaking a crack growth
assessment. It is emphasised that two major assumptions of the present lecture have been (i)
that isothermal data may be applied to situations where the temperature is changing (ii) that
cyclic history effects may be neglected.

4 - PREDICTION OF FATIGUE CRACK INITIATION

4.1. Introduction

Our basic assumption is that significant crack growth cannot be allowed during the lifetime
of a component. The purpose of low cycle fatigue (LCF) testing of small specimens is to
determine a number of cycles to complete failure, Ny, so that this information can be used
for predicting the lifetime. The specimen is taken to represent part of the component and so
the term Ny for the small specimen represents crack inifiation in a large component. On the
other hand, more exacting criteria may be required for critical locations so that knowledge
of cycles to crack initiation, Nj, in the specimen itself is desirable. Arbitrary failure criteria

may be taken [11] as a 2% or a 5% tensile load drop reckoned from some saturation value,
see Fig. 4.1.
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Fig. 4.1 Load drop in fatigue test(a) defines sensitivity of endurance (b)

In Fig. 4.2, ABC is a strain concentrating feature in a component which produces a plastic
zone of depth X as a result of temperature or mechanical strain cycling. The effects of a
strain gradient in the zone are minimised by making the specimen width or diameter W « X
(i.e. uniform strain conditions across the specimen). If X < W then either (i) the specimen
diameter may be further reduced or (ii) the test may be terminated at a specified load drop,
as discussed above. Thus initiation in both "thin" components (e.g. nuclear fuel element
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cladding) and "thick" components (e.g. the region ahead of a heat relief groove in a rotor)
may be modelled [50].

10!
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© 1.27 mm wall thickness
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Fig. 4.2 Specimen/component size effect  Fig. 4.3 Solid/tube specimen size effect [51]

An earlier failure criterion may also be obtained by testing thin components. In Fig. 4.3 is
shown the earlier failure of tubular specimens 0.65 mm and 1.27 mm wall thickness
compared with failure of standard 6.35 mm diameter specimens [51].

4.2. Fatigue Crack Initiation - the R5 Approach on Size Effect

The RS approach (8] differs from other Codes [9] in that (i) the value of the damage factor
in equation (1) of Section 3 is always set to unity and not < 1 as in some Codes, (ii) no
safety factors are applied to fatigue endurance data, assessments being made either on a
best-fit curve or a lower bound to the data, (iii) fatigue damage is not applied to the original
database (which is generally based on laboratory specimen 'failure’ to some specified load
drop criterion which contains an element of crack growth) but to an earlier initiation point
and (iv) the creep damage summation in equation (3.1) is effected with respect to strain
(ductility exhaustion), not time as noted in Section 3.

The concept has been discussed previously [9]. The relation for estimating initiation cycles,
Ny, relies on the propagation characteristics of cracks in the 'short crack growth’ regime
immediately following initiation (discussed in Section 5). However the crack growth
constants do not appear explicitly in the formulae.

Partition of the fatigue cycles is indicated in Fig. 4.4. The term N represents the number of
continuous cycles to failure at crack depth qj in a laboratory specimen (this could represent
5%, 10% load drop rather than complete severance). It is required to establish the quantity
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Nj at a corresponding crack depth a,. The value of a, is chosen by the user, having regard
to the component. The term Nj in Fig. 4.4 represents the number of cycles to a very early
initiation depth a; (= 20 um) for use as a fiducial reference, use being made of an empirical
relation between Nj and Nj due to Pineau [52] . Along the sloping line in Fig. 4.4 crack
growth rate in high strain fatigue is given by [2, 53]:

ﬂ = Ba?

dN
where B and Q) are empirical constants [2, 53]. It is known that up to a certain crack depth,
amin, €xperimental cyclic growth rates are constant [54], as indicated in Fig. 4.4. In the R5

Procedure apip is taken to be 200um. In the first Issue of RS the Pineau relation [52] was
modified to :

N; =0.0366N; 3% (4.2)

but in Issue 2 this has been changed to [55]:
Ni=Nexp(-806N0%) (4.3)

and these relations are shown plotted in Fig. 4.5.
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Upon integrating equation (4.1) over the constant- and increasing-crack-growth-rate
regions, eliminating the term B and assuming Q = 1 (valid for many alloys) then [43]:
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(amin - ai) + Amin ln(ao / amin):| (4.4)
(amin -4 ) + Amin 1n(lal / amin)

No=N;+(M —Ni)[

provided ag > amin- A very similar relation applies for a, < @min:

_ | . . ao_ai ..... 45
Ny = Ni+(M - Nj) (@min — @)+ dmin 1n(al/amin)} -

A very similar result may be derived when Q > 1 and is given by:

Ny =N, +(N, - N}) “Gin Oy~ D+ ©@=D@mn=a)| (4.6)
t " @i (@i - i) +(Q - Di(amin — 1)
and when g, < apiy:
(Q-1)(a, — )
N, =N, +(N; = N;) — Wi ik L/ S (4.7)
v s {argﬁn(arlnig - all %) +(0- D(amin - ai)}

In surhmary, the predicted endurance N, in equations (4.4) and (4.5) (or equations (4.6) and
(4.7) respectively) required for a damage calculation depends on the crack size criterion
adopted for initiation.

4.3. Other Factors Affecting Continuous Cycling Endurance

It has been shown that a laboratory failure criterion, N}, must be established from
continuous cycling tests so that a value of Ny may be calculated. However some variation
in such reference endurances can occur as follows.

4.3.1 Material Scatter

In Fig. 4.6 we plot a typical endurance curve for a service material [45]. There is typically
half an order of magnitude variation in endurance at a given strain level. Material scatter
may either be intrinsic (i.e. invested in the response of the material itself) or extrinsic (i.e.
arising due to uncertainties of measurement in the testing system, especially strain
measurement [56]). Whichever is the case, the assumption of a mean line would give best
estimate prediction of behaviour while a lower 95% confidence limit line would be used for
a pessimistic or safe prediction.

4.3.2 Frequency Effect

It is generally observed that a decrease in frequency of testing gives rise to a reduction in
endurance. An example is given in Fig. 4.7 [57]. For most steels an upper bound may be set
at 0.1 Hz at temperatures less than 600°C, but there is in principle no lower bound as the
frequency is reduced in continuous cycling. Reduction in endurance is due to creep and
oxidation effects.
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Note: As shown in Section 3, the effect of creep is assessed separately. There is thus a
danger of 'double accounting' if low frequency fatigue data are assumed as a reference but
clearly this would be acceptable in a pessimistic prediction.
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Fig. 4.6 Typical scatter in endurance [45] Fig. 4.7 Strain rate effect on endurance [57]

4.3.3 Effect of Temperature

It is generally observed that an increase in temperature gives rise to a reduction in
endurance. In ferritic steels for example the reduction factor is about 4 over the temperature
range ambient - 550°C. The same factor applies to austenitic steels up to 850°C, see Fig.
4.8 [571. As arule of thumb, the effect is small in most steels when the change is limited to

about 100°C
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Fig. 4.8 Temperature effect on endurance [57]
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4.3.4 Service Exposure

Surprisingly, when plotted on a total strain range basis, the endurance of service-exposed
materials lies within the scatter band of virgin material. This has been demonstrated for
material taken from a 316 steel turbine valve which had been in operation for 130,000 h at
~600°C subsequently tested at 650°C [58]. A similar effect was found in rotor material
exposed to 536°C for 134, 000 h, subsequently tested at 566°C, see Fig. 4.9 [59]. It should
be noted however that the cyclic stress-strain properties of service-exposed materials are
frequently weaker than that exhibited by virgin material [59].

101 5
Data band for virgin i
i, Cr=Mo-=V rotor forging |
X\ (24~0-015 cpm) [5,6] |
[ i
| Rotor A : o Virgin e Aged - |
| RotorB:& LT a4 HT
| RotorC:v LT v HT |
| RotorD:0 LT ® HT | i
01l _ ]
10 102 103 104 10° L | o
Cycles to failure N¢ o T0e
Fig. 4.9 Endurance: effect of service [59] Fig. 4.10 Endurance: environment effect [40]

4.3.5 Environment

For fast reactor lifetime assessments, experiments in vacuum, sodium, helium etc. eliminate
the oxidation component of fatigue damage. As expected, testing in such environments
prolongs the endurance of materials compared with standard tests in air. An example for
21/4Cr1Mo steel at 593°C is given in Fig. 4.10 [40].

4.3.6 Weldments

Weld metal and weldments often show significantly lower endurance than base metal. An
example for 316 material is given in Fig. 4.11 [60]. It is believed that this reduction is due
to a metallurgical notch effect produced by yield strength variations across a weldment.

4.4. Thermo-mechanical Cycling

As has become clear, the service cycle usually involves a change in temperature and this is
sometimes modelled by the thermo-mechanical test discussed in Section 1. The field has
been reviewed by Miller and Priest [14]. It is remarkable that for ferritic steels cycled
between 300-550°C the data fit well within the broad scatterband of a factor 2 on mean
isothermal endurance, see Fig. 4.12. A similar effect is found for 304 austenitic steel in the
temperature range 200-750°C as indicated in Fig. 4.13 [14].
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4.5. Validation of Crack Initiation Relations

There are several empirical expressions for crack initiation to specified depths.

ao =060 pum [61]

ao = 100 ptm [62]

N, = N = 2.63N " +0.69N} !

N, = N, +31.52N04
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ao =375 um [63] Ny=N-4NM . (4.10)
Note: Equation (4.9) must be solved numerically.

Taking 0 = 1 and using equation (4.2), equations (4.4) and (4.5) as appropriate are
validated against the respective equations (4.8)-(4.10) in Table 4.1. Similar comparisons

may also be undertaken for (i) Q values > 1 and (ii) using equation (4.3) in place of
equation (4.2).

Table 4.1: Comparison of Crack Initiation Criteria for Q = 1

N No

ao =60 um < amip ao = 100 um > apip ao =375 um > apin

Eqn.(4.5) Eqn.(4.8) Eqn.(44) Eqn.(4.9) Eqn.(4.4) Eqn.

(4.10)

200 47 36 57 40 114 104
300 76 73 93 82 176 177
400 110 115 130 131 239 254
500 146 161 170 186 302 333
600 183 209 211 245 367 414
700 221 260 254 308 433 496
800 261 312 298 373 500 579
900 303 366 343 441 567 663
1000 346 421 390 510 635 748
1500 575 715 638 878 984 1178
2000 826 1029 905 1269 1345 1618
3000 1377 1700 1488 2089 2095 2512
4000 1982 2409 2120 2941 2875 3420
5000 2631 3146 2794 3813 3679 4337
10,000 6372 7096 6612 8327 7977 8995

4.6. Worked Example (Sensitivity Analysis)

During a crack growth test, scatter in the data implied that the value of Q in equation (1) lay
between the values 1 and 1.45. Assuming the smooth specimen failure criterion (ap) tobe 2
mm after 1000 cycles (N]), what are the extremes in initiation cycles N, for chosen values
ao of 60 um and 375 pm respectively?

To calculate Nj we use equation (4.2) for simplicity. Substituting in the relevant equations
(4.4) to (4.7) and taking aj = 20 um, amin = 200 um as discussed above, we find the
following:

To initiate a 60 um crack 346 cycles are predicted when Q = 1 while if Q = 1.45, then 363
cycles are predicted. For initiation of a 375 pum deep crack, the predicted cycles are 635 and
735 when Q =1 and 1.45 respectively.
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4.7. Worked Example using Energy Criterion

A component is required to operate under mixed cycling according to the scheme in the
first three columns of Table. 4.2. The material obeys the Ramberg-Osgood law (equation
(2.2)) having the constants E = 1.5 x 105 MPa, A = 1500 MPa and 8 = 0.15. The
characteristic energy for crack initiation is 1.0 Jmm-3. Is crack initiation likely to occur in
the component?

Table 4.2: Data for Energy Calculation

Given parameters Calculated parameters
Cycle type No. of cycles Ag;, % Ao, MPa W, Jmm-3
Major 50 0.6 593 0.053
Intermediate 250 0.5 554 0.157
Minor 300 0.4 500 0.115

Total energy consumption = 0.325

Substituting the values of E, A and [ in equation (2.2) and solving numerically we have the
corresponding stress ranges in column 4 of Table 4.2. The energy in each cycle is given by
equation (3.15). Multiplying respective energies by the appropriate number of major,
intermediate and minor cycles we then have the accumulated energies for each cycle type
in the final column of Table 4.2.

Summing these energies, the total is 0.325 Jmm3 < 1.0 Jmm-3 . Crack initiation is thus not
likely to occur. This problem is returned to in Section 5.

5 - PREDICTION OF SHORT CRACK GROWTH DURING THERMAL FATIGUE

5.1. Introduction

Crack growth experiments are undertaken to support the contention that structures can
perform their design function even though they may contain defects, provided only that
cyclic propagation behaviour is well characterised. From the size effect argument in
Section 4 (Fig. 4.2) it appears that early growth rates in the component may also be
reproduced by monitoring those occurring in the specimen. However it is clear from Fig.
4.2 that crack growth depths must be restricted to depths of approximately 0.25W,.beyond
which a notable increase in specimen compliance (inverse stiffness) would be observed. In
a thick component, no such increase in compliance would be observed for the same crack
depth.

In the following, as in most experimental work supporting lifetime assessments, it is
assumed that simulation may be effected by testing at the maximum temperature of
exposure, thus giving a conservative (pessimistic) prediction of crack growth rates.



54 R.P. Skelton

5.2. Form of Crack Growth Law
5.2.1 Empirical Relation

In a typical LCF growth test, a smooth specimen of circular or rectangular cross section is
lightly notched and crack progress monitored by one of several techniques listed as under:

Potential drop

Striation counting

‘Beach marking'/heat tinting
Compliance/load drop changes

Surface observation/replica measurements

Testing is normally done between limits of total strain range Ag. From such studies an
empirical growth law is found [53] to be:

da

dN

= BaQ

where da/dN is the cyclic growth rate, B is a constant which depends on the value of Ag, a
is crack depth and Q is a constant. Values of Q for several materials are summarised in
Table 5.1 [2].

Table 5.1: Typical Crack Growth Parameters {2]

Material Temperature, °C  Q Notes
20Cr/25N1/Nb 750 1.0

316 steel 625 1.0

High N 316 steel 600 1.0

Aged 316 steel 625 1.9 1/2 dwell, vacuum
Hastelloy X 760 1.0

Alloy 800 500-760 1.0

A286 593 1.0

9Cr1Mo, annealed 550 1.9 Vacuum
9CriMo, N&T 550 1.3 Vacuum
21/4Cr1Mo, annealed 525 0.74

21/4Cr1Mo, N&T 525 0.86

172CrMoV 550 1.0

1/2CrMoV 550 1.5 1/2 h dwell

A typical laboratory test starts with a chordal notch of depth 0.1 mm in a cylindrical
specimen of 10 mm diameter and finishes when a significant tensile load drop of 5% or
thereabouts has occurred [64]. At this point a/W ~ 0.25 depending on crack shape.

For assessing the behaviour of short cracks in a component, therefore, we need to know the
total strain range at the surface, Ag;, see Section 1. The variation of the constant B with total
strain in equation (5.1) when growth is expressed in mm/cycle is given in Fig. 5.1 [2]. It
may be noted that the value of B is the growth rate at unit crack depth, independent of Q.
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An upper bound value for B for growth in mm/cycle is given by the relation:

B=261x10%Ae?® . (5.2)

This relation has been adopted in the R5 Assessment Code [8]. Although intended mainly
for continuous cycling data in ferritic steels at temperatures up to 550°C [2], Fig. 5.2 shows
that the relation may safely be applied to austenitic steels at higher temperatures and low
strain rates [64] and for 316 steel with a 24 h dwell at 600°C. It is also a safe upper bound
for very limited data on crack growth in superalloys [9, 53, 65], Fig 5.3. In Fig. 5.4 we have
an example [66] of crack growth rates measured during TMF lying well below the upper
bound relation of equation (5.2), demonstrating that isothermal data at the maximum
temperature are indeed pessimistic.
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Note: (i) Equations (5.1) and (5.2) are empirical and, although lying below the upper bound
line, crack growth may be either transgranular or intergranular (i1) fundamental theory [67]
predicts Q = 1 (exponential growth law) in equation (5.1).

5.2.2 Very Low Crack Depths

At very small specimen (and hence component) crack depths (a/W < 0.01) equation (5.1)
breaks down and growth rates appear to be independent of crack depth for a given strain
level. The critical depth, amin, as discussed in Section 4, appears to be in the region of 200
pm. Figure 5.5 shows the effect for an austenitic steel and a superalloy {2]. Abundant data
have been provided on austenitic steels [68] and together with detailed studies on short
crack behaviour at grain boundaries [69] there may well be a case for reducing the value of

Amin to 140 pm.
5.2.3 Integration of Growth law

Equation (5.1) may be expressed in its integrated form:

1 (o0
Ng—(Q_l)B(aO s I (5.3)

ifQx1orn
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1
Ny = Eln[g—f-] ..... (5.4)

2

if 0 =1, where Ng is the number of cycles involved in propagation, a, is the initial depth,
and ay is an accepted final depth.
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Fig. 5.5 Cut-off at low crack depths [2] Fig. 5.6 Intergranular crack in a rotor steel [3]

5.2.4 Worked Example

A component 10 mm thick is required to operate under severe conditions with a surface
total strain range of 1%. Assuming a surface defect of 20 um and that the material obeys an

exponential growth law (Q = 1) how many cycles are required to propagate the crack to 2.5
mm depth using a conservative growth rate?

Putting Ag; = 0.01 in equation (5.2), the required value of B is 5.21 x 10-2. The calculation
is next performed in two parts. Between 20 um and 200 um (amj, = 0.2 mm) the growth
rate is constant. Substituting the value of ani, in equation (5.1), this growth rate is 1.04 x
10-2 mm/cycle. Over the range 20 pm - 200 um this represents some 17 cycles. The
number of cycles over the range 0.2 mm - 2.5 mm is given by equation (5.4) and is some 49
cycles The total number of cycles is thus 17 + 49 = 66.

Note: If the starting depth (0.02 mm) and final depth (2.5 mm) are instead substituted
directly into equation (5.4), the cycle number is overestimated at 93 cycles.
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5.3. Industrial Examples on Crack Growth
5.3.1 Crack Growth in a Rotor [5]

Intergranular cracks some 8 mm deep were discovered in a 1CrMoV rotor after some
65,000 h service [70] with steady running periods of 325 h each. Finite element analysis
showed that the peak surface strain range was ~0.7%. Simulative LCF crack growth tests
with dwells up to 16 h at 550°C showed that the damage mechanism was intergranular [3],
Fig. 5.6, similar to that in service [70]. The value of B was given by:

B=8.86x107(1+0.39log7) .. (5.5)

where ¢ is the dwell time expressed in hours, see Fig. 5.7. Extrapolated values of B out to
300 h lie below equation (5.2). Using equations (5.5) and (5.3), Table 5.2 summarises
likely service cycles to propagate a crack up to a final depth of 8 mm assuming an
experimentally observed value of Q = 1.75.
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Fig. 5.7 Extrapolation of B to long dwell [5] Fig. 5.8 Crack growth in a ligament [5]
Table 5.2: Calculated Cycles to Propagate Crack to 8 mm Depth [5]
“Tension dwell, h ﬁopagation cycles
a,=0.2 mm a,=0.5 mm ao=1.0 mm
16 321 151 81
100 265 124 67

500 229 108 58
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5.3.2 Crack Growth in a Ligament [5]

Interligament cracking in superheater headers has been discussed previously [40].
Transgranular cracking was observed in a ligament area between adjoining 21/4CrMo
steam tubes after 85 000 h of service at around 570°C. The unit had experienced some 360
start-ups (‘cold’, 'warm' and 'hot’) during service and the severest thermal loading was
estimated to occur in the range 350-450°C. It was possible to perform a retrospective
analysis of crack progress using an oxide dating technique [71]. Estimated progress with
the number of 'cold' and 'warm' starts (which were considered chiefly responsible) is shown
in Fig. 5.8.

The ligament may be regarded as a large laboratory specimen undergoing reversed loading,
see Fig. 5.9. A test on service-exposed material in continuous cycling at 400°C and 570°C
at a total strain range of 1.3% indicated a transgranular cyclic growth rate, independent of
temperature and that B = 6.6 x 10-3, Q = 1 in equation (5.1), lying below the upper bound
equation (5.2). It may be noted that the best fit of equation (5.4) to the oxide dating line in
Fig. 5.8 is by assuming B = 2.5 x 10-2. Separate crack growth tests were undertaken and
these indicated that the total strain range in service must sometimes have exceeded 2%.

Fig. 5.9 Typical ligament cracking

5.4. Enhancement of Growth Law due to Creep Dwell
5.4.1. Crack Growth Rate

In LCF laboratory tests, potential drop records have shown [3] that crack advance takes
place during stress reversal and not in the dwell itself. Thus the increasing values of B with
time in Fig. 5.7 are a reflection of the damage accrued during the previous dwell.
Metallography confirms that the degree of intergranular cracking is much greater after a 16
h dwell than was the case with a dwell of 1/2 h [3], see Fig. 5.6.
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A model has thus been set up [65] using linear damage theory and introducing the term D,
to account for the creep damage per cycle. Under creep-fatigue conditions therefore the
basic continuous cycling law given by equation (5.1) becomes enhanced owing to the creep
damage accumulated during the dwell. The result when Q =1 is [65]:

. 2
(Eﬁ’_) - Ba{u_D&h{ij} ..... (5.6)
dN B \aq,

the asterisk indicating the creep-fatigue modification. A very similar relation applies when
Q > 1. Values of D have been determined empirically for creep-fatigue growth in a variety
of alloys [65] and the results may be summarised as a plot of damage factor versus
effective frequency [72] where the latter combines the hold time and reversal period, see
Fig. 5.10.
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Fig. 5.10 Damage factor extrapolation [72]
5.4.2 Propagation Depth

Equation (5.6) is most useful in its integrated form for block loading over N; cycles [65].
Continuous Cycling
ag =aoexp(2BiNi] ..... 3.7
i=1

Here the damage function has been set to zero.
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Non cumulative Damage

B 1
ag = a, exp Z—‘(————l)} ..... (5.8)
° {ileci 1= N D

This form appears in the R5 Code [8]. It allows creep damage to accumulate over each
block of identical cycles only, resetting the value of D, for each block. Damage in previous

cycles is thus ignored, e.g. when a period of intergranular cracking is followed by
transgranular cracking.

True Cumulative Damage

B;N;
= —_— (5.9)
“ "°‘”‘p{£(l—wo)<l—wt>}

where w, is all previous cumulative damage up to the current ith block and @ is this
damage plus that accumulated in the ith block itself.

5.4.3 Worked Example

This case is an extension of the energy worked example in Section 4, now assuming an
initial defect size.

A component containing a surface crack of initial depth 0.2 mm receives the loading

regime summarised in Table 5.3. Calculate the final depth of penetration for the cases of
equations (5.7) - (5.9) respectively.

Table 5.3: Postulated Loading Regime for Component

Cycles/block Ag, % D¢ Bineqn.(5.2)
Ist application 50 0.6 3x 104 1.21x 102
2nd application 250 0.5 2 x 104 7.22 x 10-3
3rd application 300 0.4 1x 104 3.82x 10-3

This case has been discussed in some detail previously [5, 65]. The results are given in
Table 5.4 where the deeper penetration is demonstrated for the two instances of damage.
These equations offer a very practical method of engineering assessment and the term D,
can be deduced from metallography [73] or by means of Fig. 5.10 for example.
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Table 5.4: Predicted Crack Growth from Separate Damage Models

“Type of damage Penetration depth, mm
None (continuous cycling) 4.88
Non-cumulative 5.41
Cumulative 6.56

5.5. Conclusions

This section has demonstrated that penetration of surface defects may be calculated quite
simply from a knowledge of the surface (total) strain range undergone by the component.
The advantages of the technique are:

* Generally, no complex finite element analyses or compliance considerations are
required for the component

* Appropriate values of the parameter B may be read off from the 'B-Ag diagram, or
alternatively an upper bound relation may be used for a conservative assessment

* The relations may only be used to a limited depth (a/W < 0.25) in the component, or, if
beneath a stress concentrator, to the depth of the calculated plastic zone, see Sections 6
and 7.

6 - PREDICTION OF DEEP CRACK GROWTH IN THERMAL FATIGUE

6.1. Introduction

When small cracks or defects are discovered in structural components, or are postulated to
exist at the design stage, an assessment of their likely behaviour during subsequent service
cycles must be made. If the crack is surrounded by nominally elastic material, the Paris
(LEFM) growth law [74] applies:

d
d—}%:c&c’" ..... 6.1)

where a is crack depth, N the number of cycles, C and m are constants and AK is the stress
intensity range. By integrating equation (6.1) the crack may be progressively updated, i.e.
for every known service cycle the incremental growth Aa is added to the starting depth a,
and the value of AK reassessed for the new crack depth, taking into account (i) flaw shape
(e.g. extended defect or thumbnail crack) (ii) compliance changes over the propagation
range considered and (iii) the nature of the stress distribution. The effect of temperature,
dwell (frequency) and environmental effects on the values of C and m must also be taken
into consideration.

In materials of very high yield strength it may be shown that the LEFM equation (6.1) may
be applied to crack depths down to 0.1 mm at ambient temperature. In contrast, for low
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yield strength materials the relation breaks down at much larger crack depths, especially at
elevated temperatures where materials can become more ductile. It has been shown [2] that
cracks less than 3 mm in depth cannot be grown in ferritic and austenitic steels of yield
strength 150-200 MPa without substantial reversed plasticity. Similar problems arise with
LEFM theory for a crack situated in the plastic zone of a notch.

In principle, the short crack growth equations (5.1) and (5.2) can be used to assess the
growth rate of shallow cracks under uniform strain. However the usual service situation
involves a strain gradient during a thermal transient or in the field ahead of the notch. At
some point therefore the plastic strain reduces to zero. This is seen in Fig. 6.1 where curve
AA is the theoretical elastic peak profile resulting from a thermal shock at the bore. This is
readjusted as the elasto-plastic curve BB. When the temperature becomes uniform the
difference between this curve and the original elastic profile define a residual stress profile.
There is then a period of shakedown for each subsequent shock and the system oscillates
between the peak shakedown curve CC and the residual stress state DD. It can be shown
that the depth of the plastic yield zone is given by the intersection of the original curve AA
with twice the yield stress oy as shown in Fig. 6.1. Thus a series of closed hysteresis loops,
diminishing in amplitude away from the surface, is described throughout the yield zone
during each cycle.
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Several parameters have been developed to correlate crack growth rates in LCF with those
in LEFM, as encountered in the plastic zone size transition region of Fig. 6.1. These are
either based on a cyclic strain intensity [75] or a cyclic AJ [76]. There are marked
similarities between the two parameters [77] and a smooth transition can be demonstrated
between crack growth rates in the LCF and LEFM regimes [2] as shown below.

6.2. Effective (Equivalent) Stress Intensity Parameter
The equivalent stress intensity AKeq is given [75] by:
AKq =(EAep +qoA0)YVRG L (6.2)

where Ao is the stress range, and Y is a compliance function which may be taken as unity
for a rigidly-gripped single-edge notch specimen or 2/n for a thumbnail crack. It has been
demonstrated [77] that the method is in good agreement with the more familiar formula of
Shih and Hutchinson [78] for estimating AJ values for short cracks.

Note: beyond a/W = 0.25 the value of Y increases above unity as FE calculations have
shown [79]. Experimentally , Y is also found to depend on the constraints of the specimen
gripping arrangement.

The Paris law, equation (6.1), now becomes:

d

a

N Cak " L (6.3)
Some workers prefer to plot their results in terms of AJ where:

AKeg=vAJE (6.4)
A general growth law is thus alternatively expressed as:

d a ) +

—=CAJ"

avo A (6.5)

In Fig 6.2a, b are plotted some data for EN16 steel plotted according to equations (6.3) and
(6.5).

For deep cracks, the expression of Dowling [80] for centre cracked plates may be modified
(by the omission of a factor 2) for edge-notched specimens to give:

GoAPS,E }1/2
(1+B)W -a)

AKe, = {qu1{2 +

where AK is the elastically calculated value, &, is the plastic displacement, discussed
below, and f is the cyclic hardening coefficient discussed in Section 2. The agreement of
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equation (2) for crack growth in the region 0.2 - 5 mm and equation (6.6) for growth in the
region 5 - 17 mm for typical specimens and values of § is shown in Fig. 6.3 [2].
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6.3. Crack Closure Effect in Reversed Loading

Evidence for crack closure in laboratory specimens is provided by load-displacement loops
and an example is given [181] in Fig. 6.4. There is a clear change in stiffness (compliance)
as the crack opens and closes in a single cycle. The important point is that this occurs
whilst the specimen is still in the compressive phase. Since the experiment of Fig. 6.4 was
performed in displacement control simulating the service condition it is likely that the
effect will also occur in service.

It is thus required to define a load range describing the stress intensity range AK. Following
a recent round robin series of tests [41] it was shown that the best estimate of the opening
range will provide the most physically acceptable value of AK.

The opening parameter gq is thus defined by:

_ Prax = Popening
qdo = P—‘—;——— ..... (6.7)
max ~

min

where P is the applied load, see Fig. 6.4. The effective stress intensity parameter AKefr is
thus given by: '

AKyp =g L (6.8)

where AK = Kinax - Kmin-
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It has been shown by examination of a large body of data [82] that the parameter g, varies
with crack depth and hence with the term R where:

Pmin _ Kmin (6.9)

R=-mumn _—mn

P max Kmax

Further, it has been shown that an upper bound to the data is given by:

1-0.5R
=— 6.10
9o 1-R ( )

A typical example is given in Fig. 6.5 [82]. Equation (6.10) is used in the R5 procedure [8].
Diagrams such as Fig. 6.5 for different materials thus enable an estimate of crack opening
ratio to be made from stress (intensity) ratios occurring in service.

- 1.0 -]

1 2

" toa
SEN
1/2 h DWELL
550°C

¥ CONTINUQUS CYCLING, AIR, 500%0

® AS ABOVE, 526°

CYCLES TO FAILURE

.
SCriMo

. -t SEPARATE SPECIMENS
1/2 CrMov .

o
A Lo 5
-

vt 11,1)
-3 -2 1 u

R
Fig. 6.5 Variation of g, with stress ratio [82]  Fig. 6.6 Lower bound endurance prediction [84]

¥V IDNVY NIVHLS TYLOL

6.4. Integration of Growth Laws
Equations (6.2) and (6.3) may be integrated to give:

z(al—m/Z _aé—m/Z)

N, = - 6.11
: cim-2){v(Eae, +qua)«/E}'" ©40

This relation gives the number of cycles Ny to progress the crack from depth a, to final
depth af. Making use of equations (2.1) and (2.2), equation (6.11) may be expressed
entirely in terms of total or plastic strain range. As such, this gives a lower bound on
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smooth specimen endurance since crack initiation cycles are neglected [83]. An example
[84] is given in Fig. 6.6.

6.5. Effect of Oxidation and Dwell

It is known that both oxidation and creep effects accelerate cyclic crack growth rates with
respect to those observed in continuous cycling [5]. The relation is usually written in

separ: ate components:
(d—“) = (i‘i) + (ii—"-) + (d—“-) ..... (6.12)
dN Jiot dN Jmech dN creep dN Joxid

where the reference 'mechanical’ rate may be determined under vacuum [85]. Some
workers combine the last two terms of equation (6.12) into a single contribution [5]. For
practical assessment purposes, the enhancement of growth due to creep-oxidation-fatigue

interaction is reflected by the empirically determined value of C and m in equations (6.1)
and (6.3) for example.

Note: equation (6.12) applies equally to LCF crack growth but again this is accounted for
by empirical determination of the constants B and O in equation (5.1).

Similarly, the damage factor, D, may also be employed in the deep crack regime. In this
case however, damage is restricted to the cyclic plastic zone at the crack tip rather than in
the whole section of interest [65, 72]. This plastic zone size, rp, given by :

AK?
=== (6.13)
4noy

r

p

where oy is a representative yield stress, must be distinguished from the plastic zone due to
general yield conditions at the surface, see Fig. 6.7 for the case of a thermally shocked
cylinder. The corresponding form of equation (5.6) is:

* m
(%) e 5 reameasam?l L (6.14)
where M= ___&_7__2_
4CAK™™ oy

Again, the basic continuous cycling law given by equations (6.1) or (6.3) becomes
enhanced owing to the creep damage accumulated by the dwell. Typical values of D, for a
range of high temperature alloys are given in Fig. 6.8 [72].

The model expressly assumes that creep crack growth does not occur during the dwell itself
but occurs during the ramp, enhanced because of damage set up in the previous dwell.
Experimental evidence for this is provided in Fig. 6.9 [3]. Regarding sequential cycles of
type j etc., the value of D is continuously updated as was done for the case of short crack
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growth (Section 5). In this case however, the possibility of overlapping cyclic plastic zones
must be taken into account [65].
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6.6. Multiple Cracking and Crack Arrest

In order to carry out a crack growth assessment on a component or feature, a representative
stress intensity range profile is required under peak loading conditions. This can be
achieved by weight function methods [86] or finite element analysis. For simple
geometrical shapes, analytical solutions are available in the presence of arbitrary loading.
Thus for a thick cylinder quenched at the bore, the peak stress intensity is given by [1]:
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) 2
K= Ea(Ts_TaV) 1- 16a +_2_(_a_) ..... (6.15)
1-v InW  3\W

where the parameters have been defined in Section 1.

It is emphasised that equation (6.15) does not apply for relatively thin-walled geometries
for which numerical analysis is required. For a given wall thickness and thermal transient,
the peak stress intensity increases with increase in shell diameter.

In Fig. 6.10 is shown the peak stress intensity profile for a thick cylinder (92 mm outside
diameter, 20 mm inside diameter) water quenched at the bore from 550°C [15]. When there
is multiple cracking, the net effect is to reduce the stress intensity [1]. The general
characteristic of stress intensity profiles for thermal shocks is an initial rise, passing
through a maximum, then a decline. This introduces the possibility of crack arrest at a

depth defined by the threshold stress intensity AK,, see Fig. 6.10 and this has been
demonstrated experimentally [15]. When an end load is present however, the arrest point is
pushed further and further towards the back face so that at some point crack breakthrough
can occur [1, 87].

6.7. Industrial Example of Crack Growth in a Steam Chest [5]

Post-mortem metallographic examination of a weld feature in a low alloy ferritic steel
steam chest of 100 mm wall thickness showed that a crack had propagated along the fusion
boundary about 44 mm from the bore over a period of 430 start-up cycles. The peak
transient stress profile and the on-load residual stress profiles were converted into
corresponding profiles of stress intensity factor, using a computer program based on the
weight function method [86]. As shown in Fig. 6.11 the peak transient profiles are
compressive whilst the residual profiles are tensile.
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Fig. 6.11 Profiles in thick component [5] Fig. 6.12 Integrated crack growth rates [5]
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Determining the R and g, value at each stage by means of equations (6.9) and (6.10) and
hence the corresponding stress intensity range from equation (6.8), crack growth rates were

determined by means of equation (6.3) with C =7 x 10-7 and m = 3.6 as an upper bound (in
mm/cycle) [81]. Integrated crack growth rates are shown in Fig. 6.12. They provide a
pessimistic prediction of crack progress and also a sensitivity to the cyclic stress-strain
properties of parent material and weld boundary material.

6.8. Worked Example in LEFM Growth with Damage [65]

Experiments on a high temperature steel established that continuous cycling crack growth
rates were given by equation (6.1) with C = 6.18 x 10-7 and m = 2.20 for growth in
mm/cycle and a typical yield stress at high temperature was 150 MPa. Using the expected
service application below, determine crack progress.

¢ (1) 50MPam!/2 for 50 cycles at a damage level D¢y = 6 x 10-3
s (2) 40 MPam!/2 for 500 cycles at a damage level Dy = 3 x 104
* (3) 60 MPam!/2 for 40 cycles at a damage level D¢z = 6 x 10-3
* (4) 30MPam!/2 for 100 cycles at a damage level D¢y = 6 x 103
* (5 40MPam!’”2 for 100 cycles at a damage level D¢y, = 6 x 1073

The integrated version of equation (6.14) is simply:

m
a; = CA;‘ lvamraeamly, L (6.16)

In principle, we substitute the relevant damage levels into equation (6.16) at each step,
work out the incremental crack growth, and sum these to give the total crack penetration.
However there is a complication due to 'overlapping zones'. The working is shown in Table
6.1 and illustrated in Fig. 6.13. Step 1 is straightforward. The second step is notionally at
the reduced damage level D.p, but the zone depth must initially be traversed at the
previously inserted level of D¢,. After 8.84 mm of growth, the cyclic damage level abruptly
changes to D¢, for the remainder of this step.
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Fig. 6.13 Overlapping zones in LEFM [65]
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Table 6.1: Summary of Damage Levels and Associated Crack Growth

Step  Ag Damage Sai. mm rp, mm N
’ leycle ¥’

MPam!/2
1 50 6x 103 341 8.84 50
2 40 6x 103 8.84 8.84 204

1.44 + =500

60 6x 103 3.95 12.73 40
4 30 6x 103 2.42 3.18% 100
5 40 6x 103 434 5.66* 100

* Not effective, due to overlap of previous zone

The third step reverts to damage level D¢, and produces the largest plastic zone size of all,
which encompasses the two smaller zone sizes calculated for steps (4) and (5). The high
damage level D, is thus maintained for the rest of the calculation.

The total growth increment over the whole interval is thus Z&zj i.e. 24.4 mm. This would
be a conservative calculation since in practice overload effects can cause a delay before
crack propagation resumes.

7 - VALIDATION AND WORKED EXAMPLE - CRACK INITIATION &
GROWTH IN THICK COMPONENT

7.1. Introduction

In this detailed example we draw together many of the aspects covered in Sections 1 to 6. It
concerns the failure of an actual steam chest which had been in service at 570°C peak
temperature in power plant and the method closely follows the procedures on creep-fatigue
initiation recommended in Volume 3 of the RS Assessment Procedure [8]. The component
appeared to have failed across the whole section by intergranular creep-fatigue crack
growth accompanied by grain boundary cavitation.

7.1.1 Component
This was a control valve in a steam line. Its shape can be approximated by a cylinder of

outside diameter 800 mm having a wall thickness of 155 mm and internal height 300 mm.
Cracks occurred at a change of section at the corners of the vessel.
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7.1.2 Heat Treatment

Before entering service, the 1CrMoV component had been normalised at 1036°C followed
by an oil quench. It was subsequently tempered for 10 h at 704°C giving a bainitic
microstructure of grain size 200 - 400 pm.

7.1.3 Operating History

The operating history at the time of failure was as follows:

*  Hours run 70,000
* No. of hot starts 106

* No. of cold starts 127

e . total no. of starts = 233

* .. average "dwell" time = 300 h

It is required to predict the number of service cycles to initiate a crack 9.5 mm deep (i.e.
within the surface plastic zone size) in a wall which is 155 mm thick.

7.2. Scope
7.2.1 Requirements

There are 7 steps in the procedure. They require service data, elastic stress analyses for
peak transients, materials properties, elastic-plastic stress analyses and damage
calculations.

Note: Many of the calculations were performed on material-specific properties. These
were obtained on specimens machined from material from the failed chest and included
creep, fatigue (continuous cycling) endurance, cyclic stress-strain and cyclic stress
relaxation tests.

The 7 steps of the procedure are as follows:

* (1) Obtain the service load history and perform stress analysis of significant
cycle types

* (2) Obtain cyclic stress-strain loops including creep during dwell

* (3) Obtain cyclic endurances relevant to initiation depth, aq, cyclic stress-strain
data, relaxation properties etc.

* (4) Calculate service cycles to initiate crack (to depth of surface plastic zone only)
and express result in terms of total damage, @

* (5) Plot result on Damage Diagram (optional)

¢ (6) Perform sensitivity analysis with respect to (i) service cycle type and (ii) materials

properties
* (7) Report results of the assessment

7.2.2 Key Definitions

* 4y Initiation crack depth (variable, incorporates size effect). Changed to
ac (suffix ‘component'’) in this analysis since a; > specimen width
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¢ Ny Continuous cycling endurance corresponding to a,. Changed to N to
correspond with g defined above

* D¢ Creep damage per cycle (using ductility exhaustion). A bulk failure
mechanism

o Ny* Required parameter (creep-fatigue endurance)

7.3. The Seven Steps

7.3.1 Step 1

In Fig. 7.1 is shown, from service records, the inner surface metal temperature rise during a
typical start up together with the time of the peak transient. In this case the peak through-
wall temperature differential was calculated to be 200°C. In other cases, the severity of the
starts according to time off load was defined as 'major’, 'intermediate’ and 'minor’ cycles as

shown in Fig. 7.2. Typical peak elastic transients calculated from finite element analyses
are shown in Fig. 7.3.
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A smaller profile of opposite sign also occurred during cooling transients when coming off
load. This is shown in Fig. 7.4. To this profile is added the hoop stress due to steam
pressure, giving a resultant stress profile, Fig. 7.4.

7.3.2 Step 2

In order to obtain typical hysteresis loops experienced at the component surface during
service, cyclic stress relaxation and cyclic stress-strain data are required. A typical
relaxation result obtained from steady-state cycling of the bainitic alloy at 565°C is shown
in Fig. 7.5. Similarly, typical cyclic stress-strain results for two service strain rates at 500°C
are given in Fig. 7.6.
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Using the Neuber relation [33] for a stress concentrating feature as discussed in Section 2,
the compression-going and tension-going attributes of the loop were calculated using the
data in Figs 7.5 and 7.6 for example. These calculations were pursued cycle by cycle until
loop closure (shakedown) had been demonstrated. An example for a major cycle is shown
in Fig. 7.7. Summarising data for other cycle types are given in Table 7.1.
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Fig. 7.7 Hysteresis loop shakedown Fig. 7.8 Plastic zone size calculation

Table 7.1: Hysteresis Loop Results

Service cycle Agq, % o0 MPa

Major, AT ~ 200°C 0.684 240

Intermediate, AT ~ 150°C 0.566 209
0.353 109

Minor, AT ~ 100°C

In this example, an extra step is required, namely the estimation of the surface plastic zone
size after the stress profiles have shaken down to a steady state as discussed in Section 6.
The case for major cycling is shown in Fig. 7.8. A summary of results for other cycle types

is given in Table 7.2.
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Table 7.2: Depth of Plastic Zone

Service cycle A&, % Zone size, mm
(=ag)

Major 0.684 9.5

Intermediate 0.566 7.5

Minor 0.353 5.0

Note: This is another example of overlapping "zones within zones" according to the cycle
mix, see Section 6.

7.3.3 Step 3

In order to calculate creep-fatigue damage, a continuous-cycling endurance plot was
required. Clearly, to have determined the complete curve over all strain ranges would have
required prolonged experimental effort. Instead, an established curve for a similar material
was used and a single endurance obtained for the valve material at the calculated strain
range of the major cycle. The result is shown in Fig. 7.9. Similarly, a ductility-strain rate
curve was required for summing the creep damage as discussed in Section 3. An example
for two extreme heat treatments of the chest material [5] is given in Fig. 7.10.
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7.3.4 Step 4
As discussed in Section 3, the creep-fatigue cycles to fail the zone is given by:
1 -1
*
N,=\—+D.| . 7.1
° [ NO ¢ j ( )

In this case, however , we note that the maximum plastic zone size is somewhat greater
than the diameter of a typical LCF specimen (6-8 mm). Since Q = 1| for the present
material, referring to equation (4.4) it may be shown that the original terms Ny, ao now
become Nj, a; and replacing the original terms N, a; by the terms N¢, ac (suffix 'c' for
component) then:

CRACK AGE, h

e N_I—'QA;—AQN_] ..... (7.22)
where:
M= (ami“ — ai) + Amin ln(al /amin) (7.2b) -
(Gmin — i)+ dmn I0(ac /amin)[ 7 _

The maximum value of plastic zone size (ac) in this example is 9.5 mm.

The results of the damage calculation (i.e. cycles to fail the maximum zone size) are given
in Table 7.3.
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Table 7.3: Results of Damage Calculation
(Cycles to Fail 9.5 mm Plastic Zone Size)

“Service Agy, % No 1/Ny Creep No*,
Cycle damage, D, predicted
Major 0.684 2712 0.00037 0.039 26
Intermediate 0.566 4339 0.00023 0.027 37
Minor 0.353 14,290 0.000069 < 0.002 483

One method of mixing cycles for a damage calculation is based on the time that the set is
off load. In this case, only major and minor cycles are involved. Using the data in Table 7.3
therefore and assuming an 80% major ("cold start”) and 20% minor ("hot start")
distribution we have to solve the linear damage equation:

08N 02N _
26 483

giving N = 32 cycles. Thus a 9.5 mm crack initiates in the plastic zone by 32 service start-
ups.

7.3.5 Step 5 (Optional)
This step is presented last of all in order to compare alternative calculations.

7.3.6 Step 6

This step deals with a sensitivity analysis. Another method of mixing cycles for a damage
calculation is based on the ‘temperature differential' distribution of data, see Fig. 7.2. In this
case, major, intermediate and minor cycles are involved. Using the data in Table 7.3
therefore and assuming a 19% major ("cold start"), 48% intermediate ("warm start") and
33% minor ("hot start") distribution we have to solve the linear damage equation:

0.19N 0.48N 0.33N
+ + =

r 7.4

26 37 483 74
giving N = 48 cycles. Thus a 9.5 mm crack initiates in the plastic zone by 48 service start-
ups.

Using oxide dating techniques [71] it was established that out of the total of 233 service
cycles that actually propagated the crack across the whole wall section, approximately 60
cycles were required to attain the edge of the calculated plastic zone, see Fig. 7.11. Both
predictions (32 or 48) cycles are thus considered safe since they are less than the observed
cycle number.

Note: A sensitivity analysis with respect to materials data was not carried out in the present
instance, which has used best-estimate data. Changes in one parameter may promote or
demote the effects of others. For example, a lower bound yield stress could cause an
increase in strain and maximise fatigue damage but since the stress at the beginning of
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dwell is reduced, this may reduce the creep damage. Conversely, an upper bound yield
assumption would tend to decrease the fatigue damage and increase that of the creep
component.

7.3.7Step 7

It is of course essential to report the results of an analysis so that an independent
assessment is possible. The present problem has not been sensitive to the choice of
continuous cycling fatigue data because the problem is creep-dominated. The example has
demonstrated the 'failure avoidance’ capability of Volume 3 of the RS procedure [8]. It may
also be noted that the example has used service-exposed material properties and that this
supporting materials data (continuous cycling endurance, stress relaxation and cyclic stress-
strain) can be obtained relatively quickly. In the present example, the greatest sensitivity
lies in the choice of service cycle mix, underlying the importance of temperature and strain
monitoring in operation.

A deep crack growth analysis (i.e. for penetration beyond the surface plastic zone) has also
been carried out, similar to the example discussed in Section 6. The crack growth relation
employed for service-exposed material was:

da ~T Ap36
—=47x100"AK% L 7.5
T, ff (7.5)

€

for growth expressed in mm/cycle.
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Fig. 7.12a Integrated crack growth (separate)
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In Fig. 7.12a is shown the penetration with cycles calculated for each cycle type acting
separately. The more rapid advance with major cycles is clearly demonstrated. To check
whether crack advance is also sensitive to the choice of cycle mix, several instances were
tried as shown in Fig. 7.12b. It is seen that the overall crack growth rate is indeed sensitive
to the mixture of cycles adopted.

80% Major (0.92)
140 . 20% Minor {0.08) 20% Major (0.30)
50% Intermediate (0.57)

‘/30% Minor (0.13)

120

100 |
80 I

Fractions in parentheses indicate Individual
contributions to growth

Crack depth, mm
2

/" Dapth of cyclic ylekd zons
) A A A .

o 20 a0 [-4] 80 100 120 140 160
Service Cycles

Fig. 7.12b Integrated crack growth (mixed)

7.4. Damage Diagram

We end with plotting the present crack initiation results on the Damage Diagram (Step 5) in
the manner discussed in Section 3. Referring to equations (7.3) and (7.4) and Table 7.3 and
assuming a calculated 60 service cycles for the crack to traverse the plastic zone, in Fig.
7.13 points are plotted on the Diagram for:

*  Major cycles only
* A mix of 80% major and 20% minor cycles
* A mix of 19% major, 48% intermediate and 33% minor cycles

These are listed in decreasing order of severity but in each case they lie in the "check for
cracking” part of the Diagram i.e. the calculations on a linear damage theory have been
validated.

Owing to the nature of the failure, the results are heavily biased towards creep rather than
fatigue damage. It would be profitable to seek examples of the Diagram where fatigue is
the dominant mode.
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BASIC MECHANISMS OF CREEP AND THE TESTING METHODS

E. Czoboly
Technical University of Budapest, Budapest, Hungary

ABSTRACT

Pointing at the importance of material selection in design process, the responses of
structural materials to loading are discussed. The response can be an elastic or a
plastic deformation or the material can fracture. These physical processes are
discussed briefly examining them in atomic scale as well as in microscopic and in
macroscopic sense. The influence of loading conditions as e.g. temperature or
alternating loading are discuss too. The damage processes due to the loading are
also shown.

The usual testing methods are overviewed and the different material characteristics
are criticised. It is shown that although the testing methods are simple models of
the real loading conditions, the most material parameters are not well defined
indicators and therefore their misuse can result serious mistakes. Difficulties in
fatigue and creep testings are exposed.
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1 INTRODUCTION

The purpose of engineering activity is to design, to produce and to operate
machines and structures of different kind. The working conditions of these
products are very miscellaneous considering both the loads and the environment.
Some parts are subjected only to static loads, however the most of them are loaded
dynamically or cyclically. Even those structures, which are regarded as "statically
loaded" ones have some variation in forces or other loading conditions. The
environment of the structures may also be different. Temperature is only one, but
important parameter of service. It can be high or low comparative to the ambient
temperature and in general it is not constant during the service life. The rate of
variation is also an important factor, mainly in the case of big structures. Rapid
changes of temperature generate thermal stresses, which have to be regarded.
Another deciding parameter is the surrounding media, which can be neutral or
COITOSIVE.

Some structures are operated under extremely hard conditions, so e.g. in that
case, when the unfavourable factors are combined, the acting forces and the
temperature vary frequently and in a wide range, corrosive media is present, etc.
However, inspite of all these circumstances, we expect a perfect operation of the
objects at least for a given period. The operation must be safe, therefore the life
prediction procedures have to be improved continuously.

2. SELECTION OF MATERIAL

The behaviour of the structures depends very much on the materials they are
made of. The selection of a proper material for a given machine part is a desicive
action of the engineer. Although it can happen that for some special application
there exist only very few or only one particular suitable material, for most
purposes a variety of materials can be used. To find a satisfactory choice is not
easy, it 1s necessary to consider the matter from different points of view.

First of all the mechanical, physical and chemical properties of the materials
have to be taken into account in regard of the requirements. Here, of course, not
only the service temperature and the acting stresses should be considered, but also
the variation of these parameters, the frequency and number of cycling, the
corrosive media, if any and the possible protection against corrosion, the
probability of wear, erosion, etc. An important factor, which has to be regarded is
the amount of risk of failure. The requirements are much higher, if the breakdown
of the given part can result the loss of human life, or if it has a consequence of
great financial damage.
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Another factor of consideration in the procedure of material selection is the
technological aspect. The possibly applied technology for production depends not
only on the shape of the part, but also on the selected material itself and not less
on the facilities of the given factory, where the part or structure will be produced.
In this respect beside the available technical equipment, the effect of the
technological process on the properties of the material (cold working, welding,
etc.) and the skill of manpower should be regarded too.

Not less important is the economical aspect. Engineers are working for the
market and the products have to be sold in a competition. Therefore, it is important
that the possibly cheapest material should be selected together with an inexpensive
but suitable technology. Sometimes - if not always - this has a decisive influence
on the success of the product.

Beside the mentioned aspects some others may be important in given cases,
such as esthetical or saniterial considerations. But these are apart from the topic of
this course.

Although, the technological and economical aspects are very important, in the
following only the material properties will be discussed, because the other
mentioned requirements are strongly dependent on local circumstances variing
from county to country and from factory to factory.

3. MATERIAL PARAMETERS

The properties of the materials can be characterized in two totally different
ways: by words or by numbers. It is well known that in standards or catalogues
such remarks can be found, as weldable, resistant against atmospheric corrosion
and similars. Such qualifications are extremely important and they can help the
experts a lot in their orientation, but it is obvious that they are not self evident and
they need additional explanations.

On the other hand, some other properties of the materials are defined
numerically. The numbers, called also material parameters are based on special
experiments, generally known as material testing methods. These parameters are
indispensable in dimensioning, therefore, they are extremely important in
engineering practice. Of course, an accurate designing needs correct material
parameters, which are based on real physical phenomena and are expressed in
terms of realistic specific values. Unfortunately, these requirements are not
fulfilled in the case of the majority of the used material charactenstics.

At the present, we have only few parameters, which are correctly defined from
a physical point of view and which can serve as a basis for dimensioning. The
other parameters can be used only for guidance and for ranking the materials
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instead of exact calculations. Such parameters are in fact only arbitrary numbers.
To make use of these conventional material characteristics former experiences are
necessary; without such knowledge the information-content is very poor. Particular
examples will be discussed later.

Of course, the general effort of material sciences is to increase the number of
the "right" material parameters and to fill up the conventional ones with an
improved physical meaning. The ellaboration of fracture mechanics is an
outstanding example for this. New parameters very often need new testing
methods, but a new interpretation of the conventional test results is also possible.

To understand the real meaning of the material parameters and treat them
critically, a detailed analysis of the processes due to loading under different
service conditions is necessary [1]. If a part is exposed to forces, it may respond in
different ways. The most important response of the specimens regarding
mechanical behaviour is deformation, which can be elastic or plastic. Elastic
deformation is an inevitable consequence of the load, and can not be avoided.
Plastic deformation may occur locally or in general. The former type of plastic
deformation is in many constructions acceptable, while the latter should be
avoided. Another consequence of the load can be fracture (partly or total), which
is also an unwanted phenomenon and has to be avoided.

Because elastic deformation always occures, if the test piece is exposed to a
load, the material testing methods try to determine those limit loads, which result
the beginning of plastic deformation or fracture. The general problem is that the
mentioned phenomena appear in very different combinations and their separation
from each other is sometimes very difficult, if not impossible in the case of an
industrial laboratory. In the following the mentioned processes will be discussed in
details.

The analysis can be done on various levels dependent on the sizes of some
basic units. In engineering material science generally three levels are used:

» atomic level, where the basic unit is an elementary cell. Forces among
atoms (ions) and displacements of atoms are considered. Defects in the
crystallic order as vacancies and dislocations, etc. are studied.

« microscopic level, where the basic unit is a grain. The role of different
formations of grains, grain size, grain boundaries, various phases,
precipitations, inclusions are discussed.

 macroscopic level, where the basic unit is the test piece or machine part.
Acting forces, stress distributions, stress concentrations, strains,
deformation, equilibrium, collapse and many other processes will be
treated that way.
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Although the test pieces used in the material testing methods represent usually
the macroscopic level, but to understand what is going on within the material, an
analysis on all levels is necessary.

4. DEFORMATIONS
4.1 Elastic Deformation.

Regarding the atoms in reality forces and displacements exist, but in-

engineering practice the terms of stresses (o or 1) and strains (8 or €) are generally
used. Stress is the force acting on a unit area

c=F/A “.1)

where F is load, 4 is area, Although, it is not very reasonable to talk about
"stresses" on atomic level, because it is hard to define a cross section of an atom,
this term is generally used, assuming that the same atomic forces are acting among
many atoms, which form together a unit cross section.

The displacements are expressed as elongation or compression dependent on
the relative direction of the motion. Finally, both are transformed to strains, which
is a specific elongation (or compression), that is the displacement of a unit of
length:

L, is the original and L the extended length, AL is the elongation or the
compression.

The elastic deformation is unavoidable, if any force is acting on a solid body.
It is due to the interatomic forces, which are balancing the external load. Fig. 1.
shows the interatomic force of a simple arrangement as a function of the
displacement. It can be seen that in the equilibrium position the attractive and
repulsive forces are in balance, the resultant i1s zero. If the atom will be
compressed to its neighbour, the repulsive force increases rapidly. If the
interatomic distance expands, the growth of the attractive force is somewhat
slower and reaches a maximum. However, if the displacements are very small,
and this is so in the case of elastic strains, the relationship between stresses and
strains (force and displacement) can be regarded, as linear.

The atoms of metals and other crystallic materials can be modelled by elastic
balls, which are arranged in a geometrical order according to the /atfice. In
equilibrium state the balls are spherical, representing that the interatomic forces
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Force, F

Atomic distance x

are balanced in any
direction (Fig.2/a.). If an
external load is acting on
the crystal the balls in the
lattice will be distorted.
They may elongate in the
direction of the load and
contract in the lateral
directions  (Fig.2/b), or
they may be deformed by
an  angular  rotation
(Fig.2/c). In the case of a
complex, multiaxial
loading the principle of
superposition is valid, so

Figure 1. Interatomic force vs. displacement of atoms.In the the stresses and strains are
case of small displacements the relation is nearly additive.

linear.

Figure 2. Arrangement of atoms in a simple cubic lattice. a) No acting stresses. b) Tensile
stresses. ¢) Shear streses.

The general description of the deformation - considering a complicated
atomic structure and a three-axial stress state - needs 36 elastic constants [2].
Fortunately, because of symmetry in the atomic arrangements, the number of the
constants is strongly reduced. The most frequently used structural metals have e. g.
a relatively simple crystallographic lattice, most of them belong to the BCC or
FCC, that is to one of the cubic systems. For cubic crystals only three constants

are enough.
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G011 =Cp€11 + Cro€n + Crp€s3

O =Cg11 + Ci€xn + Cro€s3

O33=Ca8q1 + CpaBap + CiE33 (4.3)
23 = Caq¥23
T13=Cyd¥13
T12=CyiY12

Because of the crystall geometry, the deformation will be dissimilar in the
different crystallographic directions. The difference depends not only on the type
of lattice, but also on the material itself. E.g. tungsten and iron are both BCC
metals. But the elastic constants for tungsten are in the different crystallographic
directions about the same, while for iron they vary in a ratio about 1:2.

In policrystalline materials the grains are generally randomly oriented. In such
materials the various elastic constants equalize each other and so the macroscopic
body behaves as an isotropic material. In such cases the number of the elastic
constants reduces further and only two independent parameters remain. These are
the Young's modulus, £ and the Poisson's ratio, v. Two other parameters are also
used, however, these can be expressed by the former ones:

The bulk modulus, K characterizes the change in volume, A}V as a consequence
of a hydrostatic stress, oy,

A ] 4.4
T (4.4)
where
E
K=—>?' 45
3(1-2v) “5)
and the shear modulus, G connect the shear stresses with the angular distortion
=Gy (4.6)
where
G-—L 47)
2(1+v)

For plastics and other materials, which do not display linear elasticity, the
relation is much more complicated.
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One of the most important features of elastic deformation is that it is fully
reversible after unloading. The relationship between stresses and strains is one of
the basic and important properties characterising the mechanical behaviour of the
materials. Furthermore, it is characteristic of this type of deformation that all
atoms and all atomic bonds of the stressed volume take part in it. Theoretically,
considering an isotropic material the strain observed on the macroscopic body is
the same as of the individual atomic bonds. Because of the differences in the
atomic forces acting in the various crystallographic directions, this is not realized
in anisotropic materials. In this cases differences may exist in the strains and
stresses from grain to grain and according to the different crystallographic
directions.

Although the anisotropy of the elastic constants can be neglected in general by
the engineers, it can be important in some cases. Cold rolling or some other
technological processes can produce a crystallographic texture, when the majority
of the grains tend to orient themselves in a similar direction. Under such
circumstances the anisotropy may have a significance.

The temperature has only a slight influence on the elastic properties. Since
the -atomic spacings increase and the bonding forces decrease with increasing
temperature, the elastic modulus decreases. However, the variation is relatively
small and - even more important - the whole mechanism of elastic deformation
remains unaltered [3].

4.2 Plastic Deformation

In contrary to the elastic deformation, plastic deformation is irreversible and
can occur by various mechanisms. The most important mechanisms in metals are:

glide of dislocations,
twinning,

stress directed diffusion,
climbing of dislocation ,
grain boundary sliding.

Theoretically all mechanisms can take place in a specimen at once. In practice,
mainly the temperature and other circumstances determine, which of the
mechanisms will dominate. At ambient temperature and in the case of plastic
materials the most important mechanism is glide of dislocations. Twinning occurs
mainly at very low temperature and/or if the material is brittle. The other three
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mechanisms are characteristic for creep, when the temperature is relatively high,
T>0.5T ,,, where T , is the melting temperature in Kelvin..

4.2.1. Glide of Dislocations

To discuss the details of dislocation theory is far beyond the scope of this
paper. Here only some charateristics should be mentioned, which are important in
respect of understanding the significance of the material parameters. Such
important feature is e.g. the strong localisation of the deformation process. It is
well known, that during the deformation process series of parallel dislocations are
moving on their slip planes (the active slip planes), while the other parts of the
crystals remain unaltered. (Fig.3.). Even in strongly deformed crystals a few
hundred parallel atomic planes - which are all potential slip planes according to
their orientation - can be found between two adjacent, active slip planes and these
regions are not influenced by the deformation. The shape of a deformed single
crystal is therefore not a simply elongated modification of the original grain, but it
is more like a sliced piece.

Another important feature follows from the fact that

the slip planes are definite crystallographic planes, which

I F determine the direction of slip. These directions are not
) parallel with the axes of principal stresses or strains, but
incline to the axis of the principal stress even in the case of

/ A a single crystal (See Fig.3.). The plastic deformation will
7 f start in single crystals therefore at that load, when the
/,,f component of the force parallel with the slip system
;‘x" reaches its critical value.

In a polycrystalline material the distribution of
deformation among the grains is also very irregular,
particularly at the beginning of yielding. Some of the grains
already endure plastic deformation, while others are still
elastically deformed. The glide of dislocations is also much

more complicated, since the orientation of the individual

F grains are different. So the slip directions and the location

of the active slip planes varies also from grain to grain.

However, the grain boundaries have to be matched during

Figure 3. Schematic and after the deformation process. It can be shown that in
illustration of gych cases at least five independent slip systems have to be

a plastically , tivated that two adjacent grains should remain in contact

deformed s . s .
single crystal. without creating voids or cracks (Fig.4.).
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It is easy to imagine that most of the
activated slip systems are not favourably
oriented (not inclined in nearly 45
degrees to the greatest principle stress)
and so they need a much greater force, as
the yield stress of a single crystal. That is
the reason that polycrystalline materials
have significantly higher yield points,
than single crystals. Since the grain
boundaries hinder the slip process, the
strength of the material increases with
decreasing grain size, because the ratio of
grain boundaries to the bulk of grains

Secandary slip syst.

Grain boundary

Figure 4. Multiple slip in a polycrystallin material

will be increased. This observation was formulated by Hall and Petch:

oy =k, tkyd"”

where £ 1 and k2 are material constants.

(4.8)

Any technical metal and alloy have an original dislocation density of about
10%/cm?. As the dislocations start to glide, dislocation sources develop and the

number of dislocations increases rapidly.

But the increasing dislocation density

results also that they intersect each other frequently and the immobile jogs created
this way hinder the motion of more and more dislocations. As a consequence, the
number of mobile dislocations decreases and therefore the material displays strain
hardening. This is illustrated schematically in Fig. 5. Similar to this phenomenon,
any other mechanism, which hinders the motion of dislocations increases the yield
strength of the material and reduces plasticity.

One of the generally applied methods to increase strength is to create
dispersed, hard particals in the matrix. The size and density of these particals are

deciding on their effectiveness. Other

mechanisms, as refining the grains

(increasing the amount of grain boundaries, as shown earlier) or introduce
substitutional solute atoms into the crystal lattice are also effectual.
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Temperature, strain rate and complexity
of stress state influence the plasticity of the
material strongly. Decreasing temperature and
increasing strain rate generally decrease the
mobility of dislocations or with other words,
increase the critical stress, which is necessary
to activate the slip systems. "Critical stress"
means in this sense shear stress, because the
activation of dislocation glide needs shear
stress. Therefore, the greatest shear stress
controls the process of plastic flow. In a
hydrostatical stress state, when all the
principal stress components have the same
sign and magnitude, the shear stresses are
equal to zero, so such kind of stress state -
independent from the level of stresses - does
not result plastic deformation. This can be
proved by high pressures in liquids. In
practice, a totally hydrostatical tensile stress
state does not exist. However, the so called
plane strain state is usual at a cracked, thick
plate near the crack tip and its character is not
far from the hydrostatical tensile stress state.
Therefore, plasticity is in such cases strongly
reduced.

Regarding a test piece in a macroscopic
manner the mentioned peculiarities are not
considered. The deformation is measured
globally for the whole test piece or at least in
a restricted small region, which still includes

ot

Mobile
fraction

Figure 5.

Schematic illustration of the a)
total number of dislocations, b)
fraction of mobile dislocations, ¢)
number of mobile dislocations
vs. strain [2}.

a great number of grains, therefore the individual slip processes will contribute to a
global strain, which is defined and calculated in a similar way, as in Eq.(4.2).
However, one has to keep in mind that the elementary mechanism is s/ip resulting

from shear stress and not elongation.

In contrast to elastic deformation, plastic strain is very much influenced by
strain rate and temperature. The critical shear stress, which is necessary to move
the dislocations and their mobility is a function of the parameters mentioned. The
former determines the stress, which starts plastic deformation - called yield stress
or yield point - the latter influences the amount of plastic deformation, which can
be tolerated by a material without fracture. In general, increasing strain rate and
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decreasing temperature will increase the yield point and will decrease the plasticity
of the material.

Temperature effects also the behaviour of a specimen, if exposed to a
constant or nearly constant load. The first reaction of the material to the load is a
given amount of deformation, which 1s independent from time. This strain may
have an elastic and also a permanent (plastic) component. Because of the strain
hardening mechanism (decreasing number of mobile dislocations) this process
stops very soon and a quasi equilibrium state develops. However, many
dislocations are piled up at different obstacles, because the driving force is just
below the necessary one to push them through. If the temperature is high enough,
thermal activation can help the dislocations to pass through the particles and
produce an additional, time dependent deformation. It is obvious that the higher is
the temperature, the more mobil will be the dislocations, that is the greater will be

the strain rate.

Finally, the etfect of the deformation process on the internal stresses should be
mentioned. While elastic deformation does not initiate residual stresses after
unloading, plastic deformation leaves its marks. This is not only because of the
deformation process itself, which results in an increase of the density of
dislocations by some order of magnitude. The dislocations and the surrounding
volumes mean a great disorder in the lattice, which can be considered as highly
stressed zones. Beside this, due to the different directions of the active slip planes
in the neighbouring grains, second order stresses remain. This has a decisive
influence on the behaviour of the material, if alternating stresses are acting.
Normally, after a plastic deformation the materials indicate strain hardening and
the yield point will be raised. However, if the acting load will be reversed, the
plastic flow starts at a much lower level, than the original yield strength. This
phenomenon is known as Bauschinger effect.

4.2.2. Twinning

This mechanism of plastic deformation is only mentioned here for
completeness, because it has a minor significance in connection with creep.
Twinning deformation can be observed mainly in hexagonal materials. In BCC or
FCC metals twinning occurs only at low temperatures and at high strain rates. The
reason for this is that BCC and mainly FCC materials have enough slip planes,
which can be activated. Slip needs less energy than twinning, therefore twins will
nucleate only under special circumstances, when slip process is hindered.

The contribution of twinning to the deformation is small. Therefore those
materials, which deform mainly by twinning, fracture after only a small amount of
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plasticity. In contrast to the elastic deformation, twinning - similar to slip process -
is also strongly related to definite crystallographic planes and only a small
fragment of the whole grain takes part in the process (Fig. 6.). As it can be seen in
the figure, twinning means a kind of rotation of one part of the crystal mirrored to
the twin plane of the original atomic arrangement.

Figure 6. Twinning mechanism in a crystal.

Observing one individual grain, 1t 1s doubtful that the result of a twinning can
be characterised by an "elongation" or "strain". These very common concepts have
hardly any sense in the microscopic or in the atomic world. Of course, on a
macroscopic scale one can measure global elongation or strain as a result of the
simultaneous processes in many grains.

Elastic deformation and twinning will occure immediately, as the load is
applied. Although, gliding of dislocations needs some time (hence its sensitivity
for strain rate), the time is necessarily short, practically a few fragments of a
second, so all the discussed mechanisms can be regarded as time independent
reactions. If the load acts for a longer period, some more mechanisms beside the
thermal activation mentioned earlier can take place and can contribute to the total
deformation.

4.2.3. Stress Directed Diffusion

It is well known that the lattice contains always empty places, so called
vacancies, the number of which is a function of temperature.

n'N = exp(~AU/RT) (4.9)
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where # is the number of vacancies, N the number of the lattice points considered,
AU is the activation energy of the vacancies, R is the gas-constant and 7 is the
temperature in Kelvin. Near the melting point the n/N ratio reaches a value about
10[3].

These  vacancies are steadily
wandering in the lattice, because the
neighbouring atoms jump to the empty
places. (Fig.7.). If the atoms, which take
jumping part in this change-of-place process are

atom from the matrix (atoms of the base metal),
this steady movement is called self-
diffusion. In contrast to the solution or
segregation processes , when alloying
atoms are wandering in the lattice, the
self diffusion has no special direction or
tendency. The motion of the atoms is
random. However, if stresses are acting on the specimen, the motion of the atoms
will get a definite trend: vacancies are mostly developing at those boundaries of
the grains, which are perpendicular to the direction of the tensile stress and they
are wandering to the parallel boundaries. On the other hand, atoms are migrating in
the opposite direction (Fig. §).

vacancy

Figure 7. Basic mechanism of diffusion.

It 1s shown that at high temperatures and low
stress levels this mechanism is controlling creep. It
is generally called Nabarro-Herring creep. A very
similar process can be obtained even at somewhat
lower temperatures. Here, the diffusion occurs
along the grain boundaries. This type of creep is
called Coble creep.

From a comparison of the mechanisms
discussed earlier, one can conclude that stress
directed diffusion is in one particular way similar
to elastic deformation. The similarity lies in the
fact that the whole bulk of the grains or at least all
grains take part in the action and the result is really
an elongation even regarded on microscopic scale. Figure 8. Migrating of atoms due
The amount of possible deformation is in both o an active tensile

stress. Vacancies
cases small. Of course, other features of the two move in the opposite

types of deformation are very different. directions.
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4.2.4. Climbing of Dislocation

At higher stress levels even at moderate temperatures a new mechanism starts
to be active. This can be regarded as the main process in creep, although in some
special cases the contribution of other creep processes to the total deformation can
be significant.

As mentioned earlier, after an initial loading and subsequent deformation,
series of dislocations are piled up at different obstacles. Fig.9/a gives an example,
where the motion of dislocations is prevented by a second phase particle. Driving
force even together with a temporary thermal activation energy is not enough to
help the dislocations to pass. However, with the aid of vacancies there is a
possibility for them to avoid the obstacle.

AN
' New slip plane \<
Slip plane‘

Obstacle A
{ \(\4

[
\

Vacancy Q

\< Dislocations

a) b) C)

Figure 9. Non-conservative notion of dislocations by the help of migrating vacancies

In that temperature range, where creep can be expected (770,57,,), the
density of vacancies is relatively high. 1f a vacancy is migrating to the edge of the
extra-plane, that is to the core of the dislocation, the slip plane of the dislocation
will be raised by one atomic distance (Fig. 9/6 ). Of course, such kind of
migrations are necessary over a longer range of the dislocation line and generally a
slip plane has to be raised not only by one, but by a number of lattice spacings to
get around the particle. If this happens, dislocations avoid barriers and can
continue their motion on the new slip plane. So, plastic deformation will be
continued. This kind of nonconservative motion of the dislocations is called
climbing (Fig.9/¢).

The deformation of the grains according to the mechanism described above is
the result of a combined motion, climbing and gliding of the dislocations.

Climbing ensures the necessary number of mobile dislocations, which were
formerly hindered by some barrier.  Subsequent gliding produces plastic
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deformation on the new slip planes. Both processes are needed to continue
deformation. Since they are differently influenced by temperature and by the
acting stress, their possible rate will be also different. The resulting strain rate will
be controlled by the slower process [2].

As for the other characteristics of this procedure, one have to keep in mind
that the reason of the deformation is in fact gliding with all its tipical features.
Therefore, all statments made in Chapter 4.2.1 concerning a comparison with other
mechanisms are valid here too.

4.2.5. Grain Boundary Sliding

This mechanism does not occure alone in the materials, it can be regarded
much more as a necessary consequence of the formerly mentioned other
mechanisms. The situation illustrated in Fig. /0. is a tipical example. Imagine that

the three grains

shown in the figure

are exposed to stress

directed  diffusion.

/ \\ Their  dimensions
will increase in the

direction of tensile

stress and will be

reduced in  the

lateral directions. If

the  grains  are

Figure 10. Constrained slip on grain boundaries to maintain the supposed to keep
contact between the grains. together, the two

upper grains have to

slide on the lower

grain to remain in contact with each other. In opposite case voids or cracks would

be created.

In real materials, however, the grain boundaries are not even planes, but they
have a complex geometry. This is outlined in Fig.//. If such boundaries are going
to slip on each other, voids and overlapping volumes are left behind. Overlapps
are impossible. So, the redundant atoms have to leave their positions and move to
the empty regions. Considering that the lattices in the grain boundary regions are
anyhow disturbed, so the bonding energy is at a higher level (which means that the
bonding energy is less, than in a perfect lattice), the atoms can be mobilized by a
lower activation energy than in the bulk of the crystal.
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Figure 11. Nucleation of vacancies and overlapping areas as a consequence of grain
boundary sliding.

The consequences of this mechanism are great, although the contribution to
the whole deformation 1s small, therefore it is worth-while to examine it more
closely. The disorder created by the boundary slip cannot be compensated
completely by the diffusion mechanism. So, some voids and later even small
cracks may remain. These cracks may join and propagate and even may lead to
final fracture.

The smaller the grains and so the greater the grain boundary/ grain bulk ratio,
the greater is the risk that imperfections nucleate. To reduce this unwanted effect
of the grain boundaries, coarse grained materials have to be selected - the only
case, when a coarse grained material is preferred because of its better mechanical
properties in contrast to a fine grained material.

5. FRACTURE

Fracture is an unwanted phenomenon in engineering practice and it should be
avoided anyhow. In general it means that a machine part or structure is broken into
two or more pieces. Under certain conditions, however, fracture can be defined
also as the development of a crack of a given length, when the part has to be
discarded.

Considering fracture process from the point of view of the atoms, it means the
seperation of atoms or layer of atoms by breaking the atomic bonds. The force
between two adjacent atomic layers as a function of the interatomic distance is
shown in Fig. /2. If no external force is acting, the spacing between them
corresponds to the lattice parameter. Responding to external forces the distance
increases and after exeeding a critical amount of elongation (see in the figure: A
d.; ) the interatomic force approximate zero. It was demonstrated that the stress
needed to such kind of separation,o, 1s equal to

o, = |2 (5.1)
a
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where 7 is the surface energy, £ the Young's modulus and a the lattice parameter
[2]. At the same time it was shown that the materials never reach this theoretical
strength, they fracture at a G

much lower stress level.

The example |
represented an absolute th g, O
brittle, a so called |
cleavage fracture. In q o
technical materials,
mainly in metals such a
brittleness is  unusual. ‘
Metals always display
more or lessy plastigity. o a Aacri’( !
Depending on the amount " o
of plasticity preceding
the separating process
and the volume of the
material involved into the
plastic deformation, Figure 12. Stress between atomic layers as a function of
fractures can be classified displacement. Equilibrium distance is a; at a
into a brittle or into a distance of a+4aj fracture is complete.
ductile type. Although,
this classification is self-
evident in the extreme cases, in practice many transitional occurrences may
happen, where the determination is often arbitrary and not obvious.

Fracture processes can be categorized also in a different way. The separation
of the various parts may run through the grains or on the grain boundaries. The
first type of fracture is called transgranular, while the second type intergranular
fracture. The stresses, which result fracture may be considered also as the basis of
classification. In most cases tensile stresses pull apart the two pieces to be
fractured. However, it can happen that the parts are separated by shear. Fig 13.
gives examples for the mentioned fracture types. Once again it have to be
emphasized that in the praxis the introduced types of fracture occure mixed [4].

Fracture behaviour of a material is in fact not a "material property", but it
depends on the circumstances. The main influencing factors are temperature, strain
rate and state of stress (uni- or multi-axiality of stresses and the sign of the stress
components).
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LSS5 _-/\""”

C) d)

Figure 13. Different types of fracture. a) transgranular, b) intergranular, c) plastic,
tensile fracture, d) shear fracture.

BCC metals are sensitive to temperature and transform their fracture
behaviour from plastic to brittle as the temperature decreases. Similar curves, as
seen in Fig I4. are well known. It is also a common knowledge that such

Toughness

L 7' o C
Figure 14. The effect of temperature and strain rate on the toughness
of Bcc materials.

transitions have a very important role in engineering, but its significance is less in
respect of creep. Creep is related to plastic deformation and in many cases great
amount of plastic deformation precedes fracture indeed. However, this is not
always the case. In some cases plasticity 1s strongly reduced in creep procedures
and creep fracture is very brittle regarded macroscopically.

Strain rate is another important factor, which influences the type of fracture.
The increase of strain rate has a similar effect, as decreasing temperature. Again,
regarding creep, where very slow deformation processes occure, the problem of
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o} dynamic loadi ng can be disregarded,
but other problems related to the very
slow deformation rate arrise.

/ The third factor mentioned above,
the stress state may have a significant

G,  effect on plasticity, even if other

/ circumstances would favour plastic

/ deformation, e.g. at relatively high

temperature. Multiaxial stress state can

O3 support or hinder deformation

processes dependent on the sign of the

Figure 15. Dangerous multiaxial stress state. stress components. Three tensile

Worst, hydrostatical case: o,=c,=c3 components, as illustrated in Fig. 15.

Plain strain state: 03=v(sy+) has a detrimental influence on any

material. Since such a stress state is

typical in the vicinity of a notch, crack or other defects, materials exhibit a
strongly reduced plasticity at these places.

It is worth while to mention that some type of fractures induced by plastic
deformation seem from an engineering point of view to be brittle, because the
plastic deformation is restricted to a very narrow part of the material near the crack
surfaces. Well known examples for such a behaviour are fatigue fractures and in
some cases also creep ruptures. Fatigue process is strongly related to plastic
deformation. Microcracks are induced by dislocation glide and propagation of
macrocracks are also combined with a cyclic plastic deformation around the crack
tip. However, a typical fatigue crack propagates through a part without any
macroscopic deformation, the surrounding material does not reveal any plasticity.

This is less typical for creep rupture, but it may occure under specific
circumstances that the crack propagates in a "quasi brittle" manner, although the
process itself - regarding it from a microscopic point of view - is related to plastic
deformation. Brittle fractures take place if intergranular fracture is preferred and
frequently in agressive environments, where corrosive and cracking mechanisms
are strengthening each other.

The most up-to-date theory, which deals and describes fracture processes:
fracture mechanics [5] has demonstrated that fracture is not a single, but a dual
process; it consists of a crack nucleation and a crack propagation period. Further
it was proved that crack nucleation process can be neglected, because technical
materials always contain a number of defects, which can be considered as potential
crack nuclei. The deciding process is the onset of crack propagation and the most
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mmportant question is, whether the crack will propagate in a stable or unstable
manner.

This observation

P2 2277 YL S S means in other words that
stresses alone are not
responsible  to  result

fracture; an adequate

Defect defect is also necessary.
C=Re = O¢ g This can be demons?rated
by a very simple
example. Consider two
1 tensile specimens (Fig.

16), one of them is made
of a plastic and the other
E = one of a brittle material.

By increasing the load,
Figure 16. Comparison of the behaviour of two specimens: a a the first specimen will
plastic and a brittle one, pulled till the end of the

elastic regime reach the limit of elastic

deformation and will
start to deform plastically. At that moment the stress is uniformly distributed in
the total volume of the specimen. Its value corresponds to the yield stress, R, and
as a consequence, yielding will take place in the whole specimen.

By increasing the load of the second specimen, a "critical" stress level, o,
will be reached, which will generate fracture. But this physical process (fracture)
is restricted only to a small fragment of the test piece, to a thin layer. In this thin
layer a series of atomic bonds break, two atomic planes separate in each grain and
probably some limited plastic deformation occures in the neighbouring atomic
layers. Theoretically, all the other grains and atomic layers remained undisturbed,
although the whole specimen was exposed to the same stress. The reason of this
behaviour lies in the fact that the fractured cross section turned out to be weaker,
than the others. There must have been a defect or with other words: a crack, even
if this is unknown for the observer. Therefore, the value of o, is not a real material
parameter, because it does not only depend on the material, but also on the size
and geometry of the defect.

This statment was first formulated by Griffith [6], for an infinitely wide plate,
with a through crack of a length 2¢. According to his formula

o = [P [52]
[o¥/4
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It can be seen that the critical stress is dependent on the crack geometry,
namely on c¢. Without going into details of fracture mechanics, it has to be
remembered that the concepts of fracture mechanics are increasingly applied in
the research of fatigue and creep [7]. It is more and more realised that the crack
propagation period are extremely important in both processes. And fracture
mechanics can be considered as the only reliable method today, which provides
the possibility to model correctly the cracked structures by test pieces and so to
transfer the results of material testing to the real structures.

On the other hand, fatigue and creep processes are strongly related to crack
initiation too and therefore crack nucleation processes should be also thoroughly
investigated. These research studies have their practical importance [8]. The weak
point of these investigations is the definition of the evaluated crack, or otherwise
the determination of the end of the crack initiation period and the onset of the
crack propagation period.

Before a couple of years instead of existing, acceptable, theoretical
definitions, very simple practical terms were used. According to recommendations
in the literature, a 2 mm long crack was regarded as a macro crack, a so called
“engineering crack” assuming that such a crack is visible by a nacked eye. This
"definition" is still used, but now-a-days there are also more scientific ones. This
will be discussed later.

6. MATERIAL TESTING

In the followings, some general statements should be made in relation to the
peculiarities of material testing methods and their results. The analysis will be
restricted to those testing methods, which aim to provide the engineers with
material parameters. These are numbers, characterising the mechanical properties
of the materials in general .

Of course, there are also other important methods, which cannot be missed in
modern technical life. So, e.g. those tests, which do not destroy the tested parts
and which aim the detection of included defects. Such NDT (non-destuctive test)
methods are the ultrasonic test, the X ray method, magnetic and penetrant fluid
test, etc. They are capable to indicate surface and embedded defects above a
critical size. The limit of indication is an important factor in safety considerations,
the prescribed testing methods and the interval of the repeated testing after a given
service life are based on that. However, NDT methods are not subjects of this
lecture.

Those procedures, which are testing ready components will be excluded also
from this study. Here only those methods will be discussed, as mentioned above,
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which provide numerical parameters. The most important and mostly used tests of
this kind are:

 tension test

o hardness measurement
 impact bending test

« fatigue tests

s creep tests

o fracture tests

A common feature of all these methods is that they are modelling the real
loading processes, measuring the load and observing the reaction of the test piece.
At loads of predefined events numerical parameters are constructed to characterise
the material. Some of these numbers are correctly interpreted, taking into account
the real physical processes, which happen during the testing or which just begin at
the selected limiting load. These parameters have a real physical meaning and are
strongly related to that physical phenomenon, what they characterize. Such
parameters can be used in a wide range in the dimensioning process or in
technology planning, even if the postulated circumstances are not exactly the
same, as they were in the test. This means with other words that the results of the
simplified, modelling loading processes (the tests) can be transferred to real
conditions and structures.

Other parameters are often only numbers without physical meaning or with a
more or less incorrectly constructed content. These can serve only for comparison,
for material selection, ordering them in a sequence according to a special type of
loading. Such parameters are not adequate for dimensioning. Design engineers can
use such parameters only indirectly, supposing that enough practical experience
has been accumulated.

In the followings at first some well known material charateristics are analysed
for the sake of a better understanding of the physical meaning of these quantities.
Afterwards those parameters will be examined, which are used in creep and fatigue
and related processes.

Before going in details, however, it is necessary to emphasise again that even
the best "material parameters” do not depend only on the material, but also on the
environmental circumstances, so first of all on temperature, on strain rate and on
stress state. One of the important tasks of material testing is just to determine
these functions.
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6.1. Tension Testing

The most commonly used test in engineering practice is the tension testing, or
tensile test. It is also very adequate for a detailed analysis and for a demonstration,
whether the calculated and widely used parameters are correct or incorrect.

The test is performed as follows: one end of a round or rectangular rod is
fixed to a load cell, while the other end is pulled with a given, constant velocity.
The specimen reacts to this stretching process with a resistance, which is measured
by the load cell and registered on a graph: the so called load-elongation diagram.
The shape of the diagram is representative for the materials and it is used to
determine the important material parameters. For this purpose those loads are
selected and measured, where the character of the diagram changes showing that a
new process starts. For illustration the load-elongation diagram of a low carbon
steel is the best, because every typical point and region can be observed on it. Such
a diagram is shown in Fig.17.

]k Load The  material
parameters
determined by the
tension tests belong
to two systems. One
group of them
belongs to the so
called engineering
parameters, where

the reference
dimensions are the
original Cross

section and length
of the specimens,
while the other
group consists of

Elongation the true parameters,
where the
Figure 17. Typical tensile diagram of a mild steel. dimensions
continuously

varying during the tests are used, as references. The parameters can be
distinguished also by their meaning. One group represents the strength of the
materials, the other group the plasticity.

In the case of the engineering system the stress is calculated according to the
original cross section, 4, that is
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c=F/Ag 6.1)
where F'is load. In the true system on the other hand, stress is
c'=F/A (6.2)

where A 1s the variing cross section. Similarly, engineering strain refers to the
original length, L,

8 =Jdl/Lo = (L-Ly)/Ly=AL/L, (6.3)
and true strain to the variing, momentary length, L
e =[dL/L = In(L/L,) (6.4)

In case of small strains, e.g. elastic strains or around the yield stress the
engineering stresses and strains equal to the true parameters. However, at greater
strain values they deviate from each other and therefore, it is important to decide
whether the engineering or the true system should be used.

The true stress/true strain curve, as shown in Fig. /8. has much more realistic
physical content, than the tensile diagram shown in Fig. /7. However, in
engineering practice the tensile diagram is more often used.

A tyical
parameter, which is
Ru regarded as a

// physically well
) defined one and

_ which is basically
e used for

/ dimensioning is the
[\4 yield point, R, or ¢
y. It is related to the
onset of
macroscopic  flow.
It is assumed that

True Stress [MPa]

True strain untill this stress is
reached the
deformation 1S

Figure 18. True stress/true strain curve . .
entirely elastic and

the cross section of the test piece practically does not change. Therefore, R, can be
regarded equally as an engineering and also as a true stress. Although it is
determined in a uniaxial stress state, the yield criteria can be calculated also in
other, multiaxial stress states (see: yielding theories of Tresca or of von Mises),
because it has realistic physical meaning (the onset of macroscopic flow).
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However, even this "best" parameter can be criticized and it can lead to wrong
conclusions, if some special circumstances are disregarded. In given state of affairs
it has to be taken into consideration that although the yield point characterizes the
onset of macroscopic flow, yielding may occur in some favourably oriented grains
far below this stress level.

Furthermore, it should be remembered that only a few materials have a
definite yield point as shown in the Fig. /7. Most materials display a continuous
transition from elastic to plastic behaviour. For these materials a Ry, , stress limit
will be defined and used instead of the yield point. According to the definition this
means that stress, where 0,2% permanent strain remains after unloading. It follows
from the non-uniform distribution of the plastic deformation considered in a
microscopic scale that significant plastic strain may occur in small regions even
before this macroscopic limit will be reached.

The situation is even worse with the widely used ultimate tensile stress, R, or
UTS, which is the maximum force devided by the original cross section. The
physical content of this parameter is very poor. The parameter is an engineering
stress, but when the maximum load is reached, the cross section of the specimen
had been reduced significantly (15-30% for usual structural materials). Therefore,
the real value of the stress is by 15-30% higher at that stage of the test . Beside
this, even its name is missleading, because R,, is not an ultimate stress. The true
fracture stress, R, which acts at the end of the test, when fracture really occurs, is
much higher (See Figs.17 and 18.). In contrary to all these imperfections R,, is
frequently recommended even to dimensioning processes. However, in contrast to
the yield strength, this value cannot be transformed to an equivalent stress in
multiaxial stress states.

Ultimate tensile strength has been regarded in the past as one of the most
important material parameters. Therefore, a number of correlations were
established, as e.g. correlation with fatigue limit, etc. Such correlations are still
mentioned in the literature, but because of the poor physical content of R,,, they
have to be regarded cautiously.

The situation is not much better with the strain. In the standards an 4,
average strain is defined. This parameter can be calculated from the elongation of
the test piece measured on an arbitrarily selected (but in the standards prescribed)
gage length, x. Since the local strain varies considerably along the test piece,
reaching its maximum at the site of fracture, the "standard" strain is not
independent from the gage length. In Europe 5d or 10d gage lenths are used, where
d is the diameter of the specimen. In the English speaking countries other lengths
are used. To convert these average strains into each other is an unreliable
operation.
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The standard strain values are only for comparison of the different materials.
They cannot be used for any calculation. It is obvious therefore, that in research
and in technology planning another definition of strain have to be applied. This is
the local strain. Local strain is theoretically measured on an infinitely short gage
length, practically it is calculated from the variation of the cross section of the
specimen. If not indicated otherwise the local strain is always measured at the
smallest cross section. Here also an engineering and a true systems can be
distinguished. The engineering local strain can be defined as:

(L-Lo)/Lo = (L/Ly) - 1 = (Ay/A) - I (6.5)

the true local strain,as

In(L/Ly) = In (A,/4) (6.6)

6.2. Absorbed Specific Energy Till Fracture

Both the concepts, stress and strain have the disadvantage of being vectorial
quantities. Furthermore they are macroscopic concepts and cannot be interpreted
in atomic scale. Energy is on the contrary a scalar quantity and it has sense either
in atomic, or in macroscopic approach.

The concept of the absorbed specific energy till fracture (ASPEF) was
recommended by Gillemot [9] and represents a material characteristic with a
reasonable physical meaning. The most simple way to understand the concept of
ASPEF and to measure it is a tension test. The basic idea is that both the plastic
deformation preceding fracture, as the separation process itself need energy. This
energy is supplied by the external load and is absorbed in the deformed part of the
test piece. Since the deformation is not uniform in a necked tensile specimen,
neither is the distribution of the absorbed energy.

Locafly, the greatest energy will be absorbed in that part of the specimen,
where the deformation reaches the highest value and where - afterwards - fracture
occures. Expressing this energy as a specific value, a well defined material
characteristic is constructed. The volume related to the absorbed energy is very
small, it is only a thin slice enclosing the fracture surfaces.

So, ASPEF is defined, as the specific energy done by the external load and
absorbed in that infinitely small volume, which contains also the fracture surfaces
and which endured the greatest deformation (Fig. 19.). By this definition:

We  lgdny v (6.7)
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b=ty +dl

Figure 19. fllustration of the concept of Absorbed Specific Energy till Frecture, ASPEF.

Since the plastic deformation does not alter the specific volume of the
material, V' is constant during the whole test and because it is a very thin slice, the
diabolic shape of the specimen can be disregarded and / can be simply described
as LA

In Equ. (6.7) F is the varying load during the test, d/ is the elongation of the
infinitely small gage length, /, selected at the site of the least cross section, V' is
the volume of the infinitely thin slice. Substituting /.4 instead of V, one obtains

W, = | (F/A).(dV]) = o' de (6.8)

where o' is true stress and ¢ is true strain. By this way W, can be determined as the
area under the true stress-true strain curve. (Fig.20.)

Gillemot stated that fracture occures in a material, when ASPEF will be absorbed
independent of the kind of loading and of the geometry.

The basic concept of ASPEF is correct, because a deformation energy is always
absorbed in a given volume of the specimen and not on the surface, as most energy
concepts suggest. Therefore, ASPEF could be used to solve many different
qualifying problems [10,11]. But ASPEF has also its limits. The effect of a
complex stress state and the stress distribution within the cross section of a necked
part of the specimen are not taken into account, although in some cases these
factors have also a significant effect and should be regarded.
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Radon and Czoboly recommended the use of ASPEF for calculating Gy, or Jj,
[12].  The  basic
| principle  of  this
suggestion is the
assumption that in the
plastic zone ahead of
a notch or crack W,
specific  energy is
absorbed before the
crack starts to
propagate. W, is
measured in [J/mm3],
which is physically
correct. To get Gy, or
Jic (energy related to
i the  surface) the
True Stra!n multiplication of W,
Figure 20. Determination of ASPEF as the area under the true With the length of the
stress/true strain curve. plastic zone L. is
necessary.

Gye (o1 Jye) =L W, (6.9)

where L. is the width of the plastic zone at the crack tip represented by the length
of an imagined, small specimen (Fig. 2/.). A similar method was ellaborated by
Havas with the help of COD [13].
By this methods Jj. could be
measured in many special cases,

True stress

when other conventional
procedures were not
adequate[14].

6.3. Impact Bending Test

Impact bending is also a very
important and frequently used test
In engineering practice, however,
Figure 21. Imagined, small specimen at the tip of a It has an inferior role for materials

crack or notch. at high temperature. A notched
specimen is broken with a blow
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by a pendulum and the energy needed to fracture is measured. The test has many
advantages, as e.g. the simple test piece, the easy testing procedure and the quickly
gained results. A great benefit is its sensitivity to the small changes in the structure
due to varying technological parameters. But the test values, although undergoing
a change in time, have not a correct physical meaning.

The basic idea that energy should be used for characterizing fracture
properties is perfect, but the way how this energy is calculated is wrong. The first
problem is that the measured quantity contains the total deformation work: both
the crack initiating and propagating energies. These are functions among others of
the shape and dimensions of the test piece. Particularly the notch depth and the
notch radius have a decisive effect on the absorbed energy, therefore, the measured
value is not a material parameter only a number characteristic on the specimen.

Another reason that this test value cannot be considered as a physically well
defined parameter is the fact that the greatest part of the energy is absorbed in a
volume, which is not specified in the test. The result of the test is expressed in J or
formerly in J/cm2. Neither of them can be regarded as real specific values.

Nowadays
the tests are
performed as a
function of
temperature
and the
materials  are
classified by
the  tranmsition
lemperature,
where the
behaviour  of
the test pieces
changes from
brittle to tough

(Fig.22.). Since
Figure 22. Determination of transition temperature based on the usual the transition is
criteria of impact bending test.

impact energy, J

LR s
~ —

Per cent cleavage fracture, %

L TT,

Th Temperature

progressive, the
criteria, where
the transition temperature should be marked out 1s rather arbitrary. It can be done
according to a given amount of the absorbed energy (27J; 41J;...), it can be based
on the appearance of the fracture surface (50% crystalline-, 50% fibrous) or on the
deformation of the specimen( 1% lateral expansion at the rear edge of the
specimen). Of course, all the possible criteria provide different TT values.
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6.4 Fatigue Test

The detrimental effect of cyclic loading on the structures is well known to
engineers for more than 150 years. Bookshelves can be filled with research reports
and scientific papers, but an absolutely reliable designing method is still missing.

The  first  testing
method was recommended
by Wohler, who suggested
to examine a set of
specimens loading each
test piece with a different,
constant stress amplitude
until the complete fracture.
Typical results are shown
in Fig.23. As illustrated
also in the figure, there are
SO called "run-out"
specimens too, which do
not fracture within a given
0 T 10° 10 range of cycles. (In the

Number of cycles  case of structural steels this

range was found to be 2+

Figure 23. Typical fatigue curve of a low alloyed steel. of- 3.106)  According to

endurance limit. observations no fracture

could be expected

afterwards. This provided the possibility to determine a so-called fatigue limit, as
it can be seen in the figure.

MPa)

Stress amplitude

This fatigue limit or endurance limit was used as a material parameter for
many years. It was assumed that this value can be applied in dimensioning
processes, the design will be safe and fatigue fracture will not take place, if the
following assumption is fulfilled

Oequ <Of  Instead of Cequ S Re (6.10)

where G, is the equivalent stress acting on the component, o is the fatigue limit
and R, .is the yield stress. The practice has shown that this idea is incorrect and
although design processses have been improved in the last decades, 80% of the
technical failures are still associated in some sense with fatigue[15]. The reason of
this lies in the poor physical content of the material characteristic.
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Fatigue of materials is a rather complicated, complex process and a number of
influencing factors have to be considered. To predict at least approximately their
effects, the physical process has to be examined more closely.

Considering the process at first on an atomic and microscopic level, it is
found that it starts with dislocation glide, although the stress is below the yield
stress. The motion of the
dislocations is restricted only
to a few, favourably oriented 7

grains (Fig.24.), namely to R \y\%{?f

those, in which one of the ;),«(\
05

Active slip planes

potential slip systems is
approximately parallel with the
highest shear stress (45°
inclined to the direction of

tensile stress). Within these
grains narrow slip bands are Figure 24. Active slip lines in the favourably oriented

ted isti £ t of grains of a crystaline material after
created consising oI a set © alternating load less than the yield stress

active slip planes close to each have been applied.

other. The distance between the active slip planes is about 100 g, where a is the
lattice parameter. The density of slip bands within a grain is a function of the
stress amplitude. The consequence of this strongly localised alternating gliding on
the neighbouring, active slip planes is that so-called extrusions and intrusions
(Fig. 25.) develop, which are the initiating sites of small, submicrocracks. The
height of these ex- and intrusions from peak to valley has the magnitude of about
1000 a. Since the cracks are located within the slip bands they have the same
orientation as the active slip system and their lengths are smaller than the diameter
of the grains. This cracking process is called Stage I cracking.

o
0% 00

77z T A\

Figure 25. Extrusions and intrusions on a crystal due to cyclic loading. Submicroscopic
cracks and voids nucleate at these points.
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The extrusions and intrusions can most easily develop on the free surfaces.
Therefore, fatigue fractures generally start on the outer surface or at the vicinity of
an intrusion or other defect, which act as an inner surface. Beside the cracks, voids
nucleate within the slip bands and by joining and combining with the
submicroscopical cracks they grow to micro- and macro cracks. The direction of
the cracks turn very soon normal to the principal tensile stress (Stage I]) and after
a longer or shorter period the process leads to final fracture [16]. The transition
from a microcrack to a macrocrack can be defined by the help of fracture
mechanics considerations, as shown below.

Every specimen examined in the frame of the Wohler testundergoes the whole
fatigue process from the first dislocation glide until the final fracture. That means
that the effect of very different physical processes are mixed together in the test
results. Therefore, the value of global information obtained from the tests is very
limited. Furthermore, the tests are performed on smooth test pieces, without stress
concentration, although it is well known that in practice fatigue fracture always
starts at a notch or edge or similar sites, where the stresses are concentrated.

Because of the poor physical content of the endurance limit, this parameter is
valid only for those unnotched specimens, which were applied in the test
procedure and unlike the yield stress, this value cannot be transferred even to rods
of different dimensions, still less to a real structure, with different shape, etc. The
endurance limit is not even adequate to order the materials in a sequence. A
material, which has a higher endurance limit than the other measured on smooth
specimens, can be worse for a given purpose, because its notch sensitivity can be
higher too.

Taking into account that almost all structures and machines are exposed to
alternating loading and so a danger of fatigue failure exists, it is not astonishing
that engineers and scientists searched for better solutions and in the last decades
approached fatigue process in a different way. The Wohler procedure and the
endurance limit, as a material parameter lost its dominancy. Scientists realized that
even if it is impossible to observe the whole fatigue process in details in most
practical cases, at least the two basic phases should be divided: macro crack
nucleation and crack propagation.

In handling these two processes two different theories were developed. The
first one considers crack initiating period as a process of repeated plastic
deformations, which can be modelled by an appropriate test (low cycle fatigue
test) [17]. The second one regards the nucleation period also as a crack
propagation process, however, the general laws relevant to the macrocracks are not
valid here [18].
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According to the first theory crack nucleation can be determined by low cycle
fatigue data, because it is justified to assume that the crack will start at some stress
concentrator, where the stress surpasses the yield point and so plastic deformation
will occure in every load cycle. The local strain at such a concentrator can be
determined according to the method suggested by Neuber [19]. On the one hand
the Neuber hyperbol should be constructed

(Omax-Emax) = K.0)YE (6.11)

where o,,,, and g,,, are variables for the peak values at the notch tip and X, is the
notch factor and on the other hand the cyclic stress-strain curve should bee plotted
(Fig.26.). According to Neuber's theory the real 6,,,, and €, values are indicated
by the crossing point of the two curves.

Neuber hyperbol

_Omax€max = const

s |

Cyclic flow curve

€max

Figure 26. Determination of g, with the help of Neuber hyperboie and the cyclic
flow curve.

Getting the strain value at the notch tip, the effect of this cycling strain is
simulated by a test, where the specimens will be plastically deformed in every
cycle. For convenience, the tests are usually performed by strain control. A typical
stress/strain loop for a low cycle fatigue test is shown in Fig 27. The shape of the
loops changes during the test, at first because of softening or hardening processes
and close to the end of the life, because of the effect of a developing macrocrack.

With a set of specimens a diagram similar to the Wohler curve can be
constructed where the strain amplitude is plotted against the number of load cycles
in a double logaritmic scale. Such a diagram - the Manson-Coffin curve - can be



Basic Mechanisms of Creep 121

° seen on Fig. 28 With the help of
/ this diagram the first part of the
AE g 6, fatigue life: the number of cycles

necessary to initiate a macro crack,

: — | a6 N; can be estimated. For this purpose

the peak strain calculated by the

/ Neuber's theory, €p,, has to be

Epla |E ea introduced into the diagram, as
€a shown in Fig.28.

Ac The results are more realistic, if

the fracture criteria in the Manson-

Figure 27. Stress/strain hysteresis loop presenting Coffin diagram 1s not the total

the characteristic quantities. fracture of the specimens, but e.g.

the appearance of a 2 mm crack. A

usual method in low cycle fatigue test is to continue the tests until the tensile load

decreases with a given percent due to a crack. This fits much better to the real

cases, because a crack about this size can be regarded as a macrocrack.

Nevertheless, low cycle specimens are also smooth, unnotched test pieces, where

the stress distribution is uniform through the cross section [20]. It was observed

[21], on the contrary, that the stress gradient has an important influence on the
behaviour of the specimen, which observation is however, neclected.

After the
determination of the
first part of lifetime, -
the second part of w
the fatigue life has to
be calculated as a
crack  propagation e
process.  Although, X
the gliding
mechanism of
dislocations 1s still {
continued and some |
other small cracks N g N
may nucleate in

other parts of the _ o ,

: the Figure 28. Manson-Coffin diagram obtained by fow-cycle tests. The
SPC_CH,nen’ first part of fatigue life (crack initiation) can be
deciding process determined, if the peak strain is known.
with a view to the

fatigue life is the propagation of the main crack. This is in most cases a
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transgranular crack and its global direction is normal to the principal stress [22].
The rate of propagation is in the beginning slow, but it accelerates with the number
of cycles. (Fig.29.)

Crack length

Number of cycles

Figure 29. Schematic illustration of fatigue crack propagation vs.
number of load cycles.

A large number of different formulae have been recommended to describe
crack propagation. The greatest probleme here was to find a method, which
provides the possibility to transfer the test results to the real structures. As
mentioned earlier, fracture mechanics is today the only possible way to handel
cracks in such a sense that the results can be generalized. More of the suggested
formulae used fracture mechanics terms, but the most simple empirical equation
was given by Paris and Erdogan [23].

de/dN = C. AK™ (23)

where dc/dN is the rate of crack growth per cycle, AK is the range of stress
intensity factor depending on the crack size, ¢ and on the range of stresses, Ac. C
and m are material characteristics. During a test AK is steadily Increasing,
assuming that a macrocrack has been developed, which is steadily growing. Using
a double logaritmic scale, Paris-Erdogan law provides a straight line, as seen in
Fig.30. However, the measurements validated the formula only partly, as seen on
the figure, because the linear relationship is not true either at low, or at high AK
values.
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Figure 30. Fatigue crack propagation as a function of stress intensity range.

these are generally not used, because they are far too complicated.

According
to many test
results the
crack does not
propagate
below a
characteristic
stress intensity
range,
nominated as
the  threshold
Stress intensity
range,  AKy,
On the
contrary, it
speeds up near
to the final
fracture, which
occures at a
critical Ky,
Although, other
formulae
recommended
in the literature
reflect  more
exactly the
process of
crack
propagation,

The lifetime of crack propagation period can be calculated by integrating
Equ.23 according to dc and dN; resp. The limits of integration are ¢, the length of
the initial macrocrack and c;, the critical crack length, calculated from K.

An exact determination of Ky is however problematical. Theoretically fracture
would occure, if K is reached. But Kj, belongs to a "virgin" material, which did
not experienced plastic deformation before. In fracture mechanics tests the size of
plastic zones are restricted to a maximum value, but which can be easily surpassed
in the case of fatigue. Mind, that the crack is growing slowly until the final, critical
size. Cyclic plastic deformation occurs before the crack tip during each cycle. This
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procedure may alter the original properties of the material and so it may influence
the value of the critical stress intensity factor.

There are even other problems with the calculation of crack propagation
period. The number of cycles needed to increase the crack from ¢, to ¢,
depends much more on ¢, than on the size of the critical crack. But as shown
carlier, just the size of the initial crack is uncertain, because it is rather arbitrary
what is called as a macrocrack.

Furthermore, there are problems with the Paris-Erdogan equation itself.
Although, the C and m parameters can be determined with a reasonable accuracy
and this strengthens the reliablity of the calculations, but the parameters have no
physical meaning, since the Paris-Erdogan equation is absolutely empirical. The
dimensions of the left and right sides match only in that case, if C has a complex
dimension: [mm>?™/N™ cycle]. The integration based on dc makes it even more
complicated. Further more the given formula describes the process only in the
intermediate range, as it was shown. A further disadvantage of the Paris-Erdogan
law is that the mean stress, an important influencing factor, is not included.
However, the method is comparatively simple and it is generally used, because the
measured data fit well on the curves.

Finally a few words should be said about the other scientific school, which
regards the whole fatigue process as a continuous crack propagation [25]. Of
course, the way of approach concerning the macro crack is the same, as described
before, but the nucleation of the crack is explained otherwise. According to this
oppinion there are small defects in any material and due to the alternating load
they start to propagate. Such small defect is probably only an array of
dislocations.

Now the question may be asked, how can these small cracks grow, when the
stress intensity range is below the threshold. The answer is that the small and short
cracks cannot be treated by linear elastic fracture mechanics and its parameters,
because these are macroscopic concepts and are based on elasticity theory. The
small cracks, whereas have a definite crystallographic orientation, they are located
in a slip band, so their stress field around the crack tip cannot be characterized by
the stress intensity factor.

Experimental observations have proved that the propagation of these submicro
cracks is really absolute different from the larger ones. To the contrary to the
general law that with increasing crack length - which means increasing stress
intensity - the rate of propagation is also growing, the rate of expansion of the
small cracks decreases with crack growth. As shown by dotted lines in Fig. 31.
the velocity of crack propagation reaches a minimum, which can also be zero. In
this case the crack stops. "Non-propagating cracks” are well known for many



Basic Mechanisms of Creep 125

years. Otherwise, the propagation accelerates and finally reaches the value
prescribed by the macroscopic law.

This behavior of cracks provide also the possibility to define a "macrocrack".
A defect can be regarded as a macrocrack, if the propagation follows the rule,
given by the dc/dN - AK curve.

Two more problems should be shortly mentioned here without a detailed
discussions:  Succeeding
from the probabilistic
nature of the fatigue

Ig(da/dN) process, the results scatter

i very much. Therefore, a

k statistical processing is

Kse advantageous, but this

needs a relatively great
series of specimens tested,
which are not always
available.

™~ da/dN = GAKT Another frequent

\ problem is the elaboration
\ of random loading [26].

v The damaging of the
\\\\\\\ /W material by an individual

-

S load cycle depends not

lgAK

only on the cycle itself,
but also on the previous

load history. Various

Figure 31. Propagation of "short cracks”, which do not obey the cumulative damage laws

law for macrocracks. have been recommended

in the literature, but none

of them proved to be universal. Mostly the simplest law, Miner's rule will be
applied, although it is well known that the results can be very misleading.

6.5 Creep Tests

First of all the standard tests, which are performed to determine the load-
carrying capacity of materials at elevated temperature should be discussed. The
word "elevated" can mean very different temperatures depending on the material;
generally it is above 0,5 T, where T, is the melting point in Kelvin degrees. At
lower temperatures the maximum permissible load is determined by the yield
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stress. Creep will occure only at a
higher stress. However, with
increasing temperature creep limit
decreases faster, than the yield
stress(Fig. 32.).

The basic methods use a series
of specimens loaded by constant
loads and measuring the time to
rupture (stress rupture test), or the
deformation versus time (creep test)
or both (creep-rupture test). In the
background of these tests stands the
necessity to build structures, which

---- Yield stress

Creep stress

{about 0,5T,,,

Temperature —

Figure 32. Variation of warm yield stress and creep

limit vs. temperature.

should be in service for many years (some of them for more than 30 years) without
fracture or any other disturbances, like an undesirable permanent deformation. In
elements of power stations e.g. 1% permanent strain is permitted after 100,000

hours service.

Figure 33. Strain as a function of time and stress. Stage | -
transient creep, Stage Il - steady state creep, Stage

Il - tertiary creep.

_—

gt

Typical behaviour of
metal specimens exposed
to tensile stresses at high
temperature are
illustrated in Fig. 33. The
rate of strain and the time
till fracture depends on
the applied stress and on
the temperature. But in
general case the
character of the curves is
the same: three parts can
be distinguished, denoted
by Stage I, Il and III
creep. The Stage III
creep may be missing, if
Stage II creep will be
zero. In other case, if
Stage II creep has a

greater than zero value, Stage III creep leads to fracture. Therefore, the zero creep
rate seems to be very promising regarding real structures, where fracture should be
avoided. However, the determination of the limit stress is difficult and the
application of such a stress limit is not economical.
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As described in Chapter 4. more mechanisms can be active at elevated
temperature and result plastic deformation. The governing mechanism depend on
the stress level and on the temperature, but generally all mechanisms contribute to
the total strain. The ratio of contribution changes also as a function of time even at
constant stress and temperature. This is the explanation of the different character
of the creep curve as a function of time.

At loading the specimen will be deformed immediately, the strain (elastic and
possibly plastic) being proportional with the stress. Afterwards the creep
mechanisms become active and will deform the specimen further.

Mathematical description of the process is difficult, because of the interacting
mechanisms. The strain is usually given by the formula:

& = 65+ Zat ™ + byt (24)

where €, is the instant strain, ¢ is time and a;, b; m; and n; are stress and
temperature dependent material constants[4]. More often the strain is described by
empirical formulae for the individual sections of the curve.

In Stage I creep (named also transient creep) strain rate decreases
continuously. The most important mechanism in this section is thermal activated
glide of dislocations. The number of dislocations increases and in many materials
they form a subgrain structure. As a result of this motion, the number of mobile
dislocations decrease, or with other words: work hardening occures. The strain
versus time can be described by one of the equations:

e = g talog(1+yr) (25)
€= SO.B.t1/3 (26)

where o, B and y are material constants. According to observations, Equ. 25 is
valid for lower temperatures, while Equ.26 fits more the experimental results at
higher temperatures.

The most important part of creep is Stage II., where the creep rate has a
minimum value. The strain rate is constant for a longer period, which shows that
an equilibrium state has been developed. Gliding of dislocations continues, but the
work hardening process is balanced by a "softening" effect. This is due to the
nucleation of a great number of vacancies, according to the temperature. The
interaction of the vacancies and dislocations result non-conservative motion of
dislocations, which keeps the number of mobile dislocations constant.

The phenomenally discription of the steady-state creep is simple:
g=g,+¢et (27)



128 E. Czoboly

where € can be described by various formulae [4]. Some of these are:

€ = Ac™exp(-Q/RT) (28)
€ =Bo" (29)
€ =C.sinh(o/c,) (30)
€ =D.exp[-Q+{(c)/RT] (31)

In Equs.28-31. 4, B, C, D, n, m and o, are material constants dependent on
temperature and Q is the activation energy of creep. It has been shown that this
quantity is nearly equal to the activation energy of self diffusion. This is an
indirect evidence that self diffusion (the presence of vacancies) control stready
state creep [2].

Although the creep processes are balanced during Stage II creep, some
permanent damage occures within the structure, which leads finaly to the
acceleration of deformation. Earlier it was thought that the reason of this increased
creep rate is mainly the increase of true stress due to the constant load and to the
decreasing cross section. Further experiments have demonstrated that the tertiary
creep follows the steady state creep inevitably, if the strain rate is greater than
zero. The real reason of Stage III creep lies in serious damage processes in the
structure. As discussed in Chapter 4. plastic deformation, mainly the stress
directed diffusion and the crack boundary slip have a consequence of void and
microcrack nucleation and this leads finally to rupture. Other alterations in the
microstructure, as onset of recrystallisation, or rearrangement of second phase
particles may influence strongly tertiary creep.

It is worth while to mention, that the total strain till fracture may decrease
drastically with reduced stresses. The role of voids and cracks at the grain
boundaries may dominate in the case of low stresses and high temperatures, when
the strain rate is low too and the fracture will transform from transgranular to
intergranular type. In this case brittle fracture may occure in a macroscopic sense.

However, in general creep process is connected with plastic deformation and
so, the physical content of the creep parameters is correct. They describe the
behaviour (the elongation) of the specimen under the influence of a given stress, at
a given temperature. The creep process is really related to these factors. Every part
of the specimen, which is exposed to these conditions will take part in the process.
The effect of multiaxial stress state can be calculated by using the general yield
theories. This is true as long as the cracks do not disturb the stress distribution in
the macroscopically quasi homogenous material. If cracks are present, fracture
mechanics methods should be applied.
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It is more problematic to relate the measured strain to the different creep
mechanisms, since the total strain is always a product of more than one
mechanism. The contribution of the individual mechanisms to the total strain is a
function of the stress and the temperature. The deformation mechanism maps
(Fig.34) can help in orientation. On the axes of the map are the normalized stress,
o/G and the homologous temperature, T/T,,. The map shows those stress and
temperature combinations, where one or other deformation mechanism is
dominant. The lines represent those points, where the contribution of two, or three
mechanisms are about the same.

T -
Dislocation glide

Dislocation

TiT, -~

Figure 34. Schematic illustration of deformation mechanism map {2].

The greatest problem in creep and creep-rupture measurements is the fime. To
complete tests mainly at elevated temperatures for 100,000 hours or more is very
expensive and troublesome. In addition, the results are generally needed in a much
shorter period. Therefore, different methods are recommended in the literature to
save time, that is to accelerate the tests. One of the most frequently applied method
is the use of the Larson - Miller parameter. The authors considered creep as a
process, controlled by diffusion. According to Equ.28. a given amount of strain
can be produced in time .

g = &t = Ac"'exp(-Q/RT).1 (32)
Taking the logarithm of both sides

Ing =1n4 + m.Ino - (Q/RT) + Int (33)
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Considering that a given strain should be produced, the right side of the
equation is also constant. Keeping the stress also invariant, all the constant
quantities can be reduced to one constant, C. Rearranging the equation, we obtain:

/R = T(C + Ini) (34)

Since Q can be regarded as a constant value, if the conditions are about the
same (self diffusion controls creep, there are no precipitation or solution processes,
etc.) Equ.34 means that temperature and time are in some sense equivalent to
produce a given amount of strain at a given stress level. Taking logarithm to the
base 10 the so called Larson-Miller parameter is obtained.

7(20 + log 1) (35)

where 7'is temperature in Kelvin, 7 is time in hours and C is between 17 and 23 for
metals. By using this parameter, time can be spared by raising the temperature.
Because of possible metallurgical changes (e.g.: dissolution of precipitates,
recystallization or fase transformation), this method can be used only with known
groups of materials and in a limited range of temperature. In most cases
temperature increase is about 50° C. If void- and microcrack nucleation takes place
within the lifetime of the test and a considerable part of the deformation originates
from this processes, the extrapolation is not justified. Anyhow, the shorter the time
of test, s compared to the sevice life, 7, the more uncertain are the results, as
indicated on Fig. 35.

Other methods are also recommended in the literature, but because of the
complexity of the deformation mechanisms there is no generally accepted process.

6.6. Combined Test Methods

Because the loading conditions are in practice much more complicated than
the simple loading models (test methods) discussed in Chapter 6., complex tests
are often necessary. In such cases the combined effect of temperature, corrosive
environment, radiation, constant and alternating loading, etc. are examined. The
results are generally evaluated in terms of empirical equations and empirical
material constants.

It is almost impossible to overview all the possible combinations of interior
(different phases, grain size, inclusions, texture...) and exterior (temperature,
multiaxial stress state, mean stress, strain rate, environment...) factors, which have
an effect on the individual processes discussed before and which may influence the
lifetime of a part. Many of the factors are analysed in Ref. [27]. Here the
discussion will be restricted to the effect of temperature and alternating stress as
one of the usual combinations in practice. In studying the combined effect two
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ways are possible. The analysis may be based on the fatigue process studying the
influence of elevated temperature. Or one may examine the creep processes as a
basis and investigate the effect of alternating loading. It depends on the actual
case, on the actual parameters, which of the two methods is more justified.

The measured quantities, as well as the criteria of failure are also different in
the two cases. In the fatigue experiments the number of load cycles, the rate of
crack propagation or even total fracture is observed. Otherwise the strain until a
given time, the strain rate, or the lifetime should be measured. If crack propagation
process is included, the concepts of fracture mechanics should be used. Typical
experiments are the examination of crack propagation rate, expressing the results
by the Paris-Erdogan equation and investigating the influence of the special test
conditions on the C and m constants. However, at high temperature general plastic
flow may occure, which should be excluded basically from fracture mechanical
analysis. In such cases the crack propagation law is somewhat altered and instead
of AK similar parameters, as C* or C, are applied [28-30].

If cyclic loading is applied
0, / G, at high temperature, more
exactly above 0,5 T,, the

\ physical process of fatigue will
be combined with the processes

1 of creep. As discussed earlier, at
//J this temperature non-
conservative motion of

dislocations, stress directed

_ diffusion, boundary diffusion

/ / ¢ and void nucleation at the grain
t/ls boundaries are possible. This

Figure 35. Uncertainty of the test results increases, if the procedures have a strong
time of tests decreases compared to time of influence on fatigue

service. mechanism. The  climbing

mechanism of dislocations will

result that the originally planar arrangement of dislocations, which characterises

the first period of fatigue, will turn to a so-called wavy distribution. It was

observed that wavy arrangement of dislocations leads much earlier and easier to a
Stage II crack than usual.

The combination of damageing mechanisms of fatigue and creep has a drastic
effect on the lifetime. It has been discussed earlier that the first stage of fatigue life
is crack initiation. This mechanism is enhanced very much by void nucleation on
the grain boundaries. The existance of voids promote also crack propagation,
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which will run also along the boundaries. So, to the contrary of usual transgranular
fatigue cracks at low temperature, the fracture may occure intergranular at high
temperatures. Intergranular fracture develops under appropriate circumstances
more easily, than transgranular, which means that the fatigue life can be drastically
reduced.

Because all the creep mechanisms are dependent on time, the dominating
factor in fatigue will be a function of time too. Of course, not the total time, but
only those periods have a role, when a relatively high stress is acting. So, e.g. the
significance of wave form of the load cycle will increase, or - which is the same -
the hold time at the peak load will be important. The same concerns also to
frequency. Low frequency means that untill a given number of cycles a long time
passes in contrast with a high frequency. Therefore, creep mechanisms have time
to contribute to the damage of materials. Data can be found, that the reduction of
frequency from 600 to 2 cpm results a decrease of the fatigue life by a factor of
100 [16].

The interaction of creep and fatigue can be examined also differently: taking
the process of creep as a primary one and investigating the effect of varying load.
Such investigations have shown that the minimum strain rate for a cyclic loading is
in the most favourable case equal to the creep rate under static load, assuming that
the maximum stress in the load cycle is equal to the static stress in the creep test.
However, in many cases the minimum creep rate under cyclic loading is higher
[31].

The observations are similar for the lifetime for creep. The life is reduced, if
the stresses are mot constant, but vary cyclically. The reduction depend on the
material and on the loading parameters. In the most favourable case, the reduction
is negligable, but the resultant lifetime is never longer than in pure creep.
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HIGH TEMPERATURE DEFECT ASSESSMENT PROCEDURES

R.A. Ainsworth
Nuclear Electric, Barnwood, UK

ABSTRACT

In this chapter, a basic high temperature defect assessment procedure for components
subjected to essentially steady load is described. This is based on the Nuclear Electric
RS procedure, the British Standards Document PD6539 and other procedures in the
literature. First, the basic phenomena influencing high temperature defect growth are
discussed and the basic calculations needed and the input materials data required to
assess these phenomena are presented. Then this information is combined into an
overall defect assessment procedure which is discussed. This procedure is finally
illustrated by a number of worked examples. The presentation here is necessarily brief
and for more detail on the background phenomena, assessment procedures and worked
examples the interested reader is referred to the book by Webster and Ainsworth [1].
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1. OVERALL BEHAVIOUR

The behaviour of a crack characterised by initial dimensions a,, 1, (the depth and semi-
length of a semi-elliptical surface defect, say) is shown schematically in Figure 1. One
factor which limits the allowable size of this defect, either initially or after some creep
crack growth, is short-term fracture. Methods for assessing this mode of failure are
discussed first in Section 2, including estimation of the post-yield fracture mechanics

parameter J.

Assuming the initial crack does not fail by short-term mechanisms, creep will affect
subsequent response as shown in Figure 1. Initially creep straining may lead to blunting
of the crack tip without significant crack extension. The duration of this initiation period,
t,, is discussed in Section 3. This includes methods for estimating the steady state creep
parameter C* which is the creep equivalent of J. The transient period prior to a steady
state creep stress distribution being established is also discussed. It is shown that the
initiation time may be correlated directly with C* or may be related to the incubation
crack opening displacement, 3, which governs when crack growth starts, Figure 1.
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Figure 1 Schematic Defect Behaviour at High Temperature
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The duration of the creep crack growth period, t,, is discussed in Section 4 in terms of
the associated creep crack growth rate, a. The total failure time for initiation and growth
is then simply ¢, + t,. However, this estimate of failure time may not correspond to the
limiting failure mechanism. Failure may, instead, be governed by continuum damage
accumulation in the ligament ahead of the crack. Estimates of the corresponding failure
time, tcp, are given in Section 5.

In Section 6, the various calculations in Sections 2-5 are combined into an overall defect
assessment procedure. This is a simplified version of procedures in Webster and
Ainsworth [1], RS [2] and PD6539 [3]. Use of either parts of this procedure or the
overall approach are then illustrated in Section 7 by means of worked examples.

2. ASSESSMENT OF SHORT-TERM FRACTURE
2.1 Numerical Estimates of J for Power-Law Materials

For a material which deforms according to power law plasticity with strain, €, related to
stress, ©, by

€ = ae, (0/0,)¥ (1

where o €,, 6, and N are constants, then the crack tip characterising parameter J for a
defective component subject to a load P is

J=a& 6y €, C hy (P/P,)¥! (2)

where ¢ is a characteristic dimension, Py is a convenient normalising load proportional
to Oy and h, is a non-dimensional function of geometry, crack size, mode of loading and
N. The form of equation (2) follows from dimensional arguments since for a material
deforming according to equation (1), the stress distribution is directly proportional to
load, P, and the strain distribution is proportional to P".

Numerical solutions for J for a number of geometries, crack sizes and values of N have
been obtaincd by Kumar et al [4]. These have then been tabulated in terms of the non-
dimensional quantity h, in equation (2), thus enabling J to be evaluated provided the
material can be adequately described by equation (1). For the centre-cracked plate
geometry shown in Figure 2, these solutions are shown graphically in Figure 3.

It is apparent trom Figure 3 that the normalised solutions are strongly dependent on both
stress index N and on crack size. This makes the results difficult to use if there is
uncertainty about the material description or interpolation for crack size is required.
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To overcome these difficulties, re-normalisation of the solutions in [4] has been
examined by Ainsworth [5]. Essentially, the value of J is independent of the way in
which it is normalised, specifically it is independent of the choice of normalising load
in equation (2). If a different normalising load, P; say, were chosen then J could be
written

J=a o, €, chi (P/p)¥? )

with the normalised parameter h,' related to h; by
hi = hy (P/P,)¥ @

to ensure that equations (2) and (3) give the same result. Results for h,' are shown in
Figure 4 for various values of P, for a compact tension specimen in plane strain with a
crack size equal to half the section width w. The value Py is that used in [4] and leads
to a strong variation of h, with N. It is apparent from Figure 4 that there is a specific
normalising load P,;* which makes h,' sensibly independent of N. Evaluation of P,*
requires numerical solutions for J to be available for a range of N values. Of more
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interest in Figure 4 are the results when P, is chosen equal to the plastic collapse load
of the cracked geometry, P;.. This leads to a modest variation of h,! with N, a factor
of about 2 for 1 < N < 20 for the compact tension specimen, with the value at N = 1
providing a conservative estimate for higher values of N. This is a useful result as
solutions for plastic collapse load are much more widely available than power-law
solutions for J and this is used in Section 2.2 below to develop approximate reference
stress estimates of J.
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Figure 4 J Solution for Compact Tension Specimen using Different Normalisation

Renormalisation using the plastic collapse load is also useful for rationalising solutions
at different crack lengths. For example, for a plane strain single edge cracked plate in
tension, solutions for h, are given by Shih and Needleman [6] for N= 16 as 34.1, 1.90,
0.225 for crack depths a/w = 0.125, 0.25, 0.375 respectively. This strong dependence
on a/w makes it difficult to interpolate to obtain solutions at intermediate values of a/w.
However, if the plastic collapse load, Py,

P,.=1.155 BWo, [1 - a/w - 1.232 (a/w)? + (a/w)?] ®)

for this geometry is used rather than the normalising load Py of [6],

P, = 1.455 Bw a,[{(1 - a/w)? + (a/w)¥* - a/w] (6)

then a weak dependence on a/w results. This can be fitted [1] by a quadratic function
in (a/w), leading to

hy = [11 - 56 (a/w) + 84 (a/w)?] (P,/P )Y ™
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which gives values of 33.7, 1.87, 0.222 for crack depths of a/w = 0.125, 0.25, 0.375
respectively, very close to the numerical results of [6] given above. Equation (7) is used
in Section 7 to enable a range of crack sizes to be readily assessed.

2.2 Reference Stress Estimates for J

Equation (1) with N=1 and oy/aey =.E, Young’s modulus, corresponds to an elastic
material with Poisson’s ratio, » = 0.5. Therefore, for this case equation (3) must give
a value for J equal to the elastic value G. Taking P, as the plastic collapse load P, then
the corresponding value of h,' from equation (3) must satisfy

hi = EG/[c (Pa,/P,)?] @®
=EG/ [c 0244 )

where
Orer = POy/Pp. (20)

is a reference stress. Recalling from Figure 4 that this value of h,' at N=1 is an
overestimate of values at higher N values, then a conservative value for J for N> 1
follows from equations (3, 9, 10) as

J/G = E €,0¢/ 00 an

where ¢, is the strain at the reference stress from equation (1). The accuracy of
equation (11) has been assessed in [7] for the range of solutions in [4] for which J
solutions are available. Generally, equation (11) has been found to be conservative with
a typical conservatism of about 5% on load; ie. the value of J obtained from equation
(11) at a load P is typically equal to that from equation (2) at a load 1.05P. Equation
(11) does not depend on any of the constants in equation (1) and can, therefore, also be
used to estimate J for materials which do not obey power-law plasticity. This is a
powerful result as it enables values of J to be simply estimated for any material, crack
size and geometry provided an elastic solution and a limit load solution are available.

Equation (11) is conservative in the fully plastic region; it is also clearly accurate for
elastic behaviour (e, = 0,/E, J = G). However, it needs to be modified in the small-
scale yielding region (o < oy) where J/G>1. These modifications generally
correspond to a modest increase in J and a convenient correction to equation (11) is

J _ E € . V2 (0,.:/0,)2 (12)

G Ozef (E €.ref/c,ref)
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This provides a correction at small loads which is phased out as the fully plastic term
(the first term on the right hand side of equation (11)) becomes large. Equation (12)
provides a convenient, approximate estimation of J in the elastic, small-scale yielding
and fully plastic regimes.

2.3  The R6 Failure Assessment Diagram Method

With J-estimation schemes, fracture is conceded when J reaches a critical material value,
Juae This may be written in terms of an equivalent fracture toughness, K.

Ipat = Kpae/ E* (13)

where
El! = E/ (1-v?) (14)

in plane strain and E' = E in plane stress. Similarly G can be written in terms of the
elastic stress intensity factor K as

G = K?/E! s

Within the R6 method [8], fracture is not assessed directly in terms of J but in terms of
two parameters. The first of these is L,, a measure of proximity to plastic collapse:

Lr = P/PLc = oref/oY (16)
The second parameter is K,, a measure of proximity to linear elastic fracture:
Kr = Kp/Kmat (17)
Here a superscript p has been added to the stress intensity factor to indicate that it is a

value for the primary load P. In view of equations (12-17), avoidance of fracture by
J < J,.. can be written in the equivalent form

K, < £,(L,) (18)

where f2 (Lr) = [E €ief/oref + Y% er/ (E eref/oref) ] " (19)

is termed the option 2 failure assessment curve in R6. The R6 approach is depicted in
Figure 5. The two parameters L, and K, of equations (16, 17) are evaluated, plotted on
the diagram as the point (L,, K)); failure is then avoided if the point lies within the
failure assessment curve. Conversely, failure is conceded if the point lies outside the
curve.
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Figure 5 The R6 Failure Assessment Diagram

Figure 5 also contains an upper limit, L™, to the value of L,. This is defined as

L™ = g,/q, 20)

where o; is a flow stress usually defined as the mean of the yield stress and the ultimate
tensile stress. This provides an explicit limit against plastic collapse, with some
allowance for strain hardening beyond yield.

For austenitic stainless steels, which show a large amount of strain hardening beyond
yield, equation (19) has been plotted for stress-strain curves measured over a wide range
of temperatures [9]. The resulting curve has been found to be sensibly independent of

temperature and well described by
£,(L,) ={1 - 0.1422{0.3 + 0.7exp (-0.65LE)} @y

which is termed the option 1 failure assessment curve in R6. This is a convenient curve
for austenitic steels but may also be used as a general curve as it has been found to be
a lower bound to option 2 curves for a range of materials. It has the advantage that
stress-strain data are no longer required.

R6 also contains an option 3 failure assessment curve

£(L,) = (6/0)*% (22)
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which can be used when a detailed solution for J is available. Clearly the option 3 curve
is dependent on geometry, crack size and material behaviour which all influence the
calculation of J. The option 2 curve which depends only on material behaviour and the
option 1 curve which is independent of material and geometry have, however, been found
to provide conservative assessments when compared to detailed calculations and
experiments on large-scale structures [10].

It is worth noting that R6 has been developed to address a wide range of issues relevant
to defective components. A description of these is beyond the scope of the present
article but one development which is used later in Section 7 in a worked example is the
treatment of combined primary and secondary stresses. Secondary stresses are defined
as those which do not affect plastic collapse and may be thermal or welding residual
stresses, for example. As they do not affect plastic collapse, they do not affect the
parameter L. However, they do have a significant effect in the elastic regime and the
definition of K is, therefore, extended from equation (17) for combined primary and
secondary loadings to

K,=(KP + K5) /K., + p (23)

Here K is the stress intensity factor for the secondary stresses and p is a parameter
which covers plasticity interactions between primary and secondary stresses. The value
of p is generally small («1) and methods for its evaluation are given in R6 [8].

3. ASSESSMENT OF CREEP CRACK INITIATION

3.1  Numerical and Reference Stress Estimates of the Steady State Creep
Parameter C*

The parameter C* is the creep equivalent of the J-integral and characterises the stress and
strain rate fields near the crack tip in steady state creep. For power-law creeping
materials in which creep strain rate ¢° is related to stress by

& =¢&, (a/a )" 24

an analogy between power-law plasticity and power law creep enables C* to be written
as

Cx = 0,€,ch, (P/P)™ (25)

in a similar manner to equation (2) for J. Here, P, is a normalising load proportional to
o,. If PJ/o, is cqual to Py/oy then h, in equation (25) is identical to h, in equation (2)
for n=N.
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The analogy between J and C* also enables the reference stress estimate of J in equation
(11) to be used to provide a reference stress estimate of C* as

Cx = E G &5or/0,ef (26)

where o, is again defined by equation (10) and ¢ is the creep strain rate at this
reference stress. Equation (26) may be written in an alternative form

C* = Uref égef Rl (27)
where

R' = (KP/0,.)? (28)

This form is used in R5 [2] and contains a small conservatism compared to equation (26)
for plane strain as E'/E has been set equal to unity.

As both KP and o, are proportional to applied load, R' is a characteristic dimension
independent of load. Solutions for R' for a centre cracked tension geometry and a single
edge notched geometry under tension and bending are shown in Figure 6. For small
crack sizes, R' is proportional to crack size; for deep cracks R' is proportional to
remaining ligament size (w-a); at intermediate crack sizes R' is typically equal to half the
section width w.

081

Figure 6 Characteristic Dimension R' of Equation (28) for Various Geometries
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In view of the discussion in Section 2.2, equations (26) and (27) are expected to provide
conservative overestimation of C*. This is illustrated in Figure 7 where results of
equation (27), denoted C*,;, are compared to values of C*, denoted C*,,,, which have
been deduced from experimental displacement measurements on compact tension
specimens. The evaluation of C*,,, is described elsewhere in this volume in the Chapter

by Nikbin.
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Figure 7 Comparison of Experimental and Reference Stress Estimates of C*

It is worth remarking that the creep response of the materials in Figure 7 could not be
adequately described by a power law. However, equation (27) does not require such a
representation but enables creep laws including primary, secondary and tertiary parts to
be used or raw creep data to be used directly if an equation fitting the data is not
available. Equation (27) also allows creep strain accumulation under rising stress, as a
crack grows, to be treated by a strain hardening rule. Such a rule is shown
scp%rgatically in Figure 8 and has been used to evaluate C* in Figure 7.

Creflagea (1;) 8)

Oreflag)

INCREASING
STRESS

£€=£%(0,€%)

TIME

Figure 8 Schematic Strain Hardening Rule
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3.2  Transient Creep

Transient creep effects which occur prior to steady state creep are briefly discussed in
this sub-section. More detail may be found in Section 4.5.2 of Webster and Ainsworth
[1]. A parameter C(t) now describes the crack tip fields rather than the steady state creep
parameter C*. For a crack in a component which responds essentially elastically upon

loading at time t=0,
Cc(t) = K*/(n+1) E't , t~0 (29)

where K is the total stress intensity factor, K=KP + K, for the loadings at t=0. At long
times

c(t) = C* , Lt~ e (30)

An estimate of the transition time, t;, between these two extremes may be obtained by
assuming that C(t) reduces according to equation (29) until it reaches C*. Then

tr = K?/ (n+1) E1Cx (31)

In practice, numerical results [1] show that the value of C(t) reduces more slowly for t
> 0 than predicted by equation (29) and a better estimate of redistribution time is

treq = K2/ E C* (32)

For components loaded purely by primary loading, the reference stress estimate of C* in
equation (26) may be combined with equations (15) and (32) to give

t = Oref/E égef (33)

red

or, more generally for materials which do not exhibit a constant, secondary creep strain
rate

ec(aref' tred) = ozef/E (34)

That is, the accumulated creep strain at the reference stress level at the redistribution time
is equal to the elastic strain at the reference stress. This is also the timescale which
governs redistribution to the steady state in components without defects [1, 11].
Therefore, at the time t,,, redistribution to steady state creep conditions is essentially
complete both at the crack tip and in the bulk of a defective component.
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As C(t) exceeds C* during the redistribution time, the stress and strain rate fields at the
crack tip are higher than those in the steady state during this period. In practice, for
components which operate for times in excess of the redistribution time, the integrated
effect of the transient field is of interest rather than the magnitude of C(t) itself. Since
crack tip events are largely strain controlled and strain rates are proportional to
[C(H)]V@*D, the integrated effect of interest is

[ T LO(8)17 @) dt = cxnl (D £ (140 ,,/€9(0 g, t)] 35)

o

where details of the approximations leading to the result are given in [1]. Equation (35)
shows that the integrated effect is equal to a factor times that obtained by assuming that
steady creep conditions apply at all times. The factor is close to unity provided the
accumulated creep strain at the reference stress is much larger than the elastic strain at
the reference stress. Equation (35) shows that at the redistribution time of equation (34),
the factor equals 2. This factor of 2 is used later in Section 4 to allow for potentially
increased crack growth rates during the redistribution period. The more general result
of equation (35) is used in sub-section 3.3 below in the estimation of initiation time.

3.3 Estimation of Initiation Time

The incubation time shown schematically in Figure 1 is illustrated by test specimen
results in Figure 9. During the initiation time, large strains occur near the crack tip.
In the absence of crack extension these strains blunt an initially sharp crack into a
rounded notch as shown schematically in Figure 1 and in more detail in Figure 10.
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Analysis of the blunting process is described in detail in Webster and Ainsworth [1] and,
therefore, only the essential steps are summarised here. First, from dimensional
arguments, the creep strain rate, €, near the notch surface AB in Figure 10 must be
of the form

é;;or:ch & (6/6) (36)

where § is the rate of notch opening. Secondly, for the creep law of equation (24), the
corresponding stress near the notch surface, 0,4, follows as

Onotch 0o (& /éoﬁ) i/n 37D

Thirdly, as C(t) has the same dimension as C* in equation (27), it is proportional to the
product of notch stress, notch strain rate and a length scale; the relevant length scale is
the notch opening & rather than R in equation (27) so that equations (36) and (37) lead
to

c(t) = o, €& (8/3) (m1)/n (38)

Rearranging this expression and integrating leads to the crack opening displacement at
time t as

87/ (a*1) = (¢ _/gf) 1/ (1) f € [C(t) 1™ (1) gt 39
o

where the initial crack opening displacement (COD) has been neglected and it transpires
from known distributions of strain near blunt notches that the final integration constant
in equation (39) is approximately unity.

The integral in equation (39) has already been evaluated in equation (35) and, therefore,
equation (39) leads to the following results. First, for cases where the initiation time,
t;, is well in excess of the redistribution time, a constant COD at initiation is equivalent
to a correlation between t; and C* of the form

£, o Cxn/ (me1) (40)

for secondary creep with a constant C*. Some experimental data showing this trend are
plotted in Figure 11. In practice such data can be described by a best-fit or bounding
line to the data rather than assuming that the exponent in equation (40) is equal to
-n/(n+1).



High Temperature Defect Assessment Procedures

151

104';
E 4
S 10 o
£ TN._©
| ol ~
c 102_ \\D o
k] E S~
2 ;
[\ ] \\
R o
0 10’ o~
£ 73 o~
] N
10° Ay
107 107 107 1072

C* (MJ/m?h)

Figure 11 Experimental Variation of Initiation Time with C*

Where transient creep effects are important, or the material exhibits primary creep strains,
equations (35) and (39) may be combined with the reference stress estimate of C* in
equation (27) to relate the initiation COD to a strain £, where

€ = (8; /RHV ) — g . /E

(41)

The time for initiation t, is then obtained by entering the creep curve for the reference

stress at this strain level, Figure 12.
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Figure 12 Schematic Evaluation of Initiation Time
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If the left-hand-side of equation (41) is less than zero, then creep crack growth should
be assumed to start at time t=0. If redistribution is complete, then €, > ¢, /E and a
conservative form of equation (41) is

€ = 0.5 (8,/RY)n/(n+1) (42)

Direct experimental validation for this expression has been demonstrated for its use in
the RS procedures and is reported in [1].

4. CREEP CRACK GROWTH

Models for creep crack growth and creep crack growth data are discussed in detail in [1]
and elsewhere in this volume by Nikbin and so only the essential results are quoted here
for use later in this Chapter. Generally, experimental creep crack growth rates are found

to correlate with the parameter C* in the form
& =D, Cxb 43)

where D, and ¢ are material and temperature dependent constants. Models suggest
¢ = n/(n+1). In the absence of data providing the constants in equation (43), models
suggest that

a = 3C%0-%/¢; (44)

for 4 in mm/h, C* in MPam/h and &, the creep ductility, as a fraction. For plane stress
conditions, € can be taken as the uniaxial ductility; for plane strain it can be taken as
the uniaxial ductility divided by 50 to give a conservative estimate of crack growth rates
in equation (44).

Equations (43) and (44) are relevant to steady state creep conditions described by C*.
The value of C* may be estimated using the methods described in Section 3.1. However,
for times less than the redistribution time, the parameter C(t) controls the magnitude of
the crack tip stress and strain rates. In this regime, a pragmatic approach of estimating
crack growth rates is to replace C* in equations (43) and (44) by C(t). It should be
recognised, however, that experimental data often show reduced crack growth rates at
short times so that this is likely to be a conservative approach. As discussed in Section
3.2, the cumulative effect of the transient period is equivalent to a factor of 2 from
equation (35) at the redistribution time. Thus, for example, if creep crack growth rates
in the steady state are described by equation (43), an estimate of creep crack growth may
be made for times greater than the redistribution time by

=2D,Cx £ < bty 45)

a
d= D,Cx , t> t,,
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Once creep crack growth rates are obtained from equations (43-45), then
Aa = f adt (46)

In evaluation of C* to obtain 4, then the methods of Section 3.1 may be used, noting
that the reference stress increases as the crack grows and, therefore, it may be necessary
to employ strain hardening rules, Figure 8, to obtain the relevant creep strain rate.

5. CONTINUUM DAMAGE ASSESSMENT

As noted in Section 1, failure may be governed by continuum damage accumulation in
the ligament ahead of the crack rather than by crack growth. Continuum damage
describes the formation of microstructural damage in a material under stress in the creep
range. Such damage rarely occurs uniformly in structures; the material in the region of
stress concentrations becomes heavily damaged first. This local formation of damage
tends to weaken the stress concentration through the transfer of stress from damaged
material to regions away from the stress concentration feature. This is illustrated in
Figure 13 which shows this as a further period of stress redistribution (II) after steady
state creep conditions have been established following the stress redistribution after
initial loading (I). It can be seen from Figure 13 that as regions away from the initial
peak stress pick up stress, these regions then accumulate damage and the processes of
damage accumulation and stress transfer continue and spread, or propagate, throughout
the structure under failure occurs (III).

)]
W
£
7]
: f :
Z\\i STEADY-STATE/A ! /'/\__\ 5
gl TE——— 7 b
2 4' ‘T P b .
uJ\\ .‘/’-41_ T _nl - \ l ' B
L
! i :
= ll I! l{ / ' x
i} ! ! ! Z
I
al o ! f "/
< ! ! f e
& : I | e
o I 1 ,' Zd/ d IM
| ! !
: :
| I [
! } :
! 1 a 1 o 1
te
Figure 13 Schematic Illustrating Stress Figure 14 Beam Under Bending

Redistribution Stages in a Structure



154 R.A. Ainsworth

The propagation of damage is illustrated first by considering a simple uncracked beam
under bending, Figure 14. The analysis is set out in detail in Section 3.5.1 of [1] using
a simple ductility measure of damage, Figure 15, and is therefore only briefly presented
here. Initiation of damage occurs at the outside of the beam when the accumulated creep
strain there becomes equal to the ductility, ¢;. The creep strain rate distribution in a
beam under bending under steady state creep is

¢ = &, [M/Bd?c,]" [1 + 1/2n]" (z/d) 47

for the creep law of equation (24) and the dimensions defined in Figure 14.
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Figui.¢ 15 Ductility Damage Model Figure 16 Beam with Damage
Zones

Finating the strain at z = d in equation (47) to the ductility ¢ gives the time for damage
initiation as
€
= £ (48)
€,[M/Bd?g,]" [1 + 1/2n]"

i

Following initiation, the outer fibres of the beam can be considered to have 'failed' and
no longer carry stress. Provided the material is ductile and can continue to strain, the
beam will continue to creep but with the strain rate distribution of equation (47) modified
by replacing d with d-c, where c is the depth of the damage zones at the outsides of the
beam, Figure 16. The position of the damage front, ¢, is defined by the strain there
being equal to the ductility. As the strain distribution is linear with distance from the
neutral axis, the accumulated strain at a small distance dc below the damage front is

€/e; = (d-c-8¢)/(d-¢) = 1-8¢/ (d-c) (49)
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The damage front will propagate the distance dc in a time &t when the creep strain &6t
is sufficient to increase this strain, ¢, to the ductility. Hence the rate of propagation of

the damage front is ¢ = ¢ (d-c) /e, (50)

As the creep strain rate is given by equation (47), with d replaced by (d-c), then
¢ = ¢, [M/B(d-c)%a,]” [1 + 1/2n]" [(d-c) /€] (51

This may be integrated to give the time for growth of the damage front from the outside
of the beam (c=0) to the centre (c=d):
€f

‘s = LIM/Bd0 1" |1 + 1/2n]" 2n 6D

which is simply
t, = t,/2n (53)

in view of equation (48). The total time for continuum damage failure is to, = t, + t,
which follows from equations (48) and (52) as
€r

] 4
tep €, [M/deﬂo]" (1 +1/2n]81 (54)

For this example, this failure time is dominated by initiation of damage. However, in
components with higher stress concentrating features the propagation time may be a
significant part of the total life.

5.1  Reference Stress Methods for Continuum Damage

The calculations outlined above for the simple beam under bending with a simple
damage law illustrate the complexity of analysing the spread of damage in structures.
This has prompted the development of simplified methods of life prediction. One of
these methods has involved use of the reference stress defined by equation (10) in terms
of the limit load. Now, steady state creep solutions generate reasonably uniform stress
fields, particularly for high value of the stress index n and later in life when further
stress redistribution occurs, Figure 13. Similarly, limit load solutions correspond to
regions of uniform stress. Therefore, it transpires that a reasonable estimate of
continuum damage failure time is simply

tCD e tr,ref (55)

where t, .. is the failure time of a uniaxial specimen at the stress level, o,;.
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The estimate of equation (55) may be compared with the result of equation (54) for the
beam under bending. For the beam, the limit load in equation (10) is Bd%sy so that

O,er = M/Bd? (56)

For the creep law of equation (24) and the ductility model of Figure 15, the
corresponding failure time is

t: rer = €¢/ [€,(M/Bd?a,)"] (57

Therefore, equations (54) and (57) show that
tCD/ tz,ref = (1 + 1/2n)—(n—1) (58)

which is close to unity for all values of n.

The reference stress methods also work for defective structures. This is shown in
Figure 17 where failure times of various test specimens are correlated with the reference
stress of equation (10) with P, evaluated as the limit load for the crack size at the start
of the tests. Although creep crack growth occurred in these tests, it is apparent that the
correlation is close to that for uniaxial plain bar specimens confirming the accuracy of
equation (55).
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That the reference stress method works for cracked structures is surprising at first given
the high stress concentration at the crack tip. However, finite-element analysis for a
sharp notch, Figures 18 and 19, provides some insight. Figure 19 plots the position of
the damage region as a function of time normalised by this life estimate of equation (55).
It can be seen that although damage initiates early at the notch, the damage front
effectively blunts the notch and a significant amount of time is spent in the damage
propagation stage. In this case, failure occurs when the two damage zones meet in the
centre of the plate at a time of 0.81t, .. Thus, again equation (55) provides a reasonable
estimate of failure time. A similar result would have been obtained for a cracked
specimen provided crack propagation follows some way behind propagation of the
damage front.
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Overall, therefore, a simple estimate of continuum damage life can be obtained from
equation (55). If this does not provide an acceptable life estimate for a cracked
component, then more detailed calculations of crack initiation and growth will not
increase the life estimate. In a component life assessment procedure, the continuum
damage estimate is, therefore, a useful first step and this is addressed next in Section 6.

6. OVERALL DEFECT ASSESSMENT PROCEDURE

In this section a basic high temperature defect assessment procedure is briefly described.
This is then illustrated in Section 7 by means of worked examples. The procedure is
based on the Nuclear Electric RS procedure [2], the British Standards document PD6539
[3] and other procedures in the literature. The overall procedure is described in Section
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8.1 of [1] and summarised in the flow chart of Figure 20. The elements in this flow
chart are discussed here, with reference back to the methods set out in Sections 2-5.

Prior to performing the defect assessment, it is necessary to establish some basic
information on the plant as indicated on the flow chart. Then the initial defect must be
characterised, Figure 21. This usually leads to a defect found by inspection being treated
as a semi-elliptical surface defect, an embedded elliptical defect or a through-wall defect.
Where a defect is postulated, for the purposes of demonstrating that a component is
defect tolerant for example, then one of these shapes is also assumed.

The other basic information required in the flow chart is material properties. For
example, creep rupture and creep strain data may be represented as illustrated in Figure
22. From such information, it is possible to derive creep strain rate as a function of
stress as is required for evaluation of C* by equation (27).

Once this basic information has been collected, the flow chart of Figure 20 has a box
asking whether fatigue is significant. While methods of addressing creep-fatigue crack
growth are available [1, 2], a discussion of these in detail is beyond the scope of this
chapter. Here attention is concentrated on a creep crack growth assessment. This stage
in Figure 20 is amplified in the flow chart of Figure 23.

The defect assessment procedure is described in Section 8.3 of [1] in detail. This
procedure addresses the mechanisms shown in Figure 1 which have been described in
earlier parts of this chapter. The first step of the defect assessment procedure, Figure 23,
is calculation of the margin against time-independent fracture and this may use the failure
assessment diagram of R6, Figure 5. Next, assuming this margin is acceptable, the
rupture life is calculated for the initial defect size, following the approach in Section 5.
This is illustrated in Figure 24 for the creep data of Figure 22. It is necessary to check
that this exceeds the sum of the operating period at the time of the assessment, t,, and
the future life required of the plant, t, It can been seen from Figure 23 that the time-
independent fracture assessment and the rupture assessment are repeated as the crack
grows by creep. As these assessments require only a knowledge of the reference stress
and the stress intensity factor, see Sections 2.3 and 5, this is straightforward.

The next stage in the flow chart is to determine whether or not the crack grows. Various
methods are available for calculating incubation time, Section 3, and if necessary,
subsequent creep crack growth, Section 4. These are illustrated in Section 7 by a number
of worked examples. It can been from Figure 23 that in performing these calculations,
it is necessary to determine whether steady state creep conditions have been established.
This is achieved by comparing the time with the redistribution time of equations (33, 34).
If the redistribution time is not exceeded, then corrections for non-steady creep must be
made using the approaches described in Section 3.3 for incubation and by equation (45)
for growth.
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On completion of the defect assessment part of the procedure, the next stage is a
sensitivity study, Figure 20. The principles of sensitivity analysis are discussed in [8].
Essentially, it should be shown that realistic variations in the input parameters do not
significantly affect the conclusions of the assessment. If the assessment does not
demonstrate acceptable margins, or the sensitivity analysis shows that there is
uncertainty, then various options are available as indicated in Figure 20. One of these
is to perform more precise calculations by estimating C* from equation (25) or from
finite-element analysis instead of from reference stress methods, for example.
However, there is often greater uncertainty the material properties used in high
temperatures assessments. Therefore, obtaining cast specific rather than general
properties or collecting creep crack growth data in the form of equation (44), can be
pursued. If it is not possible to demonstrate acceptable margins even after refining the
assessment, then remedial action is needed, Figure 20. This may involve a change to
the operating conditions, inspection, plant replacement or repair.

Although there are many steps in the procedures set out in the flow charts of Figures 20
and 23, these are relatively easy to follow using the approximate methods set out in
Sections 2-5. To illustrate these methods, this chapter concludes by illustrating the
procedure by means of a number of worked examples.
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7. WORKED EXAMPLES

Five worked examples are considered. The first three are for an edge cracked plate with
differing complexity to illustrate the various methods. The geometry and material
properties are first set out in Section 7.1 and the analyses and results are then
summarised in Section 7.2. The fourth example, described in Section 7.3, is a simple
pressure vessel under constant internal pressure and is used to illustrate the sensitivity
of the failure time to some input data. The final example is a surface axial defect in a
pressure vessel and this is used to illustrate most aspects of a high temperature
component defect assessment. Further details of all examples may be found in [1].

7.1  The Single Edge Cracked Plate and Material Properties

The edge cracked plate being considered is shown in Figure 25. For all the calculations,
Young’s modulus is taken as 185000 MPa. For the first two sets of calculations only
creep rupture and creep crack growth are assessed and simple power law material
behaviour is assumed with creep strain rate, related to stress by equation (24) and
rupture time related to stress by

t. = Ag™Y (59)

Ir

where A and v are constants. The values of the constants in equations (24) and (59) are
&, = 6.25.10°h”, 6, = 400MPa, n = » = 16 and A = 4000(400)® for ¢ in MPa and
t. in hours. Creep crack growth follows from equation (44) with & = 0.25 and a in
units of mm/h for C* in units of MPa m/h.

B

R

Figure 25 Single Edge Cracked Plate
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For the third set of calculations a more complex creep law is followed using a
6-parameter fit to the data in Figure 26. Rupture is assumed to occur when the creep
strain reaches 25%. Initiation of creep crack growth is assumed to start when a critical
crack opening displacement of §; = 0.06mm is reached and subsequent creep crack
growth follows equation (43) with D, = 6 and ¢ = 0.85.

c 25 , 400MPa
£ , ’
,440 MPa /420MPO ,410MPa y

0 1 ! 1 I
0 1000 2000 3000 4000
Time (hr.)

Figure 26 Creep Data for Example 3; 6-parameter Fit Shown by Dashed Lines.

7.2  Calculations for Examples 1-3

For examples 1 and 2, the creep rupture assessment is identical and is based on
calculation of a reference stress and then evaluation of the life, t.,, from the
corresponding rupture time at this stress, equation (55). For this geometry, the limit
load is given by equation (5) and the reference stress therefore follows from equation
(10) as

G,ec = 0.866 (P/Bw) / [1 - a/w - 1.232(a/w)? + (a/w)?]) (89

which has a value o,; = 342 MPa for an applied stress P/Bw = 300 MPa and initial
crack size a, = 20mm. Hence, using the creep rupture data of equation (59)
tep = 4000 (342/400)'¢ = 48137h.

The only other calculation performed for examples 1 and 2 is creep crack growth, which
requires calculation of C*. For example 1, C” is calculated using the solutions of [6] for
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power-law materials. These require some adjustment to the normalising load to enable
interpolation of a/w as described in Section 2.1. For a/w = 0.2, the value of h; from
equation (7) is h; = 5.89 using equations (5) and (6). For a normalising stress o, =
400MPa, the value of P, = Pyo,/oy and P/Bw = 363MPa for a/w = 0.2. Then using
the constants summarised in Section 7.1, noting that c=a(l-a/w) for this geometry,

17
C* =400%x6.25%x10°%0.02%0.8x5.89 X(}_og)

6

w

= 9 10° MPa mh’!
The corresponding creep crack growth rate from equation (44) is

a = 4.410° mmh?

Subsequent crack growth rates are calculated in a similar manner leading to the results
in Figure 27. It can be seen that significant creep crack growth occurs in times much
shorter than the calculated rupture life. Thus, crack growth rather than rupture is
dominant in this case.

a2

EXAMPLE 3 EXAMPLE 2 EXAMPLE

0

28—

CRACK DEPTH ,mm

22

TIME | h

" It s L L
200 200 400 600 800 1000

Figure 27 Calculated Creep Crack Growth for Examples 1-3

For example 2, the simplified reference stress methods of equation (27) are used to
calculate C*. For this geometry, the stress intensity factor is

_ [0.752 + 2.02(a/w) + 0.37(1 - sin¢)3]
K P\/2wtan$ Bwcos
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where Yy = mal/2w

For a, = 20mm this gives K = 103 MPa m* for the applied stress of P/Bw = 300
MPa. Consequently from equation (28)

R! = (103/342)) m = 90mm

using the reference stress of equation (60). The value of C” is obtained from equation
(27) using the creep strain rate of equation (24) with the constants detailed in Section 7.1

as

16
42) X 0.09
20

w

c* = 342x6.25x10‘5x(

o

=1.6 x 10* MPa mh™
The corresponding creep crack growth rate is
a=7.1x 103mmh?

This shows a factor of about 1.6 on initial creep crack growth rate, compared to that
using the power-law solution. Subsequent creep crack growth rates follow by updating
K and o, as the crack size increases leading to the results in Figure 27.

For example 3, both creep rupture and creep crack incubation are evaluated from the
creep strain data of Figure 25. The initial reference stress is given by equation (60).
The rupture life for a rupture ductility of 25% follows from the fit to Figure 26 at this
stress of 342MPa as

tep = b, = 5.43 x 10%

Incubation is evaluated from equation (41), which for the value of §, given in Section
7.1 and the value of R! calculated above leads to

o = (0.06\0% 342
i ( 90 ) 185000

= 0.00014

From the creep strain data of Figure 25 at the reference stress of 342 MPa, the
incubation time is then

t, = 11.0h
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From equation (34), this is less than the redistribution time since the creep strain is less
than

o /E = 0.00185

By entering the creep curve at the reference stress at this value of strain, the re-
distribution time of equation (34) is

tea = 144h
As incubation occurs before the redistribution time, modifications for transient creep are
required in the early stages of crack growth. Therefore, the initial crack growth rate is
given from equation (45) and the constants in Section 7.1 as

a= 12C"%
At t;, the creep strain rate from Figure 25 is

€= 13x 10!

and the corresponding value of C” from the reference stress formula of equation (27) is
then

C" =4 x 10* MPa mh'!
so that

a = 1.6 x 102mmh’!
Because of the primary stage in Figure 25, this is a higher strain rate than for examples
1 and 2 and a correspondingly higher crack growth rate. The calculations of crack

growth have been performed in an iterative manner as for examples 1 and 2, but with
a change in crack growth to

a=6C"% fort > t

Additionally a strain hardening rule has been used to evaluate creep strain rate as the
crack grows, Figure 8.

The overall crack growth calculations for the three cases are summarised in Figure 27.
It can been seen that the inclusion of creep crack incubation and treatment of transient
creep complicates the assessment for example 3 but the same trends of accelerating crack
growth are obtained in all cases.
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7.3  Example 4 - Simple Pressure Vessel

The fourth example is a thick-walled pressure vessel with external radius r,= 175mm and
internal radius r; = 115mm. The vessel contains a fully circumferential external defect
of depth a, = 30mm. The vessel is made of a normalised and tempered Y2 CtMoV steel
and operates at a constant pressure of p=62.5MPa at a temperature of 565°C.

Creep data for this material are adequately described by the secondary/tertiary creep law

e® = e, [1-(1-t)'" (61)
with t=5x10% o’ (62)
ef = Y ésc tr (63)

¥ = 6.4, and a secondary creep law

¢S =58x10% ¢"¢ (64)
Differentiation of equation (61) leads to the creep strain rate as

e“=¢e°/(1-e /e ! (65)
in an explicit strain hardening form.
A limit load solution for this case is given in [1] based on a Tresca yield criterion. For
cracks greater than half way through the vessel wall, this leads to the reference stress

from equation (10) as

D
In[(r,-a)/r;] + Ve [1-1}/(x,-a)2]

(66)

0ref

For the applied pressure of 62.5MPa and the dimensions given above, this leads to

O, = 150MPa
for the initial crack size a = a, = 30mm. Hence, using equation (55) with the rupture
data of equation (62) leads to an estimate of the failure time of the pressure vessel by

continuum damage mechanisms:

tep = 2957h
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To assess initiation and growth, a stress intensity factor solution is needed. One based
on finite-element results for the range of crack sizes considered here is given in [1] as

K = pvma[ 1.421 + 1.5(@/w - 1) + 21@w - ®)* Y@2/r2-1)  (67)

where w = r,r; is the wall thickness. For the initial crack size, combination of
equations (66) and (67) leads to the characteristic dimension of equation (28)

R! = 19mm
It is worth remarking that this dimension is comparable to the crack depth.

Once this dimension has been determined, the creep strain at initiation can be evaluated
from equation (42) and a value of initiation COD. For this material, this is §; =
0.11mm leading to & = 0.0045. This is well in excess of the elastic strain at the
reference stress, so that widespread creep conditions are established at initiation.
Therefore, it is not necessary to consider the transient creep conditions, discussed in
Section 3.2, in either the initiation or subsequent creep crack growth calculations.

Entering the creep curve of equation (61) at the reference stress of 150MPa leads to
t, = 612h

for the creep strain to equal &°. The corresponding creep strain rate from equation (65)
is 8.1 x 10*h™ leading to a value of C* = 2.32 x 10°MPamh! from equation (27).
Creep crack growth rates are assumed to be governed by equation (44) with the creep
ductility given by equation (63); note, this ductility is a function of stress level. The
initial creep crack growth rate is then 2.74 x 10°mmh’. Integrating the crack growth
calculations from the initial depth of 30mm to a depth of 48mm, at which the reference
stress and corresponding crack growth rates are very high, leads to a growth time

t, = 1318h
and hence a failure time
te=1t +t, = 1930h

It is apparent that this is close to the time for continuum damage failure, tcp, = 2957h,
calculated above. The sensitivity of the calculated life to the initiation assessment has
been evaluated by considering values of initiation COD, §; , in the range of 0 - 0.5mm.
At lower values of &, than 0.11mm, crack growth starts at shorter times than 612h, but
the initial crack growth rate is lower than that calculated above because of the lower
strain rate from equation (65). Consequently, the growth time is greater than 1318h.
The converse is true at higher values of §; . The overall effect of this is shown in Figure
28: while t, is very sensitive to §, , the calculated failure time is much less sensitive,
varying by less than a factor of 2 over the full range of values of §.
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Figure 28 Sensitivity of Calculated Life to Incubation COD.

7.4  Example 5 - Surface Axial Defect in a Pressure Vessel

The final example broadly follows the presentation in [3] and is example 7 in [1]. The
problem is specified as a Type 316 stainless steel cylindrical vessel which operates for
28 days each month. It is shut down at the end of the 28th day and is restarted at the
beginning of the first day of the succeeding month. The monthly operating schedule is

given in the Table below.

OPERATING SCHEDULE
Month Pressure | Temperature
' (MPa) O
April - June, August - October, January - March 4.0 575
November, December 6.0 550
July Shutdown
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The vessel was put into operation at the beginning of April 1985 and during the July
1990 shut-down a crack was discovered in parent material well away from any welds.
There was no evidence that the crack had grown during the first five years of service.

Future operation is required until mid-2005 with the same operating conditions as
specified in the Table above.

A defect was located at the outer surface of the vessel, oriented in a axial-radial
direction normal to the surface as shown in Figure 29. The defect is characterised as
a semi-elliptical surface defect with a, = 7mm, 1, = 20mm.

35mm

£
£
i

(=]
o I vt
? ' 21,z 40mm

Figure 29 Defect Geometry

w

The material properties are summarised in the Table below. In some cases, both mean
and bounding data are given. 'Worst case’ data are assumed in making the assessment.

MATERIAL PROPERTIES
550°C 575°C

Young’s modulus E (GPa) 149.2 147.2
Lower bound yield stress 0, (MPa) 113 112
Lower bound ultimate tensile stress g, (MPa) 395 384
Lower bound fracture toughness K, (MPa m” ) 105 105
Creep strain &° (t in h, ¢ in MPa) 2.1 x 10%0*x (t+768t%) 4.3x10"%0* x (t + 768t%)
Upper bound creep crack growth rate (mm h) equation (43) with D, = 23.0, & = 0.81
Mean creep rupture t,(h) for o in MPa, T in K T(log, +22) = 2.6865 x 10° - 25.32¢0 + 1.9748 x 10%¢*
Lower bound creep rupture Mean creep rupture life divided by 10
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A check on fatigue shows that this need not be considered [1,3.].

The defect assessment requires a number of calculations. An important element in these
is the reference stress which is proportional to pressure, p, by a factor which depends
on the crack dimensions. For the initial defect dimensions and a limit load solution
given in [1] this leads to

108.5MPa for p = 6MPa

Oref

It

72.3 MPa for p = 4 MPa.

Oref

The corresponding values of L, from equation (16) and the yield stress data given above
are

L, = 0.96 for high pressure operation
L, = 0.65 for low pressure operation.
For a time dependent assessment it is also necessary to evaluate the parameter K, of
equation (23). The input values of stress intensity factor are listed in the Table below

for the pressure loading, K®, and the thermal stress, K*. The small plasticity correction
factors p are also listed with the total values of K.

High Pressure Operation Low Pressure Operation

Deepest Point | Surface Deepest Point | Surface
K? (MPa m*) 13.6 9.0 9.0 6.0
K* (MPa m*) 5.7 4.6 5.7 4.6
i 0.018 0.02 0.051 0.059
K, 0.202 0.150 0.192 0.160

In Figure 30, the points (L,, K, ) are plotted for the most onerous conditions on the
failure assessment diagram. the points lie well inside the failure assessment curve
demonstrating an adequate margin of safety.
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Figure 30 R6 Assessment

As operating pressure varies, the life fraction rule is used for the creep rupture
assessment. The plant operated for 28 days (= 672h) each month with 10 months of
high pressure and 48 months of low pressure operation between April 1985 and detection
of the defect in July 1990. Using creep rupture and the reference stresses given above
gives the rupture times, t, ., of 3.83 x 10°h for high pressure operation and 4.35 x 10°h
for low pressure operation. Hence,

10 X672, 48 X672 _ (092

3.83 x 10° 4.35 x 106

e =

This small value of damage (D, < < 1) corresponds to a large rupture life, tcp, and
hence the calculations of crack growth can continue. As the crack is found in service,
it is assumed to be growing and no allowance for an initiation period is made. The
crack growth calculations are very similar to those in the earlier examples presented,
with a strain hardening rule to allow for changes in reference stress due to the changing
crack size. As the defect is semi-elliptical, C* has to be calculated for both the surface

point and the deepest point.

Some results of performing these calculations are given in the Table below for the month
of low pressure operation in August 1990 immediately following detection of the defect
and assuming steady state creep conditions to apply.
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Crack Growth Calculations for August 1990

Deepest point Surface
C* (MPa mh™) 1.55 x 10° 6.71 x 10°
Crack growth rate (mmh™) 4 = 1.08 x 10° 1 =551x10°

from equation (43)

Crack growth (mm) in Aa=2xax672h = 0.0146 | Al=2x1x672h = 0.0074

August 1990

The thermal stress provides an additional complication in this case when performing the
check on steady state creep conditions. Redistribution to the steady state takes longer
as the thermal stresses must be relaxed in addition to the elastic stresses due to the
mechanical loading. This can be accounted for by using the total stress intensity factor
K = K* + K* to calculate the redistribution time of equation (32). This is equivalent
to modifying equation (34) such that redistribution is complete when

8;::ef = (oref/E) (K/Kp) 2

Inserting the values in the table above into the right-hand side of this equation gives an
elastic strain of 1.3 x 107 in excess of the accumulated creep strain to July 1990 which
is calculated as 1.0 x 10®. Therefore, redistribution is not complete and the crack
growth rates must be doubled to evaluate the values as Aa and Al, during August 1990,
see equation (45), as indicated in the Table above The magnitudes of these are
sufficiently small that it is not necessary to divide the time steps into less than a month.
It is also straightforward to calculate increments of creep damage and creep strain from
the reference stress during the month.

The calculations outlined above have been repeated for each successive month. Non-
steady creep conditions persist until August 1992. The amounts of crack extension at
the deepest point and on the surface are shown in Figure 31 corresponding to a surface
defect with a = 9.4mm and 1 = 21.4mm by June 2005. Figure 32 shows the creep
damage accumulation up to this time. The time-independent assessment has been
repeated for the final defect size and the points are included in Figure 30.

It is clear from all these calculations that the plant can operate to the year 2005 without
excessive creep crack growth or failure by creep rupture or fast fracture.
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In this chapter, the calculations required to follow a basic high temperature defect
assessment procedure have been described in outline. A number of worked examples
have been given to illustrate the procedure and the calculations. References have been
given for those interested in more detail in this area.
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Abstract

This Chapter covers topics related to the creep and fracture of engineering materials at high
temperatures containing defects and their relation to high temperature life assessment
methods. Following a description of engineering creep parameters basic elasto-plastic
fracture mechanics methods are presented and high temperature fracture mechanics
parameters are derived from pasticity concepts. Techniques are shown for determining the
creep fracture mechanics parameter C* using experimental crack growth data, collapse
loads and reference stress. Models for predicting creep crack initiation and growth in terms
of C* and the creep uniaxial ductility are developed. These ideas are then applied to
practical techniques for analysing and predicting crack initiation and growth under static
and cyclic loading conditions. The subject cannot covered in detail within one chapter but
rather an overview is presented in order to highlight the relevant topics that the reader
should seek further reading on.
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1 Introduction

Engineering life assessment and component design utilise models based on theoretical
principles which always need to be validated under practical and operational circumstances.
In this chapter engineering creep parameters ranging from uni-axial to multiaxial states of
stress are described. The mechanism of time dependent defomrmation is shown to be
analogous to deformation due to plasticity. Therefore elasto-plastic fracture mechanics
methods are reviewed and linked to high temperature fracture mechanics parameters.
Techniques are shown for determining the creep fracture mechanics parameter C* using
experimental crack growth data, collapse loads and reference stress methods. Models for
predicting creep crack initiation and growth in terms of C* and the creep uniaxial ductility
are developed. Cumulative damage concepts are used for predicting crack growth under
static and cyclic loading conditions. The topics discussed in this chapter complement the
book “High temperature component life assessment” by Webster and Ainsworth [1] in
which emphasis is placed on analysis of creep initiation and crack growth in terms of
fracture mechanics concepts.

1.1 Creep analysis of uncracked bodies

The time dependent deformation mechanism occuring at elevated temperature that is
generally non-reversible 1s defined as creep. Creep is most likely to occur in components
that are subjected to high loads at elevated temperatures for extended periods of time.
Creep may ultimately cause fracture or assist in developing a crack in components subjected
to stresses at high temperatures. In the last 30 years rapid development has taken place in
the subject and references at the end of the chapter give an indication of this work [1-29].

The phenomenon of creep is based on a time dependent process whereby the material
deforms irreversably. Creep in polycrystalline materials occurs as a result of the motion of
dislocations within grains, grain boundary sliding and diffusion processes. A creep curve
can simply be split up into three main sections as shown in figure 1. All the stages of creep
are not necessarily exhibited by a particular material for given testing conditions. In figure 1
aregion of accelerating creep rate is shown which occurs immediately after the full load has
been applied. It is termed an incubation period because it happens prior to the attainment of
normal primary, secondary and tertiary creep. It is usually only observed in single crystal
or highly oriented materials at relatively low stresses and high temperatures and is
associated with a gradual build up of mobile dislocations.

For most cases the first region is the primary creep stage with no initial incubation period
observed. This is a period of decreasing creep rate where work-hardening processes
dominate and cause dislocation motion to be inhibited. The secondary or steady-state region
of creep deformation is frequently the longest portion and corresponds with a period of
constant creep rate where there is a balance between work-hardening and thermailly
activated recovery (softening) processes. The final stage is termed the tertiary region. This
is a period of accelerating creep rate which culminates in fracture. It can be caused by a
number of factors which include; increase in stress in a constant load test, formation of a
neck (which also- results in an increase in stress locally), voiding and/or cracking and
overageing (metallurgical instability in alloys).
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Figure 1: Various regions in a creep curve

A small amount of creep strain is usually recovered, as indicated in figure 1, if the load is
removed part way through a creep test. However, for the most part. creep strain can be
regarded as permanent. Also, in the absence of voiding creep deformation takes place at
constant volume like plastic deformation.

Families of creep curves obtained at different stresses and a constant temperature for most
polycrystalline materials will tend to look the same when normalised with time. Similar
behaviour is observed when tests are performed at a constant stress and different
temperatures. However the primary, secondary and tertiary ratios and the creep ductility
could vary both with load and temperature. All stages of creep are accelerated with an
increase in stress and/or temperature. The creep ductilities of different materials can be
relatively independent, or sensitive, to the testing conditions. Some engineering alloys
exhibit an appreciable decrease in failure strain with increase in rupture life.

Generally, the creep properties of crystalline materials can be related to their homologous
temperature T), (i.e. their melting temperature in degrees Absolute). The shapes of creep
curve shown in Figure 1 is most relevant to a temperature 7 greater than about
approximately 0.5 T, (T may range between about 0.4 and 0.6 for different alloys). For
tests lasting approximately the same length of time at temperatures above and below this
temperature, different shapes will tend to be observed. For T>0.5T), it is likely that
secondary and tertiary creep will be most pronounced and for 7< 0.3T,, that primary creep
will predominate. This behaviour can be partly attributed to the different stresses needed at
each temperature to cause failure in the same time. At 7>0.5T,, realistic rupture lives are
obtained at a stress ¢ which is less than the yield stress oy of a material, whereas at
T<0.3T,, a stress of greater than the yield stress would be needed to give the same lifetime.
For most materials the primary component of creep tends to be magnified with increase in
stress thus causing this term to dominate more at lower temperatures.

Table 1 lists some values of 0.5 T}, (in °C) for a selection of metals. It is apparent that lead
is expected to exhibit significant creep at stresses less than its yield stress at room
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temperature. For the other materials, a stress greater than 6y would need to be applied to
cause significant creep at room temperature. Consequently, for most engineering materials
plastic deformation occurs at lower stresses than are needed to cause creep at room
temperature whereas at 7 > 0.5 T,,, , approximately, creep occurs at lower stresses than are
needed to cause plastic deformation. This observation explains why room temperature
design philosophies are based on avoiding yielding and high temperature design codes on
avoiding creep failure.

Table 1: Melting temperatures of metals

Material Melting Temp. °C 05T,(°C)
Lead 327 27
Aluminium 660 194
Copper 1083 405
Titanium 1690 708

Iron 1530 629
Nickel 1453 590

Creep in polycrystalline materials is sensitive to grain size, alloying additions, initial
condition of the material, heat treatment and testing conditions. Figure 2 compares the creep
properties of a range of engineering alloys. It indicates the improvements in creep strength
that can be gained by alloying additions to steel and why nickel base alloys are used for the
highest temperature applications in for example gas turbine engines. The highly alloyed
nickel base alloys (often called superalloys) can be used at these high temperatures because
they exhibit high creep strengths at relatively high fractions of their homologous
temperatures.
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A creep fracture can be transgranular or intergranular [7,16-17] There is a general trend
towards transgranular failures at short creep lives and relatively low temperatures and
intergranular failures at long lifetimes and higher temperatures. Intergranular failures are
usually most relevant to practical operating situations. They can result in creep ductilities,
that are much less than room temperature ductilities. Microcracking and voids can be
distributed throughout a material at failure or be localized to the final fracture. Several
processes contribute to creep deformation in metallic materials. These processes give rise to
different stress and temperature dependencies.

1.2 Physical models describing creep

A number of processes dominate the creep processes [1-10] as shown in figure 1. When
secondary creep dominates, it is often possible to express secondary creep strain rate €, in
the form

g ao" exp(—Q/RT) (»

where n and Q are material dependent parameters and R is Boltzmann's constant. The
values of n and the activation energy Q are sensitive to the processes controlling creep. The
creep processes can be described in terms of deformation mechanism maps which exhibit
two main creep fields. In one, creep rate is governed by the glide and climb of dislocations
and has a power law stress dependence. In the other, creep is controlled by the stress
directed diffusional flow of atoms [9]. For a given mechanism actual creep rates are
dependent on material composition, microstructure and grain size. The largest grain size
dependence is observed in the diffusional flow region with an increase in grain size
resulting in a decrease in creep rate. Solid solution and precipitation hardening alloying
additions can impede dislocation motion and influence diffusion rates. There is a general
tendency for alloying additions to move mechanism boundaries to higher o/E and T/Ty,
ratios |9].

The existence of several creep processes indicates that in general n and Q in equation (1)
will change as a mechanism boundary is crossed. Also it has been established that a simple
power law stress dependence is not always satisfactory. At high stresses an exponential
expression of the form

£ aexp(foyexp(—Q/ RT) )

where 3 is a material dependent constant is often more adequate. Garofalo [4] has shown
that equations (1) and (2) can both be encompassed by the relation

£ o(sinhoxa)" exp(—Q/ RT) 3

provided B = om. When a6 < 0.8, equation (3) reduces to equation (1) and when o 6>
1.2 it reverts to equation (2). No satisfactory physical model has yet been developed which
produces expressions of the torm of equations (2) or (3).

There are creep laws which deal with the time dependence of creep. The stress and
temperature dependence of the material parameters introduced will not be examined.
However, for the most part they can be described by expressions that are similar to those
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used for secondary creep in the previous section. Model based laws [2,12,13] where creep
strain is predicted from motion of dislocations give an understanding of the creep behaviour
but are rarely useful for engineering purposes.

As aresult, empirical laws have been produced [4,5,15] to give more accurate descriptions
of the observed shapes of creep curves. A representative selection is listed below with an
indication of their ranges of applicability.

Usually for T/T,, < 0.3, work hardening processes dominate and primary creep is observed
which can often be described by a logarithmic expression of the form

€C=0£ln(]+ﬂt) (4)

where o and B are parameters which in general are functions of stress and temperature.
Within the temperature range 0.3 <T/T,,, < 0.5, secondary creep begins to appear. A typical
equation [5] is

& =™ +et

where m < 1 and takes the value //; in the Andrade [2] expression. Again « is in general a
function of stress and temperature. In equation (5) the first term describes the primary
region and the second term describes secondary creep.

For T/T,, > 0.5, equation (5) can still be employed [4] but an alternative expression that has
been used ¥ is

‘=gl —exp(—t/7) }+€t (6)

Other empirical laws have been proposed that have wider applicability than those just
presented and which can also accommodate tertiary creep [4,15] Two representative
equations are;

ec=qaqt!’3 +fBr+y83 )

and

& =0l -exp (-0,0)}+6,{exp (6,t)-1} )

where @, 8, % 6}, 0,, 05 and 6, are stress and temperature dependent material parameters.
In their most general formulations, each of these parameters consists of a summation of
terms involving stress and temperature. The equations describe primary, secondary and
tertiary creep. They can correlate a wide spread of behaviour because of the number of
disposable parameters that are used. They do however need a large body of data to identify
all the terms. They are of most use in extrapolating experimental data to longer times.
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The list of creep laws presented for describing the time dependence of creep is by no means
extensive. The references given will cover the range in depth.

1.3 Time-Temperature Creep Parameters

Design lifetimes of engineering components are often based on time to a specific strain or
rupture. For this purpose, it is usually more convenient to replot the type of data shown in
Figure 1 as shown in Figs 3 and 4. Secondary creep rates, time to a specific strain (say
1%) or rupture lives can then be read off at any desired stress and temperature. Figure 3 is
most appropriate for extrapolating to other stresses at a given temperature and Figure 4 for
extrapolating to other temperatures at a particular stress. Straight lines, with the slopes
shown, will be obtained on the figures when the data can be correlated by the stress and
temperature terms given in equation (1).
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Figure 3: Stress dependence of creep properties at different temperatures.
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Figure 4: Temperature dependence of creep properties at different at different stresses.

A simple straight line relation is not usually obtained on plots like those depicted in figures
3 and 4 when attempts are made to include a wide spread of data. This is because different
values of n and Q are needed to describe different creep mechanisms. Consequently in
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order to achieve more reliable extrapolations, time-temperature creep parameters have been
devised for superimposing all the results onto one so called 'master curve' for one material.
The basis of the creep parameters is that time and temperature have similar effects; i.e. the
same creep behaviour is obtained at the same stress in a short time at high temperature as is
attained in a long time at low temperature. This is clearly a simplification but it does result
in satisfactory extrapolations of creep data.

The Sherby-Dorn parameter [2] make use of these type of curves where specific creep data
is available. This parameter can be obtained immediately from the temperature dependence
shown in equation (1). This equation suggests that creep strain can be written as

& =f(0,0) ©)

where the stress dependence need not be restricted to a power law function and 6 is the
Sherby-Dorn parameter

0 = texp (-Q/RT) (10)

When this relation is valid, creep data obtained at the same stress but different temperatures
should superimpose when plotted against 6. Satisfactory agreement is usually found for
pure metals and dilute alloys at 7/T,,, > 0.5 but not in other circumstances.

Another relationship the Monkman-Grant [19] is effectively a critical strain criterion. It
states that the strain accumulated during secondary creep is a constant at failure so that the
product of the secondary creep rate and the rupture life 7, is a constant; i.e.,

- C

€ty =Cyg (11)
where Cyp is the Monkman-Grant constant. When secondary creep dominates it predicts a
constant creep ductility independent of stress and temperature. This implies that, at a given
stress, failure also occurs at a constant value of the Sherby-Dorn parameter. When failure
occurs at a finite reduction in area due to internal voiding and cracking Cye<I/n
approximately. However, in practice measured creep failure strain may be appreciably
greater than Cy due to strain accumulated in primary and tertiary creep.

The widely used Larson-Miller parameter can be expressed in terms of time to a specific
strain or time to rupture. Unlike the Sherby-Dorn parameter, which assumes a constant
activation energy, this relation implies that activation energy is dependent on stress.

The Larson-Miller parameter, P, is usually written in the form

P=T[C+log,t] (12)
where P is a function of stress only, C is a constant and ¢ is the time to a specific strain or

the time to rupture. When rupture life is expressed in hours, C is usually in the range 17 to
23 and quite often can be approximated to 20.
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An example of a Larson-Miller plot for the nickel base alloy Nimonic 105 is shown in
Figure 5, where T is in °K and ¢, is the rupture life in hours. Other creep parameters that
are cited elsewhere [3] can be used in a similar fashion.
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Figure 5: Larson-Miller plot for Nickel-based alloy Nimonic 105.

Almost all basic high temperature material properties data are usually generated at constant
stress and temperature. Most components experience changes in stress and temperature
during operation. Consequently some procedure is required for extending the application of
constant stress and temperature data to variable operating conditions[20-27].

Use is made of experimental observations to develop criteria. Instead a mechanical equation
of state approach is employed. With this concept it is postulated that the instantaneous creep
rate is governed by the current 'state’ of the material and the current stress and temperature
conditions imposed, independent of the previous history of these conditions. Several
mathematical formulations have been proposed which each define the 'state’ of a material
differently. There is experimental support for each of these in particular circumstances.
They can all be expressed mathematically as

£ =f(o.T.5) (13)

where s is the term which describes the current 'state’ of the material and o and T are the
present values of stress and temperature, respectively. The physical expressions relating
creep rate to mobile dislocation velocity and density can be regarded as an equation of state
[2,12,13]. With this interpretation, the mobile dislocation density in a material would
represent its current 'state’. There is seldom sufficient information available to apply a
detailed physical expression and almost invariably empirical mechanical equations of state
are employed. Several have been proposed to account for different ways of defining the
‘'state’ of the material. The four most common definitions are;
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é°=f1(a,T,eC) (14)
£°=f,0 T1) (15)
e’°=f3(a, Tele) (16)

éC=f4(0',7:t/tr) a7

The first equation is referred to as the strain hardening (SH) law since it defines the 'state'
of the material in terms of the creep strain incurred; the second is called the time hardening
(TH), or age hardening, law as it represents 'state’ by the time during which creep has been
taking place. The latter two equations are normalised versions of the first two. Equation
(16) is termed the strain fraction rule (SF) and equation (17) the life fraction rule (LF). In
these expressions €f and t; are creep ductility and rupture life, respectively.
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Figure 6: Application of mechanical equations of state to determine a) an instantaneous
creep rate change, and b) strain accumulation due to stress (and/or temperature) increases
during creep.

An illustration of the application of equations (14) and (15) to stress and/or temperature
changes is shown in Figure 6. When the SH law is used a new instantaneous strain rate is
obtained after a change in conditions by transferring horizontally at constant strain from one
curve to another (i.e. from A to B or from C to D in Figure 6a). With the TH law the
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transfer is made vertically at constant time (i.e. from A to B' or C' to D'). The strain
accumulated due to a progressive change in conditions from &, T; to 0, T, and then to
03, T3 is shown in Figure 6b. For increasingly severe loading conditions, when primary
creep behaviour is observed, the strain hardening law predicts more creep strain than the
time hardening law. When the conditions become progressively less severe, the reverse is
true. During secondary creep all equations of state give the same answer since a horizontal
or vertical transfer from one line to another always results in the same creep rate. Where
tertiary creep dominates, the SH and TH laws predict the opposite trends to those observed
during the primary region. It cannot be argued, therefore, that one of these laws will
always give the greatest strain accumulation for all conditions.

The SF and LF rules can be applied in exactly the same way as the SH and TH laws
provided the axes on Figure 6 are normalised as &7/ & and #/t,, respectively. The SF and LF
rules are usually more satisfactory than the SH and TH laws for determining final failure
under variable operating conditions. With the SF rule, failure is predicted when

28"/£f,:1 (18)
and with the LF rule when

Tut, =1 (19)

where in these summations € and t; are the creep ductilities and rupture lives relevant to
each loading condition. Ideally the equation of state that should be chosen is that which
describes the material behaviour best. In most cases insufficient information will be
available and judgement has to be employed. When work hardening processes
predominate, it may be argued that the SH law (or SF rule) should be most appropriate.
When thermal recovery processes control, or metallurgical instability results in ageing, it
may be more relevant to choose the TH law (or the LF rule). In any event, the time
hardening law will result in the simplest mathematical analysis.

1.4 Complex stress creep

Because creep deformation is not linearly dependent on stress, the effects of stresses that
are applied in different directions cannot be superimposed linearly. However, it is found
experimentally that;

(i) hydrostatic stress does not affect creep deformation;
(ii) the axes of principal stress and creep strain rate coincide; and
(ili) no volume change occurs during creep.

These observations are the same as those that are made for plastic deformation [6,20,26].
This is not surprising when both processes are controlled by dislocation motion. The
observations imply that the definitions of equivalent stress and strain increment used in
classical plasticity theory can be applied to creep provided strain-rates are written in place of
the plastic strain increments. Therefore for creep, the Levy-Mises flow rule becomes
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where 03, 0, and 07 are the principal stresses, &;,€,ande;the respective creep strain rates,
o is the equivalent stress and €° corresponding equivalent creep strain rate. Equation (20)
satisfies the experimental observations (i) to (iii) provided appropriate definitions are
chosen for & and €. From (i), and the observation that dislocations are mainly responsible
for creep, it may be inferred that shear stresses govern creep deformation so that either the
Von-Mises or Tresca criterion can be employed. With the Von-Mises definition,

o :71-_5[(0'1 "0'2)2 +(a, _0'3)2 +(o;- 0, )2]/2

(21)
and
Tc ﬁ Y C -c e\ oc .c /2
£=5 [(s, —e ) - + 6 e,)z] o
Assuming the Tresca definition,
G=(0,-0,) (23)
and
gl e
37 (24)

where 0; and o3 are the maximum and minimum principal stresses, respectively. The Von-
Mises definition can be regarded as a root mean square maximum shear stress criterion and
the Tresca definition as a maximum shear stress criterion. Most investigations of equivatent
stress criteria were carried out mainly on thin walled cylinders subjected to different
combinations of tension, torsion and internal pressure [21]. The case of internal pressure
alone will now be considered as an application of the complex stress creep analysis.

It can be shown for any complex stress state that the equivalent stress calculated according
to the Tresca definition is always greater than, or equal to, that determined from the Von-
Mises definition. The maximum ratio between them is the 2/V3 obtained in this example.
Use of the Tresca criterion will, therefore, always produce the same, or a higher, creep rate
than is obtained from the Von-Mises criterion. As most experimental results usually fall
between the two predictions [20-26] assumption of the Tresca criterion is therefore likely to
be conservative,

1.5 Damage mechanics concepts
The descriptions presented so far have been concerned mainly with determining the rate of

creep deformation in the absence of damage accumulation. Modes of fracture have been
identified but the mechanisms by which failure occurs have not been discussed. Two
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largely consistent damage accumulation processes exist [24,28,30]. They show how
tertiary creep is produced in materials that deform in secondary creep in the absence of
damage. Both approaches assume that secondary creep can be described by the power law
stress dependence given by equation (1).

A model for the development of damage by void growth has been proposed by Cocks and
Ashby [28] and extended by Smith and Webster [29]. With this approach a distribution of
circular cross-section cavities is assumed on grain boundaries which are perpendicular to
the maximum tensile stress. The fractional area of grain boundary damaged therefore is
calculated and upper bounds to the displacement rate of a volume of material associated
with it can be calculated.

With a phenomenological approach the damage fraction ® is not a physically identifiable
quantity. It is an effective fractional loss in area which can be defined to include loss of
creep strength due to microstructural degradation as well as cavity nucleation and growth.
Empirical equations have been proposed by Kachanov [30] and Rabotnov [24] which allow
strain rate and damage rate to increase with this damage w according to

c 1 g;

éczéo(~] ’ m: m
c,) (1-vy (I-o)

and

POy KA
No,) U-w)

where € ,, 0, @, n, m, vand 1 are material constants that are chosen to give a best fit to
experimental creep data. However, for simplicity it is usually assumed that m=n and n=v.
and further substitution and integration produces

(25)

(26)

where ¢ = (v + 1)/v + I - n). However, for this equation to be physically realistic it is
necessary that v + / > n. In this circumstance and rupture life

v
f=A{2e) L
r o \ O 1.1
0, (I+1) @7
and the creep failure strain is
g =E19=¢,(0/0, ) (28)

where € is the creep ductility at stress 0 = 0,
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1.6 Influence of state of stress

In many cases uni-axial analysis is not sufficient for life assessment analyses. However
this can be extended to multi-axial loading by accounting for the influence of state of stress
on the deformation and damage processes. Several specific models have been proposed
which have been discussed by Riedel {10]. They generally assume that strain rate is
governed by an equivalent stress criterion and that void growth mechanisms are sensitive to
the maximum principal stress or hydrostatic stress component 0,,. For example, Rice and
Tracey [31] have developed an expression for rigid-plastic deformation (n=c< ), which
gives the creep ductility under complex stress loading, &, in terms of the uniaxial ductility

as

g * -30
< =165 exp( — )
& 20 (29)
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Figure 7: Influence of state of stress on creep failure.
Alternatively, Cocks and Ashby [28] used a void growth model to obtain
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These ratios are shown plotted in Figure 7. It is apparent that an increase in hydrostatic
tension causes a significant reduction in creep ductility for both expressions. This is
because an increase in hydrostatic tension, at a constant equivalent stress, enhances the
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void growth rate without changing the deformation rate causing failure to occur at a lower
strain. The significance of this observation on crack growth predictions will be considered
later.

1.7 Influence of fatigue

Until now failure by creep processes alone has been examined. Even when introducing the
concept of a mechanical equation of state for dealing with variable loading conditions, it
was assumed that any influence of fatigue was negligible. A fatigue failure occurs by the
initiation and growth of a crack caused by the repeated application of a stress that is less
than the tensile strength of the material [32-35]. The fatigue properties of materials are
measured mainly in push-pull or reverse bend tests. In general the number of cycles to
failure N is sensitive to the stress amplitude G,, mean stress Gy, frequency, wave shape
and temperature.

Typically, in a defect free component, most of the life is spent in initiating the crack. Crack
initiation occurs by the motion of dislocations up and down slip planes, which gradually
results in the formation of extrusions and intrusions on the surface. In the absence of
corrosion or environmental attack, fatigue fractures at room temperature are transgranular
and stage I occupies the longer fraction of life. At elevated temperatures, intergranular
cracking can be observed [32]. When this is seen, the stage I region tends to be reduced
and can be eliminated altogether if a grain boundary acts as a crack starter.

The fatigue properties of a material are dependent on its tensile strength and stress-strain
characteristics. Alloying additions, heat-treatments and fabrication processes that impede
dislocation motion will inhibit the formation of extrusions and intrusions and will tend to
improve fatigue lifetimes. Conversely, surface scratches and stress concentrations will tend
to reduce lifetimes.

Cumulative damage laws are available for dealing with superimposed mean and cyclic
loading and for assessing the influence of variable amplitude cycling. Most engineering
components experience variable amplitude loading during operation. It is usually supposed
that fatigue damage incurred under these conditions can be accommodated using Miner's
cumnulative damage law. This states that failure occurs when the fractional damage
accumulated at each condition sums to one.

o~
N1

=1
3
1
or Z“]\'f—]

where n;, ny, n; etc. are the number of cycles spent at each condition and N, N, N3 etc.
are the endurance at these conditions. The relation should be used as a general guide only
as experimental evidence indicates that the fractional damage suffered at failure can range
between about 0.5 and 2.0. This can usually be attributed to sequence of loading effects
which are not accommodated in a simple expression like Miner s Law.
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(31)

Under combined static and cyclic loading at elevated temperatures creep and fatigue
processes can take place together [36-37]. It is possible for these processes to occur
independently or in conjunction depending upon the controlling mechanisms in each case.
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In the former case failure will be dominated by the process which occurs most rapidly and
in the latter by the slowest process. When creep mechanisms govern it is likely that the
fracture surface will be intergranular and when fatigue processes dominate transgranular.
When both mechanisms contribute to failure a mixed mode of fracture may be expected.

It has been proposed that when creep and fatigue processes occur independently, that the
fractions of damage incurred by each mechanism can be summed separately using equation
(19) and (31) to predict failure when,

1 n
L A
Zr, t 25

In this equation ¢, is the anticipated-rupture life due to creep alone. Other approaches have
been proposed for dealing with more complicated interaction effects. The two most
common are due to Coffin [37]) and Manson {38]. In the former a frequency term is
incorporated to allow for time dependent effects. In the latter a strain range partitioning
(SRP) approach is adopted for separating the total strain range each cycle into creep. fatigue
and mixed creep and fatigue components. With this method, a total of four components can
be identified depending upon the type of loading cycle and whether hold times are present.

(32)

2. Concepts of Fracture Mechanics

The previous section dealt with creep of uncracked bodies. Sections 3 and 4 will consider
the cracked body and its analysis using fracture mechanics concepts. Figure 8 shows
schematically the various regimes of fracture found both at room temperature and at elevated
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Figure 8: Schematic view of the regimes of fracture in terms of geometric constraint and
metallurgical factors ranging from elastic to fully ductile behaviour.
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Temperature. Generally the sharper and the larger the grains the more brittle the material
behaviour and the more likely that Linear Elastic Fracture Mechanics (LEFM) will be the
relevant correlating parameter. Conversely the more ductile the material and the more diffuse
the number of cracks or damage region it is likely that Non-Linear LEFM will describe the
crack tip region. The assumptions hold for creep with the difference only that in creep
deformation occurs in time and in plasticity it is only load dependent. The crack tip stress
singularity decreases with increasing ductility and in the extreme the stress at the crack tip is
equivalent to the remote stress and the analysis would use net-section stress or reference
stress O, to predict failure life.

The first analytical study of fracture mechanics was made in the 1920s [12] for cracks in an
ideal brittle material. This study was based on the consideration of energy balance in a
cracked body. The stress intensity factor K was proposed, as a parameter that describes the
stress state around a crack tip, by Irwin [39]. The energy release rate G which corresponds
uniquely to stress intensity factor K was also proposed. These fracture mechanics
parameters in LEFM have since been used n engineering procedures. In ductile materials
with low yield stress or in creeping materials the LEFM approach is not sufficient in
predicting fracture of a cracked structure made of ductile or creeping materials. The J
contour integral [40-41] was proposed as a fracture mechanics parameter for estimating
ductile fracture. The J integral has been widely accepted as an effective parameter for the
assessment of ductile fracture for large scale yielding cases.

Fracture induced by a crack is controlled by the stress and strain state in the failure process
zone in the vicinity of a crack tip. The fracture mechanics approach characterises the crack
tip stress and strain fields by the stress intensity factor K or the J integral. The stress and
strain fields characterised by these fracture mechanics parameters are asymptotic fields at a
crack tip and are not exact solutions around the crack tip. For creep a parameter called C* is
developed which is analogous to J but is dependent on strain rate rather than strain due to
loading. Figure 9 gives a description where the various parameters would be applicable.
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Figure 9: Schematic profile of the stress field at the crack tip and the relevant fracture
mechanics parameters associated with them.
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2.1 Linear elastic fracture mechanics

Stress intensity factor K is a parameter for characterising the local stress and strain fields
around a crack tip based on linear elastic analysis. The stress state near a crack tip is
expressed using stress intensity factors by;
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where r, 6 are the polar co-ordinates ahead of a crack tip as shown in Figure 8, and K, Ky
and Kjjy are stress intensity factors for mode I, mode II, and mode III loading. Mode I is the
opening mode, mode II is the in-plane shear mode, and mode IIT is the transverse shear
mode. The function f(6) is a function of angle 8 for each mode.

It is usual for mode I loading to be used in analyses since this is the most common loading
mode which causes crack extension at elevated temperature. The mode I stress fields around
a crack tip analysed elastically are expressed by the following equations [42].
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=0 for plane stress
where each stress component is shown in Figure 10.

The high order terms are usually ignored in characterising the stress state local to a crack ti/p
because they do not have a singularity near the crack tip, while the first term shows a r
singularity. When only the first term is used, the stress approaches zero as the distance
becomes large, while it should go to g, the ligament stress. This means that the stress field
characterised by K neglecting the high order term is valid only for the area around the crack
tip, where the singular term dominates the stress field: As r becomes smaller, the stress
becomes infinite according to this characterisation, but this is not representative of the real
behaviour because plastic' deformation around a crack tip keeps the stress finite.
Nevertheless, if the stress fields outside the plastic zone are the same in any structures of the
same material, the material behaviour within the plastic zone should be the same. Therefore,
the stress intensity factor can still be an adequate parameter provided that the plastic zone is
small enough compared to the K dominant stress field area. This is called the small scale
yielding condition.
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The stress intensity factor K should be expressed by the following form because of
dimensional considerations in equation (33).

K=YoJa

or K = Fo[ma

where Y and F are non dimensional factors, o is nominal stress and a is crack length. For a
crack within an infinite plate, the ¥ factor is given as V& (or F = 1 ), then K value
becomes;

(37)

K=oV (38)

The Y factor is generally dependent on crack sizes and component dimensions, as well as
loading and boundary conditions. The Y values have been calculated analytically or
numerically for various geometry and loading conditions, and they are available in reference
handbooks, for example [44-46].
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Figure 10. Co-ordinates and stresses around a crack tip
2.2 Energy release rate interpretation

The energy release rate concept is based on the Griffith energy criterion of fracture [47]. The
idea is that “crack growth can occur if the energy required to form an additional crack of size
da can just be delivered by the system energy balance.™ Then the condition of crack growth
becomes,

dU _ d dW
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where U is the potential energy of a cracked body. U, is the work performed by external
forces, U, is the internal energy stored in the body as strain energy. and W is the energy
required for forming a new crack surface. The potential energy change due to crack
extension dU/da per unit thickness is called the energy release rate and is designated by G.

_du

=4y (40)
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where B is the thickness of the cracked body. The energy release rate concept is illustrated in
Figure 11 for crack extension at constant load. The relationship between the energy release
rate and stress intensity factor is given by the following equations for mode I loading.

oK
E’ (41)
where £’ = E for plane stress E’ = E/(1-v2). for plane strain (42)

and E is the Young’s modulus and v is Poisson’s ratio. The energy release rate G can be
used as a fracture mechanics scalar value if the cracked body generally behaves linearly
elastic.
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Ue : work by external force
Us : strain energy
P A Displacement A
Figure 11. Energy release rate concept

2.3 Non-linear fracture mechanics

The linear elastic fracture mechanics concept is an appropriate parameter for relatively brittle
materials used in large structures. If the global deformation of a cracked structure is not
linear due to plasticity or creep, LEFM will not be able to describe adequately the stress state
close to a crack tip, or energy conservation in a cracked body. In these circumstances it will
be necessary to employ non-linear fracture mechanics (NLFM).

2.4 The J integral concept

The J integral can be interpreted in several ways. From the view of fracture energy, the J
integral can be considered as an extension of the linear elastic energy release rate G for
elasto-plastic material. J equals G in linear elastic cases. Precisely speaking, the J integral is
defined for non-linear elasticity (often called deformation plasticity), not for general
plasticity in which plastic strain is influenced by the loading history. Nevertheless, the J
integral is used for most practical plastic materials and is applicable when unloading does not
take place. In the following sections, the plastic and non-linear elastic cases are taken to be
identical unless otherwise stated.
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As an energy parameter, the J integral is the energy required to form new crack surfaces
which is equal to the potential energy change due to crack extension. A definition of the
integral can be made in the same way as for the energy release rate G by;

_1au_1d ., _
J—Bda_Bda(Uf U, (43)
where the U, U, and Uy are the same energies defined above Figure 12 shows the potential
energy change dU for crack growth da.
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Figure 12. ] integral concept form the view of energy

The change in the area dU is the potential energy change needed for the crack to extend by
da. It should be noted that in this case the available potential energy does not fully transfer to
crack extension as the energy will also be lost due to plastic deformation.

The J integral can be also defined as a particular contour integral that is equal to the energy
release rate in non-linear elastic materials as:

J= J (Wd)* - T %(/5]
r t (44)

where T" Line integration path as shown in Figure 13.s: is the Length along the path I, W
the Strain energy density (non-linear elastic strain energy as shown in Figure 14,

W= " o,de, )
T;: Traction force
I, = oyn, (46)
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nj: Normal unit vector outside from the path I" (See Figure 14.) This contour integral is a
conservation integral and provides the path independent values when contours are taken
around a crack tip [41]. As the elastic energy release rate G is related to K, the J integral,
which is also energy release rate in non-linear materials, can also characterise the stress and
strain fields around a crack tip. When non-linear behaviour of a material is expressed by a

power law as,
& Oy

where oy, & and n are material constants, the stress and strain at a distance r from crack tip

n;

x

e -

Figure 13: Integration Path for J integral

Figure 14: Strain Energy W

are predicted by the following equations using the J integral. The stress and strain fields are
often called the HRR fields. [40-46]

1/(n+1)
J ~
O-[j = O-(:[ J Gi/

1,041 (48)
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where /, is the non-dimensional factor of n, and 0;; ana g;; are functions of angle 6 and n,
and are normalised to make their maximum equivalent stress and strain unity. Figure 9
shows schematically how the stresses would vary with increasing N. N=1 is the linear
elastic case and the larger n values reduce the singularity accordingly. Calculated value of 1,,.
[40,46,47] show that it varies between 2-6 for a range of n between plane stress to plane
strain [46,47]. McClintock [47] gave approximated equations for [, values as,

1\ _4.8 4
I = 10.3(0. 13+ E) = for plane strain (50)
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Because the stress and strain fields given by equations (48) and (49) are based on small-
deformation theory, the true state will be different close to a crack tip where the assumption
of small-deformation theory is not adequate. For this reason, the stress or strain field
characterised using the J integral is not the actual state at a crack tip itself. However, the J
integral can still be considered as a valid fracture parameter as long as the fracture process
zone is related to the surrounding J integral stress and strain fields. This is similar to the
concept of applying the stress intensity factor for describing fracture in a material which
undergoes small scale yielding.

2.5 Procedures to calculate J

Procedures to calculate J integrals are outlined in this section. At first, numerical procedures
are introduced as well as simplified methods for engineering use. The procedures to obtain
the J integral from experimental results are also mentioned briefly.

The numerical calculation of the J integral is mainly categorised into the following two
methods. Contour integration and virtual crack extension. The first method follows the
numerical definition in equation (44). The J integral can be calculated from the stress, strain
and displacement along an arbitrary path I'. This method is often employed in post
processors for finite element calculations. The applicability in three dimensional cases is not
clear because the definition of equation (44) was originally based on two dimensional
considerations.

The second procedure as incorporated into commercial finite element codes such as
ABAQUS is the virtual crack extension (VCE) method which is easier to expand to three
dimensional cases. The fundamental concept of the VCE method is based on the energy
release rate concept formulated in equation (43) [49,50].

2.6 Numerical method to calculate J

Although the numerical methods to analyse the J integral are becoming easier to apply,
owing to improvements in computer performance and software, including pre/post
processing systems, simplified methods are still desired for engineering use of NLFM.
Because the problem is non linear, it is generally difficult to obtain the J integral by
analytical methods. Analytical solutions for only very simple cases are available, for
example a 2-D crack in an infinite plate with power law plasticity[51]. Therefore, solutions
for J integrals for various geometries and material properties have to rely on numerical
calculations. The simplified methods are usually, themselves, based on previous numerical
solutions. The most common engineering approach for calculating the J integral which is
based on the GE / EPRI method [52]. In this method. the elasto-plastic material property is
expressed by a Ramberg-Osgood type of formula as;

n—1
Ee=0c+ a[l—a—lj o (51)
Oy

where E is Young’s modulus, &, oy and n are material constants. The first term expresses
the elastic component, and the second term is the plastic component. As the simplest
combination of an elastic part and a plastic part, the J integral is calculated by summation of
the elastic J,; and the plastic Jp; integrals.
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J=Jy+Jy (52)

The J,; is the same as the energy release rate G and can be calculated from the stress
intensity factor K using equation (41). The plastic part of Jp; is given by;

p n+l
Jpl =00g&y Ch]('%) (53)

where g=0y/E and c is characteristic length, usually taken as the uncracked ligament length.
The P and Py are an applied load and characterising load, respectively. A; is a non
dimensional function of geometry and n and has been tabulated for specific values of P [52-
58]. Any P value can be used, but to give relatively constant #; values against change of
crack depth a and the material constant n, usually the Pq is taken as plastic collapse load or
limit load [52-58].

This method (called the GE/EPRI) is applicable to simple geometries like a fracture
mechanics test specimens of pipe components. However, if a fracture mechanics estimate
for an other geometry is required, numerical calculations are required using fully plastic
material properties to make new h tables. Some further calculations have been made to
extend the A tables, especially for 3 dimensional surface cracks that are realistic defects in
actual components, for example [59] .

2.7 Reference stress method

Another engineering approach to calculate the J integral has been proposed using reference
stress procedures [60-62] the reference stress has been also utilised for estimating non-linear
fracture mechanics parameters. The reference stress is defined by,

o, =0, 2 50
' Pic

where P is the applied load, and P, is the plastic collapse load of the cracked body made of
elastic perfect plastic material with yield stress o,. This reference stress concept has been
extended to be used in non-linear fracture mechanics estimations [62]. The basic idea of the
reference stress method was originally modification of the GE/EPRI technique mentioned in
the previous section. A stress g, is defined by

o, = 00(%1—) (55)

to produce a plastic strain component &, from equation (51).

£ = an(Pﬁ\ (56)

o)

Substituting equations (54) and (55), equation (53) becomes;
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J=o0,€ch (57)

If an appropriate Py is chosen instead of Py for equation (53), the h; values become
approximately independent of the material constant 7.

hl,n =hy, (58)

where the second subscripts z and 1 show the values of the power law exponent. For elastic
n = 1 condition, the J integral is related to stress intensity factor K by equation (41), so that
equations (56) and (57) give;

2
Ilg, =0,E,ch, (59

where E’ is defined by equation (42). Since &, is also related to o, for the elastic case by;
€ =0,/E (60)

the following relationship is obtained.

__K°
ch, =ch, E'ce,
=K , for plane stress
o,
- Vv’)K* ,
= for plane strain
o, (61)
Using this relation in equation (57) gives:
_ K
J=uo, er( 0_7) (62)
where U =1 for plane stress
u=(1-v2)=0.75 for plane strain (63)

To obtain the relations above, an appropriate Py value must be chosen. It has been
concluded that the plastic collapse load P~ is a good approximation of Py* for examining
the dependence of /| values on n for several geometries. Substituting Py ¢ for Py, the stress
Oy becomes Oy, then the J integral is calculated using the reference stress as;

P

J = 'uo',_d-g'_(,/.[;K—] (64)
ref

where &,¢fis the uniaxial strain corresponding to the reference stress Oy,y. It should be noted
that, as the reference stress estimation is an approximate solution, the effect of i is relatively
small compared to other factors and often ignored.
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There are advantages of the reference stress method over the original GE/EPRI method.
Power law fitting of actual plastic behaviour is not necessary since is not easy to fit a power
law equation to an actual stress and strain curve on wide range of plastic behaviour. The
GE/EPRI equation (53) has a strong dependency on the plastic exponent n and hence the J
integral. The reference stress method can use actual stress and strain relationships. Also the
reference stress method does not require the k; values that are specific to individual
geometries and material properties and need to be derived using numerical methods whereas
the reference stress method only needs plastic collapse loads of the specific geometries.
Collapse loads solutions are available for a number of geometries and loading in the
literature, for example [63-64]. Consequently, the reference stress method is easier to
employ for flaw assessments in general structures.

2.8 Experimental J integral

The J integral in fracture mechanics experiments can be estimated directly from experimental
measurements. Procedures to estimate experimental J integrals are available in an ASTM
standard [65]. In this section, the procedure for standard compact tension specimens is
briefly introduced. Calculations of the J integral are made from load and the load point
displacement curve. The area under the load-displacement curve is converted to energy units
according to the load scale and displacement scale. The J integral is calculated as a
summation of the elastic component J,; and the plastic component Jp;.

J=J,+J, (65)

The elastic component is calculated from the stress intensity factor K by;

K1-v?)
Je,:—TE— (66)
K=—L— fla/w)
where Be\/W (67)
B,=+/B-B, (68)

(2+a/W){0.886 + 4.644/ W13.32(a/ W)’ +14.72(a/W)' - 5.6(/W)'}

32

(1-a/W) (69)

fa/w) =

for a specimen of width W and thickness B containing side grooves to give a thickness
between side grooves of B,.The plastic component is obtained by;

J nAa

P =B (W-a) (70)

where =2+ 0.522(1 - a/W) (71)
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For other specimen geometries, the same concept can be applied. The stress intensity factor
K and geometry factors 1 will be modified for each specimen geometry. Equation (70) is an
approximate estimate of the J integral using an analytically obtained function 7. This method
has an advantage that J can be estimated from only one experimental P - A curve.

3. Concepts of High Temperature Fracture Mechanics

The arguments for high temperature fracture mechanics essentially follow those presented in
the fracture mechanics sections 2 and 3. For creeping situations where elasticity dominates
the stress intensity factor may be sufficient to predict crack growth. However as creep is a
non-linear time dependent mechanism even in situation where small scale creep may exist
linear elasticity my not be the answer. By using of the J definition estimation procedures are
used in the developing the fracture mechanics parameter C*. Methods are then shown for its
evaluation.

A simplified expression for stress dependence of creep is given by a power law equation
which is often called Norton’s creep law:

£¢=Co"
. n (72)
or i = (_O'_\
0] oy )

where C. n, g, and oy are material constants. This equation is used to characterise the
steady state (secondary) creep stage where the hardening by dislocation interaction is
balanced by recovery processes. The typical value for n is between 3 and 10 for most
metals. The C value is a function of temperature.

3.1 The C* integral concept

The stress fields characterised by K in elasticity will be modified to the stress field
characterised by J in plasticity in the region around the crack tip. In the case of large scale
creep where stress and strain rate determine the crack tip field other fracture mechanics
parameters are needed and in this case the parameter C* which is analogous to J has been
proposed [66] for this purpose. The C* integral has been widely accepted as the fracture
mechanics parameter for this purpose. C* integral is a parameter of the J integral. The
definition of the C* integral is obtained by substituting strain rate and displacement rate for
strain and displacement of the J integral defined by equation (44) as,

C* = J LWd_\' - T, %d.\')
r ! (73)

where W is strain energy density change rate,

. £, i}
(74)
i (18,',‘
Uoodt
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and y; is displacement rate ( = du; / dt ). The other notations are the same as in the J integral
definition. As the J integral characterises the stress and strain state, the C* integral is also
expected to characterise the stress and strain rate around a crack. For a non-linear elastic
material, the asymptotic stress and strain fields are expressed by equations (48) and (49).
Due to the analogy between non-linear elasticity and non-linear viscosity, the stress and
strain rate in materials following Norton’s creep law by equation (72) are given as;

C* 1/(n+1)

o-lj = O-O[Ino'oéor) o-ij (75)
* nf(n+1)

Lo C -

Therefore the stress and strain rate fields of non-linear viscous materials are also HRR type
fields with G;; and €; defined as before. By analogy with the energy release rate definition
of J, the C* integral can be obtained from

«_1dU"
C' =5 77

where U™ is the rate of change of the potential energy dU/dt shown in Figure 13. From the

view of an energy balance, the C* integral is the rate of change of potential energy with
crack extension.

Load P

Change of potential energy rate
dU*=dU/dt

Displacement rate A

Figure 15. C* integral concept from the view of energy balance
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3.2 Experimental estimates of the C* integral

As mentioned in the previous section, the C* integral is an analogous parameter to the J
integral for a plastic material. The experimental C* integral can therefore be calculated by
substituting displacement rate for displacement in the equation for J [65]. Hence the C*
integral can be obtained from;

on PA, _PA,
Cr =1 f(a/W)—B”W = F—B”W (78)

where P is the load, A, is the displacement rate due to creep, B, is the net thickness
between side grooves, and W is the width of the specimen. The f(a/W) is a non-
dimensional geometry function of a crack length a. For compact tension specimens, the
fla/W) is given by analogy with fracture toughness Jic testing in ASTM E813 [65] shown
in the previous chapter.

2+0.552(1- a/W)
1 —a/W (79

flaw)=

Equations (78) and (79) are also introduced in a new ASTM standard for the measurement
of creep crack growth rates in metals using compact tension specimens [40]. For other
specimen geometries. the geometry function f(a/W) is given by several researchers
[66,67]. An approximate estimation of the f(a/W) can be made using plastic collapse
loads.[68]. The change of applied load due to crack extension at constant displacement is
assumed to be proportional to the change of the collapse load- and the resulting equation for
the function f(a/W) is written as;

) w dP
UC b v

(80)

where @ and Py ¢ are crack length and collapse load of the specimen respectively. This
approach is very convenient for engineering use because plastic collapse loads are given for
a wide range of geometries in the literature, for example [64].

3.3 Numerical method

Procedures for the numerical calculation of the C* integral are the same as those for the J
integral mentioned earlier except that strain rate and displacement rate replace strain and
displacement, respectively. The C* integral can be calculated by a contour integration
method.

From the consideration of energy balance in equation (77), the C* integral can also be
obtained from change of J integral values. The C* integrals are derived from change in the J
integral using the following relationship between C* and J . :
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e Ld0T_1d(dU)_d(LdU)_d)
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When the power law creep strain equation (Norton’s creep law) is employed, the C* integral
can be obtained directly from J. If the exponent n for power law plasticity shown in equation
(47) is the same as the creep exponent for Norton’s law, the stress state of a fully plastic
body and steady state creeping body will be the same. Hence the strain distribution in a
plastic body is proportional to the strain rate distribution of a creeping body. When plastic
strain €, is expressed by the power law,

_ n
Ep = Ao (82)

and Norton’s creep law by equation (72), the ratio of strain rate or displacement rate for a
steady creep condition, and strain or displacement in a fully plastic analysis is C/ A. Hence
by substitution, the relationship between C* and J is obtained as follows.

= C
== (83)

Equation (83) suggests that only a J calculation for fully plastic behaviour is required to
calculate the C* integral for steady state creep conditions.

3.4 GE/EPRI method

In the case of a power law material, there exists the simple relationship in equation (83)
between J and steady state C* as mentioned above. Therefore, the GE/EPRI method
introduced earlier in the engineering approach for calculating the J integral, is also applicable
for calculating C*. When power law plasticity is used, the plastic J integral can be expressed
using a non-dimensional factor A; and material constants as in equation (49). If the creep
exponent is the same as the plastic exponent n, the C* integral can be obtained using strain
rate instead of strain as follows;

5 . p n+l
C = Op &g Ch] P_ (84)
A0

where h; is common between the C* and J integrals. This method is very useful for
engineering applications of the C* integral because it does not require a non-linear stress and
strain analysis. However the same limitation exists as for the J integral, and it is necessary to
have the non dimensional factor A for a specific geometry and material constant n.

Reference stress method
A reference stress method for C* calculation is also easily obtained by analogy with that for

the J integral introduced earlier. The only difference is the strain €, 18 replaced by the
strain rate €,,, at a reference stress gy, The C* formulation using reference stress becomes
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2
" . K
¢ = #Grgf'grqf'[g—] (85)
ref

The p and K have the same definitions as previously.
3.5 Transition time and the C(t) integral

In the previous sections, the C* integral was calculated analogously from the J integral.
Since C* is a parameter that characterises the stress and strain rate field in a cracked body
where full stress redistribution has been completed, stress and strain state may be different
from the state predicted using C* during transient conditions. Hence, the C* integral would
not be an accurate parameter to predict the behaviour around a crack tip while stress is still
redistributing. For instance, considering the sudden application of a constant load to an
elastic non-linear viscous body, the stress at ¢ =0 is purely elastic and the stress field around
the crack tip is given by the inverse square root singularity (K stress field). At any 7> 0 after
the sudden loading, the creep strain near the crack tip increases until it becomes much larger
than the elastic strain when n > 1. Therefore, the stress and strain rate fields will be
characterised as an HRR type field similar to that for steady state creep conditions. The only
difference from the steady state creep is that the characterising parameter C* is replaced by a
transient parameter C(#) when the creep dominant region is surrounded by an elastic stress
field, and stress and strain rate fields are given by, [69]

( \WntD)
o, =0, C(t_) 0, (86)
! 1,00€,r !
. nf(n+1}
. . t -
2nOo&o”

An approximate expression of C(t) is determined by the following equation [70].

G
(n+1)t

where the G is the energy release rate which can be replaced by J in plastic-viscous
materials. A transition time fr to reach steady state has been defined as the time when the
C(tr) integral equals C* [43]. Substituting C* for C(¢) in equation (88),

Ci)=

(88)

tr=—Y (89)
(n+1)C

Comparison of the transition time with actual expected duration provides an idea of whether
creep crack growth is controlled by K or by C*. From finite element results, an alternative
expression for C(t) using the transition time fr is approximately estimated as, (711
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C(r) = (1 + ftl) c (90)

Ainsworth and Budden [72] also gave the modified approximate equation for C(t).
3.6 C; parameter

Another fracture mechanics parameter C; for describing the transient creep stage has been
proposed by Saxena [73]. While C(z) in the previous section is a parameter to characterise
the stress and strain rate fields around a crack tip for the transient creep condition, the C,
parameter is based on energy concepts. For the steady state condition, C* has both its
characterising role (equations (75) and (76)) and its energy interpretation (equation (77)).
However, during transient creep C* is replaced by C(t) in equations (75) and (76) and by C,
in the energy expression,

c_ldu

= 91
" B da ©1)

Bassani [74] has given an approximate expression for C; by analogy with equation (90) for
C(1) as;

n-3

C = 1+(’7T)"" C* 92)

Creep crack growth data of a 1Cr1Mo!/4V steel had been analysed using both C* and C,,
and a better correlation of the crack growth rate was found with C, among the different
specimen geometries of different thickness with and without side-grooves [74].

3.7 Stress redistribution time

The stress and strain rate fields were determined in the previous section from equations (86)
and (87) in terms of C(t). In this section, another approach for characterising stress
redistribution is proposed. On initial loading, in the absence of plasticity, the stress
distribution will be elastic and will gradually redistribute to its steady state creep condition
with time as illustrated in Figure 16. At a distance r* from the crack tip, a stress o* can be
defined where the stress remains approximately constant and the elastic and creep stresses
have the same magnitude. The value of r* can be calculated from equations (35) and (75) for
plane stress conditions as;

5 ntl 2

% n-1 n—-1

o K_) (__’n *C) ! (93)
2r C

Equation (93) identifies the region r < r* in which stress relaxation takes place at the crack
tip because of creep. Equation (93) can be expressed in non-dimensional form using the
GE/EPRI expression [75]. Another non-dimensional expression is possible using the
reference stress method from equation (85) as;
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The first half of the right side is the term including the influence of n, and the last term is a

geometrical factor. If a distance r, is defined as the distance where the elastic stress
calculated by o = K/+/27r is equal to reference stress, ry,ris written as;

(95)

Elastic stress distribution

Stress
Qa

Creep stress distribution
/
G, /
/
oF %
- y r r*
Crack up

Distance from the crack tip r

Figure 16: Elastic and steady state creep distribution ahead of the crack tip

Comparing equation (95) with equation (94). r,.r is the extreme value of r* for n =eo. For
CT specimens under plane strain conditions, the non-dimensional distance r*/W is relatively
insensitive to n. Substituting typical values of crack length @ =25 mm and W = 50 mm for
tests on standard compact tension specimens gives r* = 3 mm. Since the size of the creep
process zone r. in which creep damage accumulates is nominally of the order of a material’s
grain size [76,77], this implies that creep damage develops well within the region where
stress relaxation takes place during the redistribution period. An estimation of the time #,. of
this redistribution period can be determined as the time taken for the creep strain &, to equal
the elastic strain g, at r = r* such that:

g"("="*.1:l“ ) = 8"("="*-’:1n)

(96)
Solution of equations (35), (75), (93) and (96) gives the redistribution time t,, as:
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This expression can be compared with the transition time t7 defined by equation (89). The
relationship between t,, and ¢ is obtained from equations (89) and (97) as;

t, (n+1)I,
w T %8)

When C* is estimated using reference stress methods by equation (75), the redistribution
time ¢, in equation (97) is rewritten as;

=t O (99)
2rm Ee,,

Another redistribution time t,.4 is used in Nuclear Electric R5 [78] as;

e (100)

- =t (101)

Because I, is relatively insensitive to n, the value of 1, is 80 % of tyey for plane strain
conditions and 50 % for plane stress conditions for a wide range of n values. The stress at
r=r"is constant during stress redistribution so that the strain rate &" at r*, as well as creep
strain rate €, at r*, is also constant for secondary creep because no elastic strain changes
occur at this point. If the strain rate at a distance r ahead of a crack tip is expressed as o
times the strain rate at distance r*, the following relation can be obtained.

aé =€, +¢€, (102)

where the €, and €, are the elastic strain rate and creep strain rate at distance r, respectively.
When Norton’s creep law is employed, equation (102) can be written as;

*n_id_O' n
aCo T +Co (103)

where 6" is the stress at r = r*. The o is a function of time and it is generally difficult to
solve equation (103). However, under two extreme conditions when ¢ = 0 and for t — oo,
the factor o is time independent with values a, and ¢ , respectively, as;

. «\1/2
o == :[r_) fort=0 (104)
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o =5 = (—j"” for £ — oo (105)

Equation (103) has been solved using these two expressions. The difference between the
two cases is so small that the actual behaviour using the time dependent o can be predicted
by using either constant value. As &t —> ¢, the stress and strain rate fields become closer to
the HRR type field characterised by equation (75). Using & = ¢, also predicts a larger time
for stress redistribution, thus it will give a more conservative estimation of crack growth
rates.

From the discussion above, the transition time #,, provides a conservative estimate for the
stress around a crack tip to complete redistribution. If the time for a crack to start to grow is
larger than #,, the initial large stress and strain near the crack tip can be neglected, and it will
be possible to use steady state creep conditions for the prediction of creep crack growth.

4. Experimental methods

The creep crack growth properties of materials are usually measured in tests which are
carried out at constant load on fracture mechanics type specimens [79]. These specimens
may contain an initial starter crack that has been introduced by fatigue or crack growth may
take place from a sharp machined notch. The types of specimen that are used most often are
compact tension (CT) (Figure 17), single edge notch tension (SENT), single edge notch
bend (SENB), centre cracked plate (CCP) and double cantilever bend (DCB) test-pieces.
Different thickness B and widths W are employed to represent different component
dimensions. Frequently side-grooves (SG) are introduced to give a net thickness By to
increase constraint and assist in promoting flat, straight fronted cracks. All these except the
CT specimens have been used to a lesser extent [66-77,80-81]. Examples of crack growth
against time curves that are commonly observed are shown in Figure 18.

curve B .

curve C.

i
I
H
|
|
|
Crack length a

63.5 Time t

Figure 17: Typical dimensions of the  Figure 18: Examples of creep crack growth curves
CT specimen employed in the tests.

These curves all indicate an increasing crack propagation rate with increase in time after
crack growth has become well established. This is mainly because the magnitude of the
stresses generated at the crack tip in these specimens increases with crack extension when
they are subjected to a constant load.
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The different trends depicted in the early stages of cracking can be attributed to a number of
factors. Sometimes a prolonged incubation period (curve A) is observed prior to the onset of
crack growth. During this stage damage gradually accumulates at the crack tip whilst crack
blunting takes place. Eventually when sufficient damage has been introduced crack growth
initiates. Curves B and C show the situation where crack growth starts immediately on
loading. For curve B a progressively rising crack propagation rate is illustrated and for curve
C an initial rapid cracking rate is observed which gradually reduces before adopting the
common rising trend. The initial rapid cracking rate of curve C can be explained in two
ways; by redistribution of stress at the crack tip from its initial elastic state to its steady state
creep distribution and by primary creep. It is most likely that a shape like curve A will be
exhibited by materials with appreciable creep ductility, and one like curve C by those with
only limited ductility or by those which accumulate significant primary creep.

The extent of creep deformation will dictate whether the specimen will crack or fail by net-
section rupture. Generally an increase in size and side-grooving will contain the deformation
local to the crack tip thus enhancing plane strain and stable crack growth. The effects of
temperature are more difficult to assess. Generally with increase in temperature there is an
increase in the creep activation energy which could lead to either creep deformation and
crack tip blunting or to creep crack growth or a combination of the two. The behaviour will
be dictated by the extent of constraint at the crack tip. Figures 19-20 show an example of
this behaviour for a DCB Aluminium alloy RR58 tested over the 100-200 °C range. Low
temperatures and high temperatures reduce cracking rate and the peak of crack growth is
achieved at 150 °C (figure 19). At temperatures greater than 150 °C slowing of crack growth
is due to crack tip blunting whereas at lower temperatures the reduced cracking rate is due to
creep embrittlement and low creep activation energy. The correlation versus C* shows a
similar trend as shown in figure 20.
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Figure 19: Effect of temperature on crack growth rate

There are two main methods of loading the specimen. In figure 21 a schematic example of
the data that is obtained from the creep crack growth constant load testing is shown. Figure
21a shows an example of a compact tension specimen and the test variables that are collected
for a static load test and figure 21b shows the same schematically but for a cyclic load test.
In the latter case the value of displacement used is at the peak of each loading cycle. In figure
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22 an example of data obtained from a constant displacement test is shown. In this case the
load drops according to the extent of crack growth and /or creep deformation. The load line
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Figure 20: Dependence of crack growth rate on temperature correlated versus C*
Aluminium Alloy RR58 tested between 100-200 °C using DCB specimens

displacement is measured in each case and the creep component of the total displacement
measurement is used to calculate the experimental estimate of C* shown earlier. The
standard tasting methods at high temperature are clearly presented in ASTM E1457 [79].

High Temperature Constant Load Test

> High Temperature Cyclic Load Test

5 k
Constant Load

Cyclic Load

/

Crack Length

/l Haplacement A

\ Creep + ElasticA
Time

a) “reep A b)

Creep + Elastic

Max Creep &

Figure 21: An example of experimental data obtained from Compact Tension creep crack
growth tests under a) static and b) cyclic loading.

Typically crack length is measured optically if possible, and by means of the potential drop
method either AC current or DC current. Usually AC is the preferred method but there are
no set standards as regards their usage. Furthermore there are no established methods for the
calibration of the potential drop versus crack length. Therefore a simple linear method is
used to obtain crack length from potential drop readings during the test.

For crack length measurements the following method of linear data reduction is commonly
used. The minimum number of crack length readings that are required are the initial and final
crack lengths, which can be observed and measured directly from the cracked surface of the
specimen (Figure 23). Additional intermediate points from either optical readings or
specimen beach marking is preferred but not essential. When crack bowing is observed the
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average between the surface and the centre readings should be taken and the extent of
bowing noted, this can be performed in accordance with ASTM E1457 [79].
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Figure 22: Constant load displacement test showing crack growth and load relaxation .

Using these procedures crack length a is given by

Y -y
=l W=V ta 106
vV , ; (106)
where g, a,, V, and V, are respectively the initial and final crack length and potential drop
readings.
— = PD readings
o - Optical (if available
af A%
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q .
\4
ai Vi

Time h
Figure 23: Linear calibration method for crack length.

Approximately 30-40 points are sufficient for each test with extra readings taken at the
beginning and the end of the test where changes are more rapid. The corresponding time (in
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hours), crack length and LVDT measurements in mm are then saved as three columns. Each
file should contain all the material property, specimen number and dimensions for further
analysis. Analysis of the data is then carried out using the stress intensity factor K, the creep
parameter C* and the reference stress, Oref. Methods of calculating these parameters have
been shown in the earlier sections.

Metallurgical analysis is also performed to observe the damage and mode of cracking. An
example of different cracking behaviour is shown in figures (24-26). In these figures the
cracking behaviour is intergranular and therefore due to time dependent creep processes and
with the exception of the extremely brittle 1/2CrMoV heat affected zone steel (figure 25)
there is cracking ahead of the main crack tip suggesting local creep deformation and a
ligament linkage mechanism for crack extension.

Figure 24: Crack growth micrograph for a static test of RR58 aluminium alloy tested at 150
°C showing intergranular creep crack with grain separation ahead of the main crack tip
(lem=30um).
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Figure 25: Crack growth micrograph for a static test of simulated heat affected zone
172CrMoV steel alloy tested at 565 °C showing a sharp intergranular creep crack
(1cm=200Wm).

Figure 26: Crack growth micrograph for a static test of 214CrMo steel alloy tested at 535 °C
showing a ductile intergranular creep crack with grain separation ahead of the main crack tip
(1cm=150pm).

5. Modelling of crack initiation and growth at high temperatures

Methods have been presented for performing creep analyses of cracked and uncracked
bodies. Fracture mechanics concepts have been developed for characterising stress
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distributions ahead of a crack in a component deforming by creep. In this section models are
derived for describing the onset of cracking and crack propagation in terms of creep damage
accumulation in a process zone ahead of the crack tip. Initially, models are developed for
dealing with crack growth when a steady state distribution of damage has been generated at

the crack tip in materials which deform in secondary creep. In addition the importance of
state of stress at the crack tip is examined. Afterwards, extensions to primary, secondary and
tertiary creep are considered. Emphasis is then placed on the early stages of cracking.
Criteria for the onset of cracking are introduced that are based on the attainment of ‘a critical
crack opening displacement or a specific amount of damage at the crack tip.

The object of this chapter is to present models of crack initiation and growth at elevated
temperature using high temperature fracture mechanics. Both steady state and transient creep
crack growth concepts will be employed. Based on these concepts, the determination of
incubation times for creep crack growth is also shown. In addition, modelling of creep-
fatigue crack growth under cyclic loading at elevated temperature is included.

5.1 Description of crack growth by fracture mechanics parameters

At elevated temperatures where creep is. dominant, time-dependent crack growth is
observed. The rate of this time-dependent crack growth is measurable and parameters are
needed to predict it. In order to predict the crack behaviour in such materials, creep crack
growth rate a (= da/dt ) must be estimated using appropriate parameters. Several fracture
parameters have been applied for this purpose. The most commonly used parameters are
stress intensity factor K, the C* integral and reference stress (net section stress) . Crack
growth rate a is usually given as follows using these parameters;

a=AK" (107)
a=DC*°® (108)
a=Hg," (109)

where A, D, H, m, ¢ and p are material constants which may depend on temperature and
stress state. A suitable parameter to describe crack growth at elevated temperature will
depend on material properties, loading condition, and time when crack growth is observed
[80-84]. For example the formulation used in ASTM E1457 for a compact tension specimen
is shown in table 2. Figure 27 represents typical relationships for creep crack in compact
tension specimens growth versus a) K equation (107) for an aluminium alloy Al-2519 at
135 °C and b) C* equation (108) for a 1CtMoV steel at 550 °C, showing an initial transient
‘Tail’ and a steady crack growth region.

If a material is elastic, immediately upon loading the stress distribution around the crack tip
will be elastic. For this situation, the stress and strain at the crack tip are described by the
stress intensity factor K. In a material that shows little creep deformation, the stress
distribution will remain virtually unchanged by creep. Crack growth could also be
characterised to a certain extent by the stress intensity factor K in such ‘creep brittle’
materials.

On the other hand, in a very ‘creep ductile’ material, where large creep strains can be
dominant anywhere in the material, the singularity at the crack tip will be lost and correlation
in terms of the reference stress on the uncracked ligament will be obtained. However, the
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reference stress is a parameter which describes the overall damage across an uncracked
ligament and may characterise net section rupture of the ligament rather than creep crack
growth.

For materials between these two extremes (creep brittle and very creep ductile), substantial
creep deformation accompanies fracture, and stress redistribution will occur around a crack
tip but a singularity by the crack will still remain. For this situation, creep crack growth will
be characterised by C*. For engineering metals most experimental evidence suggests that the
widest range of correlation is achieved with C* [77, 81-88].

Table 2: The formulae used for calculating K, reference stress, and the C* parameter
Stress Intensity Factor for CT specimen (ASTM E1457)

K= P 2+alW FlalW)

\BBy,W"> (1—a/W)"*
where: f(a/W)=0.866+4.64(a/W)—13.32(a/ W)’ +14.72(a/ W) = 5.6(a/ W)*

Reference stress for CT specimen

P
mB W

ey

O.rcf _

where: m=—(1+y2) (1 + 7)(y(a/ W) +1)

B = thickness of the specimen B, = the net thickness

C* parameter (ASTM E1457)

. PV, -
=tV M oiosn¥d,
By(W—-a)n+1
where :
V.=creep displacement rate n=creep exponent

5.2 Steady stute creep crack growth modelling

A model of creep crack growth under steady state conditions is presented in this section. The
model has been proposed by Nikbin, Smith and Webster [77] and is known as the NSW
model. The NSW model is based on stress and strain rate fields characterised by the C*
integral combined with a creep damage mechanism. For a material which deforms according
to the Norton’s creep law described by equation (72), the stress and strain rate distributions
ahead of a crack are given by equations (75) and (76) respectively. When the creep damage
accumulated within the creep zone shown in figure 28 reaches some failure value, the crack
is postulated to progress. If material starts to experience creep damage when it enters the
process zone at r = r.. and accumulates creep strain €; by the time it reaches a distance r from
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the crack tip, the condition for crack growth is given using the ductility exhaustion criterion
as;

g;=[_, &dt (110)

r=r, Y

Using the strain rate distribution by equation (87), the strain can be written as;

r

n

_ c | dr

gij_ Eol:lno_oéor:I Sij drdr (111)
r=r,

If a steady (constant) crack growth rate a, is assumed,

dr _ .
T=-d, (112)

Then equation (111) is analytically integrated as;

n
P 1
]”H -Ei[r Elel——r"H:I (113)
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&; =(n+1)é0[
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When the creep ductility considering the stress state (multi-axial stress condition) is given by
* . . . . .
€y, substituting €; = 8; at r = 0 into equation (112) gives;
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Figure 27: typical relationship for creep crack in compact tension specimens growth versus
a) K and b) C* for an aluminium alloy Al-2519 at 135 °C and a 1CrMoV steel at 550 °C
showing an initial transient ‘Tail’ and a steady crack growth region.
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Figure 28: Concept of the steady state NSW model
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The non dimensional function g; is normalised so that its maximum equivalent becomes
unity. Hence, assuming this maximum value, the constants D and ¢ in equation (108)
become:
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3 n+l i
p=-(rtDé&f 1 et L (115)
£ 1,04€ ¢
_n
0= (116)

The creep ductility considering the stress state €, is equal to the uniaxial creep ductility £, in
plane stress conditions. For plane strain conditions, the af could range between 25 to 80
times smaller than &, depending on the creep void growth model assumed [28,31] as
described previously in section 2.5. The relationship between normalised ductility €, /€,
and the ratio of hydrostatic tensile stress over the equivalent stress (o, /o) for the two
different models are shown in figure 29. It is apparent that an increase in hydrostatic tension
causes a large reduction in creep ductility. The relationships are relatively insensitive to the
creep index n. In the NSW model, ¢, / g, = 50 is recommended as a typical value for plane
strain conditions {77]. This factor can be further refined to 25 for creep ductile materials
[87].

Equation (108), which was developed in the above analysis, represents secondary creep
only. In general, the cracking will exhibit a pseudo primary, secondary and tertiary creep
behaviour. Material at the crack tip will also undergo three stages during its transverse of the
creep zone similar to its uniaxial creep behaviour. In order to take all these stages into
account, the analysis has been modified in the following way [76].
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Figure 29: Influence of state of stress on creep failure strain and the power law creep
equation (72) is also used as,

An average creep rate € is defined as shown in figure 30 by;
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. £
€a=-L (117)

n
£ =éoA(———6‘;Aj (118)

where the material constants €, and 0, are obtained from creep rupture data. Creep failure

strain can be stress dependent, and if stress and rupture time are plotted as shown in figure
31 the rupture time will become,

£ Vv
~ Sf0( 904
tr—éOA( g ) 4

where € is the uniaxial creep rupture strain at stress 0. The creep rupture strain at stress

o is given from equations (117) to (119) as;

o n—v

When v is equal to n, the creep rupture strain is constant.

Nikbin et al. [76] used the time fraction rule and obtained the following equation to allow for
the effects of primary and tertiary creep from equations (87) and (121) to (123). The time
fraction rule and ductility exhaustion criteria give the same predictions when secondary creep
dominates. Substitution of equation (117) and (118) into equation (114) gives

\

. « v/(n+l)
_ (n+l)£0A* [ C. r’(n+l—v)/(n+l) (121)
(n+1-Vv)g,, 1,044, '

where e;o is equivalent to creep ductility considering constraint effect.

For most steels, n > 1, usually 5 to 10, so that equation (121) is relatively insensitive to the
value of r. .Considering most engineering materials, equation (111) has been simplified [77]

=0.85
as; a= 3¢ . (122)
£

where a is in mm/hour, sf* is strain as a fraction and C* is in MJ/m2h.

5.3 Transient creep crack growth modelling

A transient creep crack growth model has also been proposed as described schematically in
Figure 32 [76,77]. The differences between the steady crack growth model and the transiept
crack growth model are that transient creep crack growth starts from the undamaged state in
the creep damage process zone, whereas the steady state model assumes a steady state
distribution of damage in the process zone. Also creep damage accumulates in elements with
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width dr ahead of a crack tip. Steady state creep crack growth can be predicted analytically
but numerical integration is necessary for the transient model.
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€f

Creep strain €

tr

Time t
Figure 30: Simplification of the general creep curve
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Figure 31 : Relationship between stress and rupture time

From the transient creep crack growth model, the initial crack growth rate ¢, can be
estimated by the following equation assuming secondary creep behaviour.

. * nf(n+1) 1/(n+1)
G =22 S (ar)/od = L g | & (123)
0 s
P I,04¢, n+1l r

I

where dr is an increment of distance in the numerical integration for transient models and d,

is the steady state cracking rate. From the same reason described for the steady state model,

the choice of dr appears to be unimportant for predicting creep crack growth rate because it is
raised to a small fractional power

For element 7, the model predicts a crack growth rate 4; of
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. " nf(n+1)
b = ——22 { - ¢ J (dr)/+) (124)
€~ €1 L1n%0%0

where g, is the creep strain accumulated at r = r; = idr when the crack reaches
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Figure 32: Concepts of the transient NSW model

Equations (123) and (124) can be further simplified [84,88] to relate the initial transient crack
growth q, to the steady state cracking rate a_ as

n+)
. 1 | dr .
a, = — a,
n+l|r ‘ (125)

The ligament dr can be chosen to be a suitable fraction of r_ . However since dr/r, is raised to
a small power in equation (124) this will give

1

4= n+ 1 “ (126)

For most engineering materials therefore the initial crack growth rate is expected to be
approximately an order of magnitude less than that predicted from the steady state analysis.
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The cracking rate will progressively reach the steady state cracking rate as damage is
accumulated.
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Figure 33: Material independent engineering showing a crack growth assessment diagram
over the plane stress/strain and transient upper and lower bounds.

The regions of the crack growth behaviour seem to be covered adequately within the bounds
of the present model. Figure 33, covering a whole range of materials [77,87] acts as a
material independent engineering crack growth assessment diagram where cracking
multiplied by the uniaxial ductility of the material. In addition, the transient region assuming
that the initial cracking rate is given as & ~d& /10 can be introduced as a lower band to
bound the initiation and the transition ‘tail’ region of damage development observed in many
testpieces and components. The most conservative line to choose for life prediction would be
the plane strain line. However for a narrow range of data sets using specific material, with
fixed sizes and geometry an acceptable safety factor of 10 could possibly be used to predict
cracking behaviour.

5.4 Consideration of creep damage in the uncracked ligament

For aged materials, creep damage may already have been accumulated before the creep
process zone around a crack tip reaches it. Even in virgin materials, the ligament could be
subject to significant creep damage if the crack growth is slow. A simple formula has been
introduced to take this ligament damage into account as;

(127)

where Do, ¢ are creep crack growth constants, and can be obtained from the NSW model.
The term @ is the creep damage in the ligament which can be expressed when using the time
fraction rule by,
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_[dt
“"j}j (128)

where 1, is the time to creep rupture of the ligament.

For a infinite centre crack plate (CCP), the following equations are obtained for crack growth
into an undamaged ligament (w=0) as well as undamaged model (w> 0) [82,83].

I-¢
{(1) - 1} =X tL for the undamaged model

ay r

1-¢
a s
{(%) } Xln(l—t/t ) for the damaged model ~ (129)

where X is given for plane stress in a constant creep ductility material by, [83]

nf(n+1) 1/(n+1)
(e (&) (1

ay

5.5 Incubation time for the onset of crack growth

In creep crack growth experiments, an incubation period when the crack seems to be
stationary can be often observed. Sometimes the incubation time occupies most of the life of
a cracked body. Therefore, it may be important to incorporate the incubation time into creep
crack growth predictions in practical applications. An incubation time prediction can be
calculated from the NSW model [84,87-88]. Lower and upper bounds are obtained from the
steady creep crack growth model and transient model as follows,

re 8} In O-Oé()rc (]
Lower bound: t;(Lower bound) = = e C* (131)
s 0

. nf(n+1) 1/(n+1)
t,(Upper bound) = ;4- i JI—M} (%)
0

g | C*
Upper bound Vi (132)
n
=(n+ 1)(%) t;(Lower bound)

Further the upper bound incubation can be obtained by taking a=a,.

t. = f.:E‘L I, o, éo]v”n+ b
! *

&L C (133)
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Alternative estimates of an incubation period can also be obtained from the approximate
creep crack growth rate equation (122). The prediction based on an approximate steady state
cracking rate expression will be the lower bound of the incubation period.

[ =

When the initial crack growth rate is used instead of the steady state crack growth rate, the
upper bound is determined as

_(n+DrE

ey (135)

Figure 34 shows an example, for ICrMoV steel tested at 550 °C, of how the model bounds
the steady state and the transient crack growth rates and figure 35 for the incubation times
using equation (134). The effects of geometry in figure 34 are shown as best fit lines but the
overall inherent scatter ( especially in the transient ‘tail’ region) in the data shows a much
larger difference. The data lies in the plane stress region of cracking with the transient
prediction indicating that the initial cracking rates could a factor of 10 slower than the steady
state cracking rates.

v - g
= i [ Plane stresw
= 10 =
= 3 e
E E )/ Cr B
R L "g.’ a
B A #
—_
E 22 <
'E E - ‘. ~
E . T & G Ve
10" = 4 .
— " [
o} 3 - ransient
- T
o -3
- 10 r
@] E‘ E
Fa
r -
10* = 1 aad
10° 10 10° 10° 10

10°
C* (J/m " h)

Figure 34: Predictions of crack growth rate versus C* for 1CrtMoV steel tested at 550 °C
using the steady state and the transient models.
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FIG. 35: Experimental and predicted incubation times for 1 CrMoV steel tested at 550 °C.

6. Creep-fatigue crack growth

Most engineering components which operate at elevated temperatures are subjected to non-
steady loading during service. For example, electric power plant may be required to follow
the demand for electricity and equipment used for making chemicals may undergo a sequence
of operations during the production process. The power plants have to change their operating
temperature and pressure to follow the demands of electricity need and to shut down and re-
start for their routine maintenance as depicted in figure 36. Also, aircraft experience a variety
of loading conditions during take-off, flight and landing. There may, in addition, be a
superimposed high frequency vibration. Similarly, equipment that is subjected to
prr]edoglinamly steady operating conditions may experience transients during start-up and
shut-aown.

Full Power Full Power

80%

Operation Power
Load

Maintenance

Start-up Shut-down

Start-up Shut-down

B

Time

Figure 36: Example of operation scheme of a power plant

The gradual increase over the years in operating temperatures to achieve improved efficiency
and performance from plant is causing materials to be used under increasingly arduous
conditions. The first stage blades in aircraft gas-turbines can, for example, experience
centrifugal stresses in the region of [50-200 MPa at gas temperatures that can exceed their
incipient melting temperatures. Under these circumstances, survival is only possible if
cooling is adopted to reduce average blade temperatures and coatings are used to limit
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erosion and environmental attack. The steep temperature gradients produced by the cooling
will, however, introduce thermal stresses which will be regenerated each flight cycle and
which can give rise to a mode of failure called thermal fatigue. The same situation can occur
during rapid start-ups and shut-downs in thick sections of other components. Thermal
fatigue is the type of failure that can occur by the repeated application of predominantly
thermal stresses that are produced by the local constraint imposed by the surrounding
material.

It is apparent, depending on the material of manufacture and the operating conditions, that
creep, fatigue and environmental processes may contribute to failure. The dominating mode
of failure in a particular circumstance will depend on such factors as material composition,
heat-treatment, cyclic to mean load ratio, frequency, temperature and operating environment.

In the preceding sections, creep crack growth under steady loading was discussed. For the
prediction of the crack growth in components at elevated temperatures, the interaction of
creep and fatigue crack growth must be evaluated appropriately. In this section, the
characteristics of fatigue crack growth are introduced first. Then a prediction of crack growth
under the combination of creep and fatigue will be outlined.

6.1 Fatigue crack growth

Before considering creep-fatigue crack growth, some observations concerning the
characteristics of fatigue crack growth will be discussed. References [89-96] give various
description and views of the problems involved in fatigue and creep/fatigue conditions.
Fatigue mechanisms usually dominate at room temperature. Procedures for measuring the
fatigue crack propagation properties of materials at room temperature are described in
reference [96]. Fatigue crack growth is usually observed as transgranular cracking at low
temperature (as shown in figure 37 and is characterised by the stress intensity factor range
AK using the Paris law [89]. At elevated temperature, transgranular cracks are also observed
under relatively high frequency cycles(f>1Hz) and this fatigue crack growth rate can still be

Figure 37: Example of striation and transgranular fatigue fracture surface of type 316
stainless steel.
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characterised by elastic or elasto-plastic fracture mechanics parameters in most cases. When
the effect of plasticity can be neglected, the stress and strain states around a crack tip are
characterised by K, and the crack growth per cycle da/dN is often plotted against stress the
intensity factor range AK which is defined as the difference between the maximum K,;,, and
minimum K,,;, stress intensity factors applied each load cycle. AK is given by;

AK =YAc~a (136)

where Ao is the range of the applied stress, and Y is the non-dimensional geometry factor
shown in equation (37). The crack growth rate da/dN is correlated with AK using the power
law relation [89] in steady state fatigue as,

da _
N = CfAK'" (137)

where C; and m are material constants and m is typically around 3. Typically, da/dN is
sensitive to the mean stress or the load ratio R defined by;

R = Zmin. (138)

Gm ax

where Oy, and Oy,x are the minimum stress and the maximum stress, respectively [89]. To
include the effect of the load ratio in equation (137), the effective stress intensity factor range
AK,fris used. Several formulae to define AK, ¢ are proposed using AK and R [89-91] .

6.2 Elevated temperature cyclic crack growth

In the previous section cyclic crack growth was considered where time dependent effects
were not important and where cracking was controlled mainly by fatigue mechanisms. As
temperature is increased, time dependent processes become more significant. Creep and
environmentally assisted crack growth can take place more readily since they are aided by
diffusion and rates of diffusion increase with rise in temperature. The effects of temperature,
frequency, mean stress and environment will be considered in turn [91-99].

Frequency effects can be investigated in continuous cycling tests or by introducing hold
periods into a cycle as illustrated in Fig 21b. However, it is found that wave-shape is
relatively unimportant compared with the temperature and mean load at which the cycling is
taking place. Generally the influence of frequency on crack propagation rate is more
pronounced with increase in temperature and R. Figure 38 shows a schematic description of
cracking rate versus AK for cyclic cracking at elevated temperatures showing the effects of
frequency, R-ratio and temperature. A higher crack propagation rate is observed with
increase in load range. In all cases, crack propagation rate increases slowly at first before
accelerating rapidly as final fracture is approached. As a consequence, most of the time in
these tests is spent in extending the crack a small distance and the number of cycles to failure
is not significantly influenced by the crack size at which fracture occurs.
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Figure 38: Cyclic crack growth at elevated temperatures

Transgranular cycle dependent and intergranular time dependent controlled cracking
processes are identified. Conditions favouring each mechanism are clarified and it is shown
that cumulative damage concepts can be applied to predict interaction effects. It is found that
cyclic controlled processes are most likely to dominate at high frequencies and low R. Creep
and environmental mechanisms, which are favoured at low frequencies, high temperatures
and high R, are identified as contributing to the time dependent component of cracking. It is
shown that these processes can enhance crack growth/cycle significantly and reduce
component lives.

6.3 Creep-fatigue crack growth interaction

When alternating loads are applied to high temperature structures, the crack growth in the
structures will be subject to both creep and fatigue. Interaction between creep and fatigue is
expected under cyclic loading. Some of the causes of creep-fatigue interaction might be the
enhancement of fatigue crack growth due to embrittlement of grain boundaries or weakening
of the matrix in grains and enhancement of creep crack growth due to acceleration of
precipitation or cavitation by cyclic loading [92,93]. The importance of creep-fatigue
interaction effects is largely dependent on the material and loading conditions. Nevertheless,
the simple linear summation rule for creep-fatigue crack growth defined by the following
equation has been successfully applied to predict the crack growth in several engineering
metals [97-99] is given as

da_(da) (da) 1 (da) (da)

-7 =T +{ = = g = +{ = 139)
dN dN creep dN fatigue 3600f dr creep dN fatigue (

or



The Fracture Mechanics Concepts of Creep 231

da_(da) (da) _(da) (da)
- =5 + =5 === +3600f| 5= 140
dt dt creep dt fatigue dt creep f dN fatigue ( )

where da/dN is crack growth per cycle in mm/cycle, da/dt is crack growth rate in mm/hour,
and fis frequency in Hz.

Effects of the influence of frequency [97-99] on crack growth/cycle in a nickel base alloy
(AP1) at 700°C are shown in figures 39 and 40. Figure 39 indicates a dependence of da/dN
on frequency at R = 0.7. In the steady state cracking region crack growth can be described
by the Paris law (equation ( 137)) with m = 2.5. This value is within the range expected for
room temperature behaviour. Correlation of results obtained at 20 MPa m for specimen
thickness (B=25mm) is depicted in figure 40. Furthermore in figure 40 the two lines show
the relative behaviour of the creep and the fatigue components of da/dN.

The slope of -1 indicates time dependent creep cracking and the horizontal line indicates
fatigue control of da/dN. Therefore by adding the two components is clear that at high
frequency creep is seen to have third order effect on cracking rate and conversely at low
frequencies fatigue has a third order effect. From metallurgical and fractographic
investigations performed on the alloy tested in the creep and creep fatigue range similar
qualitative conclusions can be reached with respect to the mode of the creep fatigue
interaction. Figure 41 show the fractographs for the nickel-base superalloy AP1 tested at 700
°C. There is a transition from intergranular cracking at f=0.001 Hz to transgranular cracking
at 10 Hz.

AP1 Nickel-Base Superalloy at 700 °C
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Figure 39: Frequency dependence of fatigue cracking at high temperatures for AP1 nickel-
base superally tested at 700 “C and R=0.7
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Figure 40: Fatigue crack growth sensitivity to frequency in an AP1 nickel-base superalloy
tested at 700 °C.

The intermediate frequencies show a mixture of intergranular and transgranular cracking
modes. These suggest that the two mechanism work in parallel and that cumulative damage
concepts proposed above can well describe the total cracking behaviour.

» Surface Micrographs in Creep/Fatigue Interaction
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Figure 41: Effects of frequency on mode of failure for AP1 astroloy Nickel-base superalloy
tested at 700 °C.
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The effects of R-ratio on creep/fatigue interaction is shown in figures 42 and 43. Generally
as shown in figure 42 an increase in the R-ratio reduces the AK needed for crack growth per
cycle and increase in frequency reduced the da/dN. Figures 43a,b compare the da/dN in
terms of frequency in terms of constant AK and constant Kmax. Figure 43a shows a
dependence of da/dN versus frequency on R-ratio. It is clear that at low frequencies cracking
is independent of R-ratio when plotted in terms of Kmax as shown in figure 43b. This
suggests that creep failure dominates at maximum load for low frequencies.

In both figures 40 and 43 it is clear that the interaction region of creep fatigue is contained
within a small frequency band of 1 decade in the region of 0.1 to 1 Hz. From experimental
and data analysis performed [97-99] it has been shown that static crack growth data
correlates well with low frequency (< 0.001 Hz) data. Therefore equations (143-144) can be
used to incorporate static data with cyclic data. This method is useful for cases where no
cyclic data exists and only static and high frequency data is available.

The effects of temperature and the predictions of creep/fatigue using static data are shown in
figure 44. This figure shows for a range of test temperatures both static and cyclic data for a
martensitic alloy FV448. Whilst the high frequency data varies very little with temperature
and frequency the effects of predicted static and low frequency data shift to lower
frequencies indicating that fatigue will dominate failure at low frequencies.
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Figure 42: Dependence of crack growth on frequency and R-Ratio for an AP1 nickel-base
superalloy tested at 700 °C.

The interpretations of elevated temperature cyclic crack growth behaviour have so far been
presented mainly in terms of linear elastic-fracture mechanics concepts. It is anticipated that
this approach is adequate when fatigue and environmental processes dominate as stress
redistribution will not take place at the crack tip. When creep mechanisms control, stress
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redistribution will occur in the vicinity of the crack tip and use of the creep fracture
mechanics parameter C* becomes more appropriate.

da/dN versus f at constant A K = 30 MPaVm da/dN versus f at constant Kmax = 30 MPaVm
for AP1 Superalloy tested at 700 "C for 1/2% CMYV tested at 565 °C
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Figure 43: Fatigue crack growth sensitivity to frequency and R-ratio in an AP1 nickel-base
superalloy tested at 700 °C at a) constant AK=30MPavVm and b) constant Kmax= 30Mpavm.

In the region where the Paris law is relevant, substitution of the C* relation to crack growth
into equation (138) allows cyclic crack growth under creep-fatigue loading conditions to be
established from

da/dN = CAK™ + DC** | f (141)

Alternatively, if the approximate expression in equation (122) is employed for the creep
component of cracking, crack growth/cycle becomes,

da/dN = CAK™ +3C*"* / £,.3600 f (142)
and for static loading
daldN = CAK™ +3C*** /€,.7200 f (143)

where da/dN is in mm/cycle with frequency in Hz. To allow for crack closure effects, AK in
these equations can be replaced by AK,g. Similarly AJ can be used instead of AK when
plastic deformation is significant. In order to make predictions of creep-fatigue crack growth
in components it is necessary to be able to calculate AK and C* as crack advance occurs.
The same procedures that are employed for estimating K and C* under static loading can be
employed.

The effects of constraint due to geometry and specimen size can be described using the
cumulative method and over a range of frequencies or using C* at low frequencies where
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creep dominates. Figure 45 shows the effects of geometry and specimen size on crack
growth at constant AK over a range of frequencies for the AP1 alloy at 700 °C.
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Figure 44: Prediction of da/dN for a Martensitic steel from static data, over a temperature
range of 20-550 °C using static and cyclic data at a constant AK=50MPavm.

At high frequencies there are no size and geometry effects however at low frequencies the
Corner Crack Tension (CCT) specxmens shown in figure 46a exhibit lower da/dN compared
to the thin CT specimens and this in turn shows a lower da/dN compared to the 25mm thick
CT. Therefore constraint effects are exaggerated under creep conditions and increase in
constraint tends to increase cracking rates.

AP1 Superalloy tested at 700 °C at R-Ratio of 0.7
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Figure 45: Geometry and size effects in the creep/tatigue crack growth of APl nickel-base
superalloy tested at 700 °C.
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Figure 46: a) Corner Crack Tension specimen AP1 Superalloy tested at 700 °C b) and a

fractograph showing influence of creep and fatigue on the shape and texture of the crack
front.

The effects of geometry on crack growth for the static and low frequency data are plotted
against C* in figure 47. It is clear that cracking rate is state of stress controlled in the creep
range. Figure 46b shows a fractograph exhibiting the effects of creep and fatigue on the
actual cracking of the CCT. In this case the frequency was varied between 10Hz and 0.001
Hz. Where fatigue dominates the crack front profile is approximately a quadrant and the
cracking rate is the same in the inner section and the surface. When frequency is reduced the
crack leads in the centre and where the surface is more in plane stress crack growth rate
reduces. The effect is reversed when the frequency is increased once again.

AP1 Astroloy Superalloy tested at 700 °C
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Figure 47: Effect of geometry in creep crack growth of AP1 Nickel-base superalloy tested at
700 °C.
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Finally it has been shown that high-temperature crack growth occurs by either cyclic-
controlled or time-dependent processes. Over the limited range where both mechanisms are
significant, a simple cumulative damage law can be employed to predict behaviour.
Interpretations have been developed in terms of linear elastic and non linear fracture
mechanics concepts. Linear elastic fracture mechanics descriptions are expected to be
adequate when fatigue and environmental processes dominate. When creep mechanisms
control stress redistribution takes place in the vicinity of the crack tip and use of the creep
fracture mechanics parameter C* should be employed for characterising the creep component
of cracking.

7 Relevance to life assessment methodology

In this section the relevance of the what has been discussed above is highlighted by
describing the problems associated with creep and creep/fatigue in plant components. For
new plant design procedures are required to avoid excessive creep deformation and fracture
in electric power generation equipment, aircraft gas turbine engines, chemical process plant,
supersonic transport and space vehicle applications. There is also a continual trend towards
increasing the utilisation and efficiency of plant for economic reasons. This can be achieved
in a number of ways. One is to fabricate components out of new materials with improved
creep properties. Another is to increase the temperature of operation which may itself require
the introduction of new materials.

By extending plant life and to avoid premature retirement on the basis of reaching the design
life which may have been obtained previously using conservative procedures is an economic
reality for most industrial operators. Many electric power generation and chemical process
facilities are designed to last for 30 years or more assuming specific operating conditions. It
is possible that if they are used under less severe conditions to those anticipated or a re-
evaluation using the modern understanding of creep and fracture is performed it may justify a
further extension of the plant life.

To avoid excessive creep deformation and prevent fracture are the two important high
temperature design considerations. In most industries these objectives are achieved by the
application of design codes which incorporate procedures for specifying maximum
acceptable operating stresses and temperatures. The maximum values allowed depend upon
the type of component and consequences of failure. The magnitudes chosen for the safety
factors are determined by experience and are dependent on the type of calculation performed
and whether average or minimum properties data are employed. Different safety factors may
also be applied to normal operating conditions, frequent, infrequent or emergency
excursions.

Most high temperature design codes have been developed from those that have been
produced for room temperature applications. They are therefore aimed at avoiding failure by
plastic collapse, fatigue and fast fracture as well as creep and it is possible to define
temperatures, which vary somewhat between codes because of the different procedures
employed, below which creep need not be considered for particular classes of materials.
Guidance has been in existence for some while to guard against fast fracture and fatigue
below the creep range and is now becoming available for elevated temperature situations
where creep is of concern.
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The high temperature design codes in current use have been developed principally for
application to defect free equipment. There is an increasing trend for critical components to
be subjected to non-destructive examination to search for any possible flaws. Flaws can be
detected by visual, liquid penetrant, magnetic particle, eddy current, electrical potential,
radiographic and ultrasonic means depending on whether they are surface breaking or
buried. Consequently there is a requirement for establishing tolerable defect sizes. Also the
improving sensitivity of these techniques is causing smaller and smaller flaws to be found
and the question of whether they must be removed, repaired or can be left is being
encountered more frequently.

Finally during operation different equipment can experience a wide range of types of
loading. For example, stress and temperature can be cycled in-phase or out-of-phase, a
stress can be applied or removed at different rates and dwell periods can be introduced
during which stress or strain are maintained constant. In these circumstances, it is important
that the processes governing failure are properly understood so that the appropriate predictive
models and equations can be employed.
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