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Preface

Most real physical systems are nonlinear in nature. Control and filtering of
nonlinear systems are still open problems due to their complexity natures.
These problem becomes more complex when the system’s parameters are un-
certain. A common approach to designing a controller/filter for an uncertain
nonlinear system is to linearize the system about an operating point, and uses
linear control theory to design a controller/filter. This approach is successful
when the operating point of the system is restricted to a certain region. How-
ever, when a wide range operation of the system is required, this method may
fail.

This book presents new novel methodologies for designing robust H∞ fuzzy
controllers and robust H∞ fuzzy filters for a class of uncertain fuzzy systems
(UFSs), uncertain fuzzy Markovian jump systems (UFMJSs), uncertain fuzzy
singularly perturbed systems (UFSPSs) and uncertain fuzzy singularly per-
turbed systems with Markovian jumps (UFSPS–MJs). These new method-
ologies provide a framework for designing robust H∞ fuzzy controllers and
robust H∞ fuzzy filters for these classes of systems based on a Tagaki-Sugeno
(TS) fuzzy model. Solutions to the design problems are presented in terms of
linear matrix inequalities (LMIs). To investigate the design problems, we first
describe a class of uncertain nonlinear systems (UNSs), uncertain nonlinear
Markovian jump systems (UNMJSs), uncertain nonlinear singularly perturbed
systems (UNSPSs) and uncertain nonlinear singularly perturbed systems with
Markovian jumps (UNSPS–MJs) by a TS fuzzy system with parametric un-
certainties and with/without Markovian jumps. Then, based on an LMI ap-
proach, we develop a technique for designing robust H∞ fuzzy controllers and
robust H∞ fuzzy filters such that a given prescribed performance index is
guaranteed.

To clarify this approach, this book is divided into two parts. Part I is fo-
cused on the uncertain fuzzy systems, while Part II is concentrated on the
uncertain fuzzy singularly perturbed systems. Contributions of each part can
be summarized as follows. Part I presents the new design methodology on a
robust H∞ fuzzy controller and a robust H∞ fuzzy filter for a class of UFSs
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and UFMJSs. This new design approach allows us to achieve the design of the
robust H∞ fuzzy controller and fuzzy filter for a class of UNSs and UNMJSs
in a unified framework, which is based on the TS fuzzy model and the LMIs
approach. The proposed design result satisfies all admissible noises, distur-
bances and uncertainties. In parallel, Part II presents the design methodology
on a robust H∞ fuzzy controller and a robust H∞ fuzzy filter for a class of
UFSPSs and UFSPS–MJs. The proposed design approach in this part for a
class of UFSPSs and UFSPS–MJs does not involve the separation of states
into slow and fast ones and it can be applied not only to standard, but also to
nonstandard nonlinear singularly perturbed systems. Furthermore, the pro-
posed approach shows that the design result satisfies all admissible noises,
disturbances and uncertainties.

Finally, to demonstrate the effectiveness and advantages of the proposed
design methodologies, applications to UNS, UNMJS, UNSPS and UNSPS–
MJ (for instance; a motor, a tunnel diode circuit and an economic model)
are given as examples in each chapter. The simulation results show that the
proposed design methodologies can achieve the prescribed performance index.
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1

Introduction

1.1 Preliminary Background

Most real physical systems are nonlinear in nature. Controlling and filtering
nonlinear systems are still open problems due to their complexity natures.
These problem becomes more complex when the system’s parameters are un-
certain. A common approach to designing a controller/filter for an system is to
linearize the system about an operating point, and uses linear control theory
to design a controller/filter. This approach is successful when the operating
point of the system is restricted to a certain region. However, when a wide
range operation of the system is required, this method may fail.

In recent years, a large number of practical control problems have involved
designing a controller/filter that minimizes the worst-case ratio of output
energy (filter error energy) to disturbance energy which is known as an H∞
control (filter) problem. The H∞ control or filter problem is able to address
the issue of system parameter uncertainty, and also be applied to the typical
problem of disturbance input control. So far, in the literature, the problem of
nonlinear H∞ control and filter has been extensively studied by a number of
researchers; e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19].
In general, there are two commonly used approaches for providing solutions
to nonlinear H∞ control and filter problems. One is based on the dissipativity
theory and theory of differential games; see [1, 4], and the other is based
on the nonlinear version of classical Bounded Real Lemma as developed by
Willems [20], and Hill and Moylan [21]; also see [6, 7, 22]. Both of these
approaches convert the problem of nonlinear H∞ control to the solvability of
the so-called Hamilton-Jacobi equation (HJE). Recently, the interconnection
between the robust nonlinear H∞ control (filter) problem and the nonlinear
H∞ control (filter) problem in terms of a scaled HJE has been studied; e.g.,
[23, 24, 25, 26]. A good feature of these results is that they are parallel to
the linear H∞ results. Even, until now, it is very difficult to solve for a global
solution to the HJE either analytically or numerically [27, 28]. In general, a
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globally smooth solution to the HJE cannot be solved because the derivative
may experience discontinuity across certain lower-dimensional set [29].

In the last two decades, various schemes have been developed to overcome
the aforementioned difficulties in the design of a controller and filter for an
uncertain nonlinear system, among which a successful approach is fuzzy logic
control (FLC). FLC was first introduced as the foundation of the linguistic
model by L.A. Zadeh, [30], in 1965. Zadeh also proposed the fuzzy set theory to
provide a tool to solve an ill-defined problem. Until 1973, Zadeh, [31], outlined
the basic concept underlying FLC which is the linguistic variable, the fuzzy
IF-THEN rules, the fuzzy algorithm, the composition rule of inference, and
the execution of fuzzy instructions. FLC has been considered as an efficient
and effective tool in managing uncertainties and nonlinearity of the system
since Zadeh’s seminar paper, [30]. Among many applications of FLC appear
to be one that has attracted a large number of researchers in the past two
decades with many successful applications. The work of Mamdani and Asilian,
[32], in 1975 showed the first practical application of FLC that implemented
Zadeh’s fuzzy set theory. This method is known as the Mamdani model. The
other method is the Takagi-Sugeno (TS) fuzzy model which was introduced
by Takagi and Sugeno, [33], in 1985.

The Mamdani type fuzzy model is often called a pure fuzzy model and
consists of a series of rules that cover most of the state space of the system.
Each rule maps fuzzy inputs to fuzzy outputs. While the TS fuzzy model also
consists of fuzzy rules, the input fuzzy rules are used to select functions of
the input variables for outputs. In this way, the mathematical model of the
system can be more directly implemented in the fuzzy model. The TS fuzzy
model typically acts to select various linear equations over the state space
of the system and provides a smooth transition between each one. Generally
speaking, the TS fuzzy model is a nonlinear model consisting of a number
of rule-based linear models and membership functions which determine the
degrees of confidence of the rule. The TS fuzzy model can be used to approx-
imate global behavior of a highly complex nonlinear system. In the TS fuzzy
model, local dynamics in different state space regions are represented by local
linear systems. The overall model of the system is obtained by “blending”
these linear models through nonlinear fuzzy membership functions.

Recently, there have been a number of researchers studying the TS fuzzy
system and control; e.g., [34, 35, 27, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47,
48, 49, 50, 51, 52, 53]. For example, Tanaka et.al., [43], have investigated the
fuzzy control based on quadratic performance function–an LMI approach, and
Nguang and Shi, [27], have considered the H∞ fuzzy output feedback control
design for nonlinear systems based on an LMI approach. Fuzzy control systems
have proven to be superior in performance when compared with conventional
control systems especially in controlling nonlinear, ill-defined system and in
managing complex system.
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1.2 Motivation

Key motivation to this book comes from several sources. The most general
motivation is that most real physical systems are nonlinear and parametric
uncertainties often exist in the systems, but until now we do not have a sys-
tematic way for designing a robust H∞ fuzzy controller and filter for it. So far,
although the HJE–based sufficient conditions for nonlinear systems to have
an H∞ performance has been derived, it is still very difficult to find a global
solution to the HJE either analytically or numerically; e.g., [27, 28].

A second motivation arises from the successful approach of FLC that over-
comes the design problem for nonlinear systems. Fuzzy system theory enables
us to utilize qualitative, linguistic information about a highly complex nonlin-
ear system to construct a mathematical model for it. Recent studies show that
a TS fuzzy model can be used to approximate global behaviors of a highly
complex nonlinear system; e.g., [34]–[53]. In this thesis, the TS fuzzy model
has been chosen in our investigation due to the fact that the TS fuzzy model
can replace the fuzzy sets in the consequent part of the Mamdani rule with
a series of linear equations of input variables with smooth transition between
each one. Recently, a great amount of effort has been made on the design of
fuzzy H∞ for a class of NSs which can be represented by the TS fuzzy model;
e.g., [30, 31, 34, 35, 27, 38, 39, 40, 41, 54, 55, 56, 57, 58]. In the TS fuzzy
model, local dynamics in different state space regions are represented by local
linear systems. The overall model of the system is obtained by “blending”
these linear models through nonlinear fuzzy membership functions. Unlike
conventional modelling which uses a single model to describe the global be-
havior of a system, fuzzy modelling is essentially a multi-model approach in
which simple sub-models (linear models) are combined to describe the global
behavior of the system.

However, it is also necessary for us to further consider the robust stability
against parametric uncertainties in the TS fuzzy model. This is because the
parametric uncertainties play an important factor responsible for the stability
and performance of an uncertain nonlinear control system. So far, there have
been some attempts in the area of UNSs based on the TS fuzzy model in
the literature; e.g., [41, 48, 59]. However, these existing design methods have
not distinguished nonlinearity from uncertainty when analyzing the design
problems which makes the results conservative. Hence, we need to investigate
and find a new technique for designing a robust H∞ fuzzy control and filter
of a class of UNSs by distinguishing nonlinearity from uncertainty.

The final and somewhat peripheral motivation is that many control design
problems are normally formulated in terms of inequalities rather than simple
equalities and a lot of problems in control engineering systems can be for-
mulated as LMI feasibility problems; e.g., [60, 61, 62, 63, 64]. Some common
convex programming tools, such as ellipsoid methods, interior point meth-
ods and methods of alternating convex projections, can be applied to solve
the LMIs. However, the interior-point method has been proven that it is ex-
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tremely efficient in solving the LMI with significant computational complexity.
The LMI framework provides a tractable method to solve the problems which
has either analytical solution or non-analytical solution. Furthermore, a very
powerful and efficient toolbox in MATLAB has been available for solving LMI
feasible and optimization problems by interior point methods.

1.3 Contribution of the Book

The focus of this book is to establish novel methodologies for designing robust
H∞ fuzzy controllers and robust H∞ fuzzy filters for a class of UNSs, UN-
MJSs, UNSPSs and UNSPS–MJs which are described by a TS fuzzy system
with parametric uncertainties and with/without MJs. In this book, we distin-
guish nonlinearities from uncertainties when analyzing the design problems.
This is because if the design problems for a system are analyzed by treating
nonlinearities as uncertainties, the results will be conservative in general; e.g.,
[48, 59]. The derivations of the solutions shown here are based on fuzzy control
theory and robust control theory such as an H∞ control and an LMI.

To investigate the design problems, we first describe a class of UNSs, UN-
MJSs, UNSPSs and UNSPS–MJs by a TS fuzzy system with parametric uncer-
tainties and with/without MJs. Then, based on an LMI approach, we develop
a technique for designing robust H∞ fuzzy controllers and robust H∞ fuzzy
filters such that a given prescribed performance index is guaranteed. To un-
derstand our proposed approach better, this thesis has been divided into two
parts. Part I is focused on the uncertain fuzzy systems, while Part II is concen-
trated on the uncertain fuzzy singularly perturbed systems. The achievement
in each part can be summarized as follows:

In Part I, the new design methodology on a robust H∞ fuzzy controller and
a robust H∞ fuzzy filter for a class of UFSs and UFMJSs has been developed.
This new design approach allows us to achieve designing the robust H∞ fuzzy
controller and the robust H∞ fuzzy filter for a class of UNSs and UNMJSs in a
unified framework, which is based on the TS fuzzy model and LMIs approach.
The proposed design result satisfies all admissible noises, disturbances and
uncertainties.

In Part II, the design methodology on a robust H∞ fuzzy controller and
a robust H∞ fuzzy filter for a class of UFSPSs and UFSPS–MJs has been
presented. The proposed design approach in this part for a class of UFSPSs
and UFSPS–MJs does not involve the separation of states into slow and fast
ones and it can be applied not only to standard, but also to nonstandard
nonlinear singularly perturbed systems. Furthermore, the proposed approach
shows that the design result satisfies all admissible noises, disturbances and
uncertainties.

Finally, to demonstrate the effectiveness and advantages of the proposed
design methodologies in this thesis, applications to UNS, UNMJS, UNSPS
and UNSPS–MJ (i.e., a motor, a tunnel diode circuit and an economic model)
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are given as examples in each chapter. The simulation results show that the
proposed design methodologies can achieve the prescribed performance index.

1.4 Book Organization

The general layout of presentation of this book is divided into two parts;
i.e., Part I: Uncertain Fuzzy Systems and Part II: Uncertain Fuzzy Singularly
Perturbed Systems.

Part I presents the synthesis design procedure of a robust H∞ fuzzy
control and filter for a class of UFSs and UFMJSs. Part I which begins with
Chapter 2 consists of five chapters as follows.

Chapter 2 presents some background and motivation in the area of UFSs,
and then provides the outline of Part I before proceeding to the main results
from Chapter 3 to Chapter 6.

Chapter 3 presents the synthesis design procedure of a robust H∞ fuzzy
state-feedback control and output feedback control for a class of UFSs. The
resulting fuzzy controller shows that it guarantees the L2-gain of the mapping
from the exogenous input noise to the regulated output to be less than the
prescribed value.

Chapter 4 presents the synthesis design procedure of a robust H∞ fuzzy
filter for a class of UFSs such that it guarantees the L2-gain of the mapping
from the exogenous input noise to the estimated error output to be less than
the prescribed value.

Chapter 5 presents the synthesis design procedure of a robust H∞ fuzzy
state-feedback control and output feedback control for a class of UFMJSs. Due
to the fact that many real physical systems may experience abrupt changes in
their structure and parameters, this chapter will provide a design technique
corresponding to that problem. Solutions to the design problem of the robust
H∞ fuzzy control have been derived in terms of the LMIs.

Chapter 6 presents the synthesis design procedure of a robust H∞ fuzzy
filter for a class of UFMJSs. The sufficient conditions to the design problem
of the robust H∞ fuzzy filter have been derived in terms of the LMIs.

Part II presents the synthesis design procedure of a robust H∞ fuzzy con-
trol and filter for a class of UFSPSs and UFSPS–MJs. Part II which begins
with Chapter 7 also consists of five chapters as follows.

Chapter 7 presents some background and motivation in the area of UFSPSs,
and then provides the outline of Part II before proceeding to the main results
from Chapter 8 to Chapter 11.



6 1 Introduction

Chapter 8 presents the synthesis design procedure of a robust H∞ fuzzy
state-feedback control and output feedback control for a class of UFSPSs. In
the case of having a small “parasitic” parameter in a general nonlinear system,
the design result might end up with a solution to a family of ε-dependent LMIs
which normally are ill-conditioned when ε is very small. Then, this chapter
will provide a design technique to handle these problems.

Chapter 9 presents the synthesis design procedure of a robust H∞ fuzzy
filter for a class of UFSPSs. Solutions to the design problem of the robust H∞
fuzzy filter have been derived in terms of the LMIs.

Chapter 10 presents the synthesis design procedure of a robust H∞ fuzzy
state-feedback control and output feedback control for a class of UFSPS–MJs.
Since many real physical systems may experience not only a small “parasitic”
parameter in the system but also abrupt changes in their structures and pa-
rameters, in order to deal with these problems, this chapter will provide a
design technique for handling with this case.

Chapter 11 presents the synthesis design procedure of a robust H∞ fuzzy fil-
ter for a class of UFSPS–MJs. The sufficient conditions to the design problem
of the robust H∞ fuzzy filter have been derived in terms of the LMIs.



2

Uncertain Fuzzy Systems

2.1 Background and Motivation

In the last decade, TS fuzzy systems have been studied by many researchers
with a number of successful applications. The TS fuzzy system has been shown
to be an universal approximator of nonlinear dynamic systems; e.g., [49, 51].
The TS fuzzy system is described by fuzzy IF-THEN rules of the following
form:

Plant Rule i: IF ν1(t) is Mi1 and · · · and νϑ(t) is Miϑ THEN

ẋ(t) = Aix(t) + Biu(t), x(0) = 0 (2.1)

where i = 1, 2, · · · , r, Mij(j = 1, 2, · · · , ϑ) are fuzzy sets that are characterized
by membership functions, x(t) ∈ �n is the state vector, u(t) ∈ �m is the input
vector, the matrices Ai and Bi are of appropriate dimensions, ν1(t), · · · , νϑ(t)
are premises variables that may be functions of the state variables, and r is
the number of IF-THEN rules.

Given a pair [x(t), u(t)] , the final fuzzy system is inferred as follows

ẋ(t) =
r∑

i=1

µi(ν(t))[Aix(t) + Biu(t)] (2.2)

where

µi(ν(t)) =
�i(ν(t))∑r
i=1 �i(ν(t))

) and �i(ν(t)) =
ϑ∏

k=1

Mik(νk(t)).

Mik(νk(t)) is the grade of membership of νk(t) in Mik. It is assumed that

�i(ν(t)) ≥ 0, i = 1, 2, ..., r;
r∑

i=1

�i(ν(t)) > 0
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for all t. Therefore,

µi(ν(t)) ≥ 0, i = 1, 2, ..., r;
r∑

i=1

µi(ν(t)) = 1

for all t. Figure 2.1 shows the structural diagram of the TS fuzzy system.

weighted

weightedx(t) = A x(t) + B u(t)
.

1 1

.
x(t) = A x(t) + B u(t)r r

.

.

.

.

.

.

.

.

.

.
Σinput output

Rule 1

Rule r

Plant Model

Fig. 2.1. The TS type fuzzy system.

2.1.1 TS Fuzzy Modelling

There are two major ways in TS fuzzy modeling. One is the TS fuzzy model
identification ([33], [50] and [65]) using input-output data, and the other is
the TS fuzzy model construction, by the idea of sector nonlinearity ([50], [66]
and [67]). Fuzzy Modeling and Identification (FMID) toolbox from Matlab
can be utilised for the construction of a TS fuzzy model from data. This
section only discusses the construction of a TS fuzzy model by the idea of
sector nonlinearity. Three examples will be used to illustrate the procedures
of constructing TS fuzzy models.

Consider the following class of nonlinear system

ẋi(t) =
n∑

j=1

fij(x(t))xj(t) +
m∑

k=1

gik(x(t))uk(t) (2.3)

where n and m are, respectively, the numbers of state variables and inputs.
x(t) = [x1(t) · · · xn(t)] is the state vector and u(t) = [u1(t) · · · un(t)] is
the input vector. fij(x(t)) and gik(x(t) are functions of x(t). To obtained a
TS fuzzy model, we find the minimum and maximum values of fij(x(t)) and
gik(x(t)),

aij1 = max
x(t)

{
fij(x(t))

}
, aij2 = min

x(t)

{
fij(x(t))

}
,
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bik1 = max
x(t)

{
gik(x(t))

}
, bik2 = min

x(t)

{
gik(x(t))

}
.

By using these variables, fij and gik can be represented as

fij(x(t)) =
2∑

�=1

hij�(x(t))aij�

gik(x(t)) =
2∑

�=1

vik�(x(t))bik�

where
∑2

�=1 hij�(x(t)) = 1 and
∑2

�=1 vik�(x(t)) = 1. The membership func-
tions are assigned as follows:

hij1(x(t)) =
fij(x(t)) − aij2

aij1 − aij2
, hij2(x(t)) =

aij1 − fij(x(t))
aij1 − aij2

gik1(x(t)) =
gik(x(t)) − bik2

bik1 − bik2
, gik2(x(t)) =

bij1 − gik(x(t))
bik1 − bik2

By using the fuzzy mode representation, (2.3) can be rewritten as

ẋ(t) =
n∑

j=1

2∑

�=1

hij�(x(t))aij�x(t) +
m∑

k=1

2∑

�=1

vik�(x(t))bik�u(t). (2.4)

Example 1: Lorenz Chaotic System
To design a fuzzy static output feedback controller, the Lorenz chaotic

system needs to be represented by a TS fuzzy model. An exact TS fuzzy
modelling [66] is employed to construct a TS fuzzy model for the Lorenz
chaotic system. The method utilises the concept of sector nonlinearity. For
more details, see [50] and [67]. The following Lorenz chaotic system with the
input term will be considered in the sequel:

ẋ1(t) = −ax1(t) + ax2(t) + u(t)
ẋ2(t) = cx1(t) − x2(t) − x1(t)x3(t)
ẋ3(t) = x1(t)x2(t) − bx3(t)

(2.5)

where a = 10, b = 8/3, c = 28, x1(t), x2(t) and x3 are the state variables, and
u(t) is the control input. Assume that x1(t) ∈ [−N N ], the nonlinear terms
−x1(t)x3(t) and x1(t)x2(t) can be expressed as

−x1x3(t) = −h1(x1(t))
[
− Nx3(t)

]
− h2(x1(t))

[
Nx3(t)

]

and
x1x2(t) = h1(x1(t))

[
− Nx2(t)

]
+ h2(x1(t))

[
Nx2(t)

]

where
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h1(x1(t)) =
−x1(t) + N

2N
and h2(x1(t)) =

x1(t) + N

2N
.

Then, using the above membership functions, we can have the following TS
fuzzy model which exactly represents (2.5) under the assumption on bounds
of the state variable x1(t) ∈ [−N N ].

ẋ(t) =
∑2

i=1 hi(x(t))Aix(t) +
∑2

i=1 hi(x(t))Biu(t)

y(t) =
∑2

i=1 hi(x(t))Cix(t)
(2.6)

where x(t) =
[
x1(t) x2(t) x3(t)

]T ,

A1 =




−a a 0
c −1 −N
0 N −b



 , A2 =




−a a 0
c −1 N
0 −N −b



 , B1 = B2 =




1
0
0



 , C1 = C2

[
1 0 0

]
.

The TS fuzzy model (2.6) exactly represents (2.5) under the assumption on
bounds of the state variable x1(t) ∈ [−N N ] where N > 0. However, this
assumption is not strict because of two reasons. It is well know that state
variables of the chaotic system are bounded. In addition, N can be set to
any value. Even if the nonlinear equations of the Lorenz chaotic system are
unknown, recently developed fuzzy modeling techniques ([33], [51] and [65])
using observed data can be utilised to obtain fuzzy models.

Example 2: Nonlinear Mass-Spring-Damper System
Consider a nonlinear mass-spring-damper mechanical system with a non-

linear spring:

ẋ1(t) = −0.1125x1(t) − 0.02x2(t) − 0.67x3
2(t) + u(t)

ẋ2(t) = x1(t)
(2.7)

where x2(t) is the spring’s displacement and x1(t) = ẋ2(t). The term −0.67x3
2

is due to the nonlinearity of the spring. The spring is attached to a fixed
wall, therefore the spring’s displacement x2(t) is physically constrained by the
length of the spring and the wall. The length of the spring could be any value,
in this paper, we assume x2(t) ∈ [−1, 1.5]. The lower limit is the minimum
length that the spring can be compressed. Same as Example 1, the concept
of sector nonlinearity [66] is employed to construct an exact TS fuzzy model
for the mass-spring-damper system. Using the fact that x2(t) ∈ [−1, 1.5], this
nonlinear term can be expressed as

−0.67x3
2(t) = −h1(x2(t))

[
0x2(t)] − h2(x2(t))

[
1.5075

]
x2(t)

where h1(x2(t)) = 1 − x2(t)
2.25 and h2(x2(t)) = x2(t)

2.25 .
Using h1(x2(t)) and h2(x2(t)), we obtain the following TS fuzzy model

which exactly represents (2.7) under the assumption on bounds of the state
variable x2(t) ∈ [−1 1.5]:
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ẋ(t) =
∑2

i=1 hi(x(t))Aix(t) +
∑2

i=1 hi(x(t))Biu(t) (2.8)

where x(t) =
[
x1(t) x2(t)

]T ,

A1 =
[
−0.1125 −0.02

1 0

]
, A2 =

[
−0.1125 −1.5275

1 0

]
, B1 = B2 =

[
1
0

]
.

Example 3: Three Tanks System
Consider an interconnected tank system which consists of three tanks [68]

denoted as Tank I, Tank II, and Tank III. Liquid levels xi(t) are regulated by
manipulating the inlet flow rates. Pumps P1 and P2 are used to pump liquid
into Tank I and II with flow rates q11(t) and q22(t) that are proportional to
control inputs u1(t) and u2(t), respectively, as follows

qii(t) = piiui(t), i ∈ {1, 2} (2.9)

where pii are the section of the opening valves. Liquids from Tanks I and II
flow into Tank III with flow rates q1(t) and q2(t), respectively. Liquid flows
out from Tank III is at the flow rate, q3(t). The amount of liquid flowing off
by an outlet valve is according to Torricelli’s law is

qi(t) = pi

√
xi(t), i ∈ {1, 2, 3} (2.10)

where pi = ρSi

√
2g, Si are the section of valves, g is the earth’s gravity, and

ρ is the liquid’s density.
The differential equations that describe this three tank systems are as

follows:
ẋ1(t) = − p1√

x1(t)
x1(t) + p11u1(t)

ẋ2(t) = − p2√
x2(t)

x2(t) + p11u1(t)

ẋ3(t) = p1√
x1(t)

x1(t) + p2√
x2(t)

x1(t) − p3√
x3(t)

x3(t)

(2.11)

and the two outputs of the system are

y1(t) = q3(t) = p3√
x3(t)

x3(t)

y2(t) = p1√
x1(t)

x1(t) − αp2√
x2(t)

x2(t)
(2.12)

where the parameter α is assumed to be greater than zero to guarantee a fixed
relative concentration. Suppose that, in this example, the nonlinear term

fi(x(t)) = 1√
xi(t)

∈ [a1 a2] (2.13)

and let the weighting function

wi(x(t)) = fi(x(t))−a1
a2−a1

. (2.14)
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Thus, the normalized time varying weighting function for each rule can be
expressed as

h1(x(t)) = w1(x(t))w2(x(t))w3(x(t))
h2(x(t)) = w1(x(t))w2(x(t))(1 − w3(x(t)))
h3(x(t)) = w1(x(t))(1 − w2(x(t)))w3(x(t))
h4(x(t)) = (1 − w1(x(t)))w2(x(t))w3(x(t))
h5(x(t)) = w1(x(t))(1 − w2(x(t)))(1 − w3(x(t)))
h6(x(t)) = (1 − w1(x(t)))w2(x(t))(1 − w3(x(t)))
h7(x(t)) = (1 − w1(x(t)))(1 − w2(x(t)))w3(x(t))
h8(x(t)) = (1 − w1(x(t)))(1 − w2(x(t)))(1 − w3(x(t))).

(2.15)

Using the rule above, we have the following TS fuzzy model under the as-
sumption on bounds of fi(x(t)) ∈ [a1 a2]

ẋ(t) =
∑8

i=1 hi(x(t))Aix(t) +
∑8

i=1 hi(x(t))Biu(t)

y(t) =
∑8

i=1 hi(x(t))Cix(t)
(2.16)

where x(t) =
[
x1(t) x2(t) x3(t)

]T , u(t) =
[
u1(t) u2(t)

]T , y(t) =
[
y1(t) y2(t)

]T , with for example

A1 =




−p1a2 0 0

0 −p2a2 0
p1a2 p2a2 −p3a2



 , B1 =




p11 0
0 p22

0 0



 , C1 =
[

0 0 p3a2

p1a2 −αp2a2 0

]
,

A2 =




−p1a2 0 0

0 −p2a2 0
p1a2 p2a2 −p3a1



 , B2 =




p11 0
0 p22

0 0



 , C2 =
[

0 0 p3a1

p1a2 −αp2a2 0

]
,

and, so on.

2.1.2 TS fuzzy Controller

For a fuzzy controller design, it is supposed that the fuzzy system is locally
controllable. Then, the local state feedback controller is designed as follows:

Controller Rule i: IF ν1(t) is Mi1 and · · · and νϑ(t) is Miϑ THEN

u(t) = −Kix(t), for i = 1, 2, · · · , r (2.17)

where Ki is the controller gain. Then, the final TS fuzzy controller is

u(t) = −
r∑

i=1

µi(ν(t))Kix(t). (2.18)

The block diagram of the TS fuzzy controller is given in Figure 2.2.
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Fig. 2.2. The TS type fuzzy controller.

The resulting fuzzy controller (2.18) is nonlinear in general since the coef-
ficients of the controller depend nonlinearly on the system input and output
fuzzy weights. Moreover, the resulting fuzzy controller (2.18) could be repre-
sented as a particular form of a gain scheduled controller where the gains are
varied as a function of operating conditions. The TS type fuzzy control scheme
has a major advantage over the existing crisp gain scheduling scheme. That is,
it provides a general method for the interpolation of available local control law
into an overall gain scheduling control law which is computationally efficient.

Recently, there have been some attempts for designing a fuzzy controller
and a fuzzy filter for a class of uncertain nonlinear systems which is described
by a TS fuzzy model with parametric uncertainties; e.g., [41, 48, 59]. This is
due to the fact that uncertainties are often a source of instability. However,
the existing design results of the TS fuzzy model with parametric uncertain-
ties in [41, 48, 59] are quite conservative since they treat nonlinearities as
uncertainties when analyzing the problems. Thus, it is necessary to have an
approach that can help us to overcome the conservativeness.

It is also clear that many practical application systems may experience
abrupt changes in their structure and parameters, caused by phenomena such
as parameters shifting, tracking, and the time required to measure some of
the variables at different stages. Such a system can be modelled by a hybrid
system with two components in the state vector. The first one which varies
continuously is referred to as the continuous state of the system and the second
one which varies discretely is referred to as the mode of the system. A special
class of hybrid systems known as a Markovian jump system (MJS) has been
widely used to model manufacturing systems [69] and communication systems
[70]. Although linear Markovian jump systems (LMJSs) have been extensively
studied; e.g., [71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84], to the best
of our knowledge, the control design of nonlinear Markovian jump systems
(NMJSs) has still not been considered in the literature. Recently, there has
been some attempt in this area. In [74], the Hamilton-Jacobi equation (HJE)
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based on sufficient conditions for NMJS to have an H∞ performance has been
derived. Even, until now, it is still very difficult to find a global solution to
the HJE either analytically or numerically.

Therefore, in order to bridge the gap of the parametric uncertainties is-
sue in NSs and NMJSs, Part I will present a new novel methodology on de-
signing a robust H∞ fuzzy controller and a robust H∞ fuzzy filter for these
classes of systems which are described by a TS fuzzy system with paramet-
ric uncertainties by distinguishing nonlinearity from uncertainty in order to
avoid conservativeness. Then, based on an LMI approach, we develop a tech-
nique for designing a robust H∞ fuzzy controller and a robust H∞ fuzzy filter
such that a given prescribed performance index is guaranteed. The detail of
the design problems for UNSs and UNMJSs is presented in Chapter 3 to
Chapter 6.

2.2 Outline of Part I

In Part I, the synthesis design procedure of a robust H∞ fuzzy controller and
a robust H∞ filter for a class of UNSs and UNMJSs which is described by a
TS fuzzy system with parametric uncertainties and with/without MJs is pre-
sented. The outline of Part I is presented as follows. Chapter 2 provides some
background and motivation on UFSs. Chapters 3 and 4 present the synthesis
design procedure of a robust H∞ fuzzy controller and a robust H∞ fuzzy
filter for the class of UFSs. Then, Chapters 5 and 6 respectively present the
synthesis design procedure of a robust H∞ fuzzy controller and a robust H∞
fuzzy filter for the class of UFMJSs. Finally, to illustrative the effectiveness
of the design procedures, a numerical example is also given at the end of each
chapter.
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Robust H∞ Fuzzy Control Design for
Uncertain Fuzzy Systems

In this chapter, we present a new technique for designing a robust fuzzy state
and output feedback controller for a TS fuzzy system with parametric uncer-
tainties. Based on an LMI approach, we develop a technique for designing a
robust fuzzy controller such that the L2-gain of the mapping from the exoge-
nous input noise to the regulated output is less than a prescribed value.

3.1 System Description

In this chapter, we generalize the TS fuzzy system to represent a TS fuzzy
system with parametric uncertainties. As in [85], we examine a TS fuzzy
system with parametric uncertainties as follows:

ẋ(t) =
∑r

i=1 µi(ν(t))
[
[Ai + ∆Ai]x(t) + [B1i

+ ∆B1i
]w(t)

+[B2i
+ ∆B2i

]u(t)
]
, x(0) = 0

z(t) =
∑r

i=1 µi(ν(t))
[
[C1i

+ ∆C1i
]x(t) + [D12i

+ ∆D12i
]u(t)

]

y(t) =
∑r

i=1 µi(ν(t))
[
[C2i

+ ∆C2i
]x(t) + [D21i

+ ∆D21i
]w(t)

]

(3.1)

where ν(t) = [ν1(t) · · · νϑ(t)] is the premise variable vector that may
depend on states in many cases, µi(ν(t)) denotes the normalized time-
varying fuzzy weighting functions for each rule (i.e., µi(ν(t)) ≥ 0 and∑r

i=1 µi(ν(t)) = 1), ϑ is the number of fuzzy sets, x(t) ∈ �n is the state
vector, u(t) ∈ �m is the input, w(t) ∈ �p is the disturbance which be-
longs to L2[0,∞), y(t) ∈ �� is the measurement, z(t) ∈ �s is the con-
trolled output, the matrices Ai, B1i

, B2i
, C1i

, C2i
,D12i

and D21i
are of ap-

propriate dimensions, and r is the number of IF-THEN rules. The matrices
∆Ai,∆B1i

,∆B2i
,∆C1i

,∆C2i
,∆D12i and ∆D21i represent the uncertainties

in the system and satisfy the following assumption.
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Assumption 3.1

∆Ai = F (x(t), t)H1i
, ∆B1i

= F (x(t), t)H2i
, ∆B2i

= F (x(t), t)H3i
,

∆C1i
= F (x(t), t)H4i

, ∆C2i
= F (x(t), t)H5i

, ∆D12i = F (x(t), t)H6i

and ∆D21i
= F (x(t), t)H7i

where Hji
, j = 1, 2, · · · , 7 are known matrix functions which characterize the

structure of the uncertainties. Furthermore, the following inequality holds:

‖F (x(t), t)‖ ≤ ρ (3.2)

for any known positive constant ρ.

Next, let us recall the following definition.

Definition 1. Suppose γ is a given positive number. A system (3.1) is said
to have an L2-gain less than or equal to γ if

∫ Tf

0

zT (t)z(t)dt ≤ γ2

[∫ Tf

0

wT (t)w(t)dt

]
, x(0) = 0 (3.3)

for all Tf ≥ 0 and w(t) ∈ L2[0, Tf ].

3.2 Robust H∞ State-Feedback Control Design

The aim of this section is to design a robust H∞ fuzzy state-feedback controller
of the form

u(t) =
r∑

j=1

µjKjx(t) (3.4)

where Kj is the controller gain, such that the inequality (3.3) holds. The state
space form of the fuzzy system model (3.1) with the controller (3.4) is given
by

ẋ(t) =
∑r

i=1

∑r
j=1 µiµj

[
[(Ai + B2i

Kj) + (∆Ai + ∆B2i
Kj)]x(t)

+[B1i
+ ∆B1i

]w(t)
]
, x(0) = 0.

(3.5)

The following theorem provides sufficient conditions for the existence of a
robust H∞ fuzzy state-feedback controller. These sufficient conditions can be
derived by the Lyapunov approach.
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Theorem 1. Consider the system (3.1). Given a prescribed H∞ performance
γ > 0 and a positive constant δ, if there exist a matrix P = PT and matrices
Yj, j = 1, 2, · · · , r, satisfying the following linear matrix inequalities:

P > 0 (3.6)
Ωii < 0, i = 1, 2, · · · , r (3.7)

Ωij + Ωji < 0, i < j ≤ r (3.8)

where

Ωij =




AiP + PAT

i + B2i
Yj + Y T

j BT
2i

(∗)T (∗)T

B̃T
1i

−γI (∗)T

C̃1i
P + D̃12i

Yj 0 −γI



 (3.9)

with

B̃1i
=
[
δI I δI B1i

]
, C̃1i

=
[

γρ
δ HT

1i
0
√

2λρHT
4i

√
2λCT

1i

]T
,

D̃12i
=
[
0 γρ

δ HT
3i

√
2λρHT

6i

√
2λDT

12i

]T
, λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖
]




1
2

then the inequality (3.3) holds. Furthermore, a suitable choice of the fuzzy
controller is

u(t) =
r∑

j=1

µjKjx(t) (3.10)

where

Kj = YjP
−1. (3.11)

Proof: See Appendix.

3.3 Robust H∞ Output Feedback Control Design

The nature of the information of the state available to the controller has a
major effect on the complexity of the designing problem and of the resulting
controller. The state-feedback control design problem is an easier problem in
which all information are available. However, in most real physical systems,
the state is not perfectly known, and so we must estimate it. The process of
estimating the system state from the measurement output that are available
is called the estimator design. By utilizing the state estimator, the output
feedback problem is converted to the state-feedback problem for a new prob-
lem. This new problem employs the estimated state as its own state variable
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and the solution of the new state-feedback problem leads to the solution of
the dynamic output feedback control problem. Basically, the dynamic output
feedback is a coupling of control and estimation.

This section aims at designing a full order dynamic H∞ fuzzy output
feedback controller of the form

˙̂x(t) =
∑r

i=1

∑r
j=1 µ̂iµ̂j

[
Âij x̂(t) + B̂iy(t)

]

u(t) =
∑r

i=1 µ̂iĈix̂(t)
(3.12)

where x̂(t) ∈ �n is the controller’s state vector, Âij , B̂i and Ĉi are parame-
ters of the controller which are to be determined, and µ̂i denotes the nor-
malized time-varying fuzzy weighting functions for each rule (i.e., µ̂i ≥ 0 and∑r

i=1 µ̂i = 1), such that the inequality (3.3) holds.
In this section, we consider the designing of the robust H∞ output feedback

control into two cases as follows. In Subsection 3.3.1, we consider the case
where the premise variable of the fuzzy model µi is measurable, while in
Subsection 3.3.2, the premise variable which is assumed to be unmeasurable
is considered.

3.3.1 Case I–ν(t) is available for feedback

The premise variable of the fuzzy model ν(t) is available for feedback which
implies that µi is available for feedback. Thus, we can select our controller
that depends on µi as follows:

˙̂x(t) =
∑r

i=1

∑r
j=1 µiµj

[
Âij x̂(t) + B̂iy(t)

]

u(t) =
∑r

i=1 µiĈix̂(t).
(3.13)

Before presenting our next results, the following lemma is recalled.

Lemma 1. Consider the system (3.1). Given a prescribed H∞ performance
γ and a positive constant δ, if there exists a matrix P = PT satisfying the
following linear matrix inequalities:

P > 0 (3.14)



Aij

clP + P (Aij
cl)

T (∗)T (∗)T

(Bij
cl )

T −γ2I (∗)T

Cij
cl P 0 −I



 < 0, i, j = 1, 2, · · · , r (3.15)

where

Aij
cl =

[
Ai B2i

Ĉj

B̂iC2j
Âij

]
, Bij

cl =
[

B̃1i

B̂iD̃21j

]
and Cij

cl = [C̃1i
D̃12iĈj ]

with
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B̃1i
=
[
δI I δI 0 B1i

0
]
, C̃1i

=
[

γρ
δ HT

1i
0 γρ

δ HT
5i

√
2λρHT

4i

√
2λCT

1i

]T
,

D̃12i =
[
0 γρ

δ HT
3i

0
√

2λρHT
6i

√
2λDT

12i

]T
, D̃21i =

[
0 0 0 δI D21i I

]

and λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖ + ‖HT
7i

H7j
‖
]




1
2

,

then the inequality (3.3) is guaranteed.

Proof: See Appendix.

Knowing that the controller’s premise variable is the same as the plant’s
premise variable, the left hand of (3.15) can be re-expressed as follows:

Aij
clP + P (Aij

cl)
T + γ−2Bij

cl (B
ij
cl )

T + P (Cij
cl )

T Cij
cl P. (3.16)

Before providing LMI-based sufficient conditions for the system (3.1) to have
an H∞ performance, let us partition the matrix P as follows:

P =
[

X Y −1 − X
Y −1 − X X − Y −1

]
(3.17)

where X ∈ �n×n and Y ∈ �n×n. Utilizing the partition above, we define the
new controller’s input and output matrices as

Bi
∆=
[
Y −1 − X

]
B̂i

Ci
∆= ĈiY.

(3.18)

Using these changes of variable, we have the following theorem.

Theorem 2. Consider the system (3.1). Given a prescribed H∞ performance
γ > 0 and a positive constant δ, if there exist matrices X = XT , Y = Y T , Bi

and Ci, i = 1, 2, · · · , r, satisfying the following linear matrix inequalities:
[

X I
I Y

]
> 0 (3.19)

X > 0 (3.20)
Y > 0 (3.21)

Ψ11ii
< 0, i = 1, 2, · · · , r (3.22)

Ψ22ii < 0, i = 1, 2, · · · , r (3.23)
Ψ11ij

+ Ψ11ji
< 0, i < j ≤ r (3.24)

Ψ22ij + Ψ22ji < 0, i < j ≤ r (3.25)
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where

Ψ11ij =

(
AiY + Y AT

i + B2i
Cj + CT

i BT
2j

+ γ−2B̃1i
B̃T

1j
(∗)T

[
Y C̃T

1i
+ CT

i D̃T
12j

]T −I

)
(3.26)

Ψ22ij
=

(
AT

i X + XAi + BiC2j
+ CT

2i
BT

j + C̃T
1i

C̃1j
(∗)T

[
XB̃1i

+ BiD̃21j

]T −γ2I

)
(3.27)

with

B̃1i
=
[
δI I δI 0 B1i

0
]
, C̃1i

=
[

γρ
δ HT

1i
0 γρ

δ HT
5i

√
2λρHT

4i

√
2λCT

1i

]T
,

D̃12i =
[
0 γρ

δ HT
3i

0
√

2λρHT
6i

√
2λDT

12i

]T
, D̃21i =

[
0 0 0 δI D21i I

]

and λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖ + ‖HT
7i

H7j
‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable controller is of the form (3.13) with

Âij =
[
Y −1 − X

]−1MijY
−1

B̂i =
[
Y −1 − X

]−1Bi

Ĉi = CiY
−1

(3.28)

where

Mij = −AT
i − XAiY − XB2i

ĈjY −
[
Y −1 − X

]
B̂iC2j

Y

−C̃T
1i

[
C̃1j

Y + D̃12j ĈjY
]

−γ−2
{

XB̃1i
+
[
Y −1 − X

]
B̂iD̃21i

}
B̃T

1j
. (3.29)

Proof: Suppose there exist X and Y such that the inequalities (3.19) and
(3.20)-(3.21) hold. The inequality (3.19) implies that the matrix P defined in
(3.16) is a positive definite matrix. Using the partition (3.17), the controller

(3.18) and multiplying (3.16) to the left by
[

Y I
Y 0

]
and to the right by

[
Y Y
I 0

]
,

we have

[
Φ11ij

0
0 Φ22ij

]
(3.30)

where

Φ11ij
= AiY + Y AT

i + B2i
Cj + CT

i BT
2j

+ γ−2B̃1i
B̃T

1j

+
[
Y C̃T

1i
+ CT

i D̃T
12j

][
Y C̃T

1i
+ CT

i D̃T
12j

]T (3.31)

Φ22ij
= AT

i X + XAi + BiC2j
+ CT

2i
BT

j + C̃T
1i

C̃1j

+γ−2
[
XB̃1i

+ BiD̃21j

][
XB̃1i

+ BiD̃21j

]T
. (3.32)
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Note that Φ11ij
and Φ22ij

are the Schur complements of Ψ11ij
and Ψ22ij

, Using
(3.22)-(3.25), we have (3.30) less than zero. Hence, by Theorem 2, we learn
that the inequality (3.3) holds.

3.3.2 Case II–ν(t) is unavailable for feedback

The output feedback fuzzy controller is assumed to be the same as the premise
variables of the fuzzy system model. This actually means that the premise
variables of fuzzy system model are assumed to be measurable. However, in
general, it is extremely difficult to derive an accurate fuzzy system model by
imposing that all premise variables are measurable. In this subsection, we do
not impose that condition, we choose the premise variables of the controller to
be different from the premise variables of fuzzy system model of the plant. In
here, the premise variables of the controller are selected to be the estimated
premise variables of the plant. In the other words, the premise variable of the
fuzzy model ν(t) is unavailable for feedback which implies µi is unavailable for
feedback. Hence, we cannot select our controller which depends on µi. Thus,
we select our controller as follows:

˙̂x(t) =
∑r

i=1

∑r
j=1 µ̂iµ̂j

[
Âij x̂(t) + B̂iy(t)

]

u(t) =
∑r

i=1 µ̂iĈix̂(t).
(3.33)

where µ̂i depends on the premise variable of the controller which is different
from µi.

Let us re-express the system (3.1) in terms of µ̂i, thus the plant’s premise
variable becomes the same as the controller’s premise variable. By doing so,
the result given in the previous case can then be applied here. First, let us
rewrite (3.1) as follows:

ẋ(t) =
∑r

i=1 µi

[
[Ai + ∆Ai]x(t) + [B1i

+ ∆B1i
]w(t) + [B2i

+ ∆B2i
]u(t)

]

+
∑r

i=1 µ̂i

[
[Ai + ∆Ai]x(t) + [B1i

+ ∆B1i
]w(t) + [B2i

+ ∆B2i
]u(t)

]

−
∑r

i=1 µ̂i

[
[Ai + ∆Ai]x(t) + [B1i

+ ∆B1i
]w(t) + [B2i

+ ∆B2i
]u(t)

]

z(t) =
∑r

i=1 µi

[
[C1i

+ ∆C1i
]x(t) + [D12i + ∆D12i ]u(t)

]

+
∑r

i=1 µ̂i

[
[C1i

+ ∆C1i
]x(t) + [D12i

+ ∆D12i
]u(t)

]

−
∑r

i=1 µ̂i

[
[C1i

+ ∆C1i
]x(t) + [D12i

+ ∆D12i
]u(t)

]

y(t) =
∑r

i=1 µi

[
[C2i

+ ∆C2i
]x(t) + [D21i

+ ∆D21i
]w(t)

]

+
∑r

i=1 µ̂i

[
[C2i

+ ∆C2i
]x(t) + [D21i

+ ∆D21i
]w(t)

]

−
∑r

i=1 µ̂i

[
[C2i

+ ∆C2i
]x(t) + [D21i

+ ∆D21i
]w(t)

]
.

(3.34)
Rearranging (3.34) together with employing Assumption 3.1, we obtain
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ẋ(t) =
∑r

i=1 µ̂i

(
[Ai + F (x(t), t)H1i

+ (µ1 − µ̂1)A1 + · · · + (µr − µ̂r)Ar

+F (x(t), t)(µ1 − µ̂1)H11 + · · · + F (x(t), t)(µr − µ̂r)H1r
]x(t)

+[B1i
+ F (x(t), t)H2i

+ (µ1 − µ̂1)B11 + · · · + (µr − µ̂r)B1r

+F (x(t), t)(µ1 − µ̂1)H21 + · · · + F (x(t), t)(µr − µ̂r)H2r
]w(t)

+[B2i
+ F (x(t), t)H3i

+ (µ1 − µ̂1)B21 + · · · + (µr − µ̂r)B2r

+F (x(t), t)(µ1 − µ̂1)H31 + · · · + F (x(t), t)(µr − µ̂r)H3r
]u(t)

)

z(t) =
∑r

i=1 µ̂i

(
[C1i

+ F (x(t), t)H4i
+ (µ1 − µ̂1)C11 + · · · + (µr − µ̂r)C1r

+F (x(t), t)(µ1 − µ̂1)H41 + · · · + F (x(t), t)(µr − µ̂r)H4r
]x(t)

+[D12i + F (x(t), t)H5i
+ (µ1 − µ̂1)D121 + · · · + (µr − µ̂r)D12r

+F (x(t), t)(µ1 − µ̂1)H51 + · · · + F (x(t), t)(µr − µ̂r)H5r
]u(t)

)

y(t) =
∑r

i=1 µ̂i

(
[C2i

+ F (x(t), t)H6i
+ (µ1 − µ̂1)C21 + · · · + (µr − µ̂r)C2r

+F (x(t), t)(µ1 − µ̂1)H61 + · · · + F (x(t), t)(µr − µ̂r)H6r
]x(t)

+[D21i
+ F (x(t), t)H7i

+ (µ1 − µ̂1)D211 + · · · + (µr − µ̂r)D21r

+F (x(t), t)(µ1 − µ̂1)H71 + · · · + F (x(t), t)(µr − µ̂r)H7r
]w(t)

)

(3.35)
Then, from (3.35), we get

ẋ(t) =
∑r

i=1 µ̂i

[
[Ai + ∆Āi]x(t) + [B1i

+ ∆B̄1i
]w(t)

+[B2i
+ ∆B̄2i

]u(t)
]
, x(0) = 0

z(t) =
∑r

i=1 µ̂i

[
[C1i

+ ∆C̄1i
]x(t) + [D12i

+ ∆D̄12i
]u(t)

]

y(t) =
∑r

i=1 µ̂i

[
[C2i

+ ∆C̄2i
]x(t) + [D21i

+ ∆D̄21i
]w(t)

]
(3.36)

where

∆Āi = F̄ (x, x̂, t)H̄1i
, ∆B̄1i

= F̄ (x, x̂, t)H̄2i
, ∆B̄2i

= F̄ (x, x̂, t)H̄3i
,

∆C̄1i
= F̄ (x, x̂, t)H̄4i

, ∆C̄2i
= F̄ (x, x̂, t)H̄5i

, ∆D̄12i = F̄ (x, x̂, t)H̄6i

and ∆D̄21i
= F̄ (x, x̂, t)H̄7i

with

H̄1i
=
[
HT

1i
AT

1 · · ·AT
r HT

11
· · ·HT

1r

]T
, H̄2i

=
[
HT

2i
BT

11
· · ·BT

1r
HT

21
· · ·HT

2r

]T
,

H̄3i
=
[
HT

3i
BT

21
· · ·BT

2r
HT

31
· · ·HT

3r

]T
, H̄4i

=
[
HT

4i
CT

11
· · ·CT

1r
HT

41
· · ·HT

4r

]T
,

H̄5i
=
[
HT

5i
CT

21
· · ·CT

2r
HT

51
· · ·HT

5r

]T
, H̄6i

=
[
HT

6i
DT

121
· · ·DT

12r
HT

61
· · ·HT

6r

]T

H̄7i
=
[
HT

7i
DT

211
· · · DT

21r
HT

71
· · ·HT

7r

]T
and

F̄ (x(t), x̂(t), t) =
[
F (x(t), t) (µ1− µ̂1) · · · (µr − µ̂r) F (x(t), t)(µ1− µ̂1) · · ·

F (x(t), t)(µr − µ̂r)
]
. Note that ‖F̄ (x(t), x̂(t), t)‖ ≤ ρ̄ where ρ̄ = {3ρ2 + 2} 1

2 .
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ρ̄ is derived by utilizing the concept of vector norm in basic system control
theory and the fact that µi ≥ 0, µ̂i ≥ 0,

∑r
i=1 µi = 1 and

∑r
i=1 µ̂i = 1.

Note that the above technique is basically employed in order to obtain
the plant’s premise variable to be the same as the controller’s premise vari-
able; e.g. [27, 28]. Now, the premise variable of the system is the same as the
premise variable of the controller, thus we can apply the result given in Case I.

Theorem 3. Consider the system (3.1). Given a prescribed H∞ performance
γ > 0 and a positive constant δ, if there exist matrices X, Y , Bi and Ci,
i = 1, 2, · · · , r, satisfying the following linear matrix inequalities:

[
X I
I Y

]
> 0 (3.37)

X > 0 (3.38)
Y > 0 (3.39)

Ψ11ii
< 0, i = 1, 2, · · · , r (3.40)

Ψ22ii
< 0, i = 1, 2, · · · , r (3.41)

Ψ11ij + Ψ11ji < 0, i < j ≤ r (3.42)
Ψ22ij

+ Ψ22ji
< 0, i < j ≤ r (3.43)

where

Ψ11ij
=

(
AiY + Y AT

i + B2i
Cj + CT

i BT
2j

+ γ−2 ˜̄B1i

˜̄BT
1j

(∗)T

[
Y ˜̄CT

1i
+ CT

i
˜̄DT

12j

]T −I

)
(3.44)

Ψ22ij
=

(
AT

i X + XAi + BiC2j
+ CT

2i
BT

j + ˜̄CT
1i

˜̄C1j
(∗)T

[
X ˜̄B1i

+ Bi
˜̄D21j

]T −γ2I

)
(3.45)

with

˜̄B1i
=
[
δI I δI 0 B1i

0
]
, ˜̄C1i

=
[

γρ̄
δ H̄T

1i
0 γρ̄

δ H̄T
5i

√
2λ̄ρ̄H̄T

4i

√
2λ̄CT

1i

]T
,

˜̄D12i =
[
0 γρ̄

δ H̄T
3i

0
√

2λ̄ρ̄H̄T
6i

√
2λ̄DT

12i

]T
, ˜̄D21i =

[
0 0 0 δI D21i I

]

and λ̄ =



1 + ρ̄2
r∑

i=1

r∑

j=1

[
‖H̄T

2i
H̄2j

‖ + ‖H̄T
7i

H̄7j
‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable controller is of the form (3.33) with

Âij =
[
Y −1 − X

]−1MijY
−1

B̂i =
[
Y −1 − X

]−1Bi

Ĉi = CiY
−1

(3.46)
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where

Mij = −AT
i − XAiY − XB2i

ĈjY −
[
Y −1 − X

]
B̂iC2j

Y

− ˜̄CT
1i

[ ˜̄C1j
Y + ˜̄D12j

ĈjY
]
− γ−2

{
X ˜̄B1i

+
[
Y −1 − X

]
B̂i

˜̄D21i

}
˜̄BT
1j

.

Proof: Since (3.36) is of the form of (3.1), it can be shown by employing the
proof for Theorem 2.

3.4 Example

Consider the following problem of the chaotic Lorenz system which is de-
scribed by the following equations; see [59]

ẋ1(t) = −σx1(t) + σx2(t) + u(t) + 0.1w1(t)
ẋ2(t) = rx1(t) − x2(t) − x1(t)x3(t) + 0.1w2(t)
ẋ3(t) = x1(t)x2(t) − bx3(t) + 0.1w3(t)
z(t) =

[
xT

1 (t) xT
2 (t) xT

3 (t)
]T

y(t) = Jx(t) + 0.1w1(t)

(3.47)

where x1(t), x2(t), x3(t) denote the state vectors, u(t) is the control input,
w1(t), w2(t), w3(t) are the disturbance noise inputs, y(t) is the measurement
output, z(t) is the controlled output, J is the sensor matrix and the bounded
uncertain parameters σ, r and b are given by 10±30%, 28±30% and 8/3±30%,
respectively. Note that the variables x1(t), x2(t) and x3(t) are treated as the
deviation variables (variables deviate from the desired trajectories).

Since the nonlinear terms in (3.47) can be viewed as a function of x1(t),
we can re-expressed (3.47) as

ẋ1(t) = −σx1(t) + σx2(t) + u(t) + 0.1w1(t)
ẋ2(t) = rx1(t) − x2(t) − (x1(t)) · x3(t) + 0.1w2(t)
ẋ3(t) = (x1(t)) · x2(t) − bx3(t) + 0.1w3(t)
z(t) =

[
xT

1 (t) xT
2 (t) xT

3 (t)
]T

y(t) = Jx(t) + 0.1w1(t).

(3.48)

The control objective is to control the state variable x1(t) for the range
x1(t) ∈ [N1 N2]. For the sake of simplicity, we will use as few rules as possible.
Note that Figure 3.1 shows the plot of the membership functions represented
by

M1(x1(t)) =
−x1(t) + N2

N2 − N1
and M2(x1(t)) =

x1(t) − N1

N2 − N1
.

Knowing that x1(t) ∈ [N1 N2], the nonlinear system (3.48) can be approx-
imated by the following two rules TS model:
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−20 −10 0 10 20 30

1 1 2 11

0

M  (x  ) M  (x  )

N2x (t)11N

Fig. 3.1. Membership functions for the two fuzzy set.

Plant Rule 1: IF x1(t) is M1(x1(t)) THEN

ẋ(t) = [A1 + ∆A1]x(t) + B11w(t) + B21u(t), x(0) = 0,
z(t) = C11x(t),
y(t) = C21x(t) + D211w(t).

Plant Rule 2: IF x1(t) is M2(x1(t)) THEN

ẋ(t) = [A2 + ∆A2]x(t) + B12w(t) + B22u(t), x(0) = 0,
z(t) = C12x(t),
y(t) = C22x(t) + D212w(t)

where

A1 =




−10 10 0
28 −1 −N1

0 N1 −8/3



 , A2 =




−10 10 0
28 −1 −N2

0 N2 −8/3



 ,

B11 = B12 =




0.1 0 0
0 0.1 0
0 0 0.1



 , B21 = B22




1
0
0



 ,

C11 = C12




1 0 0
0 1 0
0 0 1



 , C21 = C22 = J, D211 = D212 =
[
0.1 0 0

]
,

∆A1 = F (x(t), t)H11 , ∆A2 = F (x(t), t)H12 ,

x(t) = [xT
1 (t) xT

2 (t) xT
3 (t)]T and w(t) = [wT

1 (t) wT
2 (t) wT

3 (t)]T .

Let us choose the value of [N1 N2] in the membership function as
[−20 30]. Now, by assuming that in (3.2), ‖F (x(t), t)‖ ≤ ρ = 1 and since
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the values of σ, r, b are uncertain but bounded within 30% of their nominal
values given in (3.47), we have

H11 = H12 =




−0.3σ 0.3σ 0
0.3r 0 0
0 0 −0.3b



 .

State-feedback controller design

Using the LMI optimization algorithm and Theorem 1 with γ = 1 and δ = 1,
we obtain

P =




104.7498 −8.1629 −1.1823
−8.1629 5.1783 0.9345
−1.1823 0.9345 6.7383



,

K1 =
[
−38.8875 −816.1115 −3.9273

]
,

K2 =
[
−37.4290 −815.5695 4.1287

]
.

The resulting fuzzy controller is

u(t) =
2∑

j=1

µjKjx(t)

where
µ1 = M1(x1(t)) and µ2 = M2(x1(t)).

Output feedback controller design

Case I: ν(t) are available for feedback
In this case, x1(t) = ν(t) is assumed to be available for feedback; for

instance, J = [1 0 0]. This implies that µi is available for feedback. Using
the LMI optimization algorithm and Theorem 2 with γ = 1 and δ = 1, we
obtain the following results:

X =




40.961 −0.3001 0.0003
−0.3001 0.0326 −0.0020
0.0003 −0.0020 0.0529



 , Y =




64.041 −6.6279 −0.0180
−6.6279 0.7784 0.0345
−0.0180 0.0345 0.8385



 ,

Â11 =




−52.645 913.03 11.1683
0.4211 −93.811 −1.1292
2.3239 −0.4233 0.0865



 , Â12 =




−52.974 909.63 0.8313
0.5070 −93.0535 −0.2157
2.3414 −0.2540 0.1024



 ,

Â21 =




−54.839 912.45 −6.7553
1.4467 −93.619 0.6829
−3.5367 −0.1599 0.2080



 , Â22 =




−54.767 913.461 −17.1638
1.3897 −94.074 1.5985
−3.5229 −0.0374 0.1865



 ,
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B̂1 =




−110.4306

4.8589
2.9909



 , B̂2 =




113.2188
6.1387
−4.5464



 ,

Ĉ1 =
[
−36.1488 −710.9845 −3.2817

]
, Ĉ2 =

[
−35.9847 −709.7215 5.1803

]
.

The resulting fuzzy controller is

˙̂x(t) =
2∑

i=1

2∑

j=1

µiµjÂij x̂(t) +
2∑

i=1

µiB̂iy(t)

u(t) =
2∑

i=1

µiĈix̂(t)

where
µ1 = M1(x1(t)) and µ2 = M2(x1(t)).

Case II: ν(t) are unavailable for feedback
In this case, x1(t) = ν(t) is assumed to be unavailable for feedback; for

instance, J = [0 0 1]. This implies that µi is unavailable for feedback. Using
the LMI optimization algorithm and Theorem 3 with γ = 1 and δ = 1, we
obtain the following results:

X =




15.386 −0.0454 0.0001
−0.0454 0.0086 −0.0005
0.0001 −0.0005 0.0121



 , Y =




195.08 −19.857 −0.0836
−19.857 2.3203 0.1018
−0.0836 0.1018 2.5038



 ,

Â11 =




−72.511 1594.5 6.3456
5.0232 −162.66 −0.6001
1.2000 −0.7556 0.1000



 , Â12 =




−72.923 1603.7 −9.7233
5.1345 −162.85 0.9974
1.2000 −0.5689 0.1000



 ,

Â21 =




−74.545 1595.2 −5.6743
5.5411 −162.17 0.5609
−1.7009 −0.9421 0.2000



 , Â22 =




−74.529 1595.2 −5.6744
5.5411 −162.13 0.5966
−1.7008 −0.9432 0.2000



 ,

B̂1 =




−166.7783

7.4682
4.5048



 , B̂2 =




−173.8473

9.1193
−6.8346



 ,

Ĉ1 =
[
14.193 −410.52 −0.3593

]
, Ĉ2 =

[
14.236 −412.97 3.8984

]
.

The resulting fuzzy controller is

˙̂x(t) =
2∑

i=1

2∑

j=1

µ̂iµ̂jÂij x̂(t) +
2∑

i=1

µ̂iB̂iy(t)

u(t) =
2∑

i=1

µ̂iĈix̂(t)
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Fig. 3.2. The ratio of the regulated output energy to the disturbance noise energy:( ∫ Tf
0 zT (t)z(t)dt
∫ Tf
0 wT (t)w(t)dt

)
.

where
µ̂1 = M1(x̂1(t)) and µ̂2 = M2(x̂1(t)).

Remark 1. Both robust fuzzy state and output controllers guarantee that the
L2-gain, γ, is less than the prescribed value. The ratio of the regulated output
energy to the disturbance input noise energy which is obtained by using the
H∞ fuzzy controllers is depicted in Figure 3.2. The disturbance input signals,
w1(t), w2(t) and w3(t), which were used during the simulation is given in
Figure 3.3. After 3 seconds, the ratio of the regulated output energy to the
disturbance input noise energy tends to a constant value which is about 0.32
for the state-feedback controller, and 0.21 for the output feedback controller in
Case I and 0.14 in Case II. Thus, for the state-feedback controller where γ =√

0.32 = 0.566, for output feedback controller in Case I where γ =
√

0.21 =
0.458 and in Case II where γ =

√
0.14 = 0.374, all are less than the prescribed

value 1.
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Fig. 3.3. The disturbance input signals, w1(t), w2(t) and w3(t).

3.5 Conclusion

This chapter has investigated the problem of designing a robust fuzzy con-
troller for a TS fuzzy system with parametric uncertainties that guarantees
the L2-gain from an exogenous input to a regulated output being less than or
equal to the prescribed value. An LMI-based approach has been employed to
derive sufficient conditions for the existence of a robust H∞ fuzzy controller in
terms of a family of LMIs. Finally, a numerical simulation example has been
presented to illustrate the effectiveness of the designs.
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Robust H∞ Fuzzy Filter Design
for Uncertain Fuzzy Systems

The aim of a filter is to estimate the values of internal system variables that
are not measured from the available output[86, 87, 88, 89, 90]. Estimation
problems arise in diverse fields such as communication, control and signal
processing. In this chapter, we develop a technique for designing an H∞ filter
for a TS fuzzy system with parametric uncertainties. The H∞ filter that we
propose will ensure that the L2-gain from an exogenous input to an estimate
error output is less than or equal to a prescribed value.

4.1 Robust H∞ Fuzzy Filter Design

This chapter deals with the problem of designing an H∞ filter. Without loss
of generality, we assume that u(t) = 0. Let us recall the system (3.1) with
u(t) = 0 as follows:

ẋ(t) =
∑r

i=1 µi

[
[Ai + ∆Ai]x(t) + [B1i

+ ∆B1i
]w(t)

]
, x(0) = 0

z(t) =
∑r

i=1 µi

[
[C1i

+ ∆C1i
]x(t)

]

y(t) =
∑r

i=1 µi

[
[C2i

+ ∆C2i
]x(t) + [D21i

+ ∆D21i
]w(t)

]
.

(4.1)

We are now aiming to design a full order dynamic H∞ fuzzy filter of the form

˙̂x(t) =
∑r

i=1

∑r
j=1 µ̂iµ̂j

[
Âij x̂(t) + B̂iy(t)

]

ẑ(t) =
∑r

i=1 µ̂iĈix̂(t)
(4.2)

where x̂(t) ∈ �n is the filter’s state vector, ẑ ∈ �s is the estimate of z(t), Âij ,
B̂i and Ĉi are parameters of the filter which are to be determined, and µ̂i

denotes the normalized time-varying fuzzy weighting functions for each rule
(i.e., µ̂i ≥ 0 and

∑r
i=1 µ̂i = 1), such that the following inequality holds
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∫ Tf

0

(
z(t) − ẑ(t)

)T(
z(t) − ẑ(t)

)
dt ≤ γ2

[∫ Tf

0

wT (t)w(t)dt

]
(4.3)

with x(0) = 0, where (z(t)− ẑ(t)) is the estimated error output, for all Tf ≥ 0
and w(t) ∈ L2[0, Tf ].

Figure 4.1 shows the block diagram of a robust fuzzy filtering problem
associated with an uncertain fuzzy system. The major implication of this
approach is that the structure of the filter has to take into a account the
effect of uncertainty. The problem addressed is the design of a filter such that
the induced operator norm of the mapping from the noise w(t) to the filter
error e(t) = z(t) − ẑ(t) is kept within a prescribed bound for all admissible
parameter uncertainties. Clearly, in real control problems, all of the premise
variables are not necessarily measurable, thus two cases will be considered in
this section. Subsection 4.1.1 considers the case where the premise variable
of the fuzzy model µi is measurable, while in Subsection 4.1.2, the premise
variable is assumed to be unmeasurable.

(4.1)
Uncertain Fuzzy System

Robust Fuzzy Filter
(4.2)

w(t)

z(t)

z(t)

y(t)

e(t)=z(t)−z(t)+

−
Σ

Fig. 4.1. Block diagram of an uncertain fuzzy system with a robust H∞ fuzzy filter.

4.1.1 Case I–ν(t) is available for feedback

The premise variable of the fuzzy model ν(t) is available for feedback which
implies that µi is available for feedback. Thus, we can select our filter that
depends on µi as follows [91]:

˙̂x(t) =
∑r

i=1

∑r
j=1 µiµj

[
Âij x̂(t) + B̂iy(t)

]

ẑ(t) =
∑r

i=1 µiĈix̂(t).
(4.4)

Figure 4.2 shows the block diagram of the robust H∞ filtering problem
associated with uncertain fuzzy system in case that µi is available for feedback.
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Uncertain Fuzzy System
(4.1)

y(t)
w(t)

z(t)

x(t) x(t)

Σ
r

i=1
µ Bii

Σ
i=1

r
µ iC i

Σ Σ
i=1

r r

j=1
µ iµ jA ij

e(t)=z(t)−z(t)

z(t)
.

Σ

Σ
+

+

+

−

Fuzzy Filter 
(4.4)

Fig. 4.2. Block diagram of an uncertain fuzzy system with a robust H∞ fuzzy filter
in Case I.

Before presenting our next results, the following lemma is recalled.

Lemma 2. Consider the system (4.1). Given a prescribed H∞ performance
γ and a positive constant δ, if there exists a matrix P = PT satisfying the
following linear matrix inequalities:

P > 0 (4.5)



Aij

clP + P (Aij
cl)

T (∗)T (∗)T

(Bij
cl )

T −γ2I (∗)T

Cij
cl P 0 −I



 < 0, i, j = 1, 2, · · · , r (4.6)

where

Aij
cl =

[
Ai 0

B̂iC2j
Âij

]
, Bij

cl =
[

B̃1i

B̂iD̃21j

]
and Cij

cl = [C̃1i
D̃12i

Ĉj ]

with

B̃1i
=
[
δI I 0 B1i

0
]
, C̃1i

=
[

γρ
δ HT

1i

γρ
δ HT

5i

√
2λρHT

4i

√
2λCT

1i

]T
,

D̃12 =
[
0 0 0 −

√
2λI

]T
, D̃21i

=
[
0 0 δI D21i

I
]

and λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖ + ‖HT
7i

H7j
‖
]




1
2

,

then the inequality (4.3) is guaranteed.
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Proof: The proof can be carried out by the same technique used in
Lemma 3.1.

Knowing that the filter’s premise variable is the same as the plant’s premise
variable, the left hand of (4.6) can be re-expressed as follows:

Aij
clP + P (Aij

cl)
T + γ−2Bij

cl (B
ij
cl )

T + P (Cij
cl )

T Cij
cl P. (4.7)

Before providing LMI-based sufficient conditions for the system (4.1) to have
an H∞ performance, let us partition the matrix P as follows:

P =
[

X Y −1 − X
Y −1 − X X − Y −1

]
(4.8)

where X ∈ �n×n and Y ∈ �n×n. Utilizing the partition above, we define the
new filter’s input and output matrices as

Bi
∆=
[
Y −1 − X

]
B̂i

Ci
∆= ĈiY.

(4.9)

Using these changes of variable, we have the following theorem.

Theorem 4. Consider the system (4.1). Given a prescribed H∞ performance
γ > 0 and a positive constant δ, if there exist matrices X = XT , Y = Y T , Bi

and Ci, i = 1, 2, · · · , r, satisfying the following linear matrix inequalities:
[

X I
I Y

]
> 0 (4.10)

X > 0 (4.11)
Y > 0 (4.12)

Ψ11ii
< 0, i = 1, 2, · · · , r (4.13)

Ψ22ii
< 0, i = 1, 2, · · · , r (4.14)

Ψ11ij + Ψ11ji < 0, i < j ≤ r (4.15)
Ψ22ij

+ Ψ22ji
< 0, i < j ≤ r (4.16)

where

Ψ11ij
=

(
AiY + Y AT

i + γ−2B̃1i
B̃T

1j
(∗)T

[
Y C̃T

1i
+ CT

i D̃T
12

]T −I

)
(4.17)

Ψ22ij =





(
AT

i X + XAi + BiC2j

+CT
2i
BT

j + C̃T
1i

C̃1j

)
(∗)T

[
XB̃1i

+ BiD̃21j

]T −γ2I



 (4.18)
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with

B̃1i
=
[
δI I 0 B1i

0
]
, C̃1i

=
[

γρ
δ HT

1i

γρ
δ HT

5i

√
2λρHT

4i

√
2λCT

1i

]T
,

D̃12 =
[
0 0 0 −

√
2λI

]T
, D̃21i

=
[
0 0 δI D21i I

]

and λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖ + ‖HT
7i

H7j
‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable filter is of the form (4.4) with

Âij =
[
Y −1 − X

]−1MijY
−1

B̂i =
[
Y −1 − X

]−1Bi

Ĉi = CiY
−1

(4.19)

where

Mij = −AT
i − XAiY − γ−2

{
XB̃1i

+
[
Y −1 − X

]
B̂iD̃21i

(µ)
}

B̃T
1j

−
[
Y −1 − X

]
B̂iC2j

Y − C̃T
1i

[
C̃1j

Y + D̃12j
ĈjY

]
. (4.20)

Proof: Suppose there exist X and Y such that the inequalities (4.10) and
(4.11)-(4.12) hold. The inequality (4.10) implies that the matrix P defined in
(4.7) is a positive definite matrix. Using the partition (4.8), the filter (4.9)

and multiplying (4.7) to the left by
[

Y I
Y 0

]
and to the right by

[
Y Y
I 0

]
, we

have
[

Φ11ij
0

0 Φ22ij

]
(4.21)

where

Φ11ij = AiY + Y AT
i + γ−2B̃1i

B̃T
1j

+
[
Y C̃T

1i
+ CT

i D̃T
12j

][
Y C̃T

1i
+ CT

i D̃T
12j

]T

Φ22ij
= AT

i X + XAi + BiC2j
+ CT

2i
BT

j + C̃T
1i

C̃1j

+γ−2
[
XB̃1i

+ BiD̃21j

][
XB̃1i

+ BiD̃21j

]T
.

Note that Φ11ij and Φ22ij are the Schur complements of Ψ11ij and Ψ22ij . Using
(4.13)-(4.16), we have (4.21) less than zero. Hence, by Theorem 4, we learn
that the inequality (4.3) holds.
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4.1.2 Case II–ν(t) is unavailable for feedback

Now, the premise variable of the fuzzy model ν(t) is unavailable for feedback,
which implies µi is unavailable for feedback. Hence, we cannot select our filter
which depends on µi. Thus, we select our filter as follows [91]:

˙̂x(t) =
∑r

i=1

∑r
j=1 µ̂iµ̂j

[
Âij x̂(t) + B̂iy(t)

]

ẑ(t) =
∑r

i=1 µ̂iĈix̂(t)
(4.22)

where µ̂i depends on the premise variable of the filter which is different from
µi. Figure 4.3 shows the block diagram of the robust H∞ filtering problem
associated with uncertain fuzzy system in case that µi is unavailable for feed-
back.

Uncertain Fuzzy System
(4.1)

y(t)
w(t)

z(t)

x(t) x(t)

Σ
r

i=1
µ Bii

Σ
i=1

r
µ iC i

Σ Σ
i=1

r r

j=1
µ iµ jA ij

e(t)=z(t)−z(t)

z(t)
.

Σ

Σ
+

+

+

−

Fuzzy Filter 
(4.24)

Fig. 4.3. Block diagram of an uncertain fuzzy system with a robust H∞ fuzzy filter
in Case II.

By applying the same technique used in Subsection 3.3.2, we have the follow-
ing theorem.

Theorem 5. Consider the system (4.1). Given a prescribed H∞ performance
γ > 0 and a positive constant δ, if there exist matrices X = XT , Y = Y T , Bi

and Ci, i = 1, 2, · · · , r, satisfying the following linear matrix inequalities:
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[
X I
I Y

]
> 0 (4.23)

X > 0 (4.24)
Y > 0 (4.25)

Ψ11ii
< 0, i = 1, 2, · · · , r (4.26)

Ψ22ii
< 0, i = 1, 2, · · · , r (4.27)

Ψ11ij
+ Ψ11ji

< 0, i < j ≤ r (4.28)
Ψ22ij

+ Ψ22ji
< 0, i < j ≤ r (4.29)

where

Ψ11ij
=

(
AiY + Y AT

i + γ−2 ˜̄B1i

˜̄BT
1j

(∗)T

[
Y ˜̄CT

1i
+ CT

i
˜̄DT

12

]T −I

)
(4.30)

Ψ22ij
=





(
AT

i X + XAi + BiC2j

+CT
2i
BT

j + ˜̄CT
1i

˜̄C1j

)
(∗)T

[
X ˜̄B1i

+ Bi
˜̄D21j

]T −γ2I



 (4.31)

with

˜̄B1i
=
[
δI I 0 B1i

0
]
, ˜̄C1i

=
[

γρ̄
δ H̄T

1i

γρ̄
δ H̄T

5i

√
2λ̄ρ̄H̄T

4i

√
2λ̄CT

1i

]T
,

˜̄D12 =
[
0 0 0 −

√
2λ̄I

]T
, ˜̄D21i

=
[
0 0 δI D21i

I
]

and λ̄ =



1 + ρ̄2
r∑

i=1

r∑

j=1

[
‖H̄T

2i
H̄2j

‖ + ‖H̄T
7i

H̄7j
‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable filter is of the form (4.22) with

Âij =
[
Y −1 − X

]−1MijY
−1

B̂i =
[
Y −1 − X

]−1Bi

Ĉi = CiY
−1

(4.32)

where

Mij = −AT
i − XAiY −

[
Y −1 − X

]
B̂iC2j

Y − ˜̄CT
1i

[ ˜̄C1j
Y + ˜̄D12ĈjY

]

−γ−2
{

X ˜̄B1i
+
[
Y −1 − X

]
B̂i

˜̄D21i

}
˜̄BT
1j

. (4.33)

Proof: It can be shown by employing the same technique used in the proof for
Theorem 3.
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4.2 Example

Consider a tunnel diode circuit shown in Figure 4.4 where the tunnel diode is
characterized by

iD(t) = 0.002vD(t) + 0.01v3
D(t).

Let x1(t) = vC(t) and x2(t) = iL(t) as the state variables, then the circuit is

vvc
C

i

R

i icL

+

−

L
D

D

Fig. 4.4. Tunnel diode circuit.

governed by the following state equations:

Cẋ1(t) = −0.002x1(t) − 0.01x3
1(t) + x2(t)

Lẋ2(t) = −x1(t) − Rx2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)
z(t) =

[
xT

1 (t) xT
2 (t)

]T
(4.34)

where w(t) is the disturbance noise input, y(t) is the measurement output, z(t)
is the state to be estimated and J is the sensor matrix. Note that the variables
x1(t) and x2(t) are treated as the deviation variables (variables deviate from
the desired trajectories). The parameters in the circuit are given as follows:
C = 20 mF , L = 1000 mH and R = 10 ± 10% Ω. With these parameters,
(4.34) can be rewritten as

ẋ1(t) = −0.1x1(t) − (0.5x2
1(t)) · x1(t) + 50x2(t)

ẋ2(t) = −x1(t) − (10 + ∆R)x2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)
z(t) =

[
xT

1 (t) xT
2 (t)

]T
.

(4.35)



4.2 Example 41

For the sake of simplicity, we will use as few rules as possible. Assuming
that |x1(t)| ≤ 3, the nonlinear network system (4.35) can be approximated by
the following TS fuzzy model:

Plant Rule 1: IF x1(t) is M1(x1(t)) THEN

ẋ(t) = [A1 + ∆A1]x(t) + B11w(t), x(0) = 0,
z(t) = C11x(t),
y(t) = C21x(t) + D211w(t).

Plant Rule 2: IF x1(t) is M2(x1(t)) THEN

ẋ(t) = [A2 + ∆A2]x(t) + B12w(t), x(0) = 0,
z(t) = C12x(t),
y(t) = C22x(t) + D212w(t)

where

A1 =
[
−0.1 50
−1 −10

]
, B11 =

[
0 0
0 0.1

]
, C11 =

[
1 0
0 1

]
, D211 =

[
0.1 0

]
,

A2 =
[
−4.6 50
−1 −10

]
, B12 =

[
0 0
0 0.1

]
, C12 =

[
1 0
0 1

]
, D212 =

[
0.1 0

]
,

C21 = C22 = J, ∆A1 = F (x(t), t)H11 and ∆A2 = F (x(t), t)H12 .

Now, by assuming that ‖F (x(t), t)‖ ≤ ρ = 1 and since the values of R are
uncertain but bounded within 10% of their nominal values given in (4.34), we
have

H11 = H12 =
[

0 0
0 1

]
.

Figure 4.5 shows the plots of the membership functions for Rules 1 and 2.

Case I-ν(t) is available for feedback
In this case, x1(t) = ν(t) is assumed to be available for feedback; for

instance, J = [1 0]. This implies that µi is available for feedback. Using the
LMI optimization algorithm and Theorem 4 with γ = 1 and δ = 1, we obtain
the following results:

X =
[

34.5536 −2.4910
−2.4910 0.8883

]
, Y =

[
0.8986 1.7528
1.7528 27.4284

]
,

Â11 =
[
−9.4003 −1.1377
63.2915 −3.7526

]
, Â12 =

[
−14.7653 −1.3877
79.5268 −2.9644

]
,
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Fig. 4.5. Membership functions for the two fuzzy set.

Â21 =
[
−5.8973 −0.9794
49.9964 −4.1557

]
, Â22 =

[
−11.3243 −1.2277
61.4584 −3.3736

]
,

B̂1 =
[
−0.1292
1.0828

]
, B̂2 =

[
−0.0312
0.7246

]
,

Ĉ1 =
[
−35.3890 −1.5720

]
, Ĉ2 =

[
−34.7556 −1.5891

]
.

Hence, the resulting fuzzy filter is

˙̂x(t) =
2∑

i=1

2∑

j=1

µiµjÂij x̂(t) +
2∑

i=1

µiB̂iy(t)

ẑ(t) =
2∑

i=1

µiĈix̂(t)

where
µ1 = M1(x1(t)) and µ2 = M2(x1(t)).

Case II-ν(t) is unavailable for feedback
In this case, x1(t) = ν(t) is assumed to be unavailable for feedback; for

instance, J = [0 1]. This implies that µi is unavailable for feedback. Using
the LMI optimization algorithm and Theorem 5 with γ = 1 and δ = 1, we
obtain the following results:

X =
[

77.3789 −15.9191
−15.9191 5.3505

]
, Y =

[
1.6782 −1.6006
−1.6006 27.7695

]
,
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Fig. 4.6. The histories of z(t) in Cases I and II.
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Â11 =
[
−11.2662 −1.0266
92.4376 −1.1388

]
, Â12 =

[
−15.0307 −0.9550
132.5941 −2.1872

]
,

Â21 =
[
−11.8923 −1.0235
77.7075 −0.9892

]
, Â22 =

[
−15.6465 −0.9299
115.8735 −1.7290

]
,

B̂1 =
[
−0.0181
0.5905

]
, B̂2 =

[
−0.0261
0.3875

]
,

Ĉ1 =
[
−111.7427 2.4315

]
, Ĉ2 =

[
−111.7360 2.4290

]
.

Hence, the resulting fuzzy filter is

˙̂x(t) =
2∑

i=1

2∑

j=1

µ̂iµ̂jÂij x̂(t) +
2∑

i=1

µ̂iB̂iy(t)

ẑ(t) =
2∑

i=1

µ̂iĈix̂(t)

where
µ̂1 = M1(x̂1(t)) and µ̂2 = M2(x̂1(t)).

Remark 2. Figure 4.6 shows the responses of z(t). The disturbance input sig-
nal, w(t), which was used during the simulation is given in Figure 4.7. The
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Fig. 4.7. The disturbance input noise, w(t).
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Fig. 4.8. The ratio of the filter error energy to the disturbance noise energy:(∫ Tf
0 (z(t)−ẑ(t))T (z(t)−ẑ(t))dt

∫ Tf
0 wT (t)w(t)dt

)
.

simulation results for the ratio of the filter error energy to the disturbance in-
put noise energy obtained by using the H∞ fuzzy filter are depicted in Figure
4.8. After 100 seconds, the ratio of the filter error energy to the disturbance
input noise energy tends to a constant value which is about 0.14 in Case I
and 0.30 in Case II. Thus, in Case I where γ =

√
0.14 = 0.37 and in Case II

where γ =
√

0.30 = 0.55, both are less than the prescribed value 1.

4.3 Conclusion

We has studied the problem of designing a robust fuzzy filter for a TS fuzzy
system with parametric uncertainties that the guarantees the L2-gain from
an exogenous input to an estimate error output being less than or equal to a
prescribed value. Sufficient conditions for the existence of the H∞ fuzzy filter
are given in terms of a set of LMIs. In contrast to the existing results, the
premise variables of the H∞ fuzzy filter are allowed to be different from the
premise variables of the TS fuzzy model of the plant. A numerical simulation
example has been presented to illustrate our design procedures. Note that the
optimization of the fuzzy filter requires firm effort in order to arrive at the
optimal of membership function and a number of fuzzy rules.



5

Robust H∞ Fuzzy Control Design for
Uncertain Fuzzy Markovian Jump Systems

This chapter deals with the problem of designing a robust fuzzy state and
output feedback controller for a TS fuzzy system with MJs and parametric
uncertainties. We develop a technique for designing a robust fuzzy controller
that guarantees the L2-gain of the mapping from the exogenous input noise to
the regulated output being less than the prescribed value. Sufficient conditions
for the existence of a robust H∞ fuzzy controller have been derived by solving
a set of linear matrix inequalities.

5.1 System Description

We further generalize the TS fuzzy system with parametric uncertainties to a
TS fuzzy system with MJs and parametric uncertainties as follows:

ẋ(t) =
∑r

i=1 µi(ν(t))
[
[Ai(η(t)) + ∆Ai(η(t))]x(t)+

[B1i
(η(t)) + ∆B1i

(η(t))]w(t) + [B2i
(η(t)) + ∆B2i

(η(t))]u(t)
]
,

z(t) =
∑r

i=1 µi(ν(t))
[
[C1i

(η(t)) + ∆C1i
(η(t))]x(t)

+[D12i(η(t)) + ∆D12i(η(t))]u(t)
]

y(t) =
∑r

i=1 µi(ν(t))
[
[C2i

(η(t)) + ∆C2i
(η(t))]x(t)

+[D21i
(η(t)) + ∆D21i

(η(t))]w(t)
]

(5.1)

with x(0) = 0, where ν(t) = [ν1(t) · · · νϑ(t)] is the premise variable vec-
tor that may depend on states in many cases, µi(ν(t)) denotes the normal-
ized time-varying fuzzy weighting functions for each rule (i.e., µi(ν(t)) ≥
0 and

∑r
i=1 µi(ν(t)) = 1), ϑ is the number of fuzzy sets, x(t) ∈ �n

is the state vector, u(t) ∈ �m is the input, w(t) ∈ �p is the distur-
bance which belongs to L2[0,∞), y(t) ∈ �� is the measurement, z(t) ∈
�s is the controlled output, and the matrix functions Ai(η(t)), B1i

(η(t)),
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B2i
(η(t)), C1i

(η(t)), C2i
(η(t)), D12i

(η(t)), D21i
(η(t)), ∆Ai(η(t)), ∆B1i

(η(t)),
∆B2i

(η(t)), ∆C1i
(η(t)), ∆C2i

(η(t)), ∆D12i(η(t)) and ∆D21i(η(t)) are of
appropriate dimensions. {η(t))} is a continuous-time discrete-state Markov
process taking values in a finite set S = {1, 2, · · · , s} with transition proba-
bility matrix Pr

∆= {Pık(t)} given by

Pık(t) = Pr(η(t + ∆) = k|η(t) = ı)

=
{

λık∆ + O(∆) if ı 	= k
1 + λıı∆ + O(∆) if ı = k

}
(5.2)

where ∆ > 0, and lim∆−→0
O(∆)

∆ = 0. Here λık ≥ 0 is the transition rate from
mode ı (system operating mode) to mode k (ı 	= k), and

λıı = −
s∑

k=1,k �=ı

λık. (5.3)

For the convenience of notations, we let µi
∆= µi(ν(t)), η = η(t), and

any matrix M(µ, ı) ∆= M(µ, η = ı). The matrix functions ∆Ai(η), ∆B1i
(η),

∆B2i
(η), ∆C1i

(η), ∆C2i
(η), ∆D12i(η) and ∆D21i(η) represent the time-

varying uncertainties in the system and satisfy the following assumption.

Assumption 5.1

∆Ai(η) = F (x(t), η, t)H1i
(η), ∆B1i

(η) = F (x(t), η, t)H2i
(η),

∆B2i
(η) = F (x(t), η, t)H3i

(η), ∆C1i
(η) = F (x(t), η, t)H4i

(η),

∆C2i
(η) = F (x(t), η, t)H5i

(η), ∆D12i
(η) = F (x(t), η, t)H6i

(η),

and ∆D21i
(η) = F (x(t), η, t)H7i

(η)

where Hji
(η), j = 1, 2, · · · , 7 are known matrices which characterize the struc-

ture of the uncertainties. Furthermore, there exists a positive function ρ(η)
such that the following inequality holds:

‖F (x(t), η, t)‖ ≤ ρ(η). (5.4)

Definition 2. Suppose γ is a given positive real number. A system of the form
(5.1) is said to have an L2-gain less than or equal to γ if

E

[∫ Tf

0

{
zT (t)z(t) − γ2wT (t)w(t)

}
dt

]
< 0, x(0) = 0 (5.5)

where E[·] denotes as the expectation operator, for all Tf ≥ 0 and w(t) ∈
[0, Tf ].
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5.2 Robust H∞ State-Feedback Control Design

The aim of this section is to design a robust H∞ fuzzy state-feedback controller
of the form

u(t) =
r∑

j=1

µjKj(η)x(t) (5.6)

where Kj(η) is the controller gain, such that the inequality (5.5) is guaranteed.
The state space form of the fuzzy system model (5.1) with the controller (5.6)
is given by

ẋ(t) =
∑r

i=1

∑r
j=1 µiµj

[
[(Ai(ı) + B2i

(ı)Kj(ı)) + (∆Ai(ı) + ∆B2i
(ı)Kj(ı))]×

x(t) + [B1i
(ı) + ∆B1i

(ı)]w(t)
]
, x(0) = 0.

(5.7)
The following theorem provides sufficient conditions for the existence of a

robust H∞ fuzzy state-feedback controller. These sufficient conditions can be
derived by the Lyapunov approach.

Theorem 6. Consider the system (5.1). Given a prescribed H∞ performance
γ > 0, then the inequality (5.5) holds if for ı = 1, 2, · · · , s, there exist matrices
P (ı) = PT (ı) and any positive constants δ(ı) such that the following linear
matrix inequalities hold:

P (ı) > 0 (5.8)
Ψii(ı) < 0, i = 1, 2, · · · , r (5.9)

Ψij(ı) + Ψji(ı) < 0, i < j ≤ r (5.10)

where

Ψij(ı) =





Φij(ı) (∗)T (∗)T (∗)T

R(ı)B̃T
1i

(ı) −γR(ı) (∗)T (∗)T

Υij(ı) 0 −γR(ı) (∗)T

ZT (ı) 0 0 −P(ı)



 (5.11)

Φij(ı) = Ai(ı)P (ı) + P (ı)AT
i (ı) + B2i

(ı)Yj(ı) + Y T
j (ı)BT

2i
(ı) + λııP (ı) (5.12)

Υij(ı) = C̃1i
(ı)P (ı) + D̃12i

(ı)Yj(ı) (5.13)
R(ı) = diag {δ(ı)I, I, δ(ı)I, I} (5.14)

Z(ı) =
(√

λı1P (ı) · · ·
√

λı(ı−1)P (ı)
√

λı(ı+1)P (ı) · · ·
√

λısP (ı)
)

(5.15)

P(ı) = diag {P (1), · · · , P (ı − 1), P (ı + 1), · · · , P (s)} (5.16)

with
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B̃1i
(ı) =

[
I I I B1i

(ı)
]

(5.17)

C̃1i
(ı) =

[
γρ(ı)HT

1i
(ı)

√
2ℵ(ı)ρ(ı)HT

4i
(ı) 0

√
2ℵ(ı)CT

1i
(ı)
]T

(5.18)

D̃12i
(ı) =

[
0
√

2ℵ(ı)ρ(ı)HT
6i

(ı) γρ(ı)HT
3i

(ı)
√

2ℵ(ı)DT
12i

(ı)
]T

(5.19)

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖
]




1
2

. (5.20)

Furthermore, a suitable choice of the fuzzy controller is

u(t) =
r∑

j=1

µjKj(ı)x(t) (5.21)

where
Kj(ı) = Yj(ı)(P (ı))−1. (5.22)

Proof: See Appendix.

5.3 Robust H∞ Output Feedback Control Design

This section aims at designing a full order dynamic H∞ fuzzy output feedback
controller of the form

˙̂x(t) =
∑r

i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ı)x̂(t) + B̂i(ı)y(t)

]

u(t) =
∑r

i=1 µ̂iĈi(ı)x̂(t)
(5.23)

where x̂(t) ∈ �n is the controller’s state vector, Âij(ı), B̂i(ı) and Ĉi(ı) are
parameters of the controller which are to be determined, and µ̂i denotes the
normalized time-varying fuzzy weighting functions for each rule (i.e., µ̂i ≥ 0
and

∑r
i=1 µ̂i = 1), such that the inequality (5.5) holds. Clearly, in real control

problems, all of the premise variables are not necessarily measurable. Thus, we
can consider the designing of the robust H∞ output feedback control into two
cases as follows. In Subsection 5.3.1, we consider the case where the premise
variable of the fuzzy model µi is measurable, while in Subsection 5.3.2, the
premise variable which is assumed to be unmeasurable is considered.

5.3.1 Case I–ν(t) is available for feedback

In this subsection, the premise variable of the fuzzy model ν(t) is assumed
to be available for feedback. This enables us to design a controller which is
µi-dependent, i.e.,

˙̂x(t) =
∑r

i=1

∑r
j=1 µiµj

[
Âij(ı)x̂(t) + B̂i(ı)y(t)

]

u(t) =
∑r

i=1 µiĈi(ı)x̂(t).
(5.24)

Before presenting our next results, the following lemma is recalled.
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Lemma 3. Consider the system (5.1). Given a prescribed H∞ performance
γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exists a ma-
trix function P (ı) = PT (ı) satisfying the following linear matrix inequalities:

P (ı) > 0 (5.25)



P (ı)Aij

cl(ı) + (Aij
cl(ı))

T P (ı) +
∑s

k=1 λıkP (k) (∗)T (∗)T

(P (ı)Bij
cl (ı))

T −γ2I (∗)T

Cij
cl (ı) 0 −I



 < 0 (5.26)

where i, j = 1, 2, · · · , r,

Aij
cl(ı) =

[
Ai(ı) B2i

(ı)Ĉj(ı)
B̂i(ı)C2j

(ı) Âij(ı)

]
,

Bij
cl (ı) =

[
B̃1i

(ı)
B̂i(ı)D̃21j (ı)

]
and Cij

cl (ı) = [C̃1i
(ı) D̃12i

(ı)Ĉj(ı)]

with

B̃1i
(ı) = [δ(ı)I I δ(ı)I 0 B1i

(ı) 0]

C̃1i
(ı) =

[
γρ(ı)
δ(ı) HT

1i
(ı) 0 γρ(ı)

δ(ı) HT
5i

(ı)
√

2ℵ(ı)ρ(ı)HT
4i

(ı)
√

2ℵ(ı)CT
1i

(ı)
]T

D̃12i(ı) =
[
0 γρ(ı)

δ(ı) HT
3i

(ı) 0
√

2ℵ(ı)ρ(ı)HT
6i

(ı)
√

2ℵ(ı)DT
12i

(ı)
]T

D̃21i
(ı) = [0 0 0 δ(ı)I D21i

(ı) I]

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖ + ‖HT
7i

(ı)H7j
(ı)‖
]




1
2

,

then the inequality (5.5) is guaranteed.

Proof: See Appendix.

Knowing that the controller’s premise variable is the same as the plant’s
premise variable, the left hand side of (5.26) can be re-expressed as follows:

P (ı)Aij
cl(ı) + (Aij

cl(ı))
T P (ı) + γ−2P (ı)Bij

cl (ı)(B
ij
cl (ı))

T P (ı)

+
∑s

k=1 λıkP (k) + (Cij
cl (ı))

T Cij
cl (ı).

(5.27)

Before providing LMI-based sufficient conditions for the system (5.1) to have
the H∞ performance, let us partition the matrix P (ı) as follows:

P (ı) =
[

X(ı) Y −1(ı) − X(ı)
Y −1(ı) − X(ı) X(ı) − Y −1(ı)

]
(5.28)
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where X(ı) = XT (ı) ∈ �n×n and Y (ı) = Y T (ı) ∈ �n×n. Utilizing the parti-
tion above, we define the new controller’s matrices as

B(µ, ı) ∆=
[
Y −1(ı) − X(ı)

]
B̂(µ, ı)

C(µ, ı) ∆= Ĉ(µ, ı)Y (ı).
(5.29)

The following theorem provides LMI-based sufficient conditions for the sys-
tem (5.1) to have an H∞ performance γ with µi being available for feedback.

Theorem 7. Consider the system (5.1). Given a prescribed H∞ performance
γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist matrices
X(ı) = XT (ı), Y (ı) = Y T (ı), Bi(ı) and Ci(ı), i = 1, 2, · · · , r, satisfying the
following linear matrix inequalities:

[
X(ı) I
I Y (ı)

]
> 0 (5.30)

X(ı) > 0 (5.31)
Y (ı) > 0 (5.32)

Ψ11ii
(ı) < 0, i = 1, 2, · · · , r (5.33)

Ψ22ii
(ı) < 0, i = 1, 2, · · · , r (5.34)

Ψ11ij
(ı) + Ψ11ji

(ı) < 0, i < j ≤ r (5.35)
Ψ22ij

(ı) + Ψ22ji
(ı) < 0, i < j ≤ r (5.36)

where

Ψ11ij
(ı) =








Ai(ı)Y (ı) + Y (ı)AT

i (ı)

+λııY (ı) + γ−2B̃1i
(ı)B̃T

1j
(ı)

+B2i
(ı)Cj(ı) + CT

i (ı)BT
2j

(ı)



 (∗)T (∗)T

C̃1i
(ı)Y (ı) + D̃12i(ı)Cj(ı) −I (∗)T

J T (ı) 0 −Y(ı)




(5.37)

Ψ22ij
(ı) =








AT

i (ı)X(ı) + X(ı)Ai(ı)
+Bi(ı)C2j

(ı) + CT
2i

(ı)BT
j (ı)

+C̃T
1i

(ı)C̃1j
(ı) +

∑s
k=1 λıkX(k)



 (∗)T

[
X(ı)B̃1i

(ı) + Bi(ı)D̃21j
(ı)
]T

−γ2I




(5.38)

with
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J (ı) =
[√

λ1ıY (ı) · · ·
√

λ(i−1)ıY (ı)
√

λ(i+1)ıY (ı) · · ·
√

λsıY (ı)
]

Y(ı) = diag
{

Y (1), · · · , Y (ı − 1), Y (ı + 1), · · · , Y (s)
}

B̃1i
(ı) = [δ(ı)I I δ(ı)I 0 B1i

(ı) 0]

C̃1i
(ı) =

[
γρ(ı)
δ(ı) HT

1i
(ı) 0 γρ(ı)

δ(ı) HT
5i

(ı)
√

2ℵ(ı)ρ(ı)HT
4i

(ı)
√

2ℵ(ı)CT
1i

(ı)
]T

D̃12i(ı) =
[
0 γρ(ı)

δ(ı) HT
3i

(ı) 0
√

2ℵ(ı)ρ(ı)HT
6i

(ı)
√

2ℵ(ı)DT
12i

(ı)
]T

D̃21i
(ı) = [0 0 0 δ(ı)I D21i

(ı) I]

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖ + ‖HT
7i

(ı)H7j
(ı)‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable controller is of the form (5.24) with

Âij(ı) =
[
Y −1(ı) − X(ı)

]−1Mij(ı)Y −1(ı)
B̂i(ı) =

[
Y −1(ı) − X(ı)

]−1Bi(ı)
Ĉi(ı) = Ci(ı)Y −1(ı)

(5.39)

where

Mij(ı) = −AT
i (ı) − X(ı)Ai(ı)Y (ı) −

[
Y −1(ı) − X(ı)

]
B̂i(ı)C2j

(ı)Y (ı)
−X(ı)B2i

(ı)Ĉj(ı)Y (ı) −
∑s

k=1 λıkY −1(k)Y (ı)
−C̃T

1i
(ı)
[
C̃1j

(ı)Y (ı) + D̃12j (ı)Ĉj(ı)Y (ı)
]

−γ−2
{

X(ı)B̃1i
(ı) +

[
Y −1(ı) − X(ı)

]
B̂i(ı)D̃21i

(ı)
}

B̃T
1j

(ı).
(5.40)

Proof: Suppose there exist X(ı) and Y (ı) such that the inequalities (5.30) and
(5.31)-(5.32) hold. The inequality (5.30) implies that the matrix P defined in
(5.27) is a positive definite matrix. Using the partition (5.28), the controller

(5.29) and multiplying (5.27) to the left by
[

Y (ı) I
Y (ı) 0

]
and to the right by

[
Y (ı) Y (ı)

I 0

]
, we have

[
Φ11ij

(ı) 0
0 Φ22ij

(ı)

]
(5.41)

where
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Φ11ij
(ı) = Ai(ı)Y (ı) + Y (ı)AT

i (ı) + B2i
(ı)Cj(ı) + CT

i (ı)BT
2j

(ı) + λııY (ı)

+
[
Y (ı)C̃T

1i
(ı) + CT

i (ı)D̃T
12j

(ı)
][

Y (ı)C̃T
1i

(ı) + CT
i (ı)D̃T

12j
(ı)
]T

+γ−2B̃1i
(ı)B̃T

1j
(ı) + J T (ı)Y−1(ı)J (ı) (5.42)

Φ22ij
(ı) = AT

i (ı)X(ı) + X(ı)Ai(ı) + Bi(ı)C2j
(ı) + CT

2i
(ı)BT

j (ı)

+γ−2
[
X(ı)B̃1i

(ı) + Bi(ı)D̃21j
(ı)
][

X(ı)B̃1i
(ı) + Bi(ı)D̃21j

(ı)
]T

+C̃T
1i

(ı)C̃1j
(ı) +

s∑

k=1

λıkX(k). (5.43)

Note that Φ11ij
(ı) and Φ22ij

(ı) are the Schur complements of Ψ11ij
(ı) and

Ψ22ij
(ı). Using (5.33)–(5.36), we have (5.41) less than zero. Hence, by Theorem

7, we learn that the inequality (5.5) holds.

5.3.2 Case II–ν(t) is unavailable for feedback

In this case, the fuzzy model’s premise variable, ν(t), is assumed to be un-
available for feedback. Under this assumption, the controller’s premise variable
cannot be selected to be the same as the plant’s premise variable, i.e,

˙̂x(t) =
∑r

i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ı)x̂(t) + B̂i(ı)y(t)

]

u(t) =
∑r

i=1 µ̂iĈi(ı)x̂(t)
(5.44)

where µ̂i is a function of the controller’s premise variable which is different
from the plant’s premise variable.

Now, let us re-express the system (5.1) in terms of µ̂i, thus the plant’s
premise variable becomes the same as the controller’s premise variable. By
doing so, the result given in the previous case can then be applied here. Note
that it can be done by using the same technique as in Subsection 3.3.2. After
some manipulation, we get

ẋ(t) =
∑r

i=1 µ̂i

[
[Ai(ı) + ∆Āi(ı)]x(t) + [B1i

(ı) + ∆B̄1i
(ı)]w(t)

+[B2i
(ı) + ∆B̄2i

(ı)]u(t)
]
, x(0) = 0

z(t) =
∑r

i=1 µ̂i

[
[C1i

(ı) + ∆C̄1i
(ı)]x(t) + [D12i

(ı) + ∆D̄12i
(ı)]u(t)

]

y(t) =
∑r

i=1 µ̂i

[
[C2i

(ı) + ∆C̄2i
(ı)]x(t) + [D21i

(ı) + ∆D̄21i
(ı)]w(t)

]
(5.45)

where

∆Āi(ı) = F̄ (x(t), x̂(t), ı, t)H̄1i
(ı), ∆B̄1i

(ı) = F̄ (x(t), x̂(t), ı, t)H̄2i
(ı),

∆B̄2i
(ı) = F̄ (x(t), x̂(t), ı, t)H̄3i

(ı), ∆C̄1i
(ı) = F̄ (x(t), x̂(t), ı, t)H̄4i

(ı),

∆C̄2i
(ı) = F̄ (x(t), x̂(t), ı, t)H̄5i

(ı), ∆D̄12i(ı) = F̄ (x(t), x̂(t), ı, t)H̄6i
(ı)
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and ∆D̄21i
(ı) = F̄ (x(t), x̂(t), ı, t)H̄7i

(ı)

with
H̄1i

(ı) =
[
HT

1i
(ı) AT

1 (ı) · · · AT
r (ı) HT

11
(ı) · · · HT

1r
(ı)
]T

,

H̄2i
(ı) =

[
HT

2i
(ı) BT

11
(ı) · · · BT

1r
(ı) HT

21
(ı) · · · HT

2r
(ı)
]T

,

H̄3i
(ı) =

[
HT

3i
(ı) BT

21
(ı) · · · BT

2r
(ı) HT

31
(ı) · · · HT

3r
(ı)
]T

,

H̄4i
(ı) =

[
HT

4i
(ı) CT

11
(ı) · · · CT

1r
(ı) HT

41
(ı) · · · HT

4r
(ı)
]T

,

H̄5i
(ı) =

[
HT

5i
(ı) CT

21
(ı) · · · CT

2r
(ı) HT

51
(ı) · · · HT

5r
(ı)
]T

,

H̄6i
(ı) =

[
HT

6i
(ı) DT

121
(ı) · · · DT

12r
(ı) HT

61
(ı) · · · HT

6r
(ı)
]T

,

H̄7i
(ı) =

[
HT

7i
(ı) DT

211
(ı) · · · DT

21r
(ı) HT

71
(ı) · · · HT

7r
(ı)
]T

and F̄ (x(t), x̂(t), ı, t) =
[
F (x(t), ı, t) (µ1−µ̂1) · · · (µr−µ̂r) F (x(t), ı, t)(µ1−

µ̂1) · · · F (x(t), ı, t)(µr − µ̂r)
]
. Note that ‖F̄ (x(t), x̂(t), ı, t)‖ ≤ ρ̄(ı) where

ρ̄(ı) = {3ρ2(ı)+2} 1
2 . ρ̄(ı) is derived by utilizing the concept of vector norm in

the basic system control theory and the fact that µi ≥ 0, µ̂i ≥ 0,
∑r

i=1 µi = 1
and

∑r
i=1 µ̂i = 1.

In this new expression, the plant’s premise variable is now the same as
the controller’s premise variable. Note that the above technique is basically
employed in order to obtain the plant’s premise variable to be the same as
the controller’s premise variable; e.g. [27, 28]. Thus, applying Theorem 7, we
have the following LMI-based sufficient conditions for this case.

Theorem 8. Consider the system (5.1). Given a prescribed H∞ performance
γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist matrices
X(ı) = XT (ı), Y (ı) = Y T (ı), Bi(ı) and Ci(ı), i = 1, 2, · · · , r, satisfying the
following linear matrix inequalities:

[
X(ı) I
I Y (ı)

]
> 0 (5.46)

X(ı) > 0 (5.47)
Y (ı) > 0 (5.48)

Ψ11ii(ı) < 0, i = 1, 2, · · · , r (5.49)
Ψ22ii

(ı) < 0, i = 1, 2, · · · , r (5.50)
Ψ11ij

(ı) + Ψ11ji
(ı) < 0, i < j ≤ r (5.51)

Ψ22ij
(ı) + Ψ22ji

(ı) < 0, i < j ≤ r (5.52)

where
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Ψ11ij (ı) =








Ai(ı)Y (ı) + Y (ı)AT

i (ı)
+λııY (ı) + γ−2 ˜̄B1i

(ı) ˜̄BT
1j

(ı)
+B2i

(ı)Cj(ı) + CT
i (ı)BT

2j
(ı)



 (∗)T (∗)T

˜̄C1i
(ı)Y (ı) + ˜̄D12i

(ı)Cj(ı) −I (∗)T

J T (ı) 0 −Y(ı)




(5.53)

Ψ22ij
(ı) =








AT

i (ı)X(ı) + X(ı)Ai(ı)
+Bi(ı)C2j

(ı) + CT
2i

(ı)BT
j (ı)

+ ˜̄CT
1i

(ı) ˜̄C1j
(ı) +

∑s
k=1 λıkX(k)



 (∗)T

[
X(ı) ˜̄B1i

(ı) + Bi(ı) ˜̄D21j
(ı)
]T

−γ2I



 (5.54)

with

J (ı) =
[√

λ1ıY (ı) · · ·
√

λ(i−1)ıY (ı)
√

λ(i+1)ıY (ı) · · ·
√

λsıY (ı)
]

Y(ı) = diag
{

Y (1), · · · , Y (ı − 1), Y (ı + 1), · · · , Y (s)
}

˜̄B1i
(ı) = [δ(ı)I I δ(ı)I 0 B1i

(ı) 0]

˜̄C1i
(ı) =

[
γρ̄(ı)
δ(ı) H̄T

1i
(ı) 0 γρ̄(ı)

δ(ı) H̄T
5i

(ı)
√

2ℵ̄(ı)ρ̄(ı)H̄T
4i

(ı)
√

2ℵ̄(ı)CT
1i

(ı)
]T

˜̄D12i
(ı) =

[
0 γρ̄(ı)

δ(ı) H̄T
3i

(ı) 0
√

2ℵ̄(ı)ρ̄(ı)H̄T
6i

(ı)
√

2ℵ̄(ı)DT
12i

(ı)
]T

˜̄D21i
(ı) = [0 0 0 δ(ı)I D21i

(ı) I] ,

ℵ̄(ı) =



1 + ρ̄2(ı)
r∑

i=1

r∑

j=1

[
‖H̄T

2i
(ı)H̄2j

(ı)‖ + ‖H̄T
7i

(ı)H̄7j
(ı)‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable controller is of the form (5.44) with

Âij(ı) =
[
Y −1(ı) − X(ı)

]−1Mij(ı)Y −1(ı)
B̂i(ı) =

[
Y −1(ı) − X(ı)

]−1Bi(ı)
Ĉi(ı) = Ci(ı)Y −1(ı)

(5.55)

where

Mij(ı) = −AT
i (ı) − X(ı)Ai(ı)Y (ı) −

[
Y −1(ı) − X(ı)

]
B̂i(ı)C2j

(ı)Y (ı)
−X(ı)B2i

(ı)Ĉj(ı)Y (ı) −
∑s

k=1 λıkY −1(k)Y (ı)
− ˜̄CT

1i
(ı)
[

˜̄C1j
(ı)Y (ı) + ˜̄D12j (ı)Ĉj(ı)Y (ı)

]

−γ−2
{

X(ı) ˜̄B1i
(ı) +

[
Y −1(ı) − X(ı)

]
B̂i(ı) ˜̄D21i

(ı)
}

˜̄BT
1j

(ı).
(5.56)

Proof: Since (5.45) is of the form of (5.1), it can be shown by employing the
proof for Theorem 7.



5.4 Example 57

5.4 Example

Consider a modified Samuelson multiplier-accelerator economic model based
on [92] which is governed by the following difference equations:

Y (k) = [C(k) + I(k) + G(k − 1)]
I(k) = (α + ∆α) [Y (k − 1) − Y (k − 2)]
C(k) = (β + ∆β)Y υ(k − 1)

(5.57)

where Y is the deviation of the national income from the desired national
income, I is the deviation of the induced private investment from the desired
induced private investment, C is the deviation of the consumption expen-
diture from the desired consumption expenditure, G is the deviation of the
government expenditure from the desired government expenditure decided at
the end of period (k− 1) for period k, α is the accelerator coefficient, β is the
marginal propensity to consume parameter and υ is the consume parameter
(υ ≥ 1). ∆α and ∆β are the uncertain accelerator coefficient and marginal
propensity to consume parameter, respectively. We assume that |∆α| ≤ 0.1α
and |∆β| ≤ 0.1β.

Eliminating C(k) and I(k) in the above equations, we have

Y (k) = (β + ∆β)Y υ(k − 1) + (α + ∆α)Y (k − 1) + G(k − 1)
−(α + ∆α)Y (k − 2). (5.58)

By shifting one step forward and giving x1(k) = Y (k − 1), x2(k) = Y (k) and
u(k) = G(k), (5.58) becomes

[
x1(k + 1)
x2(k + 1)

]
=




x2(k)(

−(α + ∆α)x1(k) + (α + ∆α)x2(k)
+(β + ∆β)xυ

2 (k)

)


+
[

0
1

]
u(k).

(5.59)
Converting (5.59) to continuous-time system model, we have

[
ẋ1(t)
ẋ2(t)

]
=





x2(t) + x1(t)


−(α + ∆α)x1(t)
+(α + ∆α)x2(t)

+(β + ∆β)xυ
2 (t) + x2(t)







+
[

0
1

]
u(t). (5.60)

Based on [92], the general economic situations could be aggregated into three
modes as shown in Table 5.1:

The transition probability matrix that relates the three operation modes
is given as follows:

Pık =




0.67 0.17 0.16
0.30 0.47 0.23
0.26 0.10 0.64



 .

Assuming υ = 2, (5.60) can be re-expressed as
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Table 5.1. Economic Terminology.

Mode ı Terminology α(ı) ± ∆α(ı) β(ı) ± ∆β(ı)

1 Normal 2.5 ±10% 0.3 ±10%

2 Boom 43.7 ±10% −0.7 ± 10%

3 Slump −5.3 ± 10% 0.9 ±10%

[
ẋ1(t)
ẋ2(t)

]
=
[

1 1
−α(ı) α(ı) + β(ı)x2(t) + 1

] [
x1(t)
x2(t)

]

+
[

0 0
0.1 0

]
w(t) +

[
0
1

]
u(t)

+
[

0 0
−∆α(ı) ∆α(ı) + ∆β(ı)x2(t)

] [
x1(t)
x2(t)

]

z(t) =
[

x1(t)
x2(t)

]

y(t) = Jx(t) + [0 0.1]w(t)

(5.61)

where x1(t) and x2(t) are the state vectors, u(t) is the controlled input which
represents the deviation of the government expenditure from the desired gov-
ernment expenditure, w(t) is the disturbance input which represents the un-
expected behavior of the economy, z(t) is the controlled output, y(t) is the
measured output and J is the sensor matrix.

The control objective is to control the state variable x2(t) for the range
x2(t) ∈ [N1 N2]. For the sake of simplicity, we will use as few rules as possible.
Note that Figure 5.1 shows the plot of the membership functions represented
by

M1(x2(t)) =
−x2(t) + N2

N2 − N1
and M2(x2(t)) =

x2(t) − N1

N2 − N1
.

Knowing that x2(t) ∈ [N1 N2], the nonlinear system (5.61) can be approx-
imated by the following TS fuzzy model:

Plant Rule 1: IF x2(t) is M1(x2(t)) THEN

ẋ(t) = [A1(ı) + ∆A1(ı)]x(t) + B11(ı)w(t) + B21(ı)u(t), x(0) = 0,
z(t) = C11(ı)x(t),
y(t) = C21(ı)x(t) + D211(ı)w(t).

Plant Rule 2: IF x2(t) is M2(x2(t)) THEN

ẋ(t) = [A2(ı) + ∆A2(ı)]x(t) + B12(ı)w(t) + B22(ı)u(t), x(0) = 0,
z(t) = C12(ı)x(t),
y(t) = C22(ı)x(t) + D212(ı)w(t)

where x(t) = [xT
1 (t) xT

2 (t)]T ,
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1 21

0

M  (x  ) M  (x  )

N21N x  (t)2

2 2

−3 30

Fig. 5.1. Membership functions for the two fuzzy set.

A1(1) =
[

1 1
−2.5 3.5 + 0.7N1

]
, A2(1) =

[
1 1

−2.5 3.5 + 0.7N2

]

A1(2) =
[

1 1
−43.7 44.5 + 1.7N1

]
, A2(2) =

[
1 1

−43.7 44.5 + 1.7N2

]

A1(3) =
[

1 1
5.3 −4.3 + 0.1N1

]
, A2(3) =

[
1 1

5.3 −4.3 + 0.1N2

]

B11(1) = B12(1) = B11(2) = B12(2) = B11(3) = B12(3) =
[

0 0
0.1 0

]
,

B21(1) = B22(1) = B21(2) = B22(2) = B21(3) = B22(3) =
[

0
1

]
,

C11(1) = C12(1) = C11(2) = C12(2) = C11(3) = C12(3) =
[

1 0
0 1

]
,

C21(1) = C22(1) = C21(2) = C22(2) = C21(3) = C22(3) = J,

D211(1) = D212(1) = D211(2) = D212(2) = D211(3) = D212(3) =
[
0 0.1

]
,

∆A1(ı) = F (x(t), ı, t)H11(ı) and ∆A2(ı) = F (x(t), ı, t)H12(ı).

Now, by assuming that in (5.61), ‖F (x(t), ı, t)‖ ≤ ρ(ı) = 1, we have

H11(ı) =
[

0 0
−0.1α(ı) 0.1α(ı) + 0.1β(ı)N1

]

and H12(ı) =
[

0 0
−0.1α(ı) 0.1α(ı) + 0.1β(ı)N2

]
.

In this simulation, we select N1 = −3 and N2 = 3.
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State-feedback controller design

Using the LMI optimization algorithm and Theorem 6 with γ = 1, we obtain

δ(1) = 41.6486, P (1) =
[

47.4891 −124.6312
−124.6312 439.7626

]
,

Y1(1) = 103 ×
[
0.1044 −1.2592

]
, Y2(1) = 103 ×

[
0.6278 −3.1062

]
,

K1(1) =
[
−20.7511 −8.7443

]
, K2(1) =

[
−20.7510 −12.9443

]
,

δ(2) = 46.1759, P (2) =
[

55.3428 −128.5167
−128.5167 423.3780

]
,

Y1(2) = 104 ×
[
0.7315 −2.2627

]
, Y2(2) = 104 ×

[
0.8369 −2.6946

]
,

K1(2) =
[
27.3538 −45.1409

]
, K2(2) =

[
11.6005 −60.1228

]
,

δ(3) = 43.9140, P (3) =
[

52.1186 −130.8730
−130.8730 448.0091

]
,

Y1(3) = 103 ×
[
−1.0664 2.4200

]
, Y2(3) = 103 ×

[
−0.9878 2.1512

]
,

K1(3) =
[
−25.8817 −2.1590

]
, K2(3) =

[
−25.8817 −2.7590

]
.

The resulting fuzzy controller is

u(t) =
2∑

j=1

µjKj(ı)x(t)

where
µ1 = M1(x2(t)) and µ2 = M2(x2(t)).

Output feedback controller design

Case I: ν(t) are available for feedback
In this case, ν(t) = x2(t) is assumed to be available for feedback; for

instance, J = [0 1]. This implies that µi is available for feedback. Using
the LMI optimization algorithm and Theorem 7 with γ = 1 and δ(ı) = 1,we
obtain

X(1) =
[

43.3821 69.5718
69.5718 386.9464

]
, Y (1) =

[
0.4960 −0.9002
−0.9002 3.6918

]
,

Â11(1) =
[

10.0318 1.0079
−123.0107 −65.2591

]
, Â12(1) =

[
10.1591 0.9003

−118.6456 −68.7917

]
,
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Â21(1) =
[

10.0079 1.0933
−122.9968 −61.0529

]
, Â22(1) =

[
10.1352 0.9857

−118.6317 −64.5855

]
,

B̂1(1) =
[
−31.6693
7.9142

]
, B̂2(1) =

[
−31.5525
12.0990

]
,

Ĉ1(1) =
[
−0.5184 −141.9962

]
, Ĉ2(1) =

[
−5.8859 −159.0397

]
,

X(2) =
[

45.5544 6.0210
6.0210 13.9210

]
, Y (2) =

[
0.1759 −0.0224
−0.0224 0.1156

]
,

Â11(2) = 103 ×
[

0.1388 1.0140
−1.3391 −9.8999

]
,Â12(2) = 103 ×

[
0.0128 0.1141
−0.1237 −1.1135

]
,

Â21(2) = 103 ×
[

0.0490 0.2208
−0.4355 −3.2840

]
,Â22(2) = 103 ×

[
0.0582 0.2511
−0.5624 −3.7084

]
,

B̂1(2) =
[
−28.3321
173.4354

]
, B̂2(2) =

[
−30.5197
204.8014

]
,

Ĉ1(2) = 103 ×
[
−0.1107 −1.2470

]
, Ĉ2(2) = 103 ×

[
−0.1532 −1.3909

]
,

X(3) =
[

29.6285 −39.4287
−39.4287 77.8877

]
, Y (3) =

[
0.3094 −0.3190
−0.3190 1.1708

]
,

Â11(3) =
[
−44.6535 −49.5945
−198.0970 −193.4395

]
, Â12(3) =

[
−44.7323 −49.9065
−198.3023 −194.2173

]
,

Â21(3) =
[
−44.5448 −48.9764
−198.0298 −192.4832

]
, Â22(3) =

[
−44.6237 −49.2884
−198.2351 −193.2610

]
,

B̂1(3) =
[

57.1346
32.6070

]
, B̂2(3) =

[
57.4491
33.3825

]
,

Ĉ1(3) =
[
−173.3989 −161.6216

]
, Ĉ2(3) =

[
−173.5604 −162.2239

]
.

The resulting fuzzy controller is

˙̂x(t) =
2∑

i=1

2∑

j=1

µiµjÂij(ı)x̂(t) +
2∑

i=1

µiB̂i(ı)y(t)

u(t) =
2∑

i=1

µiĈi(ı)x̂(t)
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where
µ1 = M1(x2(t)) and µ2 = M2(x2(t)).

Case II: ν(t) are unavailable for feedback
In this case, x2(t) = ν(t) is assumed to be unavailable for feedback; for

instance, J = [1 0]. This implies that µi is unavailable for feedback. Using
the LMI optimization algorithm and Theorem 8 with γ = 1 and δ(ı) = 1, we
obtain

X(1) = 103 ×
[

1.0312 0.6497
0.6497 0.5099

]
, Y (1) =

[
0.5085 −0.9378
−0.9378 3.7992

]
,

Â11(1) =
[

11.3110 3.2504
−386.6777 −207.3117

]
, Â12(1) =

[
11.3178 3.2437

−382.1906 −210.8295

]
,

Â21(1) =
[

11.0800 3.0360
−386.3331 −202.7875

]
, Â22(1) =

[
11.0869 3.0293

−381.8459 −206.3054

]
,

B̂1(1) =
[
−11.3146
18.0796

]
, B̂2(1) =

[
−25.0573
40.0729

]
,

Ĉ1(1) =
[
−387.2706 −210.5697

]
, Ĉ2(1) =

[
−382.7788 −214.0931

]
,

X(2) =
[

259.4300 32.4118
32.4118 17.3704

]
, Y (2) =

[
0.1839 −0.0244
−0.0244 0.1146

]
,

Â11(2) = 103 ×
[

0.0453 0.3444
−0.4707 −3.5877

]
, Â12(2) = 103 ×

[
0.0444 0.3581
−0.4609 −3.7309

]
,

Â21(2) = 103 ×
[

0.0126 0.0876
−0.1425 −1.1073

]
, Â22(2) = 103 ×

[
0.0136 0.0910
−0.1554 −1.1506

]
,

B̂1(2) =
[
−29.8494
242.8519

]
, B̂2(2) =

[
−36.4228
291.8673

]
,

Ĉ1(2) = 103 ×
[
−0.4706 −3.9083

]
, Ĉ2(2) = 103 ×

[
−0.5140 −4.0561

]
,

X(3) =
[

122.6259 −36.2691
−36.2691 197.3630

]
, Y (3) =

[
0.3101 −0.3537
−0.3537 1.2375

]
,

Â11(3) =
[

7.8694 −1.9796
−591.0791 −521.5024

]
, Â12(3) =

[
7.8668 −1.9883

−591.2649 −522.1170

]
,

Â21(3) =
[

7.8710 −1.9696
−591.0733 −520.8918

]
, Â22(3) =

[
7.8683 −1.9782

−591.2591 −521.5064

]
,
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B̂1(3) =
[

5.5268
3.1088

]
, B̂2(3) =

[
5.4929
3.3695

]
,

Ĉ1(3) =
[
−595.5896 −516.0405

]
, Ĉ2(3) =

[
−595.7740 −516.6495

]
.

The resulting fuzzy controller is

˙̂x(t) =
2∑

i=1

2∑

j=1

µ̂iµ̂jÂij(ı)x̂(t) +
2∑

i=1

µ̂iB̂i(ı)y(t)

u(t) =
2∑

i=1

µ̂iĈi(ı)x̂(t)

where
µ̂1 = M1(x̂2(t)) and µ̂2 = M2(x̂2(t)).

Remark 3. Both robust fuzzy state and output feedback controllers guarantee
that the L2-gain, γ, is less than the prescribed value. Figure 5.2 shows the
changing between modes during the simulation with the initial mode 1. The
disturbance input signal, w(t), which was used during simulation is the rectan-
gular signal (magnitude 0.1 and frequency 10 Hz). The ratios of the regulated
output energy to the disturbance input noise energy for both cases are depicted
in Figure 5.3. After time = 3, the ratio of the regulated output energy to
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Fig. 5.2. The result of the changing between modes during the simulation with the
initial mode 1.
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Fig. 5.3. The ratio of the regulated output energy to the disturbance noise energy,( ∫ Tf
0 zT (t)z(t)dt
∫ Tf
0 wT (t)w(t)dt

)
.

the disturbance input noise energy tends to a constant value which is about
0.18 for the state-feedback controller, and 0.22 for the output feedback con-
troller in Case I and 0.26 in Case II. Thus, for the state-feedback controller
where γ =

√
0.18 = 0.424, and for output feedback controller in Case I where

γ =
√

0.22 = 0.469 and in Case II where γ =
√

0.26 = 0.510, all are less than
the prescribed value 1.

5.5 Conclusion

In this chapter, the problem of designing a robust H∞ fuzzy controller for a
TS fuzzy system with MJs and parametric uncertainties has been presented.
Sufficient conditions for the existence of a robust H∞ fuzzy controller have
been derived in terms of a set of linear matrix inequalities. A numerical sim-
ulation example has been supplied to demonstrate the effectiveness of the
proposed design procedure.



6

Robust H∞ Fuzzy Filter Design for Uncertain
Fuzzy Markovian Jump Systems

This chapter presents a technique of designing a robust fuzzy filter for a TS
fuzzy system with MJs and parametric uncertainties. We develop a technique
for designing a robust fuzzy filter such that the L2-gain of the mapping from
the exogenous input noise to the estimated error output is less than the pre-
scribed value. The proposed design is given in terms of LMIs.

6.1 Robust H∞ Fuzzy Filter Design

Without loss of generality, we assume u(t) = 0. Let us recall the system (5.1)
with u(t) = 0 as follows:

ẋ(t) =
∑r

i=1 µi

[
[Ai(η) + ∆Ai(η)]x(t) + [B1i

(η) + ∆B1i
(η)]w(t)

]
, x(0) = 0

z(t) =
∑r

i=1 µi

[
[C1i

(η) + ∆C1i
(η)
]
x(t)

y(t) =
∑r

i=1 µi

[
[C2i

(η) + ∆C2i
(η)]x(t) + [D21i

(η) + ∆D21i
(η)]w(t)

]
.

(6.1)
The aim is to design a full order dynamic H∞ fuzzy filter of the form

˙̂x(t) =
∑r

i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ı)x̂(t) + B̂i(ı)y(t)

]

ẑ(t) =
∑r

i=1 µ̂iĈi(ı)x̂(t)
(6.2)

where x̂(t) ∈ �n is the filter’s state vector, ẑ ∈ �s is the estimate of z(t),
Âij(ı), B̂i(ı) and Ĉi(ı) are parameters of the filter which are to be determined,
and µ̂i denotes the normalized time-varying fuzzy weighting functions for each
rule (i.e., µ̂i ≥ 0 and

∑r
i=1 µ̂i = 1), such that the following inequality holds

E

[∫ Tf

0

{(
z(t) − ẑ(t)

)T(
z(t) − ẑ(t)

)
− γ2wT (t)w(t)

}
dt

]
≤ 0, x(0) = 0

(6.3)
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where E[·] stands for the mathematical expectation and (z(t) − ẑ(t)) is the
estimated error output, for all Tf ≥ 0 and w(t) ∈ [0, Tf ].

Clearly, in real control problems, all of the premise variables are not neces-
sarily measurable, thus two cases will be considered in this section. Subsection
6.1.1 considers the case where the premise variable of the fuzzy model µi is
measurable, while in Subsection 6.1.2, the premise variable is assumed to be
unmeasurable.

6.1.1 Case I–ν(t) is available for feedback

The premise variable of the fuzzy model ν(t) is available for feedback which
implies that µi is available for feedback. Thus, we can select our filter that
depends on µi as follows [91]:

˙̂x(t) =
∑r

i=1

∑r
j=1 µiµj

[
Âij(ı)x̂(t) + B̂i(ı)y(t)

]

ẑ(t) =
∑r

i=1 µiĈi(ı)x̂(t).
(6.4)

Before presenting our next results, the following lemma is recalled.

Lemma 4. Consider the system (6.1). Given a prescribed H∞ performance
γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist matrices
P (ı) = PT (ı) such that the following linear inequalities hold:

P (ı) > 0 (6.5)



P (ı)Aij

cl(ı) + (Aij
cl(ı))

T P (ı) +
∑s

k=1 λıkP (k) (∗)T (∗)T

(P (ı)Bij
cl (ı))

T −γ2I (∗)T

Cij
cl (ı) 0 −I



 < 0 (6.6)

where i, j = 1, 2, · · · , r,

Aij
cl(ı) =

[
Ai(ı) 0

B̂i(ı)C2j
(ı) Âij(ı)

]
,

Bij
cl (ı) =

[
B̃1i

(ı)
B̂i(ı)D̃21j

(ı)

]
, Cij

cl (ı) = [C̃1i
(ı) D̃12(ı)Ĉj(ı)]

with

B̃1i
(ı) = [δ(ı)I I 0 B1i

(ı) 0]

C̃1i
(ı) =

[
γρ(ı)
δ(ı) HT

1i
(ı) γρ(ı)

δ(ı) HT
5i

(ı)
√

2ℵ(ı)ρ(ı)HT
4i

(ı)
√

2ℵ(ı)CT
1i

(ı)
]T

D̃12(ı) =
[
0 0 0 −

√
2ℵ(ı)I

]T

D̃21i
(ı) = [0 0 δ(ı)I D21i

(ı) I]

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖ + ‖HT
7i

(ı)H7j
(ı)‖
]




1
2

,

then the inequality (6.3) is guaranteed.
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Proof: The proof can be carried out by the same technique used in Lemma
5.1.

Knowing that the filter’s premise variable is the same as the plant’s premise
variable, the left hand side of (6.6) can be re-expressed as follows:

P (ı)Aij
cl(ı) + (Aij

cl(ı))
T P (ı) + γ−2P (ı)Bij

cl (ı)(B
ij
cl (ı))

T P (ı)
+
∑s

k=1 λıkP (k) + (Cij
cl (ı))

T Cij
cl (ı).

(6.7)

Before providing LMI-based sufficient conditions for the system (5.1) with
u(t) = 0 to have an H∞ performance, let us partition the matrix P (ı) given
by Lemma 4 as follows:

P (ı) =
[

X(ı) Y −1(ı) − X(ı)
Y −1(ı) − X(ı) X(ı) − Y −1(ı)

]
(6.8)

where X(ı) = XT (ı) ∈ �n×n and Y (ı) = Y T (ı) ∈ �n×n. Utilizing the parti-
tion above, we define the new filter’s input and output matrices as

Bi(ı)
∆=
[
Y −1(ı) − X(ı)

]
B̂i(ı)

Ci(ı)
∆= Ĉi(ı)Y (ı).

(6.9)

Using these changes of variable, we have the following theorem.

Theorem 9. Consider the system (6.1). Given a prescribed H∞ performance
γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist matrices
X(ı) = XT (ı), Y (ı) = Y T (ı), Bi(ı) and Ci(ı), i = 1, 2, · · · , r, satisfying the
following linear matrix inequalities:

[
X(ı) I
I Y (ı)

]
> 0 (6.10)

X(ı) > 0 (6.11)
Y (ı) > 0 (6.12)

Ψ11ii
(ı) < 0, i = 1, 2, · · · , r (6.13)

Ψ22ii
(ı) < 0, i = 1, 2, · · · , r (6.14)

Ψ11ij
(ı) + Ψ11ji

(ı) < 0, i < j ≤ r (6.15)
Ψ22ij

(ı) + Ψ22ji
(ı) < 0, i < j ≤ r (6.16)

where

Ψ11ij (ı) =





(
Ai(ı)Y (ı) + Y (ı)AT

i (ı)
+λııY (ı) + γ−2B̃1i

(ı)B̃T
1j

(ı)

)
(∗)T (∗)T

C̃1i
(ı)Y (ı) + D̃12(ı)Cj(ı) −I (∗)T

J T (ı) 0 −Y(ı)



 (6.17)
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Ψ22ij (ı) =








AT

i (ı)X(ı) + X(ı)Ai(ı)
+Bi(ı)C2j

(ı) + CT
2i

(ı)BT
j (ı)

+C̃T
1i

(ı)C̃1j
(ı) +

∑s
k=1 λıkX(k)



 (∗)T

B̃T
1i

(ı)X(ı) + D̃T
21i

(ı)BT
j (ı) −γ2I



 (6.18)

with

J (ı) =
[√

λ1ıY (ı) · · ·
√

λ(i−1)ıY (ı)
√

λ(i+1)ıY (ı) · · ·
√

λsıY (ı)
]

Y(ı) = diag
{

Y (1), · · · , Y (ı − 1), Y (ı + 1), · · · , Y (s)
}

B̃1i
(ı) = [δ(ı)I I 0 B1i

(ı) 0]

C̃1i
(ı) =

[
γρ(ı)
δ(ı) HT

1i
(ı) γρ(ı)

δ(ı) HT
5i

(ı)
√

2ℵ(ı)ρ(ı)HT
4i

(ı)
√

2ℵ(ı)CT
1i

(ı)
]T

D̃12(ı) =
[
0 0 0 −

√
2ℵ(ı)I

]T

D̃21i
(ı) = [0 0 δ(ı)I D21i

(ı) I]

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖ + ‖HT
7i

(ı)H7j
(ı)‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable filter is of the form (6.4) with

Âij(ı) =
[
Y −1(ı) − X(ı)

]−1Mij(ı)Y −1(ı)
B̂i(ı) =

[
Y −1(ı) − X(ı)

]−1Bi(ı)
Ĉi(ı) = Ci(ı)Y −1(ı)

(6.19)

where

Mij(ı) = −AT
i (ı) − X(ı)Ai(ı)Y (ı) −

[
Y −1(ı) − X(ı)

]
B̂i(ı)C2j

(ı)Y (ı)
−
∑s

k=1 λıkY −1(k)Y (ı) − C̃T
1i

(ı)
[
C̃1j

(ı)Y (ı) + D̃12(ı)Ĉj(ı)Y (ı)
]

−γ−2
{

X(ı)B̃1i
(ı) +

[
Y −1(ı) − X(ı)

]
B̂i(ı)D̃21i

(ı)
}

B̃T
1j

(ı).
(6.20)

Proof: Suppose there exist X(ı) and Y (ı) such that the inequalities (6.10) and
(6.11)-(6.12) hold. The inequality (6.10) implies that the matrix P (ı) defined
in (6.7) is a positive definite matrix. Using the partition (6.8), the filter (6.9)

and multiplying (6.7) to the left by
[

Y (ı) I
Y (ı) 0

]
and to the right by

[
Y (ı) Y (ı)

I 0

]
,

we have
[

Φ11ij
(ı) 0

0 Φ22ij
(ı)

]
(6.21)

where
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Φ11ij
(ı) = Ai(ı)Y (ı) + Y (ı)AT

i (ı) + λııY (ı) + γ−2B̃1i
(ı)B̃T

1j
(ı)

+[Y (ı)C̃T
1i

(ı) + CT
i (ı)D̃T

12(ı)][Y (ı)C̃T
1i

(ı) + CT
i (ı)D̃T

12(ı)]
T

+J (ı)Y−1(ı)J T (ı) (6.22)
Φ22ij

(ı) = AT
i (ı)X(ı) + X(ı)Ai(ı) + Bi(ı)C2j

(ı) + CT
2i

(ı)BT
j (ı)

+γ−2
[
X(ı)B̃1i

(ı) + Bi(ı)D̃21j
(ı)
][

B̃T
1i

(ı)X(ı) + D̃T
21i

(ı)BT
i (ı)

]

+C̃T
1i

(ı)C̃1j
(ı) +

s∑

k=1

λıkX(k). (6.23)

Note that Φ11ij
and Φ22ij

are the Schur complements of Ψ11ij
and Ψ22ij

. Using
(6.13)-(6.16), we have (6.21) less than zero. Hence, by Theorem 9, we learn
that the inequality (6.3) holds.

6.1.2 Case II–ν(t) is unavailable for feedback

Now, the premise variable of the fuzzy model ν(t) is unavailable for feedback
which implies µi is unavailable for feedback. Hence, we cannot select our filter
which depends on µi. Thus, we select our filter as follows [91]:

˙̂x(t) =
∑r

i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ı)x̂(t) + B̂i(ı)y(t)

]

ẑ(t) =
∑r

i=1 µ̂iĈi(ı)x̂(t)
(6.24)

where µ̂i depends on the premise variable of the filter which is different from
µi.

By applying the same technique used in Subsection 3.3.2, we have the follow-
ing theorem.

Theorem 10. Consider the system (6.1). Given a prescribed H∞ perfor-
mance γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there
exist matrices X(ı) = XT (ı), Y (ı) = Y T (ı), Bi(ı) and Ci(ı), i = 1, 2, · · · , r,
satisfying the following linear matrix inequalities:

[
X(ı) I
I Y (ı)

]
> 0 (6.25)

X(ı) > 0 (6.26)
Y (ı) > 0 (6.27)

Ψ11ii(ı) < 0, i = 1, 2, · · · , r (6.28)
Ψ22ii

(ı) < 0, i = 1, 2, · · · , r (6.29)
Ψ11ij

(ı) + Ψ11ji
(ı) < 0, i < j ≤ r (6.30)

Ψ22ij
(ı) + Ψ22ji

(ı) < 0, i < j ≤ r (6.31)
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where

Ψ11ij (ı) =





(
Ai(ı)Y (ı) + Y (ı)AT

i (ı)
+λııY (ı) + γ−2 ˜̄B1i

(ı) ˜̄BT
1j

(ı)

)
(∗)T (∗)T

˜̄C1i
(ı)Y (ı) + ˜̄D12(ı)Cj(ı) −I (∗)T

J T (ı) 0 −Y(ı)



 (6.32)

Ψ22ij
(ı) =








AT

i (ı)X(ı) + X(ı)Ai(ı)
+Bi(ı)C2j

(ı) + CT
2i

(ı)BT
j (ı)

+ ˜̄CT
1i

(ı) ˜̄C1j
(ı) +

∑s
k=1 λıkX(k)



 (∗)T

˜̄BT
1i

(ı)X(ı) + ˜̄DT
21i

(ı)BT
j (ı) −γ2I



 (6.33)

with

J (ı) =
[√

λ1ıY (ı) · · ·
√

λ(i−1)ıY (ı)
√

λ(i+1)ıY (ı) · · ·
√

λsıY (ı)
]

Y(ı) = diag
{

Y (1), · · · , Y (ı − 1), Y (ı + 1), · · · , Y (s)
}

˜̄B1i
(ı) = [δ(ı)I I 0 B1i

(ı) 0]

˜̄C1i
(ı) =

[
γρ̄(ı)
δ(ı) H̄T

1i
(ı) γρ̄(ı)

δ(ı) H̄T
5i

(ı)
√

2ℵ̄(ı)ρ̄(ı)H̄T
4i

(ı)
√

2ℵ̄(ı)CT
1i

(ı)
]T

˜̄D12(ı) =
[
0 0 0 −

√
2ℵ̄(ı)I

]T

˜̄D21i
(ı) = [0 0 δ(ı)I D21i

(ı) I]

ℵ̄(ı) =



1 + ρ̄2(ı)
r∑

i=1

r∑

j=1

[
‖H̄T

2i
(ı)H̄2j

(ı)‖ + ‖H̄T
7i

(ı)H̄7j
(ı)‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable filter is of the form (6.24) with

Âij(ı) =
[
Y −1(ı) − X(ı)

]−1Mij(ı)Y −1(ı)
B̂i(ı) =

[
Y −1(ı) − X(ı)

]−1Bi(ı)
Ĉi(ı) = Ci(ı)Y −1(ı)

(6.34)

where

Mij(ı) = −AT
i (ı) − X(ı)Ai(ı)Y (ı) −

[
Y −1(ı) − X(ı)

]
B̂i(ı)C2j

(ı)Y (ı)
−
∑s

k=1 λıkY −1(k)Y (ı) − ˜̄CT
1i

(ı)
[

˜̄C1j
(ı)Y (ı) + ˜̄D12(ı)Ĉj(ı)Y (ı)

]

−γ−2
{

X(ı) ˜̄B1i
(ı) +

[
Y −1(ı) − X(ı)

]
B̂i(ı) ˜̄D21i

(ı)
}

˜̄BT
1j

(ı).
(6.35)

Proof: It can be shown by employing the same technique used in the proof for
Theorem 8.
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6.2 Example

Consider the tunnel diode circuit shown in Figure 4.4 where the tunnel diode
is characterized by

iD(t) = 0.002vD(t) + αv3
D(t)

where α is the characteristic parameter. The circuit is governed by the follow-
ing state equations:

Cẋ1(t) = −0.002x1(t) − αx3
1(t) + x2(t)

Lẋ2(t) = −x1(t) − Rx2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =
[

x1(t)
x2(t)

] (6.36)

where w(t) is the disturbance noise input, y(t) is the measurement output,
z(t) is the state to be estimated and J is the sensor matrix. Note that the
variables x1(t) and x2(t) are the deviation variables (variables deviate from
the desired trajectories). The parameters in the circuit are given as follows:
C = 20 mF , L = 1000 mH and R = 10 Ω. Suppose that this system is
aggregated into 3 modes as shown in Table 6.1:

Table 6.1. System Terminology.

Mode ı α(ı) ± ∆α(ı)

1 0.01 ±10%

2 0.02 ±10%

3 0.03 ±10%

with the nominal transition probability matrix that relates the three operation
modes

Pık =




0.67 0.17 0.16
0.30 0.47 0.23
0.26 0.10 0.64



 .

With these parameters, (6.36) can be rewritten as

ẋ1(t) = −0.1x1(t) −
(

[α(ı)+∆α(ı)]
C x2

1(t)
)
· x1(t) + 50x2(t)

ẋ2(t) = −x1(t) − 10x2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =
[

x1(t)
x2(t)

]
.

(6.37)
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For the sake of simplicity, we will use as few rules as possible. Assuming
that |x1(t)| ≤ 3, the nonlinear network system (6.37) can be approximated by
the following TS fuzzy model:

Plant Rule 1: IF x1(t) is M1(x1(t)) THEN

ẋ(t) = [A1(ı) + ∆A1(ı)]x(t) + B11(ı)w(t), x(0) = 0,
z(t) = C11(ı)x(t),
y(t) = C21(ı)x(t) + D211(ı)w(t).

Plant Rule 2: IF x1(t) is M2(x1(t)) THEN

ẋ(t) = [A2(ı) + ∆A2(ı)]x(t) + B12(ı)w(t), x(0) = 0,
z(t) = C12(ı)x(t),
y(t) = C22(ı)x(t) + D212(ı)w(t)

where

A1(1) =
[
−0.1 50
−1 −10

]
, A2(1) =

[
−4.6 50
−1 −10

]
,

A1(2) =
[
−0.1 50
−1 −10

]
, A2(2) =

[
−9.1 50
−1 −10

]
,

A1(3) =
[
−0.1 50
−1 −10

]
, A2(3) =

[
−13.6 50
−1 −10

]
,

B11(ı) = B12(ı) =
[

0 0
0 0.1

]
, C11(ı) = C12(ı) =

[
1 0
0 1

]
,

C21(ı) = C22(ı) = J, D211(ı) = D212(ı) =
[
0.1 0

]
,

∆A1(ı) = F (x(t), ı, t)H11(ı) and A2(ı) = F (x(t), ı, t)H12(ı).

Now, by assuming that ‖F (x(t), ı, t)‖ ≤ ρ(ı) = 1, we have

H11(1) =
[

0 0
0 0

]
, H12(1) =

[
−0.45 0

0 0

]
,

H11(2) =
[

0 0
0 0

]
, H12(2) =

[
−0.9 0

0 0

]
,

H11(3) =
[

0 0
0 0

]
and H12(3) =

[
−1.35 0

0 0

]
.

Note that the plot of the membership function Rules 1 and 2 is the same as
in Figure 4.5.
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Case I-ν(t) is available for feedback
In this case, x1(t) = ν(t) is assumed to be available for feedback; for

instance, J = [1 0]. This implies that µi is available for feedback. Using the
LMI optimization algorithm and Theorem 6.1 with γ = 1 and δ(1) = δ(2) =
δ(3) = 1, we obtain

X(1) =
[

1.3527 4.1536
4.1536 23.7154

]
, Y (1) =

[
15.9976 −0.2409
−0.2409 0.5000

]
,

Â11(1) =
[
−50.5324 −1.7600
−9.7924 −0.5462

]
, Â12(1) =

[
−50.5324 −1.7600
−9.7924 −0.5462

]
,

Â21(1) =
[
−53.3639 −1.8542
−19.4469 −0.3911

]
, Â22(1) =

[
−53.3639 −1.8542
−19.4469 −0.3911

]
,

B̂1(1) =
[

0.2743
−0.9846

]
, B̂2(1) =

[
0.3067
−1.2423

]
,

Ĉ1(1) =
[
−35.3553 −1.1213

]
, Ĉ2(1) =

[
−35.3553 0.1110

]
,

X(2) =
[

1.1422 3.3069
3.3069 19.7273

]
, Y (2) =

[
8.8351 −0.1880
−0.1880 0.3363

]
,

Â11(2) =
[
−52.3064 −2.3475
−3.8388 −0.5670

]
, Â12(2) =

[
−52.3064 −2.3475
−3.8388 −0.5670

]
,

Â21(2) =
[
−58.4742 −2.4526
−25.9706 −0.1006

]
, Â22(2) =

[
−58.4742 −2.4526
−25.9706 −0.1006

]
,

B̂1(2) =
[

0.4488
−1.6417

]
, B̂2(2) =

[
0.0851
−0.5918

]
,

Ĉ1(2) =
[
−35.3553 −0.1998

]
, Ĉ2(2) =

[
−35.3553 −0.2554

]
,

X(3) =
[

0.9146 2.5472
2.5472 16.0807

]
, Y (3) =

[
5.8540 −0.1805
−0.1805 0.2579

]
,

Â11(3) =
[
−53.3336 −2.8124
−0.7319 −0.7547

]
, Â12(3) =

[
−53.3336 −2.8124
−0.7319 −0.7547

]
,

Â21(3) =
[
−63.4126 −3.1736
−22.7881 −0.0209

]
, Â22(3) =

[
−63.4126 −3.1736
−22.7881 −0.0209

]
,
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B̂1(3) =
[

0.7630
−2.9262

]
, B̂2(3) =

[
0.0795
−0.7686

]
,

Ĉ1(3) =
[
−35.3553 −1.6653

]
, Ĉ2(3) =

[
−35.3553 0.2665

]
.

The resulting fuzzy filter is

˙̂x(t) =
∑2

i=1

∑2
j=1 µiµjÂij(ı)x̂(t) +

∑2
i=1 µiB̂i(ı)y(t)

ẑ(t) =
∑2

i=1 µiĈi(ı)x̂(t)
(6.38)

where
µ1 = M1(x1(t)) and µ2 = M2(x1(t)).

Case II-ν(t) is unavailable for feedback
In this case, x1(t) = ν(t) is assumed to be unavailable for feedback; for

instance, J = [0 1]. This implies that µi is unavailable for feedback. Using the
LMI optimization algorithm and Theorem 6.2 with γ = 1 and δ(1) = δ(2) =
δ(3) = 1 , we obtain

X(1) =
[

1.3721 4.2243
4.2243 24.1080

]
, Y (1) =

[
14.7533 −0.2063
−0.2063 0.4399

]
,

Â11(1) =
[
−50.7139 −1.7308
−22.5449 −0.0146

]
, Â12(1) =

[
−50.7139 −1.7308
−22.5449 −0.0146

]
,

Â21(1) =
[
−53.6150 −1.7741
−24.4667 −0.8441

]
, Â22(1) =

[
−53.6150 −1.7741
−24.4667 −0.8441

]
,

B̂1(1) =
[

0.1802
−0.7387

]
, B̂2(1) =

[
0.5358
−1.8729

]
,

Ĉ1(1) =
[
−35.3553 1.0222

]
, Ĉ2(1) =

[
−35.3553 0.1221

]
,

X(2) =
[

1.1564 3.3632
3.3632 20.0687

]
, Y (2) =

[
8.1386 −0.1553
−0.1553 0.2925

]
,

Â11(2) =
[
−52.9363 −2.1627
−15.3598 0.3097

]
, Â12(2) =

[
−52.9363 −2.1627
−15.3598 0.3097

]
,

Â21(2) =
[
−59.2867 −2.2823
−28.1564 −0.9187

]
, Â22(2) =

[
−59.2867 −2.2823
−28.1564 −0.9187

]
,

B̂1(2) =
[

0.5723
−1.6360

]
, B̂2(2) =

[
1.0338
−1.7367

]
,
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Ĉ1(2) =
[
−35.3553 −1.4211

]
, Ĉ2(2) =

[
−35.3553 0

]
,

X(3) =
[

0.9254 2.5969
2.5969 16.4096

]
, Y (3) =

[
5.4341 −0.1491
−0.1491 0.2228

]
,

Â11(3) =
[
−54.8946 −2.9091
−12.0349 0.4766

]
, Â12(3) =

[
−54.8946 −2.9091
−12.0349 0.4766

]
,

Â21(3) =
[
−64.5265 −2.7580
−24.0698 −1.2716

]
, Â22(3) =

[
−64.5265 −2.7580
−24.0698 −1.2716

]
,

B̂1(3) =
[

1.0373
−1.1620

]
, B̂2(3) =

[
1.1281
−1.5550

]
,

Ĉ1(3) =
[
−35.3553 1.4877

]
, Ĉ2(3) =

[
−35.3553 −0.3775

]
.

The resulting fuzzy filter is

˙̂x(t) =
∑2

i=1

∑2
j=1 µ̂iµ̂jÂij(ı)x̂(t) +

∑2
i=1 µ̂iB̂i(ı)y(t)

ẑ(t) =
∑2

i=1 µ̂iĈi(ı)x̂(t)
(6.39)

where
µ̂1 = M1(x̂1(t)) and µ̂2 = M2(x̂1(t)).

Remark 4. Figures 6.1(a)-6.1(b), respectively, show the responses of x1(t) and
x2(t) in Cases I and II. Figure 6.2 shows the result of the changing between
modes during the simulation with the initial mode 2. The disturbance input
signal, w(t), which was used during the simulation is given in Figure 6.3. The
simulation results for the ratio of the filter error energy to the disturbance
input noise energy obtained by using the H∞ fuzzy filter are depicted in Figure
6.4. After 15 seconds, the ratio of the filter error energy to the disturbance
input noise energy tends to a constant value which is about 0.33 in Case I and
0.38 in Case II. Thus, in Case I where γ =

√
0.33 = 0.574 and in Case II

where γ =
√

0.38 = 0.616, both are less than the prescribed value 1.
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Fig. 6.1. The histories of x1(t) and x2(t) in Cases I and II.
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Fig. 6.2. The result of the changing between modes during the simulation with the
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Fig. 6.3. The disturbance input noise, w(t).
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Fig. 6.4. The ratio of the filter error energy to the disturbance noise energy:(∫ Tf
0 (z(t)−ẑ(t))T (z(t)−ẑ(t))dt

∫ Tf
0 wT (t)w(t)dt

)
.

6.3 Conclusion

This chapter presented a method for designing a robust fuzzy filter for a TS
fuzzy system with MJs which guarantees an induce L2 norm bound constraint
on disturbance attenuation for all admissible uncertainties. Sufficient condi-
tions for the existence of the robust H∞ fuzzy filter have been derived in terms
of a family of LMIs. Finally, a numerical design example of the robust fuzzy
filter has been presented to illustrate our design procedures.



7

Uncertain Fuzzy Singularly Perturbed Systems

7.1 Background and Motivation

Singularly perturbed systems (SPSs), sometimes called multiple time-scale
dynamic systems, normally occur due to the presence of small “parasitic”
parameters such as small time constants and masses. Examples of SPSs can
be found in every discipline. In power system models, a small “parasitic”
parameter can represent machine reactance or transients in voltage regulators.
In industrial control systems, it may represent time constants of drives and
actuators. In biochemical models, a small “parasitic” parameter can indicate
a small quantity of an enzyme. In flexible booster models, a small “parasitic”
parameter is due to bending modes and in nuclear reactor models, it is due
to fast neutrons. The presence of these “parasitic” parameters can make the
dimensionality of a dynamics system prohibitively high.

For the past three decades, SPSs have been intensively studied by many re-
searchers; e.g., [93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107,
108, 109, 110, 111, 112, 113, 114, 95, 100, 115, 116, 117, 118, 119, 120, 121].
The main purpose of the singular perturbation approach to analysis and de-
sign is the alleviation of high dimensionality and ill-conditioning which is
caused by the interaction of slow and fast dynamic modes. The separation of
states into slow and fast subsystems is a nontrivial modelling task demanding
insight and ingenuity on the part of the analyst. In state space, such systems
are commonly modelled using the mathematical framework of singular pertur-
bations, with a small parameter, say ε, determining the degree of separation
between the “slow” and “fast” modes of the system. However, it is necessary
to note that it is possible to solve SPSs without separating into slow and
fast mode subsystems if the “parasitic” parameters are large enough. In the
case of having very small “parasitic” parameters which normally occur in the
description of various physical phenomena, a popular approach adopted to
handle these systems is based on the so-called reduction technique [104]. Ac-
cording to this technique, the fast variables are replaced by their steady states
obtained with “frozen” slow variables and controls, and the slow dynamics are
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approximated by the corresponding reduced order system. This time-scale is
asymptotic, that is, exact in the limit, as the ratio of the speeds of the slow
versus the fast dynamics tends to zero.

Some of the first works in the area of SPSs were investigated by Tikhonov,
[122], in 1948. This work related to the solution of differential equations with
a small parameter multiplying the derivative. Later, modern control theories
were introduced in the 1960’s by many researchers such as Bellman, Kalman
and others, which could be easily applied to the singularly perturbed problems;
e.g., [123, 124, 125]. As a result, the last 43 years has witnessed a rapid growth
in further development of these control methods for SPSs. Literature surveys
on singular perturbation, [103, 126], list over 350 post-1980’s references on
this topic.

In 1969, the singularly perturbed regulator problem was originally posed
by Sannuti and Kokotovic [102]. Their works were based on the condition of
assumed stability of certain partitions of the plant matrix and no fast out-
put terms. Later, the papers of Chow and Kokotovic [127] and Suzuki and
Miura [128] addressed control for the regulator and state-feedback stabiliza-
tion problem. The theory of composite feedback control was developed further
by Khalil, [101], in 1987. In recent decades, the research on SPSs in the H∞
sense has been highly recognized in the control area due to the great practical
importance. For examples, Pan and Basar, [106, 107], investigated the H∞-
optimal control of SPSs under both perfect and imperfect state measurement.
Shi and Dragan, [110, 111], have considered the asymptotic H∞ control design
of SPSs with parametric uncertainties. In [109], the authors have investigated
the decomposition solution of H∞ filter gain for SPSs, while the reduced-
order H∞ optimal filtering for system with slow and fast modes has been
considered in [93]. Recently, Dragan, [129], has developed an H∞ controller
for LSPS–MJs via the slow-fast decomposition approach.

Although many researchers have studied the H∞ control and filter design
of LSPSs and LSPS–MJs for many years, the H∞ control and filter design of
nonlinear singularly perturbed systems (NSPSs) and nonlinear singularly per-
turbed systems with Markovian jumps (NSPS–MJs) remains as open research
areas. This is generally due to the fact that NSPSs and NSPS-MJs cannot be
decomposed into slow and fast subsystems. Furthermore, if we employ the ex-
isting fuzzy results in [34, 35, 27, 38, 39, 40, 41, 42, 43, 44, 48, 49, 50, 51, 52, 53]
on the NSPS and NSPS–MJs, they end up with a family of ill-conditioned lin-
ear matrix inequalities (LMIs) resulting from the interaction of slow and fast
dynamic modes. In general, ill-conditioned LMIs are very difficult to solve.
Recently, there have been some attempts in H∞ control for a class of NSPSs,
however, nonlinearity only on the slow variables has been examined; e.g.,
[98, 130, 131, 132, 133, 134, 135]. A local state-feedback H∞ control problem
for affine NSPSs has been also addressed in [98]. In [136], a global state-
feedback H∞ control problem for a class of NSPSs described by the TS fuzzy
model has been studied. So far, to the best of our knowledge, an LMI ap-
proach to the H∞ control and filter problem of the parametric uncertainties
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issue in NSPS and NSPS–MJ based on the TS fuzzy model has not yet been
considered in the literature.

This motivates us to consider the topics in UNSPSs and UNSPS–MJs since
in general, UNSPSs and UNSPS–MJs cannot be decomposed into slow and
fast subsystems. The commonly used method to solve the design problem for
these classes of systems is basically based on a linearized technique and a
slow-fast decomposition approach which may result in a system far from its
desired performance. Thus, it is necessary to have an approach that can help
us to overcome the design difficulties of the controller and filter for a class of
UNSPSs and UNSPS–MJs.

Therefore, in order to bridge the gap, this book will present a new novel
methodology on designing a robust H∞ fuzzy controller and a robust H∞
fuzzy filter for a class of UNSPSs and UNSPS–MJs which are described by a
TS fuzzy system with parametric uncertainties and with/without MJs. The
proposed design approach in this book for a class of UFSPSs and UFSPS–MJs
does not involve the separation of states into slow and fast ones and it can
be applied not only to standard, but also to nonstandard nonlinear singularly
perturbed systems. The outline of presentation for Part II is given in next
section.

7.2 Outline of Part II

In Part II, the synthesis design procedure of a robust H∞ fuzzy controller and
a robust H∞ fuzzy filter for a class of UNSPSs and UNSPS–MJs which is de-
scribed by a TS fuzzy system with parametric uncertainties and with/without
MJs is presented. The outline of Part II is presented as follows. Chapter 7 pro-
vides some background and motivation on UFSPSs. Chapters 8 and 9 present
the synthesis design procedure of a robust H∞ fuzzy controller and a robust
H∞ fuzzy filter for the class of UFSPSs. Then, Chapters 10 and 11 respec-
tively present the synthesis design procedure of a robust H∞ fuzzy controller
and a robust H∞ fuzzy filter for the class of UFSPS–MJs. Finally, to illus-
trative the effectiveness of the design procedures, a numerical example is also
given at the end of each chapter.
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Robust H∞ Fuzzy Control Design for
Uncertain Fuzzy Singularly Perturbed Systems

In this chapter, we present a new designing technique for a robust fuzzy state
and output feedback controller for a TS singularly perturbed fuzzy system
with parametric uncertainties. A technique for designing a robust fuzzy con-
troller such that the L2-gain of the mapping from the exogenous input noise
to the regulated output is less than the prescribed value has been developed.

8.1 System Description

In this chapter, we generalize the TS singularly perturbed fuzzy system to
represent a TS singularly perturbed fuzzy system with parametric uncertain-
ties. As in [136], we examine a TS singularly perturbed fuzzy system with
parametric uncertainties as follows:

Eεẋ(t) =
∑r

i=1 µi(ν(t))
[
[Ai + ∆Ai]x(t) + [B1i

+ ∆B1i
]w(t)

+[B2i
+ ∆B2i

]u(t)
]
, x(0) = 0

z(t) =
∑r

i=1 µi(ν(t))
[
[C1i

+ ∆C1i
]x(t) + [D12i

+ ∆D12i
]u(t)

]

y(t) =
∑r

i=1 µi(ν(t))
[
[C2i

+ ∆C2i
]x(t) + [D21i + ∆D21i ]w(t)

]
(8.1)

where Eε =
[

I 0
0 εI

]
, ε > 0 is the singular perturbation parameter, ν(t) =

[ν1(t) · · · νϑ(t)] is the premise variable vector that may depend on states
in many cases, µi(ν(t)) denotes the normalized time-varying fuzzy weight-
ing functions for each rule (i.e., µi(ν(t)) ≥ 0 and

∑r
i=1 µi(ν(t)) = 1), ϑ is

the number of fuzzy sets, x(t) ∈ �n is the state vector, u(t) ∈ �m is the
input, w(t) ∈ �p is the disturbance which belongs to L2[0,∞), y(t) ∈ ��

is the measurement and z(t) ∈ �s is the controlled output, the matrices
Ai, B1i

, B2i
, C1i

, C2i
,D12i

and D21i
are of appropriate dimensions, and the

matrices ∆Ai, ∆B1i
, ∆B2i

, ∆C1i
, ∆C2i

, ∆D12i
and ∆D21i

represent the
uncertainties in the system and satisfy Assumption 3.1.
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8.2 Robust H∞ State-Feedback Control Design

The aim of this section is to design a robust H∞ fuzzy state-feedback controller
of the form

u(t) =
r∑

j=1

µjKjx(t) (8.2)

where Kj is the controller gain, such that the inequality (3.3) holds. The state
space form of the fuzzy system model (8.1) with the controller (8.2) is given
by

Eεẋ(t) =
∑r

i=1

∑r
j=1 µiµj

[
[(Ai + B2i

Kj) + (∆Ai + ∆B2i
Kj)]x(t)

+[B1i
+ ∆B1i

]w(t)
]
, x(0) = 0.

(8.3)

Sufficient conditions for the existence of a robust H∞ fuzzy state-feedback
controller are provided in the following lemma. The Lyapunov approach is
used to derived these sufficient conditions.

Lemma 5. Consider the system (8.1). Given a prescribed H∞ performance
γ > 0 and a positive constant δ, if there exist a matrix Pε = PT

ε and ma-
trices Yj, j = 1, 2, · · · , r, satisfying the following ε-dependent linear matrix
inequalities:

Pε > 0 (8.4)
Ψii(ε) < 0, i = 1, 2, · · · , r (8.5)

Ψij(ε) + Ψji(ε) < 0, i < j ≤ r (8.6)

where

Ψij(ε) =




AiE

−1
ε Pε + E−1

ε PεA
T
i + B2i

Yj + Y T
j BT

2i
(∗)T (∗)T

B̃T
1i

−γI (∗)T

C̃1i
E−1

ε Pε + D̃12iYj 0 −γI



 (8.7)

with

B̃1i
=
[
δI I δI B1i

]
, C̃1i

=
[

γρ
δ HT

1i
0
√

2λρHT
4i

√
2λCT

1i

]T
,

D̃12i
=
[
0 γρ

δ HT
3i

√
2λρHT

6i

√
2λDT

12i

]T
, λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖
]




1
2

,

then the inequality (3.3) holds. Furthermore, a suitable choice of the fuzzy
controller is



8.2 Robust H∞ State-Feedback Control Design 87

u(t) =
r∑

j=1

µjKj(ε)x(t) (8.8)

where

Kj(ε) = YjP
−1
ε Eε. (8.9)

Proof: The proof can be carried out by the same technique used in Theorem
1.

Remark 5. The LMIs given in Lemma 5 become ill-conditioned when ε is
sufficiently small, which is always the case for the SPS. In general, these
ill-conditioned LMIs are very difficult to solve. Thus, to alleviate these ill-
conditioned LMIs, we have the following theorem which does not depend
on ε.

Theorem 11. Consider the system (8.1). Given a prescribed H∞ perfor-
mance γ > 0 and a positive constant δ, if there exist a matrix P and ma-
trices Yj, j = 1, 2, · · · , r, satisfying the following ε-independent linear matrix
inequalities:

EP = PT E, PD = DP, EP + PD > 0 (8.10)
Ψii < 0, i = 1, 2, · · · , r (8.11)

Ψij + Ψji < 0, i < j ≤ r (8.12)

where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
and

Ψij =




AiP + PT AT

i + B2i
Yj + Y T

j BT
2i

(∗)T (∗)T

B̃T
1i

−γI (∗)T

C̃1i
P + D̃12iYj 0 −γI



 (8.13)

with

B̃1i
=
[
δI I δI B1i

]
, C̃1i

=
[

γρ
δ HT

1i
0
√

2λρHT
4i

√
2λCT

1i

]T
,

D̃12i =
[
0 γρ

δ HT
3i

√
2λρHT

6i

√
2λDT

12i

]T
, λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖
]




1
2

,

then there exists a sufficiently small ε̂ > 0 such that the inequality (3.3) holds
for ε ∈ (0, ε̂]. Furthermore, a suitable choice of the fuzzy controller is
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u(t) =
r∑

j=1

µjKjx(t) (8.14)

where
Kj = YjP

−1. (8.15)

Proof: Suppose there exists a matrix P such that the inequality (8.10) holds,
then P is of the following form:

P =
(

P1 0
PT

2 P3

)
(8.16)

with P1 = PT
1 > 0 and P3 = PT

3 > 0. Let

Pε = Eε(P + εP̃ ) (8.17)

with

P̃ =
(

0 P2

0 0

)
. (8.18)

Substituting (8.16) and (8.18) into (8.17), we have

Pε =
(

P1 εP2

εPT
2 εP3

)
. (8.19)

Clearly, Pε = PT
ε , and there exists a sufficient small ε̂ such that for ε ∈ (0, ε̂],

Pε > 0. Using the matrix inversion lemma, we learn that

P−1
ε =

[
P−1 + εMε

]
E−1

ε (8.20)

where Mε = −P−1P̃
(
I + εP−1P̃

)−1

P−1. Substituting (8.17) and (8.20) into
(8.7), we obtain

Ψij + ψij (8.21)

where the ε-independent linear matrix Ψij is defined in (8.13) and the ε-
dependent linear matrix is

ψij = ε




AiP̃ + P̃T AT

i + B2i
Yεj

+ Y T
εj

BT
2i

(∗)T (∗)T

0 0 (∗)T

C̃1i
P̃ + D̃12i

Yεj
0 0



 (8.22)

where Yεj
= KjM

−1
ε . Note that the ε-dependent linear matrix tends to zero

when ε approaches zero.
Employing (8.10)-(8.13) and using the fact that for any given negative

definite matrix W, there exists an ε > 0 such that W + εI < 0, one can show
that there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], (8.5) and
(8.6) hold. Since (8.4)-(8.6) hold, using Lemma 8.1, the inequality (3.3) holds
for ε ∈ (0, ε̂] .
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8.3 Robust H∞ Output Feedback Control Design

This section aims at designing a full order dynamic H∞ fuzzy output feedback
controller of the form

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ε)x̂(t) + B̂iy(t)

]

u(t) =
∑r

i=1 µ̂iĈix̂(t)
(8.23)

where x̂(t) ∈ �n is the controller’s state vector, Âij(ε), B̂i and Ĉi are pa-
rameters of the controller which are to be determined, and µ̂i denotes the
normalized time-varying fuzzy weighting functions for each rule (i.e., µ̂i ≥ 0
and

∑r
i=1 µ̂i = 1), such that the inequality (3.3) holds. Clearly, in real control

problems, all of the premise variables are not necessarily measurable. Thus,
we consider the designing of the robust H∞ output feedback control into two
cases as follows. In Subsection 8.3.1, we consider the case where the premise
variable of the fuzzy model µi is measurable, while in Subsection 8.3.2, the
premise variable which is assumed to be unmeasurable is considered.

8.3.1 Case I–ν(t) is available for feedback

The premise variable of the fuzzy model ν(t) is available for feedback which
implies that µi is available for feedback. Thus, we can select our controller
that depends on µi as follows:

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µiµj

[
Âij(ε)x̂(t) + B̂iy(t)

]

u(t) =
∑r

i=1 µiĈix̂(t).
(8.24)

Before presenting our next results, the following lemma is recalled.

Lemma 6. Consider the system (8.1). Given a prescribed H∞ performance
γ and a positive constant δ, if there exist matrices Xε = XT

ε , Yε = Y T
ε , Bi(ε)

and Ci(ε), i = 1, 2, · · · , r, satisfying the following ε-dependent linear matrix
inequalities:

[
Xε I
I Yε

]
> 0 (8.25)

Xε > 0 (8.26)
Yε > 0 (8.27)

Ψ11ii
(ε) < 0, i = 1, 2, · · · , r (8.28)

Ψ22ii(ε) < 0, i = 1, 2, · · · , r (8.29)
Ψ11ij

(ε) + Ψ11ji
(ε) < 0, i < j ≤ r (8.30)

Ψ22ij (ε) + Ψ22ji(ε) < 0, i < j ≤ r (8.31)
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where

Ψ11ij (ε) =





(
E−1

ε AiYε + YεA
T
i E−1

ε + E−1
ε B2i

Cj(ε)E−1
ε

+E−1
ε CT

i (ε)BT
2j

E−1
ε + γ−2E−1

ε B̃1i
B̃T

1j
E−1

ε

)
(∗)T

[
YεC̃

T
1i

+ E−1
ε CT

i (ε)D̃T
12j

]T
−I



 (8.32)

Ψ22ij
(ε) =





(
AT

i E−1
ε Xε + XεE

−1
ε Ai + Bi(ε)C2j

+CT
2i
BT

j (ε) + C̃T
1i

C̃1j

)
(∗)T

[
XεE

−1
ε B̃1i

+ Bi(ε)D̃21j

]T
−γ2I



 (8.33)

with

B̃1i
=
[
δI I δI 0 B1i

0
]
, C̃1i

=
[

γρ
δ HT

1i
0 γρ

δ HT
5i

√
2λρHT

4i

√
2λCT

1i

]T
,

D̃12i
=
[
0 γρ

δ HT
3i

0
√

2λρHT
6i

√
2λDT

12i

]T
, D̃21i

=
[
0 0 0 δI D21i I

]

and λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖ + ‖HT
7i

H7j
‖
]




1
2

,

then the system (8.1) has the prescribed H∞ performance γ > 0. Furthermore,
a suitable controller is of the form (8.24) with

Âij(ε) = Eε

[
Y −1

ε − Xε

]−1

Mij(ε)Y −1
ε

B̂i = Eε

[
Y −1

ε − Xε

]−1

Bi(ε)

Ĉi = Ci(ε)E−1
ε Y −1

ε

(8.34)

where

Mij(ε) = −AT
i E−1

ε − XεE
−1
ε AiYε − XεE

−1
ε B2i

ĈjYε

−
[
Y −1

ε − Xε

]
E−1

ε B̂iC2j
Yε − C̃T

1i

[
C̃1j

Yε + D̃12j
ĈjYε

]

−γ−2
{

XεE
−1
ε B̃1i

+
[
Y −1

ε − Xε

]
E−1

ε B̂iD̃21i

}
B̃T

1j
E−1

ε . (8.35)

Proof: The proof can be carried out by the same technique used in Lemma
3.1 and Theorem 2.

Remark 6. The LMIs given in Lemma 6 may become ill-conditioned when ε
is sufficiently small, which is always the case for the SPS. In general, these
ill-conditioned LMIs are very difficult to solve. Thus, to alleviate these ill-
conditioned LMIs, we have the following ε-independent well-posed LMI-based
sufficient conditions for the UFSPS to obtain the prescribed H∞ performance.
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Theorem 12. Consider the system (8.1). Given a prescribed H∞ perfor-
mance γ > 0 and a positive constant δ, if there exist matrices X0, Y0, B0i

and C0i
, i = 1, 2, · · · , r, satisfying the following ε-independent linear matrix

inequalities:
[

X0E + DX0 I
I Y0E + DY0

]
> 0 (8.36)

EXT
0 = X0E, XT

0 D = DX0, X0E + DX0 > 0 (8.37)
EY T

0 = Y0E, Y T
0 D = DY0, Y0E + DY0 > 0 (8.38)

Ψ11ii
< 0, i = 1, 2, · · · , r (8.39)

Ψ22ii
< 0, i = 1, 2, · · · , r (8.40)

Ψ11ij
+ Ψ11ji

< 0, i < j ≤ r (8.41)
Ψ22ij

+ Ψ22ji
< 0, i < j ≤ r (8.42)

where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
,

Ψ11ij =

(
AiY

T
0 + Y0A

T
i + B2i

C0j
+ CT

0i
BT

2j
+ γ−2B̃1i

B̃T
1j

(∗)T

[
Y0C̃

T
1i

+ CT
0i

D̃T
12j

]T −I

)
(8.43)

Ψ22ij
=

(
AT

i XT
0 + X0Ai + B0i

C2j
+ CT

2i
BT

0j
+ C̃T

1i
C̃1j

(∗)T

[
X0B̃1i

+ B0i
D̃21j

]T −γ2I

)
(8.44)

with

B̃1i
=
[
δI I δI 0 B1i

0
]
, C̃1i

=
[

γρ
δ HT

1i
0 γρ

δ HT
5i

√
2λρHT

4i

√
2λCT

1i

]T

D̃12i
=
[
0 γρ

δ HT
3i

0
√

2λρHT
6i

√
2λDT

12i

]T
, D̃21i

=
[
0 0 0 δI D21i

I
]

and λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖ + ‖HT
7i

H7j
‖
]




1
2

,

then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the pre-
scribed H∞ performance γ > 0 is guaranteed. Furthermore, a suitable con-
troller is of the form (8.24) with

Âij(ε) =
[
Y −1

ε − Xε

]−1M0ij
(ε)Y −1

ε

B̂i =
[
Y −1

0 − X0

]−1B0i

Ĉi = C0i
Y −1

0

(8.45)

where
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M0ij
(ε) = −AT

i − XεAiYε − XεB2i
ĈjYε −

[
Y −1

ε − Xε

]
B̂iC2j

Yε

−C̃T
1i

[
C̃1j

Yε + D̃12j
ĈjYε

]
− γ−2

{
XεB̃1i

+
[
Y −1

ε − Xε

]
B̂iD̃21i

}
B̃T

1j
(8.46)

Xε =
{

X0 + εX̃
}

Eε and Y −1
ε =

{
Y −1

0 + εNε

}
Eε (8.47)

with X̃ = D
(
XT

0 − X0

)
and Nε = D

(
(Y −1

0 )T − Y −1
0

)
.

Proof: See Appendix.

8.3.2 Case II–ν(t) is unavailable for feedback

Now, the premise variable of the fuzzy model ν(t) is unavailable for feedback
which implies µi is unavailable for feedback. Hence, we cannot select our
controller which depends on µi. Thus, we select our controller as follows:

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ε)x̂(t) + B̂iy(t)

]

u(t) =
∑r

i=1 µ̂iĈix̂(t)
(8.48)

where µ̂i depends on the premise variable of the controller which is different
from µi.

Let us re-express the system (8.1) in terms of µ̂i, thus the plant’s premise
variable becomes the same as the controller’s premise variable. By doing so,
the result given in the previous case can then be applied here. Note that it
can be done by using the same technique as in Subsection 3.3.2. After some
manipulation, we get

Eεẋ(t) =
∑r

i=1 µ̂i

[
[Ai + ∆Āi]x(t) + [B1i

+ ∆B̄1i
]w(t)

+[B2i
+ ∆B̄2i

]
]
u(t), x(0) = 0

z(t) =
∑r

i=1 µ̂i

[
[C1i

+ ∆C̄1i
]x(t) + [D12i

+ ∆D̄12i
]u(t)

]

y(t) =
∑r

i=1 µ̂i

[
[C2i

+ ∆C̄2i
]x(t) + [D21i

+ ∆D̄21i
]w(t)

]
(8.49)

where

∆Āi = F̄ (x, x̂, t)H̄1i
, ∆B̄1i

= F̄ (x, x̂, t)H̄2i
, ∆B̄2i

= F̄ (x, x̂, t)H̄3i
,

∆C̄1i
= F̄ (x, x̂, t)H̄4i

, ∆C̄2i
= F̄ (x, x̂, t)H̄5i

, ∆D̄12i
= F̄ (x, x̂(t), t)H̄6i

and ∆D̄21i
= F̄ (x, x̂, t)H̄7i

with

H̄1i
=
[
HT

1i
AT

1 · · ·AT
r HT

11
· · ·HT

1r

]T
, H̄2i

=
[
HT

2i
BT

11
· · ·BT

1r
HT

21
· · ·HT

2r

]T
,
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H̄3i
=
[
HT

3i
BT

21
· · ·BT

2r
HT

31
· · ·HT

3r

]T
, H̄4i

=
[
HT

4i
CT

11
· · ·CT

1r
HT

41
· · ·HT

4r

]T
,

H̄5i
=
[
HT

5i
CT

21
· · ·CT

2r
HT

51
· · ·HT

5r

]T
, H̄6i

=
[
HT

6i
DT

121
· · ·DT

12r
HT

61
· · ·HT

6r

]T

H̄7i
=
[
HT

7i
DT

211
· · · DT

21r
HT

71
· · ·HT

7r

]T
and

F̄ (x(t), x̂(t), t) =
[
F (x(t), t) (µ1− µ̂1) · · · (µr − µ̂r) F (x(t), t)(µ1− µ̂1) · · ·

F (x(t), t)(µr − µ̂r)
]
. Note that ‖F̄ (x(t), x̂(t), t)‖ ≤ ρ̄ where ρ̄ = {3ρ2 + 2} 1

2 . ρ̄

is derived by utilizing the concept of vector norm in the basic system control
theory and the fact that µi ≥ 0, µ̂i ≥ 0,

∑r
i=1 µi = 1 and

∑r
i=1 µ̂i = 1.

Now, the premise variable of the system is the same as the premise variable
of the controller, thus we can apply the results given in Case I.

Theorem 13. Consider the system (8.1). Given a prescribed H∞ perfor-
mance γ > 0 and a positive constant δ, if there exist matrices X0, Y0, B0i

and C0i
, i = 1, 2, · · · , r, satisfying the following ε-independent linear matrix

inequalities:
[

X0E + DX0 I
I Y0E + DY0

]
> 0 (8.50)

EXT
0 = X0E, XT

0 D = DX0, X0E + DX0 > 0 (8.51)
EY T

0 = Y0E, Y T
0 D = DY0, Y0E + DY0 > 0 (8.52)

Ψ11ii
< 0, i = 1, 2, · · · , r (8.53)

Ψ22ii < 0, i = 1, 2, · · · , r (8.54)
Ψ11ij

+ Ψ11ji
< 0, i < j ≤ r (8.55)

Ψ22ij
+ Ψ22ji

< 0, i < j ≤ r (8.56)

where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
,

Ψ11ij =

(
AiY

T
0 + Y0A

T
i + B2i

C0j
+ CT

0i
BT

2j
+ γ−2 ˜̄B1i

˜̄BT
1j

(∗)T

[
Y0

˜̄CT
1i

+ CT
0i

˜̄DT
12j

]T −I

)
(8.57)

Ψ22ij =

(
AT

i XT
0 + X0Ai + B0i

C2j
+ CT

2i
BT

0j
+ ˜̄CT

1i

˜̄C1j
(∗)T

[
X0

˜̄B1i
+ B0i

˜̄D21j

]T −γ2I

)
(8.58)

with

˜̄B1i
=
[
δI I δI 0 B1i

0
]
, ˜̄C1i

=
[

γρ̄
δ H̄T

1i
0 γρ̄

δ H̄T
5i

√
2λ̄ρ̄H̄T

4i

√
2λ̄CT

1i

]T
,

˜̄D12i
=
[
0 γρ̄

δ H̄T
3i

0
√

2λ̄ρ̄H̄T
6i

√
2λ̄DT

12i

]T
, ˜̄D21i

=
[
0 0 0 δI D21i

I
]
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and λ̄ =



1 + ρ̄2
r∑

i=1

r∑

j=1

[
‖H̄T

2i
H̄2j

‖ + ‖H̄T
7i

H̄7j
‖
]




1
2

,

then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the pre-
scribed H∞ performance γ > 0 is guaranteed. Furthermore, a suitable con-
troller is of the form (8.48) with

Âij(ε) =
[
Y −1

ε − Xε

]−1M0ij
(ε)Y −1

ε

B̂i =
[
Y −1

0 − X0

]−1B0i

Ĉi = C0i
Y −1

0

(8.59)

where

M0ij
(ε) = −AT

i − XεAiYε − XεB2i
ĈjYε −

[
Y −1

ε − Xε

]
B̂iC2j

Yε

− ˜̄CT
1i

[ ˜̄C1j
Yε + ˜̄D12j

ĈjYε

]
− γ−2

{
Xε

˜̄B1i
+
[
Y −1

ε − Xε

]
B̂i

˜̄D21i

}
˜̄BT
1j

(8.60)

Xε =
{

X0 + εX̃
}

Eε and Y −1
ε =

{
Y −1

0 + εNε

}
Eε (8.61)

with X̃ = D
(
XT

0 − X0

)
and Nε = D

(
(Y −1

0 )T − Y −1
0

)
.

Proof: Since (8.49) is of the form of (8.1), it can be shown by employing the
proof for Theorem 12.

8.4 Example

Consider the tunnel diode circuit shown in Figure 8.1 where the tunnel diode
is characterized by

iD(t) = −0.2vD(t) − 0.01v3
D(t).

Assume that ε is a “parasitic” inductance in the network. Let x1(t) = vC(t)
be the capacitor voltage and x2(t) = iL(t) be the inductor current. Then, the
circuit shown in Figure 8.1 can be modelled by the following state equations:

Cẋ1(t) = 0.2x1(t) + 0.01x3
1(t) + x2(t)

εẋ2(t) = −x1(t) − Rx2(t) + u(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =
[

x1(t)
x2(t)

] (8.62)

where u(t) is the control input, w1(t) is the measurement noise, w2(t) are
is the process noise which may represent un-modelled dynamics, y(t) is the
measured output, z(t) is the controlled output, J is the sensor matrix, x(t) =
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ε

v

u(t)

vc
C

i

R

i icL

+

−

D

D

Fig. 8.1. A tunnel diode circuit.

[xT
1 (t) xT

2 (t)]T and w(t) = [wT
1 (t) wT

2 (t)]T . Note that the variables x1(t) and
x2(t) are treated as the deviation variables (variables deviate from its desired
trajectories). The parameters in the circuit are given by C = 100 mF and
R = 1 ± 0.3% Ω, with these parameters (8.62) can be rewritten as

ẋ1(t) = 2x1(t) + (0.1x2
1(t)) · x1(t) + 10x2(t)

εẋ2(t) = −x1(t) − (1 ± ∆R)x2(t) + u(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =
[

x1(t)
x2(t)

]
.

(8.63)

For the sake of simplicity, we will use as few rules as possible. Assuming that
|x1(t)| ≤ 3, the nonlinear network system (8.63) can be approximated by the
following TS fuzzy model:

Plant Rule 1: IF x1(t) is M1(x1(t)) THEN

Eεẋ(t) = [A1 + ∆A1]x(t) + B1w(t) + B21u(t), x(0) = 0,
z(t) = C1x(t),
y(t) = C21x(t) + D21w(t).

Plant Rule 2: IF x1(t) is M2(x1(t)) THEN

Eεẋ(t) = [A2 + ∆A2]x(t) + B1w(t) + B22u(t), x(0) = 0,
z(t) = C1x(t),
y(t) = C22x(t) + D21w(t)

where x(t) = [xT
1 (t) xT

2 (t)]T , w(t) = [wT
1 (t) wT

2 (t)]T ,

A1 =
[

2 10
−1 −1

]
, A2 =

[
2.9 10
−1 −1

]
, B1 =

[
0 0
0 0.1

]
, B21 = B22 =

[
0
1

]
,
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C1 =
[

1 0
0 1

]
, C21 = C22 = J, D21 =

[
0.1 0

]
,

∆A1 = F (x(t), t)H11 , ∆A2 = F (x(t), t)H12 and Eε =
[

1 0
0 ε

]
.

Note that, the plot of the membership functions is the same as in Figure 4.2.
Now, by assuming that in (3.2), ‖F (x(t), t)‖ ≤ ρ = 1 and since the values
of R are uncertain but bounded within 30% of their nominal values given in
(8.62), we have

H11 = H12 =
[

0 0
0 0.3

]
.

State-feedback controller design

Employing the results given in Lemma 8.1 and the Matlab LMI solver, it
is easy to realize that when ε < 0.03, the LMIs become ill-conditioned and
the Matlab LMI solver yields the error message, “Rank Deficient”. Using the
LMI optimization algorithm and Theorem 11 with γ = 1 and δ = 1, we obtain

X =
[

0.0943 0
−0.7111 123.3692

]
,

Y1 =
[
−0.0670 −413.6464

]
, Y2 =

[
−0.0447 −414.8722

]
,

K1 =
[
−25.9930 −3.3529

]
, K2 =

[
−25.8312 −3.3629

]
.

The resulting fuzzy controller is

u(t) =
2∑

j=1

µjKjx(t) (8.64)

where
µ1 = M1(x1(t)) and µ2 = M2(x1(t)).

Output feedback controller design

Note that by employing the results given in Lemma 8.2 and the Mat-
lab LMI solver, it is easy to realize that when ε < 0.03, the LMIs become
ill-conditioned and the Matlab LMI solver yields the error message, “Rank
Deficient”. Using the LMI optimization algorithm and Theorems 12-13 with
ε = 0.01, γ = 1 and δ = 1, we obtain the following results:

Case I-ν(t) are available for feedback
In this case, x1(t) = ν(t) is assumed to be available for feedback; for

instance, J = [1 0]. This implies that µi is available for feedback.
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X0 =
[

0.3910 4.2648
0 26.0371

]
, Y0 =

[
135.2417 −48.4620

0 143.3726

]
,

Â11(ε) =
[
−89.4198 9.2455
−3.0543 −18.6773

]
, Â12(ε) =

[
−89.4196 9.2461
−2.9811 −18.5296

]
,

Â21(ε) =
[
−85.8526 9.2514
−3.4361 −18.6773

]
, Â22(ε) =

[
−85.8523 9.2519
−3.3628 −18.5296

]
,

B̂1 =
[

96.6841
−1.7141

]
, B̂2 =

[
94.0516
−1.3324

]
,

Ĉ1 =
[
−46.7003 −177.7428

]
, Ĉ2 =

[
−45.9676 −176.2654

]
.

The resulting fuzzy controller is

Eε
˙̂x(t) =

2∑

i=1

2∑

j=1

µiµjÂij(ε)x̂(t) +
2∑

i=1

µiB̂iy(t)

u(t) =
2∑

i=1

µiĈix̂(t)

where
µ1 = M1(x1(t)) and µ2 = M2(x1(t)).

Case II: ν(t) are unavailable for feedback
In this case, x1(t) = ν(t) is assumed to be unavailable for feedback; for

instance, J = [0 1]. This implies that µi is unavailable for feedback.

X0 =
[

0.3519 5.1178
0 43.3952

]
, Y0 =

[
225.4028 −96.9239

0 143.3726

]
,

Â11(ε) =
[
−93.0660 9.3158
−1.8731 −19.0234

]
, Â12(ε) =

[
−93.0657 9.3167
−1.8291 −18.8706

]
,

Â21(ε) =
[
−90.5479 9.3235
−2.1021 −19.0234

]
, Â22(ε) =

[
−90.5476 9.3245
−2.0581 −18.8706

]
,

B̂1 =
[

100.8526
−1.0284

]
, B̂2 =

[
99.2575
−0.7994

]
,

Ĉ1 =
[
−28.0202 −180.8999

]
, Ĉ2 =

[
−27.5806 −179.3730

]
.

The resulting fuzzy controller is
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Eε
˙̂x(t) =

2∑

i=1

2∑

j=1

µ̂iµ̂jÂij(ε)x̂(t) +
2∑

i=1

µ̂iB̂iy(t)

u(t) =
2∑

i=1

µ̂iĈix̂(t)

where
µ̂1 = M1(x̂1(t)) and µ̂2 = M2(x̂1(t)).

Remark 7. For a sufficiently small ε, both robust fuzzy state and output feed-
back controllers guarantee that the L2-gain, γ, is less than the prescribed value.
The disturbance input signal, w(t), which was used during the simulation is
given in Figure 8.2. The ratio of the regulated output energy to the disturbance
input noise energy obtained by using the H∞ fuzzy controllers with ε = 0.01
is depicted in Figure 8.3. After 5 seconds, the ratio of the regulated output
energy to the disturbance input noise energy tends to a constant value which
is about 0.032 for the state-feedback controller, and 0.10 for the output feed-
back controller in Case I and 0.12 in Case II. Thus, for the state-feedback
controller where γ =

√
0.032 = 0.178, and for output feedback controller in

Case I where γ =
√

0.10 = 0.316 and in Case II where γ =
√

0.12 = 0.346,
all are less than the prescribed value 1. Finally, Table 8.1 shows the result of
the performance index γ with different values of ε.
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Fig. 8.2. The disturbance input noise, w(t).
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Table 8.1. The performance index γ of the system with different values of ε.

The performance index γ

ε State-feedback Output-feedback in Case I Output-feedback in Case II

0.01 0.178 0.316 0.346

0.05 0.239 0.400 0.410

0.15 0.440 0.574 0.922

0.16 0.441 0.600 > 1

0.28 0.500 0.989 > 1

0.29 0.503 > 1 > 1

0.48 0.902 > 1 > 1

0.49 > 1 > 1 > 1
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Fig. 8.3. The ratio of the regulated output energy to the disturbance noise energy:( ∫ Tf
0 zT (t)z(t)dt
∫ Tf
0 wT (t)w(t)dt

)
.

8.5 Conclusion

This chapter has examined the problem of designing a robust fuzzy state and
output feedback controller for a TS singularly perturbed fuzzy system with
parametric uncertainties. Sufficient conditions for the existence of a robust
fuzzy controller are derived in terms of a family of ε-independent linear matrix
inequalities. A numerical simulation example has been presented to illustrate
the effectiveness of the designs.
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Robust H∞ Fuzzy Filter Design for Uncertain
Fuzzy Singularly Perturbed Systems

This chapter presents a technique for designing a robust fuzzy filter for a TS
singularly perturbed fuzzy system with parametric uncertainties. We propose
the technique for designing a robust fuzzy filter such that the L2-gain from
an exogenous input to an estimate error output is less than or equal to the
prescribed value. These results have been reported in [137].

9.1 Robust H∞ Fuzzy Filter Design

Without loss of generality, in this chapter, we assume that u(t) = 0. Let us
recall the system (8.1) with u(t) = 0 as follows:

Eεẋ(t) =
∑r

i=1 µi

[
[Ai + ∆Ai]x(t) + [B1i

+ ∆B1i
]w(t)

]
, x(0) = 0

z(t) =
∑r

i=1 µi

[
[C1i

+ ∆C1i
]x(t)

]

y(t) =
∑r

i=1 µi

[
[C2i

+ ∆C2i
]x(t) + [D21i + ∆D21i ]w(t)

]
.

(9.1)

We are now aiming to design a full order dynamic H∞ fuzzy filter of the form

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ε)x̂(t) + B̂iy(t)

]

ẑ(t) =
∑r

i=1 µ̂iĈix̂(t)
(9.2)

where x̂(t) ∈ �n is the filter’s state vector, ẑ ∈ �s is the estimate of z(t),
Âij(ε), B̂i and Ĉi are parameters of the filter which are to be determined,
and µ̂i denotes the normalized time-varying fuzzy weighting functions for
each rule (i.e., µ̂i ≥ 0 and

∑r
i=1 µ̂i = 1), such that the inequality (4.3) holds.

Clearly, in real control problems, all of the premise variables are not necessarily
measurable. In this section, we then consider the designing of the robust H∞
fuzzy filter into two cases as follows. Subsection 9.1.1 considers the case where
the premise variable of the fuzzy model µi is measurable, while in Subsection
9.1.2, the premise variable is assumed to be unmeasurable.
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9.1.1 Case I–ν(t) is available for feedback

The premise variable of the fuzzy model ν(t) is available for feedback which
implies that µi is available for feedback. Thus, we can select our filter that
depends on µi as follows [91]:

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µiµj

[
Âij(ε)x̂(t) + B̂iy(t)

]

ẑ(t) =
∑r

i=1 µiĈix̂(t).
(9.3)

Before presenting our next results, the following lemma is recalled.

Lemma 7. Consider the system (9.1). Given a prescribed H∞ performance
γ > 0 and a positive constant δ, if there exist matrices Xε = XT

ε , Yε = Y T
ε ,

Bi(ε) and Ci(ε), i = 1, 2, · · · , r, satisfying the following ε-dependent linear
matrix inequalities:

[
Xε I
I Yε

]
> 0 (9.4)

Xε > 0 (9.5)
Yε > 0 (9.6)

Ψ11ii
(ε) < 0, i = 1, 2, · · · , r (9.7)

Ψ22ii
(ε) < 0, i = 1, 2, · · · , r (9.8)

Ψ11ij
(ε) + Ψ11ji

(ε) < 0, i < j ≤ r (9.9)
Ψ22ij (ε) + Ψ22ji(ε) < 0, i < j ≤ r (9.10)

where

Ψ11ij
(ε) =

(
E−1

ε AiYε + YεA
T
i E−1

ε + γ−2E−1
ε B̃1i

B̃T
1j

E−1
ε (∗)T

[
YεC̃

T
1i

+ E−1
ε CT

i (ε)D̃T
12

]T −I

)
(9.11)

Ψ22ij (ε) =





(
AT

i E−1
ε Xε + XεE

−1
ε Ai + Bi(ε)C2j

+CT
2i
BT

j (ε) + C̃T
1i

C̃1j

)
(∗)T

[
XεE

−1
ε B̃1i

+ Bi(ε)D̃21j

]T −γ2I



 (9.12)

with

B̃1i
=
[
δI I 0 B1i

0
]
, C̃1i

=
[

γρ
δ HT

1i

γρ
δ HT

5i

√
2λρHT

4i

√
2λCT

1i

]T
,

D̃12 =
[
0 0 0 −

√
2λI

]T
, D̃21i

=
[
0 0 δI D21i

I
]

and λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖ + ‖HT
7i

H7j
‖
]




1
2

,
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then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable filter is of the form (9.3) with

Âij(ε) = Eε

[
Y −1

ε − Xε

]−1Mij(ε)Y −1
ε

B̂i = Eε

[
Y −1

ε − Xε

]−1Bi(ε)
Ĉi = Ci(ε)E−1

ε Y −1
ε

(9.13)

where

Mij(ε) = −AT
i E−1

ε − XεE
−1
ε AiYε −

[
Y −1

ε − Xε

]
E−1

ε B̂iC2j
Yε

−C̃T
1i

[
C̃1j

Yε + D̃12ĈjYε

]

−γ−2
{

XεE
−1
ε B̃1i

+
[
Y −1

ε − Xε

]
E−1

ε B̂iD̃21i

}
B̃T

1j
E−1

ε . (9.14)

Proof: The proof can be carried out by the same technique used in Lemma
4.1 and Theorem 4.

Remark 8. The LMIs given in Lemma 7 may become ill-conditioned when ε
is sufficiently small, which is always the case for the SPS. In general, these
ill-conditioned LMIs are very difficult to solve. Thus, to alleviate these ill-
conditioned LMIs, we have the following ε-independent well-posed LMI-based
sufficient conditions for the UFSPS to obtain the prescribed H∞ performance.

Theorem 14. Consider the system (9.1). Given a prescribed H∞ perfor-
mance γ > 0 and a positive constant δ, if there exist matrices X0, Y0, B0i

and C0i
, i = 1, 2, · · · , r, satisfying the following ε-independent linear matrix

inequalities:
[

X0E + DX0 I
I Y0E + DY0

]
> 0 (9.15)

EXT
0 = X0E, XT

0 D = DX0, X0E + DX0 > 0 (9.16)
EY T

0 = Y0E, Y T
0 D = DY0, Y0E + DY0 > 0 (9.17)

Ψ11ii
< 0, i = 1, 2, · · · , r (9.18)

Ψ22ii
< 0, i = 1, 2, · · · , r (9.19)

Ψ11ij
+ Ψ11ji

< 0, i < j ≤ r (9.20)
Ψ22ij

+ Ψ22ji
< 0, i < j ≤ r (9.21)

where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
,
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Ψ11ij
=

(
AiY

T
0 + Y0A

T
i + γ−2B̃1i

B̃T
1j

(∗)T

[
Y0C̃

T
1i

+ CT
0i

D̃T
12

]T −I

)
(9.22)

Ψ22ij
=





(
AT

i XT
0 + X0Ai + B0i

C2j

+CT
2i
BT

0j
+ C̃T

1i
C̃1j

)
(∗)T

[
X0B̃1i

+ B0i
D̃21j

]T −γ2I



 (9.23)

with

B̃1i
=
[
δI I 0 B1i

0
]
, C̃1i

=
[

γρ
δ HT

1i

γρ
δ HT

5i

√
2λρHT

4i

√
2λCT

1i

]T
,

D̃12 =
[
0 0 0 −

√
2λI

]T
, D̃21i

=
[
0 0 δI D21i I

]

and λ =



1 + ρ2
r∑

i=1

r∑

j=1

[
‖HT

2i
H2j

‖ + ‖HT
7i

H7j
‖
]




1
2

,

then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the pre-
scribed H∞ performance γ > 0 is guaranteed. Furthermore, a suitable filter is
of the form (9.3) with

Âij(ε) =
[
Y −1

ε − Xε

]−1M0ij
(ε)Y −1

ε

B̂i =
[
Y −1

0 − X0

]−1B0i

Ĉi = C0i
Y −1

0

(9.24)

where

M0ij
(ε) = −AT

i − XεAiYε −
[
Y −1

ε − Xε

]
B̂iC2j

Yε − C̃T
1i

[
C̃1j

Yε + D̃12ĈjYε

]

−γ−2
{

XεB̃1i
+
[
Y −1

ε − Xε

]
B̂iD̃21i

}
B̃T

1j
(9.25)

Xε =
{

X0 + εX̃
}

Eε and Y −1
ε =

{
Y −1

0 + εNε

}
Eε (9.26)

with X̃ = D
(
XT

0 − X0

)
and Nε = D

(
(Y −1

0 )T − Y −1
0

)
.

Proof: The proof can be carried out by the same technique used in Theorem
12.

9.1.2 Case II–ν(t) is unavailable for feedback

Now, the premise variable of the fuzzy model ν(t) is unavailable for feedback
which implies µi is unavailable for feedback. Hence, we cannot select our filter
which depends on µi. Thus, we select our filter as follows [91]:

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ε)x̂(t) + B̂iy(t)

]

ẑ(t) =
∑r

i=1 µ̂iĈix̂(t)
(9.27)
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where µ̂i depends on the premise variable of the filter which is different from
µi.

By applying the same technique used in Subsection 3.3.2, we have the follow-
ing theorem.

Theorem 15. Consider the system (9.1). Given a prescribed H∞ perfor-
mance γ > 0 and a positive constant δ, if there exist matrices X0, Y0, B0i

and C0i
, i = 1, 2, · · · , r, satisfying the following ε-independent linear matrix

inequalities:
[

X0E + DX0 I
I Y0E + DY0

]
> 0 (9.28)

EXT
0 = X0E, XT

0 D = DX0, X0E + DX0 > 0 (9.29)
EY T

0 = Y0E, Y T
0 D = DY0, Y0E + DY0 > 0 (9.30)

Ψ11ii
< 0, i = 1, 2, · · · , r (9.31)

Ψ22ii
< 0, i = 1, 2, · · · , r (9.32)

Ψ11ij
+ Ψ11ji

< 0, i < j ≤ r (9.33)
Ψ22ij

+ Ψ22ji
< 0, i < j ≤ r (9.34)

where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
,

Ψ11ij =

(
AiY

T
0 + Y0A

T
i + γ−2 ˜̄B1i

˜̄BT
1j

(∗)T

[
Y0

˜̄CT
1i

+ CT
0i

˜̄DT
12

]T −I

)
(9.35)

Ψ22ij
=





(
AT

i XT
0 + X0Ai + B0i

C2j

+CT
2i
BT

0j
+ ˜̄CT

1i

˜̄C1j

)
(∗)T

[
X0

˜̄B1i
+ B0i

˜̄D21j

]T −γ2I



 (9.36)

with

˜̄B1i
=
[
δI I 0 B1i

0
]
, ˜̄C1i

=
[

γρ̄
δ H̄T

1i

γρ̄
δ H̄T

5i

√
2λ̄ρ̄H̄T

4i

√
2λ̄CT

1i

]T
,

˜̄D12 =
[
0 0 0 −

√
2λ̄I

]T
, ˜̄D21i =

[
0 0 δI D21i I

]

and λ̄ =



1 + ρ̄2
r∑

i=1

r∑

j=1

[
‖H̄T

2i
H̄2j

‖ + ‖H̄T
7i

H̄7j
‖
]




1
2

,

then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the pre-
scribed H∞ performance γ > 0 is guaranteed. Furthermore, a suitable filter is
of the form (9.27) with
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Âij(ε) =
[
Y −1

ε − Xε

]−1M0ij
(ε)Y −1

ε

B̂i =
[
Y −1

0 − X0

]−1B0i

Ĉi = C0i
Y −1

0

(9.37)

where

M0ij
(ε) = −AT

i − XεAiYε −
[
Y −1

ε − Xε

]
B̂iC2j

Yε − ˜̄CT
1i

[ ˜̄C1j
Yε + ˜̄D12ĈjYε

]

−γ−2
{

Xε
˜̄B1i

+
[
Y −1

ε − Xε

]
B̂i

˜̄D21i

}
˜̄BT
1j

(9.38)

Xε =
{

X0 + εX̃
}

Eε and Y −1
ε =

{
Y −1

0 + εNε

}
Eε (9.39)

with X̃ = D
(
XT

0 − X0

)
and Nε = D

(
(Y −1

0 )T − Y −1
0

)
.

Proof: It can be shown by employing the same technique used in the proof for
Theorem 13.

9.2 Example

Consider the tunnel diode circuit shown in Figure 4.4 where the tunnel diode
is characterized by

iD(t) = 0.01vD(t) + 0.05v3
D(t).

Assuming that the inductance, L, is the parasitic parameter and letting
x1(t) = vC(t) and x2(t) = iL(t) as the state variables, we have

Cẋ1(t) = −0.01x1(t) − 0.05x3
1(t) + x2(t)

Lẋ2(t) = −x1(t) − Rx2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =
[

x1(t)
x2(t)

] (9.40)

where w(t) is the disturbance noise input, y(t) is the measurement output, z(t)
is the state to be estimated and J is the sensor matrix. Note that the variables
x1(t) and x2(t) are treated as the deviation variables (variables deviate from
the desired trajectories). The parameters of the circuit are C = 100 mF ,
R = 10±10% Ω and L = ε H. With these parameters (9.40) can be rewritten
as

ẋ1(t) = −0.1x1(t) + 0.5x3
1(t) + 10x2(t)

εẋ2(t) = −x1(t) − (10 + ∆R)x2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =
[

x1(t)
x2(t)

]
.

(9.41)
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For the sake of simplicity, we will use as few rules as possible. Assuming that
|x1(t)| ≤ 3, the nonlinear network system (9.41) can be approximated by the
following TS fuzzy model:
Plant Rule 1: IF x1(t) is M1(x1(t)) THEN

Eεẋ(t) = [A1 + ∆A1]x(t) + B11w(t), x(0) = 0,
z(t) = C11x(t),
y(t) = C21x(t) + D211w(t).

Plant Rule 2: IF x1(t) is M2(x1(t)) THEN

Eεẋ(t) = [A2 + ∆A2]x(t) + B12w(t), x(0) = 0,
z(t) = C12x(t),
y(t) = C22x(t) + D212w(t)

where x(t) = [xT
1 (t) xT

2 (t)]T , w(t) = [wT
1 (t) wT

2 (t)]T ,

A1 =
[
−0.1 10
−1 −1

]
, A2 =

[
−4.6 10
−1 −1

]
, B11 = B12 =

[
0 0
0 0.1

]
,

C1 =
[

1 0
0 1

]
, C21 = C22 = J, D21 =

[
0.1 0

]
,

∆A1 = F (x(t), t)H11 , ∆A2 = F (x(t), t)H12 and Eε =
[

1 0
0 ε

]
.

Now, by assuming that ‖F (x(t), t)‖ ≤ ρ = 1 and since the values of R are
uncertain but bounded within 10% of their nominal values given in (9.40), we
have

H11 = H12 =
[

0 0
0 1

]
.

Note that the plot of the membership function Rules 1 and 2 is the same
as in Figure 4.5. By employing the results given in Lemma 9.1 and the Matlab
LMI solver [138], it is easy to realize that ε < 0.006 for the fuzzy filter design in
Case I and ε < 0.008 for the fuzzy filter design in Case II, the LMIs become
ill-conditioned and the Matlab LMI solver yields the error message, “Rank
Deficient”.

Case I-ν(t) are available for feedback
In this case, x1(t) = ν(t) is assumed to be available for feedback; for

instance, J = [1 0]. This implies that µi is available for feedback. Using the
LMI optimization algorithm and Theorem 14 with ε = 100 µH, γ = 0.6 and
δ = 1, we obtain the following results:

X0 =
[

0.4082 0.3597
0 1.3551

]
, Y0 =

[
8.3868 −0.4368

0 1.2210

]
,
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Â11(ε) =
[
−0.0674 −0.3532
−30.7181 −4.3834

]
, Â12(ε) =

[
−0.0674 −0.3532
−30.7181 −4.3834

]
,

Â21(ε) =
[
−0.0928 −0.3138
−34.7355 −3.8964

]
, Â22(ε) =

[
−0.0928 −0.3138
−34.7355 −3.8964

]
,

B̂1 =
[

1.5835
3.2008

]
, B̂2 =

[
1.2567
3.8766

]
,

Ĉ1 =
[
−1.7640 −0.8190

]
, Ĉ2 =

[
4.5977 −0.8190

]
.

Hence, the resulting fuzzy filter is

Eε
˙̂x(t) =

2∑

i=1

2∑

j=1

µiµjÂij(ε)x̂(t) +
2∑

i=1

µiB̂iy(t)

ẑ(t) =
2∑

i=1

µiĈix̂(t)

where
µ1 = M1(x1(t)) and µ2 = M2(x1(t)).

Case II: ν(t) are unavailable for feedback
In this case, x1(t) = ν(t) is assumed to be unavailable for feedback; for

instance, J = [0 1]. This implies that µi is unavailable for feedback. Using
the LMI optimization algorithm and Theorem 15 with ε = 100 µH, γ = 0.6
and δ = 1, we obtain the following results:

X0 =
[

0.2572 0.3039
0 3.1682

]
, Y0 =

[
46.9058 −2.0992

0 7.1117

]
,

Â11(ε) =
[
−2.3050 −0.4186
−32.3990 −4.4443

]
, Â12(ε) =

[
−2.3050 −0.4186
−32.3990 −4.4443

]
,

Â21(ε) =
[
−2.3549 −0.3748
−32.4539 −3.9044

]
, Â22(ε) =

[
−2.3549 −0.3748
−32.4539 −3.9044

]
,

B̂1 =
[
−0.3053
3.9938

]
, B̂2 =

[
−0.3734
5.1443

]
,

Ĉ1 =
[
4.3913 −0.1406

]
, Ĉ2 =

[
1.9832 −0.1406

]
.

The resulting fuzzy filter is
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Eε
˙̂x(t) =

2∑

i=1

2∑

j=1

µ̂iµ̂jÂij(ε)x̂(t) +
2∑

i=1

µ̂iB̂iy(t)

ẑ(t) =
2∑

i=1

µ̂iĈix̂(t)

where
µ̂1 = M1(x̂1(t)) and µ̂2 = M2(x̂1(t)).

Remark 9. The ratios of the filter error energy to the disturbance input noise
energy are depicted in Figure 9.1 when ε = 100 µH. The disturbance input sig-
nal, w(t), which was used during the simulation is the rectangular signal (mag-
nitude 0.9 and frequency 0.5 Hz). Figures 9.2(a)-9.2(b), respectively, show the
responses of x1(t) and x2(t) in Cases I and II. Table 9.1 shows the perfor-
mance index γ with different values of ε in Cases I and II. After 50 seconds,
the ratio of the filter error energy to the disturbance input noise energy tends
to a constant value which is about 0.02 in Case I and 0.08 in Case II. Thus,
in Case I where γ =

√
0.02 = 0.141 and in Case II where γ =

√
0.08 = 0.283,

both are less than the prescribed value 0.6. From Table 9.1, the maximum value
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Table 9.1. The performance index γ of the system with different values of ε.

The performance index γ

ε Output-feedback in Case I Output-feedback in Case II

0.0001 0.141 0.283

0.1 0.316 0.509

0.25 0.479 0.596

0.26 0.500 > 0.6

0.30 0.591 > 0.6

0.31 > 0.6 > 0.6

of ε that guarantees the L2-gain of the mapping from the exogenous input noise
to the filter error energy being less than 0.6 is 0.30 H, i.e., ε ∈ (0, 0.30] H in
Case I, and 0.25 H, i.e., ε ∈ (0, 0.25] H in Case II.

9.3 Conclusion

The problem of designing a robust H∞ fuzzy ε-independent filter for a TS
singularly perturbed fuzzy system with parametric uncertainties has been
considered. Sufficient conditions for the existence of the robust H∞ fuzzy
filter have been derived in terms of a family of ε-independent LMIs. A nu-
merical simulation example has been also presented to illustrate the theory
development.



10

Robust H∞ Fuzzy Control Design for
Uncertain Fuzzy Singularly Perturbed Systems
with Markovian Jumps

We propose a new technique for designing a robust fuzzy state and output
feedback controller for a TS singularly perturbed fuzzy system with MJs and
parametric uncertainties. The proposed robust fuzzy controller guarantees the
H∞ performance requirements. At the end of chapter, a numerical example
is given to demonstrate the effectiveness of the proposed design procedure.

10.1 System Description

The UNSPS–MJs under consideration can be described by a TS singularly
perturbed fuzzy system with MJs and parametric uncertainties as follows:

Eεẋ(t) =
∑r

i=1 µi(ν(t))
[
[Ai(η(t)) + ∆Ai(η(t))]x(t)

+[B1i
(η(t)) + ∆B1i

(η(t))]w(t) + [B2i
(η(t)) + ∆B2i

(η(t))]u(t)
]

z(t) =
∑r

i=1 µi(ν(t))
[
[C1i

(η(t)) + ∆C1i
(η(t))]x(t)

+[D12i
(η(t)) + ∆D12i

(η(t))]u(t)
]

y(t) =
∑r

i=1 µi(ν(t))
[
[C2i

(η(t)) + ∆C2i
(η(t))]x(t)

+[D21i
(η(t)) + ∆D21i

(η(t))]w(t)
]

(10.1)

with x(0) = 0, where Eε =
[

I 0
0 εI

]
, ε > 0 is the singular perturbation parame-

ter, ν(t) =
[
ν1(t) · · · νϑ(t)

]
is the premise variable vector that may depend

on states in many cases, µi(ν(t)) denotes the normalized time-varying fuzzy
weighting functions for each rule (i.e., µi(ν(t)) ≥ 0 and

∑r
i=1 µi(ν(t)) = 1), ϑ

is the number of fuzzy sets, x(t) ∈ �n is the state vector, u(t) ∈ �m is the in-
put, w(t) ∈ �p is the disturbance which belongs to L2[0,∞), y(t) ∈ �� is the
measurement, z(t) ∈ �s is the controlled output, and the matrix functions
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Ai(η(t)), B1i
(η(t)), B2i

(η(t)), C1i
(η(t)), C2i

(η(t)), D12i
(η(t)), D21i

(η(t)),
∆Ai(η(t)), ∆B1i

(η(t)), ∆B2i
(η(t)), ∆C1i

(η(t)), ∆C2i
(η(t)), ∆D12i(η(t)) and

∆D21i
(η(t)) are of appropriate dimensions. {η(t))} is a continuous-time

discrete-state Markov process taking values in a finite set S = {1, 2, · · · , s}
with transition probability matrix Pr

∆= {Pık(t)} given by

Pık(t) = Pr(η(t + ∆) = k|η(t) = ı)

=
{

λık∆ + O(∆) if ı 	= k
1 + λıı∆ + O(∆) if ı = k

(10.2)

where ∆ > 0, and lim∆−→0
O(∆)

∆ = 0. Here λık ≥ 0 is the transition rate from
mode ı (system operating mode) to mode k (ı 	= k), and

λıı = −
s∑

k=1,k �=ı

λık. (10.3)

For the convenience of notations, we let µi
∆= µi(ν(t)), η = η(t), and

any matrix M(µ, ı) ∆= M(µ, η = ı). The matrix functions ∆Ai(η), ∆B1i
(η),

∆B2i
(η), ∆C1i

(η), ∆C2i
(η), ∆D12i

(η) and ∆D21i
(η) represent the time-

varying uncertainties in the system and satisfy Assumption 5.1.

10.2 Robust H∞ State-Feedback Control Design

The aim of this section is to design a robust H∞ fuzzy state-feedback controller
of the form

u(t) =
r∑

j=1

µjKj(ı)x(t) (10.4)

where Kj(ı) is the controller gain, such that the inequality (5.5) holds. Before
presenting our next results, the following lemma is recalled.

Lemma 8. Consider the system (10.1). Given a prescribed H∞ performance
γ > 0, for ı = 1, 2, · · · , s, if there exist matrices Pε(ı) = PT

ε (ı), any positive
constants δ(ı) and matrices Yj(ı), j = 1, 2, · · · , r, such that the following ε-
dependent linear matrix inequalities hold:

Pε(ı) > 0 (10.5)
Ψii(ı, ε) < 0, i = 1, 2, · · · , r (10.6)

Ψij(ı, ε) + Ψji(ı, ε) < 0, i < j ≤ r (10.7)

where
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Ψij(ı, ε) =





Φij(ı, ε) (∗)T (∗)T (∗)T

R(ı)B̃T
1i

(ı) −γR(ı) (∗)T (∗)T

Υij(ı, ε) 0 −γR(ı) (∗)T

ZT (ı, ε) 0 0 −P(ı, ε)



 (10.8)

Φij(ı, ε) = Ai(ı)E−1
ε Pε(ı) + E−1

ε Pε(ı)AT
i (ı) + B2i

(ı)Yj(ı) + Y T
j (ı)BT

2i
(ı)

+λııPε(ı) (10.9)
Υij(ı, ε) = C̃1i

(ı)E−1
ε Pε(ı) + D̃12i

(ı)Yj(ı) (10.10)
R(ı) = diag {δ(ı)I, I, δ(ı)I, I} (10.11)

Z(ı, ε) =
(√

λı1Pε(ı) · · ·
√

λı(ı−1)Pε(ı)
√

λı(ı+1)Pε(ı) · · ·
√

λısPε(ı)
)

(10.12)
P(ı, ε) = diag {Pε(1), · · · , Pε(ı − 1), Pε(ı + 1), · · · , Pε(s)} (10.13)

with

B̃1i
(ı) =

[
I I I B1i

(ı)
]

(10.14)

C̃1i
(ı) =

[
γρ(ı)HT

1i
(ı)

√
2ℵ(ı)ρ(ı)HT

4i
(ı) 0

√
2ℵ(ı)CT

1i
(ı)
]T

(10.15)

D̃12i
(ı) =

[
0
√

2ℵ(ı)ρ(ı)HT
6i

(ı) γρ(ı)HT
3i

(ı)
√

2ℵ(ı)DT
12i

(ı)
]T

(10.16)

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖
]




1
2

, (10.17)

then the inequality (5.5) holds. Furthermore, a suitable choice of the fuzzy
controller is

u(t) =
r∑

j=1

µjKεj
(ı)x(t) (10.18)

where
Kεj

(ı) = Yj(ı)(Pε(ı))−1Eε. (10.19)

Proof: The proof can be carried out by the same technique used in Theorem
5.1.

Remark 10. The LMIs given in Lemma 8 become ill-conditioned when ε is
sufficiently small, which is always the case for the SPS–MJ. In general, these
ill-conditioned LMIs are very difficult to solve. Thus, to alleviate these ill-
conditioned LMIs, we have the following theorem which does not depend on ε.
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Theorem 16. Consider the system (10.1). Given a prescribed H∞ perfor-
mance γ > 0, for ı = 1, 2, · · · , s, if there exist matrices P (ı), any positive
constants δ(ı) and matrices Yj(ı), j = 1, 2, · · · , r, such that the following ε-
independent linear matrix inequalities hold:

EP (ı) = PT (ı)E, P (ı)D = DPT (ı), EP (ı) + P (ı)D > 0 (10.20)
Ψii(ı) < 0, i = 1, 2, · · · , r (10.21)

Ψij(ı) + Ψji(ı) < 0, i < j ≤ r (10.22)

where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
,

Ψij(ı) =





Φij(ı) (∗)T (∗)T (∗)T

R(ı)B̃T
1i

(ı) −γR(ı) (∗)T (∗)T

Υij(ı) 0 −γR(ı) (∗)T

ZT (ı) 0 0 −P(ı)



 (10.23)

Φij(ı) = Ai(ı)P (ı)+ PT (ı)AT
i (ı)+ B2i

(ı)Yj(ı)+ Y T
j (ı)BT

2i
(ı)+ λıı

˜̄P (ı) (10.24)

Υij(ı) = C̃1i
(ı)P (ı) + D̃12i

(ı)Yj(ı) (10.25)
R(ı) = diag {δ(ı)I, I, δ(ı)I, I} (10.26)

Z(ı) =
(√

λı1
˜̄P (ı) · · ·

√
λı(ı−1)

˜̄P (ı)
√

λı(ı+1)
˜̄P (ı) · · ·

√
λıs

˜̄P (ı)
)

(10.27)

P(ı) = diag
{

˜̄P (1), · · · , ˜̄P (ı − 1), ˜̄P (ı + 1), · · · , ˜̄P (s)
}

(10.28)

˜̄P (ı) =
P (ı) + PT (ı)

2
(10.29)

with

B̃1i
(ı) =

[
I I I B1i

(ı)
]

(10.30)

C̃1i
(ı) =

[
γρ(ı)HT

1i
(ı)

√
2ℵ(ı)ρ(ı)HT

4i
(ı) 0

√
2ℵ(ı)CT

1i
(ı)
]T

(10.31)

D̃12i
(ı) =

[
0
√

2ℵ(ı)ρ(ı)HT
6i

(ı) γρ(ı)HT
3i

(ı)
√

2ℵ(ı)DT
12i

(ı)
]T

(10.32)

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖
]




1
2

, (10.33)

then there exists a sufficiently small ε̂ > 0 such that the inequality (5.5) holds
for ε ∈ (0, ε̂]. Furthermore, a suitable choice of the fuzzy controller is

u(t) =
r∑

i=1

µjKj(ı)x(t) (10.34)

where
Kj(ı) = Yj(ı)(P (ı))−1. (10.35)
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Proof: Suppose there exists a matrix P (ı) such that the inequality (10.20)
holds, then P (ı) is of the following form:

P (ı) =
(

P1(ı) 0
PT

2 (ı) P3(ı)

)
(10.36)

with P1(ı) = PT
1 (ı) > 0 and P3(ı) = PT

3 (ı) > 0. Let

Pε(ı) = Eε(P (ı) + εP̃ (ı)) (10.37)

with

P̃ (ı) =
(

0 P2(ı)
0 0

)
. (10.38)

Substituting (10.36) and (10.38) into (10.37), we have

Pε(ı) =
(

P1(ı) εP2(ı)
εPT

2 (ı) εP3(ı)

)
. (10.39)

Clearly, Pε(ı) = PT
ε (ı), and there exists a sufficiently small ε̂ such that for

ε ∈ (0, ε̂], Pε(ı) > 0. Using the matrix inversion lemma, we learn that

P−1
ε (ı) =

[
P−1(ı) + εMε(ı)

]
E−1

ε (10.40)

where Mε(ı) = −P−1(ı)P̃ (ı)
(
I + εP−1(ı)P̃ (ı)

)−1

P−1(ı). Substituting (10.37)
and (10.40) into (10.8), we obtain

Ψij(ı) + ψij(ı) (10.41)

where the ε-independent linear matrix Ψij(ı) is defined in (10.23) and the
ε-dependent linear matrix is

ψij(ı) = ε





(
Ai(ı)P̃ (ı) + P̃T (ı)AT

i (ı)
+B2i

(ı)Yεj
(ı) + Y T

εj
(ı)BT

2i
(ı) + λıı

ˆ̄P (ı)

)
(∗)T (∗)T (∗)T

0 0 (∗)T (∗)T

[
C̃1i

(ı)P̃ (ı) + D̃12i
(ı)Yεj

(ı)
]T

0 0 (∗)T

ZT
ε (ı) 0 0 −Pε(ı)




.

(10.42)

with Zε(ı) =
(√

λı1
ˆ̄P (ı) · · ·

√
λı(ı−1)

ˆ̄P (ı)
√

λı(ı+1)
ˆ̄P (ı) · · ·

√
λıs

ˆ̄P (ı)
)
, Pε(ı)

= diag
{

ˆ̄P (1), · · · , ˆ̄P (ı − 1), ˆ̄P (ı + 1), · · · , ˆ̄P (s)
}

, ˆ̄P (ı) = P̃ (ı)+P̃ T (ı)
2 and

Yεj
(ı) = Kj(ı)M−1

ε (ı). Note that the ε-dependent linear matrix tends to zero
when ε approaches zero.

Employing (10.20)-(10.22) and knowing the fact that for any given negative
definite matrix W, there exists an ε > 0 such that W + εI < 0, one can show
that there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], (10.6) and
(10.7) hold. Since (10.5)-(10.7) hold, using Lemma 10.1, the inequality (5.5)
holds for ε ∈ (0, ε̂] .
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10.3 Robust H∞ Fuzzy Output Feedback Control Design

This section aims at designing a full order dynamic H∞ fuzzy output feedback
controller of the form

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ı, ε)x̂(t) + B̂i(ı)y(t)

]

u(t) =
∑r

i=1 µ̂iĈi(ı)x̂(t)
(10.43)

where x̂(t) ∈ �n is the controller’s state vector, Âij(ı, ε), B̂i(ı) and Ĉi(ı) are
parameters of the controller which are to be determined, and µ̂i denotes the
normalized time-varying fuzzy weighting functions for each rule (i.e., µ̂i ≥ 0
and

∑r
i=1 µ̂i = 1), such that the inequality (5.5) holds. Clearly, in real control

problems, all of the premise variables are not necessarily measurable. Thus, we
can consider the designing of the robust H∞ output feedback control into two
cases as follows. In Subsection 10.3.1, we consider the case where the premise
variable of the fuzzy model µi is measurable, while in Subsection 10.3.2, the
premise variable which is assumed to be unmeasurable is considered.

10.3.1 Case I–ν(t) is available for feedback

The premise variable of the fuzzy model ν(t) is available for feedback which
implies that µi is available for feedback. Thus, we can select our controller
that depends on µi as follows:

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µiµj

[
Âij(ı, ε)x̂(t) + B̂i(ı)y(t)

]

u(t) =
∑r

i=1 µiĈi(ı)x̂(t).
(10.44)

Before presenting our next results, the following lemma is recalled.

Lemma 9. Consider the system (10.1). Given a prescribed H∞ performance
γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist matrices
Xε(ı) = XT

ε (ı), Yε(ı) = Y T
ε (ı), Bi(ı, ε) and Ci(ı, ε), i = 1, 2, · · · , r, satisfying

the following ε-dependent linear matrix inequalities:
[

Xε(ı) I
I Yε(ı)

]
> 0 (10.45)

Xε(ı) > 0 (10.46)
Yε(ı) > 0 (10.47)

Ψ11ii
(ı, ε) < 0, i = 1, 2, · · · , r (10.48)

Ψ22ii
(ı, ε) < 0, i = 1, 2, · · · , r (10.49)

Ψ11ij (ı, ε) + Ψ11ji(ı, ε) < 0, i < j ≤ r (10.50)
Ψ22ij

(ı, ε) + Ψ22ji
(ı, ε) < 0, i < j ≤ r (10.51)
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where

Ψ11ij
(ı, ε) =









E−1
ε Ai(ı)Yε(ı) + Yε(ı)AT

i (ı)E−1
ε

+λııYε(ı)E−1
ε

+γ−2E−1
ε B̃1i

(ı)B̃T
1j

(ı)E−1
ε

+E−1
ε B2i

(ı)Cj(ı, ε)E−1
ε

+E−1
ε CT

i (ı, ε)BT
2j

(ı)E−1
ε




(∗)T (∗)T

C̃1i
(ı)Yε(ı) + E−1

ε D̃12i
(ı)Cj(ı, ε) −I (∗)T

J T (ı) 0 −Yε(ı)





(10.52)

Ψ22ij
(ı, ε) =








AT

i (ı)E−1
ε Xε(ı) + Xε(ı)E−1

ε Ai(ı)
+Bi(ı, ε)C2j

(ı) + CT
2i

(ı)BT
j (ı, ε)

+C̃T
1i

(ı)C̃1j
(ı) +

∑s
k=1 λıkXε(k)E−1

ε



 (∗)T

[
Xε(ı)E−1

ε B̃1i
(ı) + Bi(ı, ε)D̃21j

(ı)
]T

−γ2I




(10.53)

with

J (ı) =
[√

λ1ıYε(ı) · · ·
√

λ(i−1)ıYε(ı)
√

λ(i+1)ıYε(ı) · · ·
√

λsıYε(ı)
]

Yε(ı) = diag
{

Yε(1), · · · , Yε(ı − 1), Yε(ı + 1), · · · , Yε(s)
}

B̃1i
(ı) = [δ(ı)I I δ(ı)I 0 B1i

(ı) 0]

C̃1i
(ı) =

[
γρ(ı)
δ(ı) HT

1i
(ı) 0 γρ(ı)

δ(ı) HT
5i

(ı)
√

2ℵ(ı)ρ(ı)HT
4i

(ı)
√

2ℵ(ı)CT
1i

(ı)
]T

D̃12i
(ı) =

[
0 γρ(ı)

δ(ı) HT
3i

(ı) 0
√

2ℵ(ı)ρ(ı)HT
6i

(ı)
√

2ℵ(ı)DT
12i

(ı)
]T

D̃21i
(ı) = [0 0 0 δ(ı)I D21i

(ı) I]

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖ + ‖HT
7i

(ı)H7j
(ı)‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable controller is of the form (10.44) with

Âij(ı, ε) = Eε

[
Y −1

ε (ı) − Xε(ı)
]−1Mij(ı, ε)Y −1

ε (ı)
B̂i(ı) = Eε

[
Y −1

ε (ı) − Xε(ı)
]−1Bi(ı, ε)

Ĉi(ı) = Ci(ı, ε)E−1
ε Y −1

ε (ı)
(10.54)

where
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Mij(ı, ε) = −AT
i (ı)E−1

ε − Xε(ı)E−1
ε Ai(ı)Yε(ı)

−
[
Y −1

ε (ı) − Xε(ı)
]
E−1

ε B̂i(ı)C2j
(ı)Yε(ı)

−XεE
−1
ε B2i

(ı)Ĉj(ı)Yε(ı) −
s∑

k=1

λıkY −1
ε (k)Yε(ı)

−C̃T
1i

(ı)
[
C̃1j

(ı)Yε(ı) + D̃12j
(ı)Ĉj(ı)Yε(ı)

]
− γ−2

{
Xε(ı)E−1

ε B̃1i
(ı)

+
[
Y −1

ε (ı) − Xε(ı)
]
E−1

ε B̂i(ı)D̃21i
(ı)
}

B̃T
1j

(ı)E−1
ε . (10.55)

Proof: The proof can be carried out by the same technique used in Lemma
5.1 and Theorem 5.2.

Remark 11. The LMIs given in Lemma 9 may become ill-conditioned when ε
is sufficiently small, which is always the case for the SPS–MJ. In general,
these ill-conditioned LMIs are very difficult to solve. Thus, to alleviate these
ill-conditioned LMIs, we have the following ε-independent well-posed LMI-
based sufficient conditions for the UFSPS–MJ to obtain the prescribed H∞
performance.

Theorem 17. Consider the system (10.1). Given a prescribed H∞ perfor-
mance γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist
matrices X0(ı), Y0(ı), B0i

(ı) and C0i
(ı), i = 1, 2, · · · , r, satisfying the following

ε-independent linear matrix inequalities:
[

X0(ı)E + DX0(ı) I
I Y0(ı)E + DY0(ı)

]
> 0 (10.56)

EXT
0 (ı) = X0(ı)E, XT

0 (ı)D = DX0(ı), X0(ı)E + DX0(ı) > 0 (10.57)
EY T

0 (ı) = Y0(ı)E, Y T
0 (ı)D = DY0(ı), Y0(ı)E + DY0(ı) > 0 (10.58)

Ψ11ii(ı) < 0, i = 1, 2, · · · , r (10.59)
Ψ22ii

(ı) < 0, i = 1, 2, · · · , r (10.60)
Ψ11ij

(ı) + Ψ11ji
(ı) < 0, i < j ≤ r (10.61)

Ψ22ij
(ı) + Ψ22ji

(ı) < 0, i < j ≤ r (10.62)

where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
,

Ψ11ij (ı) =








Ai(ı)Y T

0 (ı) + Y0(ı)AT
i (ı)

+λıı
˜̄Y0(ı) + γ−2B̃1i

(ı)B̃T
1j

(ı)
+B2i

(ı)C0j
(ı) + CT

0i
(ı)BT

2j
(ı)



 (∗)T (∗)T

C̃1i
(ı)Y T

0 (ı) + D̃12i
(ı)C0j

(ı) −I (∗)T

J T
0 (ı) 0 −Y0(ı)




(10.63)
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Ψ22ij
(ı) =








AT

i (ı)XT
0 (ı) + X0(ı)Ai(ı)

+B0i
(ı)C2j

(ı) + CT
2i

(ı)BT
0j

(ı)

+C̃T
1i

(ı)C̃1j
(ı) +

∑s
k=1 λık

˜̄X0(k)



 (∗)T

B̃T
1i

(ı)XT
0 (ı) + D̃T

21i
(ı)BT

0j
(ı) −γ2I




(10.64)

with ˜̄X0(k) = X0(k)+XT
0 (k)

2 , ˜̄Y0(ı) = Y0(ı)+Y T
0 (ı)

2 ,

J0(ı) =
[√

λ1ı
˜̄Y0(ı) · · ·

√
λ(i−1)ı

˜̄Y0(ı)
√

λ(i+1)ı
˜̄Y0(ı) · · ·

√
λsı

˜̄Y (ı)
]

Y0(ı) = diag
{

˜̄Y0(1), · · · , ˜̄Y0(ı − 1), ˜̄Y0(ı + 1), · · · , ˜̄Y0(s)
}

B̃1i
(ı) = [δ(ı)I I δ(ı)I 0 B1i

(ı) 0]

C̃1i
(ı) =

[
γρ(ı)
δ(ı) HT

1i
(ı) 0 γρ(ı)

δ(ı) HT
5i

(ı)
√

2ℵ(ı)ρ(ı)HT
4i

(ı)
√

2ℵ(ı)CT
1i

(ı)
]T

D̃12i(ı) =
[
0 γρ(ı)

δ(ı) HT
3i

(ı) 0
√

2ℵ(ı)ρ(ı)HT
6i

(ı)
√

2ℵ(ı)DT
12i

(ı)
]T

D̃21i
(ı) = [0 0 0 δ(ı)I D21i

(ı) I]

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖ + ‖HT
7i

(ı)H7j
(ı)‖
]




1
2

,

then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the pre-
scribed H∞ performance γ > 0 is guaranteed. Furthermore, a suitable con-
troller is of the form (10.44) with

Âij(ı, ε) =
[
Y −1

ε (ı) − Xε(ı)
]−1M0ij

(ı, ε)Y −1
ε (ı)

B̂i(ı) =
[
Y −1

0 (ı) − X0(ı)
]−1B0i

(ı)
Ĉi(ı) = C0i

(ı)Y −1
0 (ı)

(10.65)

where

M0ij
(ı, ε) = −AT

i (ı) − Xε(ı)Ai(ı)Yε(ı) −
[
Y −1

ε (ı) − Xε(ı)
]
B̂i(ı)C2j

(ı)Yε(ı)
−XεB2i

(ı)Ĉj(ı)Yε(ı) −
∑s

k=1 λıkY −1
ε (k)Yε(ı)

−C̃T
1i

(ı)
[
C̃1j

(ı)Yε(ı) + D̃12j
(ı)Ĉj(ı)Yε(ı)

]

−γ−2
{

Xε(ı)B̃1i
(ı) +

[
Y −1

ε (ı) − Xε(ı)
]
B̂i(ı)D̃21i

(ı)
}

B̃T
1j

(ı),
(10.66)

Xε(ı) =
{

X0(ı) + εX̃(ı)
}

Eε (10.67)

and
Y −1

ε (ı) =
{

Y −1
0 (ı) + εNε(ı)

}
Eε (10.68)

with X̃(ı) = D
(
XT

0 (ı) − X0(ı)
)

and Nε(ı) = D
(
(Y −1

0 (ı))T − Y −1
0 (ı)

)
.

Proof: See Appendix.
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10.3.2 Case II–ν(t) is unavailable for feedback

Now, the premise variable of the fuzzy model ν(t) is unavailable for feedback
which implies µi is unavailable for feedback. Hence, we cannot select our
controller which depends on µi. Thus, we select our controller as follows:

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ı, ε)x̂(t) + B̂i(ı)y(t)

]

u(t) =
∑r

i=1 µ̂iĈi(ı)x̂(t)
(10.69)

where µ̂i depends on the premise variable of the controller which is different
from µi.

Let us re-express the system (10.1) in terms of µ̂i, thus the plant’s premise
variable becomes the same as the controller’s premise variable. By doing so,
the result given in the previous case can then be applied here. Note that it
can be done by using the same technique as in Subsection 3.3.2. After some
manipulation, we get

Eεẋ(t) =
∑r

i=1 µ̂i

[
[Ai(ı) + ∆Āi(ı)]x(t) + [B1i

(ı) + ∆B̄1i
(ı)]w(t)

+[B2i
(ı) + ∆B̄2i

(ı)]u(t)
]
, x(0) = 0

z(t) =
∑r

i=1 µ̂i

[
[C1i

(ı) + ∆C̄1i
(ı)]x(t) + [D12i

(ı) + ∆D̄12i
(ı)]u(t)

]

y(t) =
∑r

i=1 µ̂i

[
[C2i

(ı) + ∆C̄2i
(ı)]x(t) + [D21i

(ı) + ∆D̄21i
(ı)]w(t)

]

(10.70)
where

∆Āi(ı) = F̄ (x(t), x̂(t), ı, t)H̄1i
(ı), ∆B̄1i

(ı) = F̄ (x(t), x̂(t), ı, t)H̄2i
(ı),

∆B̄2i
(ı) = F̄ (x(t), x̂(t), ı, t)H̄3i

(ı), ∆C̄1i
(ı) = F̄ (x(t), x̂(t), ı, t)H̄4i

(ı),

∆C̄2i
(ı) = F̄ (x(t), x̂(t), ı, t)H̄5i

(ı), ∆D̄12i(ı) = F̄ (x(t), x̂(t), ı, t)H̄6i
(ı)

and ∆D̄21i
(ı) = F̄ (x(t), x̂(t), ı, t)H̄7i

(ı)

with
H̄1i

(ı) =
[
HT

1i
(ı) AT

1 (ı) · · · AT
r (ı) HT

11
(ı) · · · HT

1r
(ı)
]T

,

H̄2i
(ı) =

[
HT

2i
(ı) BT

11
(ı) · · · BT

1r
(ı) HT

21
(ı) · · · HT

2r
(ı)
]T

,

H̄3i
(ı) =

[
HT

3i
(ı) BT

21
(ı) · · · BT

2r
(ı) HT

31
(ı) · · · HT

3r
(ı)
]T

,

H̄4i
(ı) =

[
HT

4i
(ı) CT

11
(ı) · · · CT

1r
(ı) HT

41
(ı) · · · HT

4r
(ı)
]T

,

H̄5i
(ı) =

[
HT

5i
(ı) CT

21
(ı) · · · CT

2r
(ı) HT

51
(ı) · · · HT

5r
(ı)
]T

,

H̄6i
(ı) =

[
HT

6i
(ı) DT

121
(ı) · · · DT

12r
(ı) HT

61
(ı) · · · HT

6r
(ı)
]T

,

H̄7i
(ı) =

[
HT

7i
(ı) DT

211
(ı) · · · DT

21r
(ı) HT

71
(ı) · · · HT

7r
(ı)
]T

.
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and F̄ (x(t), x̂(t), ı, t) =
[
F (x(t), ı, t) (µ1−µ̂1) · · · (µr−µ̂r) F (x(t), ı, t)(µ1−

µ̂1) · · · F (x(t), ı, t)(µr − µ̂r)
]
. Note that ‖F̄ (x(t), x̂(t), ı, t)‖ ≤ ρ̄(ı) where

ρ̄(ı) = {3ρ2(ı)+2} 1
2 . ρ̄(ı) is derived by utilizing the concept of vector norm in

the basic system control theory and the fact that µi ≥ 0, µ̂i ≥ 0,
∑r

i=1 µi = 1
and

∑r
i=1 µ̂i = 1.

In this new expression, the plant’s premise variable is now the same as
the controller’s premise variable. Thus, applying Theorem 17, we have the
following LMI-based sufficient conditions for this case.

Theorem 18. Consider the system (10.1). Given a prescribed H∞ perfor-
mance γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist
matrices X0(ı), Y0(ı), B0i

(ı) and C0i
(ı), i = 1, 2, · · · , r, satisfying the following

ε-independent linear matrix inequalities:
[

X0(ı)E + DX0(ı) I
I Y0(ı)E + DY0(ı)

]
> 0 (10.71)

EXT
0 (ı) = X0(ı)E, XT

0 (ı)D = DX0(ı), X0(ı)E + DX0(ı) > 0 (10.72)
EY T

0 (ı) = Y0(ı)E, Y T
0 (ı)D = DY0(ı), Y0(ı)E + DY0(ı) > 0 (10.73)

Ψ11ii
(ı) < 0, i = 1, 2, · · · , r (10.74)

Ψ22ii
(ı) < 0, i = 1, 2, · · · , r (10.75)

Ψ11ij
(ı) + Ψ11ji

(ı) < 0, i < j ≤ r (10.76)
Ψ22ij (ı) + Ψ22ji(ı) < 0, i < j ≤ r (10.77)

where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
,

Ψ11ij
(ı) =








Ai(ı)Y T

0 (ı) + Y0(ı)AT
i (ı)

+λıı
˜̄Y0(ı) + γ−2 ˜̄B1i

(ı) ˜̄BT
1j

(ı)
+B2i

(ı)C0j
(ı) + CT

0i
(ı)BT

2j
(ı)



 (∗)T (∗)T

˜̄C1i
(ı)Y T

0 (ı) + ˜̄D12i
(ı)C0j

(ı) −I (∗)T

J T
0 (ı) 0 −Y0(ı)




(10.78)

Ψ22ij
(ı) =








AT

i (ı)XT
0 (ı) + X0(ı)Ai(ı)

+B0i
(ı)C2j

(ı) + CT
2i

(ı)BT
0j

(ı)
+ ˜̄CT

1i
(ı) ˜̄C1j

(ı) +
∑s

k=1 λık
˜̄X0(k)



 (∗)T

˜̄BT
1i

(ı)XT
0 (ı) + ˜̄DT

21i
(ı)BT

0j
(ı) −γ2I



 (10.79)

with ˜̄X0(k) = X0(k)+XT
0 (k)

2 , ˜̄Y0(ı) = Y0(ı)+Y T
0 (ı)

2 ,
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J0(ı) =
[√

λ1ı
˜̄Y0(ı) · · ·

√
λ(i−1)ı

˜̄Y0(ı)
√

λ(i+1)ı
˜̄Y0(ı) · · ·

√
λsı

˜̄Y0(ı)
]

Y0(ı) = diag
{

˜̄Y0(1), · · · , ˜̄Y0(ı − 1), ˜̄Y0(ı + 1), · · · , ˜̄Y0(s)
}

˜̄B1i
(ı) = [δ(ı)I I δ(ı)I 0 B1i

(ı) 0]

˜̄C1i
(ı) =

[
γρ̄(ı)
δ(ı) H̄T

1i
(ı) 0 γρ̄(ı)

δ(ı) H̄T
5i

(ı)
√

2ℵ̄(ı)ρ̄(ı)H̄T
4i

(ı)
√

2ℵ̄(ı)CT
1i

(ı)
]T

˜̄D12i
(ı) =

[
0 γρ̄(ı)

δ(ı) H̄T
3i

(ı) 0
√

2ℵ̄(ı)ρ̄(ı)H̄T
6i

(ı)
√

2ℵ̄(ı)DT
12i

(ı)
]T

˜̄D21i(ı) = [0 0 0 δ(ı)I D21i(ı) I]

ℵ̄(ı) =



1 + ρ̄2(ı)
r∑

i=1

r∑

j=1

[
‖H̄T

2i
(ı)H̄2j

(ı)‖ + ‖H̄T
7i

(ı)H̄7j
(ı)‖
]




1
2

,

then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the pre-
scribed H∞ performance γ > 0 is guaranteed. Furthermore, a suitable con-
troller is of the form (10.69) with

Âij(ı, ε) =
[
Y −1

ε (ı) − Xε(ı)
]−1M0ij

(ı, ε)Y −1
ε (ı)

B̂i(ı) =
[
Y −1

0 (ı) − X0(ı)
]−1B0i

(ı)
Ĉi(ı) = C0i

(ı)Y −1
0 (ı)

(10.80)

where

M0ij
(ı, ε) = −AT

i (ı) − Xε(ı)Ai(ı)Yε(ı) −
[
Y −1

ε (ı) − Xε(ı)
]
B̂i(ı)C2j

(ı)Yε(ı)
−Xε(ı)B2i

(ı)Ĉj(ı)Yε(ı) −
∑s

k=1 λıkY −1
ε (k)Yε(ı)

− ˜̄CT
1i

(ı)
[

˜̄C1j
(ı)Yε(ı) + ˜̄D12j

(ı)Ĉj(ı)Yε(ı)
]

−γ−2
{

Xε(ı) ˜̄B1i
(ı) +

[
Y −1

ε (ı) − Xε(ı)
]
B̂i(ı) ˜̄D21i(ı)

}
˜̄BT
1j

(ı),
(10.81)

Xε(ı) =
{

X0(ı) + εX̃(ı)
}

Eε (10.82)

and
Y −1

ε (ı) =
{

Y −1
0 (ı) + εNε(ı)

}
Eε (10.83)

with X̃(ı) = D
(
XT

0 (ı) − X0(ı)
)

and Nε(ı) = D
(
(Y −1

0 (ı))T − Y −1
0 (ı)

)
.

Proof: Since (10.70) is of the form of (10.1), it can be shown by employing of
the proof for Theorem 17.
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10.4 Example

Consider a modified series dc motor model based on [139] as shown in Figure
10.1 which is governed by the following differential equations:

J dω̃(t)
dt = KmLf ĩ2(t) − (D + ∆D)ω̃(t)

Ldĩ(t)
dt = −Rĩ(t) − KmLf ĩ(t)ω̃(t) + Ṽ (t)

(10.84)

where ω̃(t) = ω(t)−ωref (t) is the deviation of the actual angular velocity from
the desired angular velocity, ĩ(t) = i(t)− iref (t) is the deviation of the actual
current from the desired current, Ṽ (t) = V (t)−Vref (t) is the deviation of the
actual input voltage from the desired input voltage, J is the moment of inertia,
Km is the torque/back emf constant, D is the viscous friction coefficient, and
Ra, Rf , La and Lf are the armature resistance, the field winding resistance,
the armature inductance and the field winding inductance, respectively, with
R

∆= Rf + Ra and L
∆= Lf + La. Note that in a typical series-connected dc

motor, the condition Lf � La holds. When one obtains a series-connected dc
motor, we have i(t) = ia(t) = if (t). Now let us assume that |∆J | ≤ 0.1J .

bV

L

If Ia

V

+

−

back emf

f

aL aR

fR

+

−

Dω

τ

Fig. 10.1. A modified series dc motor equivalent circuit.

Giving x1(t) = ω̃(t), x2(t) = ĩ(t) and u(t) = Ṽ (t), (10.84) becomes
[

ẋ1(t)
εẋ2(t)

]
=

[
− D

(J+∆J)
KmLf

(J+∆J)x2(t)
−KmLfx2(t) −R

] [
x1(t)
x2(t)

]
+
[

0
1

]
u(t) (10.85)

where ε = L represents a small parasitic parameter. Assume that, the system is
aggregated into 3 modes as shown in Table 10.1 and the transition probability
matrix that relates the three operation modes is given as follows:

Pık =




0.67 0.17 0.16
0.30 0.47 0.23
0.26 0.10 0.64



 .
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Table 10.1. System Terminology.

Mode ı Moment of Inertia J(ı) ± ∆J(ı)
(kg·m2)

1 Small 0.0005 ±10%

2 Normal 0.005 ±10%

3 Large 0.05 ±10%

The parameters for the system are given as R = 10 Ω, Lf = 0.005 H,
D = 0.05 N · m/rad/s and Km = 1 N · m/A. Substituting the parameters
into (10.85), we get

[
ẋ1(t)
εẋ2(t)

]
=
[ − 0.05

J(ı)
0.005
J(ı) x2(t)

−0.005x2(t) −10

] [
x1(t)
x2(t)

]
+
[

0 0
0.1 0

]
w(t)

+
[

0
1

]
u(t) +

[− 0.05
∆J(ı)

0.005
∆J(ı)x2(t)

0 0

] [
x1(t)
x2(t)

]

z(t) =
[

1 0
0 1

] [
x1(t)
x2(t)

]
+
[

0
1

]
u(t)

y(t) = Sx(t) +
[
0 0.1

]
w(t)

(10.86)

where x(t) = [xT
1 (t) xT

2 (t)]T is the state variables, w(t) = [wT
1 (t) wT

2 (t)]T

is the disturbance input, u(t) is the controlled input, z(t) is the controlled
output, y(t) is the measured output and S is the sensor matrix.

The control objective is to control the state variable x2(t) for the range
x2(t) ∈ [N1 N2]. For the sake of simplicity, we will use as few rules as possible.
Note that Figure 10.2 shows the plot of the membership functions represented
by

M1(x2(t)) =
−x2(t) + N2

N2 − N1
and M2(x2(t)) =

x2(t) − N1

N2 − N1
.

Knowing that x2(t) ∈ [N1 N2], the nonlinear system (10.86) can be ap-
proximated by the following TS fuzzy model:

Plant Rule 1: IF x2(t) is M1(x2(t)) THEN

Eεẋ(t) = [A1(ı) + ∆A1(ı)]x(t) + B11(ı)w(t) + B21(ı)u(t), x(0) = 0,
z(t) = C11(ı)x(t),
y(t) = C21(ı)x(t) + D211(ı)w(t).

Plant Rule 2: IF x2(t) is M2(x2(t)) THEN

Eεẋ(t) = [A2(ı) + ∆A2(ı)]x(t) + B12(ı)w(t) + B22(ı)u(t), x(0) = 0,
z(t) = C12(ı)x(t),
y(t) = C22(ı)x(t) + D212(ı)w(t)
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1 21

0

M  (x  ) M  (x  )

N21N x  (t)2

2 2

−3 30

Fig. 10.2. Membership functions for the two fuzzy set.

where x(t) =
[

x1(t)
x2(t)

]
, w(t) =

[
w1(t)
w2(t)

]
, Eε =

[
1 0
0 ε

]
,

A1(1) =
[

−100 10N1

−0.005N1 −10

]
, A2(1) =

[
−100 10N2

−0.005N2 −10

]
,

A1(2) =
[

−10 N1

−0.005N1 −10

]
, A2(2) =

[
−10 N2

−0.005N2 −10

]
,

A1(3) =
[

−1 0.1N1

−0.005N1 −10

]
, A2(3) =

[
−1 0.1N2

−0.005N2 −10

]
,

B11(1) = B12(1) = B11(2) = B12(2) = B11(3) = B12(3) =
[

0 0
0.1 0

]
,

B21(1) = B22(1) = B21(2) = B22(2) = B21(3) = B22(3) =
[

0
1

]
,

C11(1) = C12(1) = C11(2) = C12(2) = C11(3) = C12(3) =
[

1 0
0 1

]
,

C21(1) = C22(1) = C21(2) = C22(2) = C21(3) = C22(3) = S,

D121(1) = D122(1) = D121(2) = D122(2) = D121(3) = D122(3) =
[

0
1

]
,

D211(1) = D212(1) = D211(2) = D212(2) = D211(3) = D212(3) =
[
0 0.1

]
,

∆A1(ı) = F (x(t), ı, t)H11(ı) and ∆A2(ı) = F (x(t), ı, t)H12(ı).

Now, by assuming that ‖F (x(t), ı, t)‖ ≤ ρ(ı) = 1, we have

H11(ı) =
[− 0.05

J(ı)
0.05
J(ı)N1

0 0

]
and H12(ı) =

[− 0.05
J(ı)

0.05
J(ı)N2

0 0

]
.

In this simulation, we select N1 = −3 and N2 = 3.
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State-feedback controller design

Employing the results given in Lemma 10.1 and the Matlab LMI solver
[138], it is easy to realize that when ε < 0.005 for the state-feedback control
design, the LMIs become ill-conditioned and the Matlab LMI solver yields the
error message, “Rank Deficient”. Using the LMI optimization algorithm and
Theorem 8 with γ = 1, we obtain

δ(1) = 86.6250, P (1) =
[

1.3925 0
−0.0003 19.2537

]
,

Y1(1) =
[
577.5880 −126.6401

]
, Y2(1) =

[
−577.5935 −126.6804

]
,

K1(1) =
[
414.7894 −6.5774

]
, K2(1) =

[
−414.7961 −6.5795

]
,

δ(2) = 69.8795, P (2) =
[

7.5856 0
−0.0002 17.5735

]
,

Y1(2) =
[
52.6069 −110.0622

]
, Y2(2) =

[
−52.6069 −110.0622

]
,

K1(2) =
[
6.9351 −6.2629

]
, K2(2) =

[
−6.9351 −6.2629

]
,

δ(3) = 69.8795, P (3) =
[

3.8508 0
−0.0001 17.0254

]
,

Y1(3) =
[
577.5880 −126.6401

]
, Y2(3) =

[
−577.5880 −126.6401

]
,

K1(3) =
[
1.3114 −6.1753

]
, K2(3) =

[
−1.3114 −6.1753

]
.

The resulting fuzzy state-feedback controller is

u(t) =
2∑

j=1

µjKj(ı)x(t) (10.87)

where
µ1 = M1(x2(t)) and µ2 = M2(x2(t)).

Output feedback controller design

Employing the results given in Lemma 10.2 and the Matlab LMI solver
[138], it is easy to realize that ε < 0.007 for the output feedback control
design in Case I and ε < 0.008 for the output feedback control design in Case
II, the LMIs become ill-conditioned and the Matlab LMI solver yields the
error message, “Rank Deficient”. Using the LMI optimization algorithm and
Theorems 17-18 with ε = 0.005, γ = 1 and δ(1) = δ(2) = δ(3) = 1, we obtain
the following results:
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Case I: ν(t) are available for feedback
In this case, x2(t) = ν(t) is assumed to be available for feedback; for

instance, S = [0 1]. This implies that µi is available for feedback.

X(1) =
[

8.3235 −0.0001
0 3.6771

]
, Y (1) = 104 ×

[
1.6913 −0.0001

0 4.0937

]
,

Â11(1, ε) =
[
−0.0011 −0.0036
−1.6317 −4.8951

]
, Â12(1, ε) =

[
−0.0011 −0.0036
−1.6317 −4.8951

]
,

Â21(1, ε) =
[
−0.0010 −0.0036
−1.6319 −4.8952

]
, Â22(1, ε) =

[
−0.0011 −0.0036
−1.6319 −4.8952

]
,

B̂1(1) =
[
−0.2703
3.0312

]
, B̂2(1) =

[
0.2703
3.0312

]
,

Ĉ1(1) =
[
0.0185 −1.7016

]
, Ĉ2(1) =

[
−0.0948 −0.6823

]
,

X(2) =
[

3.6796 −0.0001
0 4.1135

]
, Y (2) = 105 ×

[
1.2364 −0.0001

0 0.7850

]
,

Â11(2, ε) =
[
−0.0002 −0.0008
−0.1459 −0.4384

]
, Â12(2, ε) =

[
−0.0002 −0.0008
−0.1459 −0.4384

]
,

Â21(2, ε) =
[
−0.0002 −0.0009
−0.1460 −0.4387

]
, Â22(2, ε) =

[
−0.0002 −0.0009
−0.1460 −0.4387

]
,

B̂1(2) =
[
−0.0448
0.1124

]
, B̂2(2) =

[
0.0448
0.1124

]
,

Ĉ1(2) =
[
0.0039 −0.0839

]
, Ĉ2(2) =

[
−0.0030 −0.0972

]
,

X(3) =
[

0.2416 −0.0001
0 4.1502

]
, Y (3) = 105 ×

[
9.9738 0.9206

0 1.0041

]
,

Â11(3, ε) =
[
−0.0011 −0.0012
−0.0145 −0.0517

]
, Â12(3, ε) =

[
−0.0011 −0.0012
−0.0145 −0.0517

]
,

Â21(3, ε) =
[
−0.0011 −0.0014
−0.0148 −0.0518

]
, Â22(3, ε) =

[
−0.0011 −0.0014
−0.0148 −0.0518

]
,

B̂1(3) =
[
−0.0070
0.0098

]
, B̂2(3) =

[
0.0070
0.0098

]
,

Ĉ1(3) =
[
0.0036 −0.0266

]
, Ĉ2(3) =

[
0.0036 −0.0244

]
.
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The resulting fuzzy controller is

Eε
˙̂x(t) =

∑2
i=1

∑2
j=1 µiµjÂij(ı, ε)x̂(t) +

∑2
i=1 µiB̂i(ı)y(t)

u(t) =
∑2

i=1 µiĈi(ı)x̂(t)
(10.88)

where
µ1 = M1(x2(t)) and µ2 = M2(x2(t)).

Case II: ν(t) are unavailable for feedback
In this case, x2(t) = ν(t) is assumed to be unavailable for feedback; for

instance, S = [1 0]. This implies that µi is unavailable for feedback.

X(1) =
[

5.1464 0.0015
0 2.8529

]
, Y (1) = 104 ×

[
1.9180 −0.0001

0 4.6424

]
,

Â11(1, ε) =
[
−0.0018 −0.0058
−2.1031 −6.3093

]
, Â12(1, ε) =

[
−0.0018 −0.0058
−2.1031 −6.3093

]
,

Â21(1, ε) =
[
−0.0019 −0.0058
−2.1035 −6.3094

]
, Â22(1, ε) =

[
−0.0019 −0.0058
−2.1035 −6.3094

]
,

B̂1(1) =
[

0.1238
−0.7738

]
, B̂2(1) =

[
0.1234
0.7914

]
,

Ĉ1(1) =
[
0.0473 −1.4904

]
, Ĉ2(1) =

[
−0.1964 −0.5662

]
,

X(2) =
[

2.9941 0.0004
0 3.3210

]
, Y (2) = 105 ×

[
1.4022 −0.0001

0 0.8902

]
,

Â11(2, ε) =
[
−0.0002 −0.0010
−0.1807 −0.5430

]
, Â12(2, ε) =

[
−0.0002 −0.0010
−0.1807 −0.5430

]
,

Â21(2, ε) =
[
−0.0002 −0.0012
−0.1808 −0.5431

]
, Â22(2, ε) =

[
−0.0002 −0.0012
−0.1808 −0.5431

]
,

B̂1(2) =
[

0.1359
−0.0372

]
, B̂2(2) =

[
0.1359
0.0461

]
,

Ĉ1(2) =
[
0.0028 −0.0815

]
, Ĉ2(2) =

[
−0.0021 −0.0912

]
,

X(3) =
[

0.2471 0.0001
0 3.3689

]
, Y (3) = 106 ×

[
1.1311 0.1044

0 0.1139

]
,

Â11(3, ε) =
[
−0.0005 −0.0012
−0.0178 −0.0639

]
, Â12(3, ε) =

[
−0.0005 −0.0012
−0.0178 −0.0639

]
,
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Â21(3, ε) =
[
−0.0006 −0.0011
−0.0178 −0.0641

]
, Â22(3, ε) =

[
−0.0006 −0.0011
−0.0178 −0.0641

]
,

B̂1(3) =
[

0.1591
−0.0025

]
, B̂2(3) =

[
0.1591
0.0047

]
,

Ĉ1(3) =
[
0.0025 −0.0363

]
, Ĉ2(3) =

[
0.0025 −0.0347

]
.

The resulting fuzzy controller is

Eε
˙̂x(t) =

∑2
i=1

∑2
j=1 µ̂iµ̂jÂij(ı, ε)x̂(t) +

∑2
i=1 µ̂iB̂i(ı)y(t)

u(t) =
∑2

i=1 µ̂iĈi(ı)x̂(t)
(10.89)

where
µ̂1 = M1(x̂2(t)) and µ̂2 = M2(x̂2(t)).

Remark 12. For a sufficiently small ε, both robust fuzzy state and output feed-
back controllers guarantee that the L2-gain, γ, is less than the prescribed value.
Figure 10.3 shows the result of the changing between modes during the sim-
ulation with the initial mode 1 and ε = 0.005. The disturbance input signal,
w(t), which was used during the simulation is given in Figure 10.4. The ratio
of the regulated output energy to the disturbance input noise energy obtained
by using the H∞ fuzzy controllers is depicted in Figure 10.5. The ratio of the
regulated output energy to the disturbance input noise energy tends to a con-
stant value which is about 0.0097 for the state-feedback controller, and 0.0157
for the output feedback controller in Case I and 0.0162 for the output feed-
back controller in Case II . So γ =

√
0.0097 = 0.0985 for the state-feedback

controller, and γ =
√

0.0157 = 0.1259 for the output feedback controller in
Case I and γ =

√
0.0162 = 0.1273 for the output feedback controller in Case

II which all are less than the prescribed value 1. Finally, Table 10.2 shows the
performance index, γ, for different values of ε.

Table 10.2. The performance index γ of the system with different values of ε.

The performance index γ

ε State-feedback Output-feedback in Case I Output-feedback in Case II

0.005 0.0985 0.1259 0.1273

0.10 0.4796 0.5657 0.5831

0.31 0.8660 0.9643 0.9945

0.32 0.8832 0.9899 > 1

0.33 0.8944 > 1 > 1

0.40 0.9945 > 1 > 1

0.41 > 1 > 1 > 1
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Fig. 10.3. The result of the changing between modes during the simulation with
the initial mode 1.
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Fig. 10.4. The disturbance input, w(t).
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Fig. 10.5. The ratio of the regulated output energy to the disturbance noise energy,( ∫ Tf
0 zT (t)z(t)dt
∫ Tf
0 wT (t)w(t)dt

)
.

10.5 Conclusion

A complete methodology of designing a robust fuzzy state and output feedback
controller for a TS singularly perturbed fuzzy system with MJs and parametric
uncertainties has been proposed. The design approach does not involve the
separation of states into slow and fast subsystems and it can be applied not
only to standard, but also to nonstandard UFSPS–MJs. Sufficient conditions
for the existence of the robust H∞ fuzzy controllers have been derived in
terms of a family of ε-independent LMIs.



11

Robust H∞ Fuzzy Filter Design for Uncertain
Fuzzy Singularly Perturbed Systems
with Markovian Jumps

This chapter develops a technique for designing a robust fuzzy filter for a TS
singularly perturbed fuzzy system with MJs and parametric uncertainties. The
newly developed robust fuzzy filter guarantees the L2-gain from an exogenous
input to an estimate error output being less than or equal to a prescribed
value.

11.1 Robust H∞ Fuzzy Filter Design

In this chapter, without loss of generality, we assume u(t) = 0. Let us recall
the system (10.1) with u(t) = 0 as follows:

Eεẋ(t) =
∑r

i=1 µi

[
[Ai(η) + ∆Ai(η)]x(t) + [B1i

(η) + ∆B1i
(η)]w(t)

]
, x(0) = 0,

z(t) =
∑r

i=1 µi

[
[C1i

(η) + ∆C1i
(η)]x(t)

]

y(t) =
∑r

i=1 µi

[
[C2i

(η) + ∆C2i
(η)]x(t) + [D21i

(η) + ∆D21i
(η)]w(t)

]
.

(11.1)
The aim is to design a full order dynamic H∞ fuzzy filter of the form

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ı, ε)x̂(t) + B̂i(ı)y(t)

]

ẑ(t) =
∑r

i=1 µ̂iĈi(ı)x̂(t)
(11.2)

where x̂(t) ∈ �n is the filter’s state vector, ẑ ∈ �s is the estimate of z(t),
Âij(ı, ε), B̂i(ı) and Ĉi(ı) are parameters of the filter which are to be deter-
mined, and µ̂i denotes the normalized time-varying fuzzy weighting functions
for each rule (i.e., µ̂i ≥ 0 and

∑r
i=1 µ̂i = 1), such that the inequality (6.3)

holds. Clearly, in real control problems, all of the premise variables are not
necessarily measurable. Thus, in this section, we consider the designing of the
robust H∞ fuzzy filter into two cases as follows. Subsection 11.1.1 considers
the case where the premise variable of the fuzzy model µi is measurable, while
in Subsection 11.1.2, the premise variable is assumed to be unmeasurable.
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11.1.1 Case I–ν(t) is available for feedback

The premise variable of the fuzzy model ν(t) is available for feedback which
implies that µi is available for feedback. Thus, we can select our filter that
depends on µi as follows [91]:

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µiµj

[
Âij(ı, ε)x̂(t) + B̂i(ı)y(t)

]

ẑ(t) =
∑r

i=1 µiĈi(ı)x̂(t).
(11.3)

Before presenting our next result, the following lemma is recalled.

Lemma 10. Consider the system (11.1). Given a prescribed H∞ performance
γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist matrices
Xε(ı) = XT

ε (ı), Yε(ı) = Y T
ε (ı), Bi(ı, ε) and Ci(ı, ε), i = 1, 2, · · · , r, satisfying

the following ε-dependent linear matrix inequalities:
[

Xε(ı) I
I Yε(ı)

]
> 0 (11.4)

Xε(ı) > 0 (11.5)
Yε(ı) > 0 (11.6)

Ψ11ii(ı, ε) < 0, i = 1, 2, · · · , r (11.7)
Ψ22ii

(ı, ε) < 0, i = 1, 2, · · · , r (11.8)
Ψ11ij (ı, ε) + Ψ11ji(ı, ε) < 0, i < j ≤ r (11.9)
Ψ22ij

(ı, ε) + Ψ22ji
(ı, ε) < 0, i < j ≤ r (11.10)

where

Ψ11ij
(ı) =








E−1

ε Ai(ı)Yε(ı) + Yε(ı)AT
i (ı)E−1

ε

+γ−2E−1
ε B̃1i

(ı)B̃T
1j

(ı)E−1
ε

+λııYε(ı)E−1
ε



 (∗)T (∗)T

C̃1i
(ı)Yε(ı) + E−1

ε D̃12(ı)Cj(ı, ε) −I (∗)T

J T (ı) 0 −Yε(ı)




(11.11)

Ψ22ij
(ı, ε) =








AT

i (ı)E−1
ε Xε(ı) + Xε(ı)E−1

ε Ai(ı)
+Bi(ı, ε)C2j

(ı) + CT
2i

(ı)BT
j (ı, ε)

+C̃T
1i

(ı)C̃1j
(ı) +

∑s
k=1 λıkXε(k)E−1

ε



 (∗)T

[
Xε(ı)E−1

ε B̃1i
(ı) + Bi(ı, ε)D̃21j

(ı)
]T

−γ2I



 (11.12)

with

J (ı) =
[√

λ1ıYε(ı) · · ·
√

λ(i−1)ıYε(ı)
√

λ(i+1)ıYε(ı) · · ·
√

λsıYε(ı)
]

Yε(ı) = diag
{

Yε(1), · · · , Yε(ı − 1), Yε(ı + 1), · · · Yε(s)
}

B̃1i
(ı) = [δ(ı)I I 0 B1i

(ı) 0]

C̃1i
(ı) =

[
γρ(ı)
δ(ı) HT

1i
(ı) γρ(ı)

δ(ı) HT
5i

(ı)
√

2ℵ(ı)ρ(ı)HT
4i

(ı)
√

2ℵ(ı)CT
1i

(ı)
]T
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D̃12(ı) =
[
0 0 0 −

√
2ℵ(ı)I

]T

D̃21i
(ı) = [0 0 δ(ı)I D21i

(ı) I]

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖ + ‖HT
7i

(ı)H7j
(ı)‖
]




1
2

,

then the prescribed H∞ performance γ > 0 is guaranteed. Furthermore, a
suitable filter is of the form (11.3) with

Âij(ı, ε) = Eε

[
Y −1

ε (ı) − Xε(ı)
]−1Mij(ı, ε)Y −1

ε (ı)
B̂i(ı) = Eε

[
Y −1

ε (ı) − Xε(ı)
]−1Bi(ı, ε)

Ĉi(ı) = Ci(ı, ε)E−1
ε Y −1

ε (ı)
(11.13)

where

Mij(ı, ε) = −AT
i (ı)E−1

ε − Xε(ı)E−1
ε Ai(ı)Yε(ı)

−
[
Y −1

ε (ı) − Xε(ı)
]
E−1

ε B̂i(ı)C2j
(ı)Yε(ı)

−
∑s

k=1 λıkY −1
ε (k)Yε(ı) − C̃T

1i
(ı)
[
C̃1j

(ı)Yε(ı) + D̃12j
(ı)Ĉj(ı)Yε(ı)

]

−γ−2
{

Xε(ı)E−1
ε B̃1i

(ı) +
[
Y −1

ε (ı) − Xε(ı)
]
E−1

ε B̂i(ı)D̃21i(ı)
}

B̃T
1j

(ı)E−1
ε .

(11.14)

Proof: The proof can be carried out by the same technique used in Lemma
6.1 and Theorem 6.1.

Remark 13. The LMIs given in Lemma 10 may become ill-conditioned when
ε is sufficiently small, which is always the case for the SPS–MJ. In general,
these ill-conditioned LMIs are very difficult to solve. Thus, to alleviate these
ill-conditioned LMIs, we have the following ε-independent well-posed LMI-
based sufficient conditions for the UFSPS–MJs to obtain the prescribed H∞
performance.

Theorem 19. Consider the system (11.1). Given a prescribed H∞ perfor-
mance γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist
matrices X0(ı), Y0(ı), B0i

(ı) and C0i
(ı), i = 1, 2, · · · , r, satisfying the following

ε-independent linear matrix inequalities:
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[
X0(ı)E + DX0(ı) I

I Y0(ı)E + DY0(ı)

]
> 0 (11.15)

EXT
0 (ı) = X0(ı)E, XT

0 (ı)D = DX0(ı), X0(ı)E + DX0(ı) > 0 (11.16)
EY T

0 (ı) = Y0(ı)E, Y T
0 (ı)D = DY0(ı), Y0(ı)E + DY0(ı) > 0 (11.17)

Ψ11ii
(ı) < 0, i = 1, 2, · · · , r (11.18)

Ψ22ii(ı) < 0, i = 1, 2, · · · , r (11.19)
Ψ11ij

(ı) + Ψ11ji
(ı) < 0, i < j ≤ r (11.20)

Ψ22ij (ı) + Ψ22ji(ı) < 0, i < j ≤ r (11.21)

where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
,

Ψ11ij
(ı) =





(
Ai(ı)Y T

0 (ı) + Y0(ı)AT
i (ı)

+λıı
˜̄Y0(ı) + γ−2B̃1i

(ı)B̃T
1j

(ı)

)
(∗)T (∗)T

C̃1i
(ı)Y T

0 (ı) + D̃12(ı)C0j
(ı) −I (∗)T

J T
0 (ı) 0 −Y0(ı)



 (11.22)

Ψ22ij (ı) =








AT

i (ı)XT
0 (ı) + X0(ı)Ai(ı)

+B0i
(ı)C2j

(ı) + CT
2i

(ı)BT
0j

(ı)
+C̃T

1i
(ı)C̃1j

(ı) +
∑s

k=1 λık
˜̄X0(k)



 (∗)T

B̃T
1i

(ı)XT
0 (ı) + D̃T

21i
(ı)BT

0j
(ı) −γ2I



 (11.23)

with ˜̄X0(k) = X0(k)+XT
0 (k)

2 , ˜̄Y0(ı) = Y0(ı)+Y T
0 (ı)

2 ,

J0(ı) =
[√

λ1ı
˜̄Y0(ı) · · ·

√
λ(i−1)ı

˜̄Y0(ı)
√

λ(i+1)ı
˜̄Y0(ı) · · ·

√
λsı

˜̄Y (ı)
]

Y0(ı) = diag
{

˜̄Y0(1), · · · , ˜̄Y0(ı − 1), ˜̄Y0(ı + 1), · · · , ˜̄Y0(s)
}

B̃1i
(ı) = [δ(ı)I I 0 B1i

(ı) 0]

C̃1i
(ı) =

[
γρ(ı)
δ(ı) HT

1i
(ı) γρ(ı)

δ(ı) HT
5i

(ı)
√

2ℵ(ı)ρ(ı)HT
4i

(ı)
√

2ℵ(ı)CT
1i

(ı)
]T

D̃12(ı) =
[
0 0 0 −

√
2ℵ(ı)I

]T

D̃21i
(ı) = [0 0 δ(ı)I D21i

(ı) I]

ℵ(ı) =



1 + ρ2(ı)
r∑

i=1

r∑

j=1

[
‖HT

2i
(ı)H2j

(ı)‖ + ‖HT
7i

(ı)H7j
(ı)‖
]




1
2

,

then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the pre-
scribed H∞ performance γ > 0 is guaranteed. Furthermore, a suitable filter is
of the form (11.3) with

Âij(ı, ε) =
[
Y −1

ε (ı) − Xε(ı)
]−1M0ij

(ı, ε)Y −1
ε (ı)

B̂i(ı) =
[
Y −1

0 (ı) − X0(ı)
]−1B0i

(ı)
Ĉi(ı) = C0i

(ı)Y −1
0 (ı)

(11.24)
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where

M0ij
(ı, ε) = −AT

i (ı) − Xε(ı)Ai(ı)Yε(ı) −
[
Y −1

ε (ı) − Xε(ı)
]
B̂i(ı)C2j

(ı)Yε(ı)
−
∑s

k=1 λıkY −1
ε (k)Yε(ı) − C̃T

1i
(ı)
[
C̃1j

(ı)Yε(ı) + D̃12(ı)Ĉj(ı)Yε(ı)
]

−γ−2
{

Xε(ı)B̃1i
(ı) +

[
Y −1

ε (ı) − Xε(ı)
]
B̂i(ı)D̃21i

(ı)
}

B̃T
1j

(ı),
(11.25)

Xε(ı) =
{

X0(ı) + εX̃(ı)
}

Eε (11.26)

and
Y −1

ε (ı) =
{

Y −1
0 (ı) + εNε(ı)

}
Eε (11.27)

with X̃(ı) = D
(
XT

0 (ı) − X0(ı)
)

and Nε(ı) = D
(
(Y −1

0 (ı))T − Y −1
0 (ı)

)
.

Proof: The proof can be carried out by a similar technique used in Theorem
17.

11.1.2 Case II–ν(t) is unavailable for feedback

Now, the premise variable of the fuzzy model ν(t) is unavailable for feedback
which implies µi is unavailable for feedback. Hence, we cannot select our filter
which depends on µi. Thus, we select our filter as follows [91]:

Eε
˙̂x(t) =

∑r
i=1

∑r
j=1 µ̂iµ̂j

[
Âij(ı, ε)x̂(t) + B̂i(ı)y(t)

]

ẑ(t) =
∑r

i=1 µ̂iĈi(ı)x̂(t)
(11.28)

where µ̂i depends on the premise variable of the filter which is different from
µi.

By applying the same technique used in Subsection 3.3.2, we have the follow-
ing theorem.

Theorem 20. Consider the system (11.1). Given a prescribed H∞ perfor-
mance γ > 0 and any positive constants δ(ı), for ı = 1, 2, · · · , s, if there exist
matrices X0(ı), Y0(ı), B0i

(ı) and C0i
(ı), i = 1, 2, · · · , r, satisfying the following

ε-independent linear matrix inequalities:
[

X0(ı)E + DX0(ı) I
I Y0(ı)E + DY0(ı)

]
> 0 (11.29)

EXT
0 (ı) = X0(ı)E, XT

0 (ı)D = DX0(ı), X0(ı)E + DX0(ı) > 0 (11.30)
EY T

0 (ı) = Y0(ı)E, Y T
0 (ı)D = DY0(ı), Y0(ı)E + DY0(ı) > 0 (11.31)

Ψ11ii
(ı) < 0, i = 1, 2, · · · , r (11.32)

Ψ22ii
(ı) < 0, i = 1, 2, · · · , r (11.33)

Ψ11ij (ı) + Ψ11ji(ı) < 0, i < j ≤ r (11.34)
Ψ22ij

(ı) + Ψ22ji
(ı) < 0, i < j ≤ r (11.35)
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where E =
(

I 0
0 0

)
, D =

(
0 0
0 I

)
,

Ψ11ij
(ı) =





(
Ai(ı)Y T

0 (ı) + Y0(ı)AT
i (ı)

+λıı
˜̄Y0(ı) + γ−2 ˜̄B1i

(ı) ˜̄BT
1j

(ı)

)
(∗)T (∗)T

˜̄C1i
(ı)Y T

0 (ı) + ˜̄D12(ı)C0j
(ı) −I (∗)T

J T
0 (ı) 0 −Y0(ı)



 (11.36)

Ψ22ij
(ı) =








AT

i (ı)XT
0 (ı) + X0(ı)Ai(ı)

+B0i
(ı)C2j

(ı) + CT
2i

(ı)BT
0j

(ı)
+ ˜̄CT

1i
(ı) ˜̄C1j

(ı) +
∑s

k=1 λık
˜̄X0(k)



 (∗)T

˜̄BT
1i

(ı)XT
0 (ı) + ˜̄DT

21i
(ı)BT

0j
(ı) −γ2I



 (11.37)

with ˜̄X0(k) = X0(k)+XT
0 (k)

2 , ˜̄Y0(ı) = Y0(ı)+Y T
0 (ı)

2 ,

J0(ı) =
[√

λ1ı
˜̄Y0(ı) · · ·

√
λ(i−1)ı

˜̄Y0(ı)
√

λ(i+1)ı
˜̄Y0(ı) · · ·

√
λsı

˜̄Y0(ı)
]

Y0(ı) = diag
{

˜̄Y0(1), · · · , ˜̄Y0(ı − 1), ˜̄Y0(ı + 1), · · · , ˜̄Y0(s)
}

˜̄B1i
(ı) = [δ(ı)I I 0 B1i

(ı) 0]

˜̄C1i
(ı) =

[
γρ̄(ı)
δ(ı) H̄T

1i
(ı) γρ̄(ı)

δ(ı) H̄T
5i

(ı)
√

2ℵ̄(ı)ρ̄(ı)H̄T
4i

(ı)
√

2ℵ̄(ı)CT
1i

(ı)
]T

˜̄D12(ı) =
[
0 0 0 −

√
2ℵ̄(ı)I

]T

˜̄D21i
(ı) = [0 0 δ(ı)I D21i

(ı) I]

ℵ̄(ı) =



1 + ρ̄2(ı)
r∑

i=1

r∑

j=1

[
‖H̄T

2i
(ı)H̄2j

(ı)‖ + ‖H̄T
7i

(ı)H̄7j
(ı)‖
]




1
2

,

then there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], the pre-
scribed H∞ performance γ > 0 is guaranteed. Furthermore, a suitable filter is
of the form (11.28) with

Âij(ı, ε) =
[
Y −1

ε (ı) − Xε(ı)
]−1M0ij

(ı, ε)Y −1
ε (ı)

B̂i(ı) =
[
Y −1

0 (ı) − X0(ı)
]−1B0i

(ı)
Ĉi(ı) = C0i

(ı)Y −1
0 (ı)

(11.38)

where

M0ij
(ı, ε) = −AT

i (ı) − Xε(ı)Ai(ı)Yε(ı) −
[
Y −1

ε (ı) − Xε(ı)
]
B̂i(ı)C2j

(ı)Yε(ı)
−
∑s

k=1 λıkY −1
ε (k)Yε(ı) − ˜̄CT

1i
(ı)
[

˜̄C1j
(ı)Yε(ı) + ˜̄D12(ı)Ĉj(ı)Yε(ı)

]

−γ−2
{

Xε(ı) ˜̄B1i
(ı) +

[
Y −1

ε (ı) − Xε(ı)
]
B̂i(ı) ˜̄D21i(ı)

}
˜̄BT
1j

(ı),
(11.39)
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Xε(ı) =
{

X0(ı) + εX̃(ı)
}

Eε (11.40)

and
Y −1

ε (ı) =
{

Y −1
0 (ı) + εNε(ı)

}
Eε (11.41)

with X̃(ı) = D
(
XT

0 (ı) − X0(ı)
)

and Nε(ı) = D
(
(Y −1

0 (ı))T − Y −1
0 (ı)

)
.

Proof: It can be shown by employing the same technique used in the proof for
Theorem 18.

11.2 Example

Consider the tunnel diode circuit shown in Figure 4.4 where the tunnel diode
is characterized by

iD(t) = 0.01vD(t) + αv3
D(t).

where α is the characteristic parameter. Assuming that the inductance, L, is
the parasitic parameter and letting x1(t) = vC(t) and x2(t) = iL(t) as the
state variables, the circuit is governed by the following state equations:

Cẋ1(t) = −0.01x1(t) − αx3
1(t) + x2(t)

Lẋ2(t) = −x1(t) − Rx2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =
[

x1(t)
x2(t)

] (11.42)

where w(t) is the disturbance noise input, y(t) is the measurement output,
z(t) is the state to be estimated and J is the sensor matrix. Note that the
variables x1(t) and x2(t) are the deviation variables (variables deviate from
the desired trajectories). The parameters in the circuit are given as follows:
C = 100 mF , R = 10 Ω and L = ε H. Suppose that this system is aggregated
into 3 modes as shown in Table 11.1 with the nominal transition probability

Table 11.1. System Terminology.

Mode ı α(ı) ± ∆α(ı)

1 0.04 ±10%

2 0.05 ±10%

3 0.06 ±10%
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matrix that relates the three operation modes

Pık =




0.67 0.17 0.16
0.30 0.47 0.23
0.26 0.10 0.64



 .

With these parameters, (11.42) can be rewritten as

ẋ1(t) = −0.1x1(t) −
(

[α(ı)+∆α(ı)]
C x2

1(t)
)
· x1(t) + 10x2(t)

εẋ2(t) = −x1(t) − 10x2(t) + 0.1w2(t)
y(t) = Jx(t) + 0.1w1(t)

z(t) =
[

x1(t)
x2(t)

]
.

(11.43)

For the sake of simplicity, we will use as few rules as possible. Assuming
that |x1(t)| ≤ 3, the nonlinear network system (11.43) can be approximated
by the following TS fuzzy model:

Plant Rule 1: IF x1(t) is M1(x1(t)) THEN

Eεẋ(t) = [A1(ı) + ∆A1(ı)]x(t) + B1(ı)w(t), x(0) = 0,
z(t) = C1(ı)x(t),
y(t) = C2(ı)x(t) + D21(ı)w(t).

Plant Rule 2: IF x1(t) is M2(x1(t)) THEN

Eεẋ(t) = [A2(ı) + ∆A2(ı)]x(t) + B1(ı)w(t), x(0) = 0,
z(t) = C1(ı)x(t),
y(t) = C2(ı)x(t) + D21(ı)w(t)

where

A1(1) =
[
−0.1 10
−1 −10

]
, A2(1) =

[
−3.7 10
−1 −10

]
,

A1(2) =
[
−0.1 10
−1 −10

]
, A2(2) =

[
−4.6 10
−1 −10

]
,

A1(3) =
[
−0.1 10
−1 −10

]
, A2(3) =

[
−5.5 10
−1 −10

]
,

B1(1) = B1(2) = B1(3) =
[

0 0
0 0.1

]
, C1(1) = C1(2) = C1(3) =

[
1 0
0 1

]
,

C2(1) = C2(2) = C2(3) = J, D21(1) = D21(2) = D21(3) =
[
0.1 0

]
,

∆A1(ı) = F (x(t), ı, t)H11(ı), A2(ı) = F (x(t), ı, t)H12(ı) and Eε =
[

1 0
0 ε

]
.

Now, by assuming that ‖F (x(t), ı, t)‖ ≤ ρ(ı) = 1, we have
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H11(1) =
[

0 0
0 0

]
, H12(1) =

[
−0.36 0

0 0

]
,

H11(2) =
[

0 0
0 0

]
, H12(2) =

[
−0.45 0

0 0

]
,

H11(3) =
[

0 0
0 0

]
and H12(3) =

[
−0.54 0

0 0

]
.

Note that the plot of the membership function Rules 1 and 2 is the same as
in Figure 4.5. By employing the results given in Lemma 11.1 and the Matlab
LMI solver [138], it is easy to realize that ε < 0.006 for the fuzzy filter design in
Case I and ε < 0.008 for the fuzzy filter design in Case II, the LMIs become
ill-conditioned and the Matlab LMI solver yields the error message, “Rank
Deficient”.

Case I-ν(t) is available for feedback
In this case, x1(t) = ν(t) is assumed to be available for feedback; for

instance, J = [1 0]. This implies that µi is available for feedback. Using the
LMI optimization algorithm and Theorem 19 with ε = 0.005, γ = 0.1 and
δ(1) = δ(2) = δ(3) = 1, we obtain

X0(1) =
[

0.3035 0.2990
0 1.8550

]
, Y0(1) =

[
16.1939 −1.1293

0 1.8488

]
,

Â11(1, ε) =
[
−0.3401 −0.2938
−13.7069 −4.9054

]
, Â12(1, ε) =

[
−0.3401 −0.2938
−13.7069 −4.9054

]
,

Â21(1, ε) =
[
−0.3208 −0.2937
−13.9812 −4.9054

]
, Â22(1, ε) =

[
−0.3208 −0.2937
−13.9812 −4.9054

]
,

B̂1(1) =
[

1.8678
3.4400

]
, B̂2(1) =

[
1.6911
3.2380

]
,

Ĉ1(1) =
[
4.2343 −0.5409

]
, Ĉ2(1) =

[
−2.5958 −0.5409

]
,

X0(2) =
[

0.3092 0.3012
0 1.8555

]
, Y0(2) =

[
13.8969 −0.9390

0 1.8359

]
,

Â11(2, ε) =
[
−0.3663 −0.3076
−19.8376 −4.8670

]
, Â12(2, ε) =

[
−0.3663 −0.3076
−19.8376 −4.8670

]
,

Â21(2, ε) =
[
−0.3013 −0.3074
−15.8345 −4.8670

]
, Â22(2, ε) =

[
−0.3013 −0.3074
−15.8345 −4.8670

]
,

B̂1(2) =
[

1.9022
3.9659

]
, B̂2(2) =

[
1.6800
3.6669

]
,



144 11 Robust H∞ Fuzzy Filter Design for UFSPS-MJs

Ĉ1(2) =
[
−3.6022 −0.5447

]
, Ĉ2(2) =

[
2.2664 −0.5447

]
,

X0(3) =
[

0.3123 0.3025
0 1.8551

]
, Y0(3) =

[
16.0148 −1.0782

0 1.8597

]
,

Â11(3, ε) =
[
−0.1620 −0.2987
−11.3244 −4.9310

]
, Â12(3, ε) =

[
−0.1620 −0.2987
−11.3244 −4.9310

]
,

Â21(3, ε) =
[
−0.2699 −0.2985
−15.4293 −4.9310

]
, Â22(3, ε) =

[
−0.2699 −0.2985
−15.4293 −4.9310

]
,

B̂1(3) =
[

1.8058
4.7164

]
, B̂2(3) =

[
1.5572
4.3053

]
,

Ĉ1(3) =
[
−2.1601 −0.5377

]
, Ĉ2(3) =

[
2.2621 −0.5377

]
.

The resulting fuzzy filter is

Eε
˙̂x(t) =

∑2
i=1

∑2
j=1 µiµjÂij(ı, ε)x̂(t) +

∑2
i=1 µiB̂i(ı)y(t)

ẑ(t) =
∑2

i=1 µiĈi(ı)x̂(t)
(11.44)

where
µ1 = M1(x1(t)) and µ2 = M2(x1(t)).

Case II-ν(t) is unavailable for feedback
In this case, x1(t) = ν(t) is assumed to be unavailable for feedback; for

instance, J = [0 1]. This implies that µi is unavailable for feedback. Using
the LMI optimization algorithm and Theorem 20 with ε = 0.005, γ = 0.1 and
δ(1) = δ(2) = δ(3) = 1, we obtain

X0(1) =
[

0.1716 0.3248
0 3.2335

]
, Y0(1) =

[
51.1382 −3.3803

0 5.8339

]
,

Â11(1, ε) =
[
−1.1157 −0.5675
−20.1035 −5.7388

]
, Â12(1, ε) =

[
−1.1157 −0.5675
−20.1035 −5.7388

]
,

Â21(1, ε) =
[
−1.7859 −0.5704
−25.0273 −5.5705

]
, Â22(1, ε) =

[
−1.7859 −0.5704
−25.0273 −5.5705

]
,

B̂1(1) =
[
−1.5428
1.7610

]
, B̂2(1) =

[
−1.5930
4.5653

]
,

Ĉ1(1) =
[
−2.6689 −0.1714

]
, Ĉ2(1) =

[
−3.3029 −0.1714

]
,

X0(2) =
[

0.1716 0.3248
0 3.2336

]
, Y0(2) =

[
43.9190 −2.7754

0 5.7957

]
,
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Â11(2, ε) =
[
−3.5597 −0.5789
−21.3510 −5.7661

]
, Â12(2, ε) =

[
−3.5597 −0.5789
−21.3510 −5.7661

]
,

Â21(2, ε) =
[
−0.6895 −0.5829
−17.9062 −5.5030

]
, Â22(2, ε) =

[
−0.6895 −0.5829
−17.9062 −5.5030

]
,

B̂1(2) =
[
−1.5778
1.1687

]
, B̂2(2) =

[
−1.6454
5.5538

]
,

Ĉ1(2) =
[
1.1729 −0.1725

]
, Ĉ2(2) =

[
−1.1600 −0.1725

]
,

X0(3) =
[

0.1714 0.3249
0 3.2331

]
, Y0(3) =

[
50.8217 −3.2190

0 5.8776

]
,

Â11(3, ε) =
[
−3.4814 −0.5690
−20.9458 −5.7828

]
, Â12(3, ε) =

[
−3.4814 −0.5690
−20.9458 −5.7828

]
,

Â21(3, ε) =
[
−1.6192 −0.5739
−22.3779 −5.4611

]
, Â22(3, ε) =

[
−1.6192 −0.5739
−22.3779 −5.4611

]
,

B̂1(3) =
[
−1.5509
1.1672

]
, B̂2(3) =

[
−1.6346
6.5293

]
,

Ĉ1(3) =
[
1.1648 −0.1701

]
, Ĉ2(3) =

[
−2.9627 −0.1701

]
.

The resulting fuzzy filter is

Eε
˙̂x(t) =

∑2
i=1

∑2
j=1 µ̂iµ̂jÂij(ı, ε)x̂(t) +

∑2
i=1 µ̂iB̂i(ı)y(t)

ẑ(t) =
∑2

i=1 µ̂iĈi(ı)x̂(t)
(11.45)

where
µ̂1 = M1(x̂1(t)) and µ̂2 = M2(x̂1(t)).

Remark 14. Figures 11.1(a)–11.1(b), respectively, show the responses of x1(t)
and x2(t) in Cases I and II. Figure 11.2 shows the result of the changing
between modes during the simulation with the initial mode 2 and ε = 0.005.
The disturbance input signal, w(t), which was used during the simulation is
the rectangular signal (magnitude 0.9 and frequency 0.5 Hz). The ratio of the
filter error energy to the disturbance input noise energy obtained by using the
H∞ fuzzy filter in Case I and Case II is depicted in Figure 11.3. The ratio
of the regulated output energy to the disturbance input noise energy tends to
a constant value which is about 2.4 × 10−4 for the fuzzy filter in Case I and
2.8 × 10−4 for the fuzzy filter in Case II . So γ =

√
2.4 × 10−4 = 0.015 for

the fuzzy filter in Case I and γ =
√

2.8 × 10−4 = 0.017 for the fuzzy filter in
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.
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Table 11.2. The performance index γ of the system with different values of ε.

The performance index γ

ε Output-feedback in Case I Output-feedback in Case II

0.005 0.015 0.017

0.01 0.071 0.090

0.02 0.086 > 0.1

0.03 0.098 > 0.1

0.04 > 0.1 > 0.1

Case II which are both less than the prescribed value 0.1. Finally, Table 11.2
shows the performance index, γ, for different values of ε. From Table 11.2,
one can see that the maximum value of ε which guarantees the L2-gain of the
mapping from the exogenous input noise to the filter error output being less
than the prescribed value, is 0.03, i.e., ε ∈ (0, 0.03] for the fuzzy filter in Case
I and 0.01, i.e., ε ∈ (0, 0.01] for the fuzzy filter in Case II.

11.3 Conclusion

This chapter has developed a new framework for designing a robust fuzzy
filter for a TS singularly perturbed fuzzy system with MJs and parametric
uncertainties. Sufficient conditions for the existence of the robust H∞ fuzzy
filter have been derived in terms of a family of ε-independent LMIs. The
proposed fuzzy filter has guaranteed the H∞ performance requirements. A
numerical simulation example has been also presented to illustrate the theory
development.



A

Proof

Proof of Theorem 3.1

Using Assumption 3.1, the closed-loop fuzzy system (3.5) can be expressed as
follows:

ẋ(t) =
∑r

i=1

∑r
j=1 µiµj

(
[Ai + B2i

Kj ]x(t) + B̃1i
w̃(t)

)
(A.1)

where
B̃1i

=
[
δI I δI B1i

]
,

and the disturbance w̃(t) is

w̃(t) =





1
δ F (x(t), t)H1i

x(t)
F (x(t), t)H2i

w(t)
1
δ F (x(t), t)H3i

Kjx(t)
w(t)



 . (A.2)

Let consider a Lyapunov function

V (x(t)) = γxT (t)Qx(t)

where Q = P−1. Differentiate V (x(t)) along the closed-loop system (A.1)
yields

V̇ (x(t)) = γẋT (t)Qx(t) + γxT (t)Qẋ(t) =
∑r

i=1

∑r
j=1 µiµj

(
γxT (t)(Ai + B2i

Kj)T Qx(t) + γxT (t)Q(Ai + B2i
Kj)x(t)

+γw̃T (t)B̃T
1i

Qx(t) + γxT (t)QB̃1i
w̃(t)

)
. (A.3)

Adding and subtracting −z̃T (t)z̃(t)+γ2
∑r

i=1

∑r
j=1

∑r
m=1

∑r
n=1 µiµjµmµn×

[w̃T (t)w̃(t)] to and from (A.3), we get
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V̇ (x(t)) = γ
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

[
xT (t) w̃T (t)

]
×





(
(Ai + B2i

Kj)T Q + Q(Ai + B2i
Kj)

+ (C̃1i
+D̃12i

Kj)
T (C̃1m+D̃12m Kn)

γ

)
(∗)T

B̃T
1i

Q −γI




[

x(t)
w̃(t)

]

−z̃T (t)z̃(t) + γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)] (A.4)

where

z̃(t) =
r∑

i=1

r∑

j=1

µiµj [C̃1i
+ D̃12i

Kj ]x(t) (A.5)

with C̃1i
=
[

γρ
δ HT

1i
0
√

2λρHT
4i

√
2λCT

1i

]T
and D̃12i

=
[
0 γρ

δ HT
3i

√
2λρHT

6i

√
2λDT

12i

]T
. Pre and post multiply (3.7)-(3.8) by




Q 0 0
0 I 0
0 0 I



 yields




(Ai + B2i

Ki)T Q + Q(Ai + B2i
Ki) (∗)T (∗)T

B̃T
1i

Q −γI (∗)T

C̃1i
+ D̃12i

Ki 0 −γI



 < 0, (A.6)

i = 1, 2, · · · , r, and








(Ai + B2i

Kj)T Q + Q(Ai + B2i
Kj) (∗)T (∗)T

B̃T
1i

Q −γI (∗)T

C̃1i
+ D̃12i

Kj 0 −γI





+




(Aj + B2j

Ki)T Q + Q(Aj + B2j
Ki) (∗)T (∗)T

B̃T
1j

Q −γI (∗)T

C̃1j
+ D̃12j

Ki 0 −γI








 < 0, (A.7)

i < j ≤ r, respectively. Applying the Schur complement on (A.6)-(A.7) and
rearranging them, then we have





(
(Ai + B2i

Ki)T Q + Q(Ai + B2i
Ki)

+ (C̃1i
+D̃12i

Ki)
T (C̃1i

+D̃12i
Ki)

γ

)
(∗)T

B̃T
1i

Q −γI



 < 0, (A.8)

i = 1, 2, · · · , r, and
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








(
(Ai + B2i

Kj)T Q + Q(Ai + B2i
Kj)

+ (C̃1i
+D̃12i

Kj)
T (C̃1i

+D̃12i
Kj)

γ

)
(∗)T

B̃T
1i

Q −γI





+





(
(Aj + B2j

Ki)T Q + Q(Aj + B2j
Ki)

+
(C̃1j

+D̃12j
Ki)

T (C̃1j
+D̃12j

Ki)

γ

)
(∗)T

B̃T
1j

Q −γI









< 0, (A.9)

i < j ≤ r, respectively. Using (A.8)-(A.9) and the fact that

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµnMT
ijNmn

≤ 1
2

r∑

i=1

r∑

j=1

µiµj [MT
ijMij + NijN

T
ij ], (A.10)

it is obvious that we have




(
(Ai + B2i

Kj)T Q + Q(Ai + B2i
Kj)

+ (C̃1i
+D̃12i

Kj)
T (C̃1i

+D̃12i
Kj)

γ

)
(∗)T

B̃T
1i

Q −γI



 < 0 (A.11)

where i, j = 1, 2, · · · , r. Since (A.11) is less than zero and the fact that µi ≥ 0
and

∑r
i=1 µi = 1, then (A.4) becomes

V̇ (x(t)) ≤ −z̃T (t)z̃(t) + γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)]. (A.12)

Integrate both sides of (A.12) yields

∫ Tf

0

V̇ (x(t))dt ≤
∫ Tf

0

[
− z̃T (t)z̃(t) + γ2

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn ×

w̃T (t)w̃(t)
]
dt

V (x(Tf )) − V (x(0)) ≤
∫ Tf

0

[
− z̃T (t)z̃(t) + γ2

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn ×

w̃T (t)w̃(t)
]
dt.

Using the fact that x(0) = 0 and V (x(Tf )) ≥ 0 for all Tf 	= 0, we get

∫ Tf

0

z̃T (t)z̃(t)dt ≤ γ2




∫ Tf

0

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)]dt



. (A.13)
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Putting z̃(t) and w̃(t) respectively given in (A.5) and (A.2) into (A.13) and
using the fact that ‖F (x(t), t)‖ ≤ ρ, λ2 =

(
1+ρ2

∑r
i=1

∑r
j=1[‖HT

2i
H2j

‖]
)

and
(A.10), we have

∫ Tf

0

r∑

i=1

r∑

j=1

µiµj

(
2λ2xT (t)[C1i

+ D12i
Kj ]T [C1i

+ D12i
Kj ]x(t)

+2λ2ρ2xT (t)[H4i
+ H6i

Kj ]T [H4i
+ H6i

Kj ]x(t)
)

dt

≤ γ2λ2

[∫ Tf

0

wT (t)w(t) dt

]
. (A.14)

Adding and subtracting

λ2zT (t)z(t) = λ2
r∑

i=1

r∑

j=1

µiµj

(
xT (t)

[
C1i

+ F (x(t), t)H4i
+ D12i

Kj

+F (x(t), t)H6i
Kj

]T [
C1i

+ F (x(t), t)H4i
+ D12i

Kj

F (x(t), t)H6i
Kj

]
x(t)
)

to and from (A.14), one obtains

∫ Tf

0

{
λ2zT (t)z(t) +

r∑

i=1

r∑

j=1

µiµj

(
2λ2xT (t)[C1i

+ D12i
Kj ]T ×

[C1i
+ D12iKj ]x(t) + 2λ2ρ2xT (t)[H4i

+ H6i
Kj ]T [H4i

+ H6i
Kj ]x(t)

−λ2xT (t)[C1i
+ F (x(t), t)H4i

+D12iKj + F (x(t), t)H6i
Kj ]T [C1i

+ F (x(t), t)H4i
+ D12iKj

+F (x(t), t)H6i
Kj ]x(t)

)}
dt ≤ γ2λ2

[∫ Tf

0

wT (t)w(t) dt

]
. (A.15)

Using the triangular inequality and the fact that ‖F (x(t), t)‖ ≤ ρ, we have

λ2
r∑

i=1

r∑

j=1

µiµj

(
xT (t) [C1i

+ F (x(t), t)H4i
+ D12i

Kj + F (x(t), t)H6i
Kj ]

T

× [C1i
+ F (x(t), t)H4i

+ D12i
Kj + F (x(t), t)H6i

Kj ] x(t)
)

≤
r∑

i=1

r∑

j=1

µiµj

(
2λ2xT (t) [C1i

+ D12iKj ]
T [C1i

+ D12iKj ] x(t)

+2λ2ρ2xT (t) [H4i
+ H6i

Kj ]
T [H4i

+ H6i
Kj ] x(t)

)
. (A.16)

Using (A.16) on (A.15), we obtain
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∫ Tf

0

zT (t)z(t) ≤ γ2

∫ Tf

0

wT (t)w(t) dt. (A.17)

Hence, the inequality (3.3) holds.

Proof of Lemma 3.1

The state space form of the fuzzy system model (3.1) with the controller
(3.13) is given by

˙̌x(t) =
∑r

i=1

∑r
j=1 µiµj

(
Aij

cl x̌(t) + Bij
cl w̃(t)

)

ž(t) =
∑r

i=1

∑r
j=1 µiµjC

ij
cl x̌(t)

(A.18)

where x̌(t) =
[
xT (t) x̂T (t)

]T and the matrix functions Aij
cl , Bij

cl and Cij
cl are

defined in Lemma 1 and the disturbance is

w̃(t) =





1
δ F (x(t), t)H1i

x(t)
F (x(t), t)H2i

w(t)
1
δ F (x(t), t)H3i

Ĉj x̂(t)
1
δ F (x(t), t)H5i

x(t)
w(t)

F (x(t), t)H7i
w(t)




. (A.19)

Let choose a Lyapunov function

V (x̌(t)) = x̌T (t)Qx̌(t), (A.20)

where Q = P−1. Differentiate V (x̌(t)) along the closed-loop system (A.18)
yields

V̇ (x̌(t)) = ˙̌xT (t)Qx̌(t) + x̌T (t)Q ˙̌x(t)

=
r∑

i=1

r∑

j=1

µiµj

(
x̌T (t)(Aij

cl)
T Qx̌(t) + x̌T (t)QAij

cl x̌(t)

+w̃T (t)(Bij
cl )

T Qx̌(t) + x̌T (t)QBij
cl w̃(t)

)
. (A.21)

Add and subtract

−žT (t)ž(t) + γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃(t)T w̃(t)]

to and from (A.21) yields
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V̇ (x̌(t)) =
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

[
x̌T (t) w̃T (t)

]





(
(Aij

cl)
T Q + QAij

cl

+(Cij
cl )

T Cmn
cl

)
(∗)T

QBij
cl −γ2I




[

x̌(t)
w̃(t)

]

−žT (t)ž(t) + γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)]. (A.22)

Now suppose there exits a matrix P > 0 such that (3.15) holds, i.e.,



Aij

clP + P (Aij
cl)

T (∗)T (∗)T

(Bij
cl )

T −γ2I (∗)T

Cij
cl P 0 −I



 < 0. (A.23)

Pre and post multiply (A.23) by




Q 0 0
0 I 0
0 0 I



 yields




(Aij

cl)
T Q + QAij

cl (∗)T (∗)T

(Bij
cl )

T Q −γ2I (∗)T

Cij
cl 0 −I



 < 0. (A.24)

The Schur complement of (A.24) is
(

(Aij
cl)

T Q + QAij
cl + (Cij

cl )
T Cij

cl (∗)T

(Bij
cl )

T −γ2I

)
< 0. (A.25)

Using (A.25) and the fact in (A.10) together with the fact that µi ≥ 0 and∑r
i=1 µi = 1, then (A.22) becomes

V̇ (x̌(t)) ≤ −žT (t)ž(t) + γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)]. (A.26)

Integrate both sides of (A.26) yields

∫ Tf

0

V̇ (x̌(t))dt ≤
∫ Tf

0

(
− žT (t)ž(t) + γ2

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn ×

[w̃T (t)w̃(t)]
)
dt

V (x̌(Tf )) − V (x̌(0)) ≤
∫ Tf

0

(
− žT (t)ž(t) + γ2

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn ×

[w̃T (t)w̃(t)]
)
dt.
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Using the fact that x̌(0) = 0 and V (x̌(Tf )) > 0 for all Tf 	= 0, we have

∫ Tf

0

žT (t)ž(t)dt ≤ γ2




∫ Tf

0

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)]



 dt. (A.27)

Putting ž(t) and w̃(t) respectively given in (A.18) and (A.19) into (A.27) and
using the fact that ‖F (x(t), t)‖ ≤ ρ, λ2 =

(
1 + ρ2

∑r
i=1

∑r
j=1

[
‖HT

2i
H2j

‖ +

‖HT
7i

H7j
‖
])

and (A.10), we have

∫ Tf

0

r∑

i=1

r∑

j=1

µiµj

(
2λ2x̌T (t)[C1i

D12i
Ĉj ]T [C1i

D12i
Ĉj ]x̌(t)

+2λ2ρ2x̌T (t)[H4i
H6i

Ĉj ]T [H4i
H6i

Ĉj ]x̌(t)
)

dt ≤ γ2λ2

[∫ Tf

0

wT (t)w(t) dt

]
.

(A.28)

Adding and subtracting

λ2zT (t)z(t) = λ2
r∑

i=1

r∑

j=1

µiµj

(
x̌T (t)

[
C1i

+ F (x(t), t)H4i
D12i

Ĉj

+F (x(t), t)H6i
Ĉj

]T [
C1i

+ F (x(t), t)H4i
D12i

Ĉj

+F (x(t), t)H6i
Ĉj

]
x̌(t)
)

to and from (A.28), one obtains

∫ Tf

0

{
λ2zT (t)z(t) +

r∑

i=1

r∑

j=1

µiµj

(
2λ2x̌T (t)[C1i

D12i
Ĉj ]T [C1i

D12i
Ĉj ]x̌(t)

+2λ2ρ2x̌T (t)[H4i
H6i

Ĉj ]T [H4i
H6i

Ĉj ]x̌(t)

−λ2x̌T (t)[C1i
+ F (x(t), t)H4i

D12i
Ĉj + F (x(t), t)H6i

Ĉj ]T ×

[C1i
+ F (x(t), t)H4i

D12i
Ĉj + F (x(t), t)H6i

Ĉj ]x̌(t)
)}

dt

≤ γ2λ2

[∫ Tf

0

wT (t)w(t) dt

]
. (A.29)

Using the triangular inequality and the fact that ‖F (x(t), t)‖ ≤ ρ, we have
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λ2
r∑

i=1

r∑

j=1

µiµj

(
x̌T (t)

[
C1i

+ F (x(t), t)H4i
D12i

Ĉj + F (x(t), t)H6i
Ĉj

]T
×

[
C1i

+ F (x(t), t)H4i
D12iĈj + F (x(t), t)H6i

Ĉj

]
x̌(t)
)

≤
r∑

i=1

r∑

j=1

µiµj

(
2λ2x̌T (t)

[
C1i

D12i
Ĉj

]T [
C1i

D12i
Ĉj

]
x̌(t)

+2λ2ρ2x̌T (t)
[
H4i

H6i
Ĉj

]T [
H4i

H6i
Ĉj

]
x̌(t)
)
. (A.30)

Using (A.30) on (A.29), we obtain

∫ Tf

0

zT (t)z(t) ≤ γ2

∫ Tf

0

wT (t)w(t) dt. (A.31)

Hence, the inequality (3.3) is guaranteed.

Proof of Theorem 5.1

The closed-loop state space form of the fuzzy system model (5.1) with the
controller (5.6) is given by

ẋ(t) =
r∑

i=1

r∑

j=1

µiµj

(
[Ai(ı) + B2i

(ı)Kj(ı)]x(t) + [∆Ai(ı) + ∆B2i
(ı)Kj(ı)]x(t)

+[B1i
(ı) + ∆B1i

(ı)]w(t)
)
, x(0) = 0, (A.32)

or in a more compact form

ẋ(t) =
∑r

i=1

∑r
j=1 µiµj

(
[Ai(ı) + B2i

(ı)Kj(ı)]x(t) + B̃1i
(ı)R(ı)w̃(t)

)

(A.33)
where

B̃1i
(ı) =

[
I I I B1i

(ı)
]

(A.34)

w̃(t) = R−1(ı)





F (x(t), ı, t)H1i
(ı)x(t)

F (x(t), ı, t)H2i
(ı)w(t)

F (x(t), ı, t)H3i
(ı)Kj(ı)x(t)

w(t)



 . (A.35)

Consider a Lyapunov functional candidate as follows:

V (x(t), ı) = γxT (t)Q(ı)x(t), ∀ ı ∈ S. (A.36)

Note that Q(ı) is constant for each ı. For this choice, we have V (0, ı0) = 0
and V (x(t), ı) → ∞ only when ‖x(t)‖ → ∞.
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Now let consider the weak infinitesimal operator ∆̃ of the joint process
{(x(t), ı), t ≥ 0}, which is the stochastic analog of the deterministic derivative.
{(x(t), ı), t ≥ 0} is a Markov process with infinitesimal operator given by [80],

∆̃V (x(t), ı) = γẋT (t)Q(ı)x(t) + γxT (t)Q(ı)ẋ(t) + γxT (t)
s∑

k=1

λıkQ(k)x(t)

=
r∑

i=1

r∑

j=1

µiµj

(
γxT (t)Q(ı) [(Ai(ı) + B2i

(ı)Kj(ı))] x(t)

+γxT (t) [Ai(ı) + B2i
(ı)Kj(ı)]

T
Q(ı)x(t)

+γxT (t)Q(ı)B̃1i
(ı)R(ı)w̃(t)

+γw̃T (t)R(ı)B̃T
1i

(ı)Q(ı)x(t) + γxT (t)
s∑

k=1

λıkQ(k)x(t)
)

(A.37)

Adding and subtracting

−ℵ2(ı)zT (t)z(t) + γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)R(ı)w̃(t)]

to and from (A.37), we get

∆̃V (x(t), ı) = −ℵ2(ı)zT (t)z(t) + γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)R(ı)w̃(t)]

+ℵ2(ı)zT (t)z(t) + γ

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

[
x(t)
w̃(t)

]T

×









[
Ai(ı) + B2i

(ı)Kj(ı)
]T

Q(ı)

+Q(ı)
[
Ai(ı) + B2i

(ı)Kj(ı)
]

+
∑s

k=1 λıkQ(k)



 (∗)T

R(ı)B̃T
1i

(ı)Q(ı) −γR(ı)





[
x(t)
w̃(t)

]
. (A.38)

Now let us consider the following terms:

γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)R(ı)w̃(t)] = γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

×





F (x(t), ı, t)H1i
(ı)x(t)

F (x(t), ı, t)H2i
(ı)w(t)

F (x(t), ı, t)H3i
(ı)Kj(ı)x(t)

w(t)





T

R−1(ı)





F (x(t), ı, t)H1m
(ı)x(t)

F (x(t), ı, t)H2m
(ı)w(t)

F (x(t), ı, t)H3m
(ı)Kn(ı)x(t)

w(t)





≤ ρ2(ı)γ2

δ(ı)

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµnxT (t)
{

HT
1i

(ı)H1m
(ı)

+KT
j (ı)HT

3i
(ı)H3m

(ı)Kn(ı)
}

x(t) + ℵ2(ı)γ2wT (t)w(t) (A.39)
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and

ℵ2(ı)zT (t)z(t) = ℵ2(ı)
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµnxT (t)
[
C1i

(ı) +

F (x(t), ı, t)H4i
(ı) + D12i

(ı)Kj(ı) + F (x(t), ı, t)H6i
(ı)Kj(ı)

]T

×
[
C1m

(ı) + F (x(t), ı, t)H4m
(ı)

+D12m(ı)Kn(ı) + F (x(t), ı, t)H6m
(ı)Kn(ı)

]
x(t)

≤ 2ℵ2(ı)
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµnxT (t)
{

[C1i
(ı) + D12i

(ı)Kj(ı)]
T [C1m

(ı) + D12m
(ı)Kn(ı)] +

ρ2(ı) [H4i
(ı) + H6i

(ı)Kj(ı)]
T ×

[H4m
(ı) + H6m

(ı)Kn(ı)]
}

x(t) (A.40)

where ℵ(ı) =
(
1 + ρ2(ı)

∑r
i=1

∑r
j=1[‖HT

2i
(ı)H2j

(ı)‖]
) 1

2
. Hence,

γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)R(ı)w̃(t)] + ℵ2(ı)zT (t)z(t)

≤
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

(
xT (t)

[
C̃1i

(ı) + D̃12i
(ı)Kj(ı)

]T
R−1(ı) ×

[
C̃1m

(ı) + D̃12m(ı)Kn(ı)
]
x(t)
)

+ ℵ2(ı)γ2wT (t)w(t) (A.41)

where

C̃1i
(ı) =

[
γρ(ı)HT

1i
(ı)

√
2ℵ(ı)ρ(ı)HT

4i
(ı) 0

√
2ℵ(ı)CT

1i
(ı)
]T

D̃12i
(ı) =

[
0
√

2ℵ(ı)ρ(ı)HT
6i

(ı) γρ(ı)HT
3i

(ı)
√

2ℵ(ı)DT
12i

(ı)
]T

.

Substituting (A.41) into (A.38), we have

∆̃V (x(t), ı) ≤ −ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t)

+γ
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

[
x(t)
w̃(t)

]T

Φijmn(ı)
[

x(t)
w̃(t)

]
(A.42)

where



A Proof 159

Φijmn(ı) =









(Ai(ı) + B2i
(ı)Kj(ı))T Q(ı)

+Q(ı)
[
Ai(ı) + B2i

(ı)Kj(ı)
]

+ 1
γ

[
C̃1i

(ı) + D̃12i
(ı)Kj(ı)

]T
×

R−1(ı)
[
C̃1m

(ı) + D̃12m
(ı)Kn(ı)

]

+
∑s

k=1 λıkQ(k)





(∗)T

R(ı)B̃T
1i

(ı)Q(ı) −γR(ı)





. (A.43)

Using the fact

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµnMT
ij (ı)Nmn(ı) ≤ 1

2

r∑

i=1

r∑

j=1

µiµj [MT
ij (ı)Mij(ı)

+Nij(ı)NT
ij (ı)],

we can rewrite (A.42) as follows:

∆̃V (x(t), ı) ≤ −ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t)

+γ

r∑

i=1

r∑

j=1

µiµj

[
x(t)
w̃(t)

]T

Φij(ı)
[

x(t)
w̃(t)

]

= −ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t)

+γ

r∑

i=1

µ2
i

[
x(t)
w̃(t)

]T

Φii(ı)
[

x(t)
w̃(t)

]

+γ
r∑

i=1

r∑

i<j

µiµj

[
x(t)
w̃(t)

]T (
Φij(ı) + Φji(ı)

)[ x(t)
w̃(t)

]
(A.44)

where

Φij(ı) =









(Ai(ı) + B2i
(ı)Kj(ı))T Q(ı)

+Q(ı)(Ai(ı) + B2i
(ı)Kj(ı))

+ 1
γ

[
C̃1i

(ı) + D̃12i(ı)Kj(ı)
]T

×
R−1(ı)

[
C̃1i

(ı) + D̃12i
(ı)Kj(ı)

]

+
∑s

k=1 λıkQ(k)




(∗)T

R(ı)B̃T
1i

(ı)Q(ı) −γR(ı)





. (A.45)

Pre and post multiplying (A.45) by

Ξ(ı) =
(

P (ı) 0
0 I

)
,

with P (ı) = Q−1(ı), we obtain



160 A Proof

Ξ(ı)Φij(ı)Ξ(ı) =









P (ı)AT
i (ı) + Y T

j (ı)BT
2i

(ı)
+Ai(ı)P (ı) + B2i

(ı)Yj(ı)

+ 1
γ

[
C̃1i

(ı)P (ı) + D̃12i
(ı)Yj(ı)

]T
R−1(ı)×[

C̃1i
(ı)P (ı) + D̃12i

(ı)Yj(ı)
]

+
∑s

k=1 λıkP (ı)P−1(k)P (ı)




(∗)T

R(ı)B̃T
1i

(ı) −γR(ı)





.

(A.46)

Note that (A.46) is the Schur complement of Ψij(ı) defined in (5.11). Using
(5.9)-(5.10), we learn that

Φii(ı) < 0 (A.47)
Φij(ı) + Φji(ı) < 0. (A.48)

Following from (A.44), (A.47) and (A.48), we know that

∆̃V (x(t), ı) < −ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t). (A.49)

Applying the operator E[
∫ Tf

0
(·)dt] on both sides of (A.49), we obtain

E

[∫ Tf

0

∆̃V (x(t), ı)dt

]
< E

[∫ Tf

0

(−ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t))dt

]
.

(A.50)

From the Dynkin’s formula [75], it follows that

E

[∫ Tf

0

∆̃V (x(t), ı)dt

]
= E[V (x(Tf ), ı(Tf ))] − E[V (x(0), ı(0))]. (A.51)

Substitute (A.51) into (A.50) yields

0 < E

[∫ Tf

0

(−ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t))dt

]

−E[V (x(Tf ), ı(Tf ))] + E[V (x(0), ı(0))].

Using (A.49) and the fact that V (x(0) = 0, ı(0)) = 0 and V (x(Tf ), ı(Tf )) > 0,
we have

E

[∫ Tf

0

{
zT (t)z(t) − γ2wT (t)w(t)

}
dt

]
< 0. (A.52)

Hence, the inequality (5.5) holds. This completes the proof of Theorem 6.
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Proof of Lemma 5.1

The closed-loop state space form of the fuzzy system model (5.1) with the
controller (5.24) is given by

˙̌x(t) =
∑r

i=1

∑r
j=1 µiµj

(
Aij

cl(ı)x̌(t) + Bij
cl (ı)w̃(t)

)

ž(t) =
∑r

i=1

∑r
j=1 µiµjC

ij
cl (ı)x̌(t)

(A.53)

where x̌(t) =
[
xT (t) x̂T (t)

]T and the matrix functions Aij
cl(ı), Bij

cl (ı) and
Cij

cl (ı) are defined in Lemma 3 and the disturbance is

w̃(t) =





1
δ(ı)F (x(t), ı, t)H1i

(ı)x(t)
F (x(t), ı, t)H2i

(ı)w(t)
1

δ(ı)F (x(t), ı, t)H3i
(ı)Ĉj(ı)x̂(t)

1
δ(ı)F (x(t), ı, t)H5i

(ı)x(t)
w(t)

F (x(t), ı, t)H7i
(ı)w(t)





.

Let choose a stochastic Lyapunov function

V (x̌(t), ı) = x̌T (t)P (ı)x̌(t) ∀ ı ∈ S (A.54)

where P (ı) is a constant positive definite matrix for each ı. For this choice,
we have V (0, ı0) = 0 and V (x̌(t), ı) → ∞ only when ‖x̌(t)‖ → ∞.

Consider the weak infinitesimal operator ∆̃ of the joint process {(x̌(t), ı), t ≥
0}, which is the stochastic analog of the deterministic derivative. {(x̌(t), ı), t ≥
0} is a Markov process with infinitesimal operator given by [80],

∆̃V (x̌(t), ı) = ˙̌xT (t)P (ı)x̌(t) + x̌T (t)P (ı) ˙̌x(t) + x̌T (t)
s∑

k=1

λıkP (k)x̌T (t)

=
r∑

i=1

r∑

j=1

µiµj

(
x̌T (t)(Aij

cl(ı))
T P (ı)x̌(t) + x̌T (t)P (ı)Aij

cl(ı)x̌(t)

+w̃T (t)(Bij
cl (ı))

T P (ı)x̌(t) + x̌T (t)P (ı)Bij
cl (ı)w̃(t)

+x̌T (t)
s∑

k=1

λıkP (k)x̌T (t)
)
. (A.55)

Adding and subtracting

−ℵ2(ı)zT (t)z(t) + γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)]

to and from (A.55), we get
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∆̃V (x(t), ı) = −ℵ2(ı)zT (t)z(t) + γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)]

+ℵ2(ı)zT (t)z(t) +
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

[
x̌(t)
w̃(t)

]T

×





(
(Aij

cl(ı))
T P (ı) + P (ı)Aij

cl(ı)
+
∑s

k=1 λıkP (k)

)
(∗)T

(Bij
cl (ı))

T P (ı) −γ2I




[

x̌(t)
w̃(t)

]
. (A.56)

Now let us consider the following terms:

γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)] = γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn ×





1
δ(ı)F (x(t), ı, t)H1i

(ı)x(t)
F (x(t), ı, t)H2i

(ı)w(t)
1

δ(ı)F (x(t), ı, t)H3i
(ı)Ĉj(ı)x̂(t)

1
δ(ı)F (x(t), ı, t)H5i

(ı)x(t)
w(t)

F (x(t), ı, t)H7i
(ı)w(t)





T 



1
δ(ı)F (x(t), ı, t)H1m

(ı)x(t)
F (x(t), ı, t)H2m

(ı)w(t)
1

δ(ı)F (x(t), ı, t)H3m
(ı)Ĉn(ı)x̂(t)

1
δ(ı)F (x(t), ı, t)H5m

(ı)x(t)
w(t)

F (x(t), ı, t)H7m
(ı)w(t)





≤ γ2ρ2(ı)
δ2(ı)

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµnx̌T (t) ×

[(
HT

1i
(ı)H1m

(ı)
+HT

5i
(ı)H5m

(ı)

) (
ĈT

j (ı)HT
3i

(ı)×
H3m

(ı)Ĉn(ı)

)]
x̌(t) + ℵ2(ı)γ2wT (t)w(t)

(A.57)

and

ℵ2(ı)zT (t)z(t) = ℵ2(ı)
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµnx̌T (t) ×

[
C1i

(ı) + F (x(t), ı, t)H4i
(ı) D12i(ı)Ĉj(ı) + F (x(t), ı, t)H6i

(ı)Ĉj(ı)
]T

×
[
C1m

(ı) + F (x(t), ı, t)H4m
(ı) D12m

(ı)Ĉn(ı) + F (x(t), ı, t)H6m
(ı)Ĉn(ı)

]
x̌(t)

≤
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

(
2ℵ2(ı)x̌T (t)

[
C1i

(ı) D12i
(ı)Ĉj(ı)

]T
×

[
C1m

(ı) D12m
(ı)Ĉn(ı)

]
x̌(t) + 2ℵ2(ı)ρ2(ı)x̃T (t) ×

[
H4i

(ı) H6i
(ı)Ĉj(ı)

]T [
H4m

(ı) H6m
(ı)Ĉn(ı)

]
x̌(t)
)

(A.58)

where ℵ(ı) ≥
(
1 + ρ2(ı)

[
‖HT

2i
(ı)H2j

(ı)‖ + ‖HT
7i

(ı)H7j
(ı)‖
]) 1

2
. Hence,
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γ2
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn[w̃T (t)w̃(t)] + ℵ2(ı)zT (t)z(t)

≤
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

(
x̌T (t)

[
C̃1i

(ı) D̃12i(ı)Ĉj(ı)
]T

×

[
C̃1m

(ı) D̃12m
(ı)Ĉn(ı)

]
x̌(t)
)

+ ℵ2(ı)γ2wT (t)w(t) (A.59)

where

C̃1i
(ı) =

[
γρ(ı)
δ(ı) HT

1i
(ı) 0 γρ(ı)

δ(ı) HT
5i

(ı)
√

2ℵ(ı)ρ(ı)HT
4i

(ı)
√

2ℵ(ı)CT
1i

(ı)
]T

D̃12i
(ı) =

[
0 γρ(ı)

δ(ı) HT
3i

(ı) 0
√

2ℵ(ı)ρ(ı)HT
6i

(ı)
√

2ℵ(ı)DT
12i

(ı)
]T

.

Substituting (A.59) into (A.56), we have

∆̃V (x(t), ı) ≤ −ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t)

+
r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµn

[
x(t)
w̃(t)

]T

Ωijmn(ı)
[

x(t)
w̃(t)

]
(A.60)

where

Ωijmn(ı) =





(
(Aij

cl(ı))
T P (ı) + P (ı)Aij

cl(ı)
+(Cij

cl (ı))
T Cmn

cl (ı) +
∑s

k=1 λıkP (k)

)
(∗)T

(Bij
cl (ı))

T P (ı) −γ2I



 . (A.61)

Using the fact

r∑

i=1

r∑

j=1

r∑

m=1

r∑

n=1

µiµjµmµnMT
ij (ı)Nmn(ı) ≤ 1

2

r∑

i=1

r∑

j=1

µiµj [MT
ij (ı)Mij(ı)

+Nij(ı)NT
ij (ı)],

we can rewrite (A.61) as follows:

∆̃V (x(t), ı) ≤ −ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t)

+
r∑

i=1

r∑

j=1

µiµj

[
x(t)
w̃(t)

]T

Ωij(ı)
[

x(t)
w̃(t)

]
(A.62)

where

Ωij(ı) =





(
(Aij

cl(ı))
T P (ı) + P (ı)Aij

cl(ı)
+(Cij

cl (ı))
T Cij

cl (ı) +
∑s

k=1 λıkP (k)

)
(∗)T

(Bij
cl (ı))

T P (ı) −γ2I



 . (A.63)

Note that (A.63) is the Schur complement of (5.26). Using the inequality
(5.26), we have
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∆̃V (x(t), ı) < −ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t). (A.64)

Applying the operator E[
∫ Tf

0
(·)dt] on both sides of (A.64), we obtain

E

[∫ Tf

0

∆̃V (x(t), ı)dt

]
< E

[∫ Tf

0

(−ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t))dt

]
.

(A.65)

From the Dynkin’s formula [75], it follows that

E

[∫ Tf

0

∆̃V (x(t), ı)dt

]
= E[V (x(Tf ), ı(Tf ))] − E[V (x(0), ı(0))]. (A.66)

Substitute (A.66) into (A.65) yields

0 < E

[∫ Tf

0

(−ℵ2(ı)zT (t)z(t) + γ2ℵ2(ı)wT (t)w(t))dt

]

−E[V (x(Tf ), ı(Tf ))] + E[V (x(0), ı(0))].

Using (A.49) and the fact that V (x(0) = 0, ı(0)) = 0 and V (x(Tf ), ı(Tf )) > 0,
we have

E

[∫ Tf

0

{
zT (t)z(t) − γ2wT (t)w(t)

}
dt

]
< 0. (A.67)

Hence the inequality (5.5) holds. This completes the proof of Lemma 3.

Proof of Theorem 8.2

Suppose the inequalities (8.36)-(8.38) hold, then the matrices X0 and Y0 are
of the following forms:

X0 =
(

X1 X2

0 X3

)
and Y0 =

(
Y1 Y2

0 Y3

)

with X1 = XT
1 > 0, X3 = XT

3 > 0, Y1 = Y T
1 > 0 and Y3 = Y T

3 > 0.
Substituting X0 and Y0 into (8.47), respectively, we have

Xε =
{

X0 + εX̃
}

Eε =
(

X1 εX2

εXT
2 εX3

)
. (A.68)

and

Y −1
ε =

{
Y −1

0 + εNε

}
Eε =

(
Y −1

1 −εY −1Y2Y
−1
3

−ε(Y −1Y2Y
−1
3 )T εY −1

3

)
. (A.69)
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Clearly, Xε = XT
ε , and Y −1

ε = (Y −1
ε )T . Knowing the fact that the inverse of

a symmetric matrix is a symmetric matrix, we learn that Yε is a symmetric
matrix. Using the matrix inversion lemma, we can see that

Yε = E−1
ε

{
Y0 + εỸ

}
(A.70)

where Ỹ = Y0Nε(I + εY0Nε)−1Y0. Employing the Schur complement, one can
show that there exists a sufficiently small ε̂ such that for ε ∈ (0, ε̂], (8.26) and
(8.27) hold.

Now, we need to show that
(

Xε I
I Yε

)
> 0. (A.71)

By the Schur complement, it is equivalent to showing that

Xε − Y −1
ε > 0. (A.72)

Substituting (A.68) and (A.69) into the left hand side of (A.72), we get
[

X1 − Y −1
1 ε(X2 + Y −1

1 Y2Y
−1
3 )

ε(X2 + Y −1
1 Y2Y

−1
3 )T ε(X3 − Y −1

3 )

]
. (A.73)

The Schur complement of (8.36) is
[

X1 − Y −1
1 0

0 X3 − Y −1
3

]
> 0. (A.74)

According to (A.74), we learn that

X1 − Y −1
1 > 0 and X3 − Y −1

3 > 0. (A.75)

Using (A.75) and the Schur complement, it can be shown that there exists a
sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], (8.25) holds.

Next, employing (A.68), (A.69) and (A.70), the controller’s matrices given
in (8.34) can be re-expressed as follows:

Bi(ε) =
[
Y −1

0 − X0

]
B̂i + ε

[
Nε − X̃

]
B̂i

∆= B0i
+ εBεi

Ci(ε) = ĈiY
T
0 + εĈiỸ

T ∆= C0i
+ εCεi

.
(A.76)

Substituting (A.68), (A.69), (A.70) and (A.76) into (8.32) and (8.33), and

pre-post multiplying (8.32) by
(

Eε 0
0 I

)
, we, respectively, obtain

Ψ11ij
+ ψ11ij

and Ψ22ij
+ ψ22ij

(A.77)

where the ε-independent linear matrices Ψ11ij
and Ψ22ij

are defined in (8.43)
and (8.44), respectively and the ε-dependent linear matrices are
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ψ11ij = ε




AiỸ

T + Ỹ AT
i + B2i

Cεj
+ CT

εi
BT

2j
(∗)T

[
Ỹ C̃T

1i
+ CT

εi
D̃T

12j

]T
0



 (A.78)

ψ22ij
= ε




AT

i X̃ + X̃T Ai + Bεi
C2j

+ CT
2i
BT

εj
(∗)T

[
X̃B̃1i

+ Bεi
D̃21j

]T
0



 . (A.79)

Note that the ε-dependent linear matrices tend to zero when ε approaches
zero.

Employing (8.39)–(8.42) and knowing the fact that for any given negative
definite matrix W, there exists an ε > 0 such that W + εI < 0, one can show
that there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], (8.28)–(8.31)
hold. Since (8.25)-(8.31) hold, using Lemma 8.2, the inequality (3.3) holds.

Proof of Theorem 10.2

Suppose the inequalities (10.56)-(10.58) hold, then the matrices X0(ı) and
Y0(ı) are of the following forms:

X0(ı) =
(

X1(ı) X2(ı)
0 X3(ı)

)
and Y0(ı) =

(
Y1(ı) Y2(ı)

0 Y3(ı)

)

with X1(ı) = XT
1 (ı) > 0, X3(ı) = XT

3 (ı) > 0, Y1(ı) = Y T
1 (ı) > 0 and Y3(ı) =

Y T
3 (ı) > 0. Substituting X0(ı) and Y0(ı) into (10.67)-(10.68), respectively, we

have

Xε(ı) =
(

X1(ı) εX2(ı)
εXT

2 (ı) εX3(ı)

)
(A.80)

and

Y −1
ε (ı) =

(
Y −1

1 (ı) −εY −1(ı)Y2(ı)Y −1
3 (ı)

−ε
(
Y −1(ı)Y2(ı)Y −1

3 (ı)
)T

εY −1
3 (ı)

)
. (A.81)

Clearly, Xε(ı) = XT
ε (ı), and Y −1

ε (ı) = (Y −1
ε (ı))T . Knowing the fact that the

inverse of a symmetric matrix is a symmetric matrix, we learn that Yε(ı)
is a symmetric matrix. Using the matrix inversion lemma, we can see that
Yε(ı) = E−1

ε

{
Y0(ı)+εỸ (ı)

}
where Ỹ (ı) = Y0(ı)Nε(ı)(I +εY0(ı)Nε(ı))−1Y0(ı).

Employing the Schur complement, one can show that there exists a sufficiently
small ε̂ such that for ε ∈ (0, ε̂], (10.46) and (10.47) hold.

Now, we need to show that
(

Xε(ı) I
I Yε(ı)

)
> 0. (A.82)

By the Schur complement, it is equivalent to showing that
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Xε(ı) − Y −1
ε (ı) > 0. (A.83)

Substituting (A.80) and (A.81) into the left hand side of (A.83), we get
[

X1(ı) − Y −1
1 (ı) ε(X2(ı) + Y −1

1 (ı)Y2(ı)Y −1
3 (ı))

ε(X2(ı) + Y −1
1 (ı)Y2(ı)Y −1

3 (ı))T ε(X3(ı) − Y −1
3 (ı))

]
. (A.84)

The Schur complement of (10.56) is
[

X1(ı) − Y −1
1 (ı) 0

0 X3(ı) − Y −1
3 (ı)

]
> 0. (A.85)

According to (A.85), we learn that

X1(ı) − Y −1
1 (ı) > 0 and X3(ı) − Y −1

3 (ı) > 0. (A.86)

Using (A.86) and the Schur complement, it can be shown that there exists a
sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], (10.45) holds.

Next, employing (A.80) and (A.81), the controller’s matrices given in
(10.54) can be re-expressed as follows:

Bi(ı, ε) =
[
Y −1

0 (ı) − X0(ı)
]
B̂i(ı) + ε

[
Nε(ı) − X̃(ı)

]
B̂i(ı)

∆= B0i
(ı) + εBεi

(ı)
Ci(ı, ε) = Ĉi(ı)Y T

0 (ı) + εĈi(ı)Ỹ T (ı) ∆= C0i
(ı) + εCεi

(ı).
(A.87)

Substituting (A.80),(A.81) and (A.87) into (10.52) and (10.53), and pre-post

multiplying (10.52) by




Eε 0 0
0 I 0
0 0 I



, we respectively, obtain

Ψ11ij
(ı) + ψ11ij

(ı) and Ψ22ij
(ı) + ψ22ij

(ı) (A.88)

where the ε-independent linear matrices Ψ11ij
(ı) and Ψ22ij

(ı) are defined in
(10.63) and (10.64), respectively, and the ε-dependent linear matrices are

ψ11ij
(ı) = ε








Ai(ı)Ỹ T (ı) + Ỹ (ı)AT

i (ı)
+B2i

(ı)Cεj
(ı) + CT

εi
(ı)BT

2j
(ı)

+λıı
ˆ̄Y (ı)



 (∗)T (∗)T

C̃1i
(ı)Ỹ T (ı) + D̃12i

(ı)Cεj
(ı) 0 (∗)T

J̃ T (ı) 0 −Ỹ(ı)




(A.89)

and

ψ22ij
(ı) = ε








AT

i (ı)X̃T (ı) + X̃(ı)Ai(ı)
+Bεi

(ı)C2j
(ı) + CT

2i
(ı)BT

εj
(ı)

+
∑s

k=1 λık
ˆ̄X(k)



 (∗)T

B̃T
1i

(ı)X̃T (ı) + D̃T
21i

(ı)BT
εj

(ı) 0



 (A.90)
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where J̃ (ı) =
[√

λ1ı
ˆ̄Y (ı) · · ·

√
λ(i−1)ı

ˆ̄Y (ı)
√

λ(i+1)ı
ˆ̄Y (ı) · · ·

√
λsı

ˆ̄Y (ı)
]
,

Ỹ(ı) = diag
{

ˆ̄Y (1), · · · , ˆ̄Y (ı − 1), ˆ̄Y (ı + 1), · · · , ˆ̄Y (s)
}

, ˆ̄X(k) =
X̃(k)+X̃T (k)

2 and ˆ̄Y (ı) = Ỹ (ı)+Ỹ T (ı)
2 . Note that the ε-dependent linear matrices

tend to zero when ε approaches zero.
Employing (10.59)-(10.62) and knowing the fact that for any given negative

definite matrix W, there exists an ε > 0 such that W + εI < 0, one can show
that there exists a sufficiently small ε̂ > 0 such that for ε ∈ (0, ε̂], (10.48)-
(10.51) hold. Since (10.45)-(10.51) hold, using Lemma 9, the inequality (5.5)
holds.
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