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Preface

This second edition of Doing Research in Political Science is a thoroughly revised and
updated version of the book that was originally published in 1999. In revising this
edition we have benefited from several constructive and positive reviews and per-
sonal communications. One comment in particular made us reconsider the target
readership for which this textbook is intended. Apparently – so some of the critics
maintained – the level of information makes the book especially suitable for advanced
students (e.g. in the final year of BA training, during MA studies and in the prelimi-
nary stages of a PhD). With this caveat in mind we have rewritten parts of the book
and attempted to improve the presentation.

The book maintains its original structure consisting of three parts representing in
our view the basic stages of any theory-driven empirical-analytical research in the
social and, in particular, the political sciences. In each chapter there is an introduction
to its contents, and at the end there is a list of the main topics covered, which may
help both teacher and student to find the information she or he needs. In addition,
each chapter contains examples that are taken from existing comparative research
and are partially based on data made accessible by us via the World Wide Web (http://
research.fsw.vu.nl/DoingResearch).

In Part 1 we present our own arguments concerning the comparative approach in
the social sciences: namely, that any empirical research ought to be theory-driven and
must be formulated in a well-elaborated research design. Part 2 is essential reading
for those who wish to understand the use of (advanced) statistics in order to be able
to conduct an explanatory analysis (including its caveats and pitfalls!). Part 3 can be
seen as an attempt to pull together the threads of our way of doing comparative
research and will be of interest to any reader, whether a freshman or an advanced
student of comparative politics and social sciences at large.

Without claiming that this approach is the one and only way to teach comparative
methods and statistics in political science, we are certain that it offers a valuable
‘springboard’ to judging the comparative information with which most, if not all,
students are confronted. It will help the student to shape a theory-inspired research
design in such a way that it leads to plausible and adequate results. These are valu-
able skills that are lacking in too many textbooks that focus on methodology.

During the process of writing this book, we have benefited from contributions
many institutions, scholars and students, to whom we wish to express our thanks.
First of all, the Essex Summer School in Social Science Data Analysis and Collection
gave us the chance to test the draft version of the book on an international group of
graduate students. We thank a number of colleagues for their detailed and helpful
corrections to the manuscript. Linde Wolters, an assistant in our department, care-
fully organized the references and bibliography. Sabine Luursema has been helpful
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Preface

in producing the manuscript. Klaus Armingeon, Ian Budge, Kaare Strøm, Ross
Burkhart, Michael S. Lewis-Beck and Alan Siaroff kindly permitted us to use their
data in this book. Valuable advice on the whole or parts of the manuscript have been
given by Klaus Armingeon (Berne), Francis G. Castles (Edinburgh), Jan-Erik Lane
(Geneva and Singapore), Arend Lijphart (San Diego), Peter Mair (Leiden), Michael
McDonald (Binghamton), Lawrence LeDuc (Toronto), Guy Whitten (Texas) and
Ekhart Zimmerman (Dresden).

Finally, we wish to note that this book has been a genuine example of ‘collective
action’. At the same time the ‘order of appearance’ of the authors indicates the relative
input given by each author.

Class material is available at http://research.fsw.vu.nl/DoingResearch

Paul Pennings
Hans Keman

Jan Kleinnijenhuis
Amsterdam, Summer 2005

xx
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11
Comparative methodology and
statistics in political science

CCOONNTTEENNTTSS

1.1 Introduction 3
1.2 The Comparative Approach to Political and Social Science:

Theory and Method 6
1.3 Comparing Data: Selecting Cases and Variables 8
1.4 Developing Empirical-Analytical Comparative Analysis 13
1.5 How to Use This Book 15
1.6 Endmatter 16

Topics highlighted 16
Questions 16
Exercises 16
Further reading 17

1.1 Introduction

Almost everyone watches daily TV, regularly reads a daily newspaper and often
discusses what goes on in the world. These activities shape our views on society
and, in particular, influence our views on and perspective of the role and impact
of politics on societal developments. In this era of easy access to electronic
communication (e.g. Internet), worldwide TV coverage of events (e.g. CNN) and
rapid changes in the political mapping of the world (globalization), one is
confronted not only with a multitude of bits and pieces of information, but also
with various and often conflicting opinionated views what events may mean
and what consequences they may have for our lives and the society we are part
of and live in.
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Doing Research in Political Science

Although we do not realize it all the time (or at all) we use this information
in its multifarious forms in a comparative way. Both the ‘messengers’ (e.g.
journalists, political spokesmen and so-called opinion leaders) and the
‘receivers’ (readers, TV watchers, person-to-person communicators) are, more or
less consciously, using the ‘art’ of comparing in order to come to a more or less
well-founded interpretation of what goes on in public life.

The first point of departure of this book is therefore not only that students
of social and political sciences are in fact comparing information to form an
opinion, but that everyone is doing this in assessing the facts of life around him
or her. For instance, how often do you use the words ‘more’ and ‘less’ or ‘bigger’
and ‘smaller’, and this is ‘different’ from or ‘similar’ to that, and so on? All these
expressions, used by everyone in their daily conversation, basically imply that
you (seem to) have a comparative idea about what occurs in reality. And not only
that – most of the time, if not always, you do deliver a statement about, for instance,
politics and society that is, more or less, implicitly of an evaluating nature. To give
an example: in New Zealand in 1996 the first elections were held under a new
system (it used to be ‘First Past the Post’ and it is now a variation of a proportional
representation electoral system). The electoral outcome necessitated the formation
of a coalition government instead of a one-party government. Apart from the fact
that this type of government and the related procedure of government formation
were new to both the public and the politicians, everyone could now compare
the actual result of changing the electoral system and what it implies in reality.
Hence, one could now evaluate what goes on by means of comparing the old
with the new situation. 

The ‘art of comparing’ is thus one of the most important cornerstones to
develop knowledge about society and politics and insights into what is going on,
how things develop and, more often than not, the formulation of statements
about why this is the case and what it may mean to all of us. To take another
example: in a number of Western European democracies one can witness
recently a rise of so-called ‘populist’ parties (e.g. in Austria, Belgium, France,
Italy, and the Netherlands; see Mair, 2002). The problem that emerged was how
to define ‘populism’ as such in order to indicate which party was more (or less)
populist, or – for instance – extreme right-wing or not, and therefore a threat to
the existing party system (Mény and Surel, 2002). Hence, the problem was less to
observe the phenomenon, and more how to measure it properly from a
comparative point of view.

Yet, and this is our second point of departure, the use and application of the
comparative method is often not systematic, nor is it applied rigorously in most
cases. This may result not only in unfounded opinions or flawed conclusions,
but also in biased views of reality as well as in inappropriate generalizations
about what goes on in society. In this book we wish to introduce you to the
comparative method and related statistical tools in order to help you to reduce
these hazards and to develop standards for you and others to gain a more
sustainable view on the world. In addition, we shall provide you with a clear
schedule to develop an adequate research design that helps to avoid the
mistakes and biases. This is the assignment of Part I.

44
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In this chapter we shall therefore discuss how to do research in ‘comparative
politics’. This means that the focus is on the development of a proper research
design that enables one to translate questions about real-world events into
observations, which allow for drawing systematically conclusions that can be
generalized. For instance: is there a relationship between the (electoral) rise of
populist parties and a growing dissatisfaction of the public with the working of
parliamentary democracy? This type of Research Question can and should be
elaborated in a proper Research Design. This crucial step in doing research in
political science is the subject of the next chapter. It requires the elaboration of
the phenomenon under review (e.g. what is populism, and which parties can
be viewed as ‘populist’ or ‘right wing’?), the mode of analysis that makes a
comparison useful and meaningful (e.g. relating the emergence of populist
parties to subsequent events such as elections and stable government), and – in
addition – the empirical investigation of all relevant cases (in comparing political
systems that allow for corroborating hypotheses). Hence, instead of focusing on
‘events’ or isolated developments, the point of departure of our approach is:

• developing systematic knowledge that transcends mere description and
allows for generalizations (i.e. external validity);

• deriving answers to questions on the basis of existing theory or, if possible,
plausible hypotheses (i.e. theory guidance);

• striving for exact information and comparable indicators that are reliable and
open to replication (i.e. internal validity).

In summary: without a proper research question and research design, the ‘art
of comparing’ becomes meaningless and – which is worse – may lead to dubious
evidence and conclusions that affect many in society. Max Weber – the famous
German sociologist – warned against these practices in 1918 in his major work
Economy and Society (Weber, 1972), by discussing value-free science vis-à-vis
ideologically driven analysis, which would not only harm scientific progress,
but also jeopardize the correct use and application of social scientific results in
practice (see Bendix, 1977; Giddens, 1971).

From this follows, as the third point of our presentation, that it is crucial to
know from the beginning what, when and how to compare. Seemingly this triad
goes almost without saying. Yet, it is vital for any comparative analysis to ask him
or she whether or not there is indeed a proper answer to these methodological
questions. If not, the chances to come up with valid and reliable answers will be
reduced and the quality of knowledge advanced will be less. Hence, you must
know beforehand what the phenomenon is that you wish to research, when – or
at what point of time or period under review – the phenomenon can be best
studied, and how to do this.

This highlights perhaps the most important message we wish to emphasize.
We view the ‘art of comparing’, or what is generally called the ‘comparative
approach’ to political and social science, not as an ‘art’ in itself (or a method per se),
but as one of the most adequate ways to connect ideas (theory) about society and
politics with what is actually going on in the world we live in (i.e. empirically

55

Pennings (Research)-3304-01.qxd  10/13/2005  11:41 AM  Page 5



founded facts). In short, we wish to introduce you to the comparative approach
in such a way that one can explain convincingly and plausibly what is going on
in the real world of politics and society.

BBooxx  11..11 CCoommppaarriinngg  aass  aa  bbaassiicc  ttooooll  ooff  tthhee  ssoocciiaall  sscciieenncceess

The British poet Rudyard Kipling (1865–1936) wrote: ‘And what should they
know of England who only England know?’ He meant to say that without
comparing there is little to gain from a description only. Therefore the ‘art of
comparing’ is a basic tool for linking ideas and, eventually, theory to evidence.
Conversely, without theory a comparison remains meaningless. Our view is thus
that ‘doing research’ in the social sciences always implies – be it implicitly or
explicitly – the application of the comparative approach to gain knowledge of
politics and society and to assess its plausibility.

1.2 The Comparative Approach to Political

and Social Science:Theory and Method

We contend that the comparative approach and its methodological application
must be conducted by means of theory-driven research questions. This is to say:
a research question must be formulated as a point of departure of comparative
investigation, which enables the student to reflect on what, when and how to
compare and for what purpose. If not, the comparison becomes a recording
instrument only. This, however, is not our goal, nor is it in our view scientific.
Scientific activities always imply the quest for explanations, which are not only
empirically based and yield systematic results, but also lead to results which are
plausible. It is vital to realize that throughout this book we shall contend that
empirical-analytical analysis is an instrument to develop social and political
knowledge that is both scientifically valid and plausible for a wider audience.

Valid means here not only whether or not it is devoid of mistakes of the ‘Third
Order’ (Blalock, 1979), i.e. avoiding wrong operationalizations, incorrect indicators
and inadequate levels of measurement and inferring false causal conclusions –
these matters will be dealt with in Part II of this book – but primarily whether or
not the research design is indeed adequately derived from the research question
which underlies the comparative research. Validity in comparative (and other
types of) research is a very central concept. However, more often than not, it is
used in different ways and its use may well confuse the student. Throughout this
book we shall employ the concept as follows:

• Internal validity concerns the question whether or not the measurements used
in a given research are properly, i.e. correctly, operationalized in view of the
theoretical concept as intended. For instance: in a research project on political
parties, can all the parties under review be considered to be identical in terms

Doing Research in Political Science66
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of their properties (e.g. participating in elections by putting forward
candidates for office), and can they be seen as unique entities and not be
confused with other types of social and political movements (like interest
groups or new social movements)? Hence research results are internally valid
if and when they are truly comparative, i.e. yield the same results for all cases
under review (if not, then a case is ‘deviant’).

• External validity presupposes that the concepts used in a given piece of
research, and the related outcomes, apply not only to the cases under review
but to all similar cases that satisfy the conditions set out in the research
question and related research design. Similarity implies here comparability
through space or time. For example, the factors found to explain the
variations in government formation in terms of the resulting types of
government (e.g. majority or minority and one-party versus multi-party
governments) should also apply to those cases that were not included or in
periods that were not covered in the original analysis. Another example
would be the study of populism, right-wing parties and party system
development (see, for instance, Kitschelt, 2002; Pennings and Keman, 2003).
Obviously this requires careful and qualified arguments and spills over into
the quality of operationalization and measurement (i.e. internal validity!).
Hence research results are viewed as externally valid if they yield truly
comparable results for similar cases that have not yet been under review. This
implies that one would expect that a replication of such a research should
produce by and large the same results (King et al., 1994: 100).

It should be realized that the concepts of internal and external validity are
of an ideal-typical nature: in a perfect world with complete information the
standards of validity may well be met, but in practice this is not a realistic goal.
Yet, and this is what we put forward, one should try to get as close as feasible to
these standards (see Mayer, 1989: 55; King et al., 1994). Only by keeping these
standards is it possible to strive for positive theory development, that is,
systematically relating extant theory to evidence and so improving the theory.

To enhance this process of theory development we argue throughout this book
that one needs to formulate a Research Question (RQ) first, in order to be able to
decide what, how and when to compare. This leads in turn to the development
of a Research Design (RD) in which these matters are addressed and elaborated
in such a way that the research results will be valid, reliable and plausible. It is
also important to note that the comparative approach allows for two types of
analysis: one is the explorative type that aims at identifying relationships which
may be conducive to theory formation; the other is driven by theory and aims at
testing causal relationships, which is necessary to corroborate extant theory and
to develop these further. Only then it is possible to decide which data must
be collected to carry out the empirical and statistical analysis for a meaningful
comparison that may produce substantial explanations of why societal and
political events and developments have taken place. In short: substance comes
before method, questions come before answers, and theory always precedes
comparative analysis.

77
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Doing Research in Political Science

The issue at stake is therefore what, when and how to compare. As the relation
between politics and society is not only dynamic but also obviously a process,
we need a clear and systemic model that can be applied to various situations and
related questions that cry out for explanatory analysis by means of the ‘art of
comparing’ (see, for example, Lane and Ersson, 1994; Keman, 1993c; Schmidt,
1995). Hence, we are interested in how to consciously make correct choices to
allow for proper answers to the question(s) asked in a systematic fashion; this is
conducive to furthering theory as well as valid answers and plausible results. We
shall demonstrate that on the basis of a research question it is possible (and
sometimes inevitable) to develop a research design (RD) that allows for different
answers which can be considered as equally plausible. In Chapter 3 we shall
elaborate on this by introducing the central concepts of any political analysis –
actors, institutions and performances – that will figure eventually in Part III of
this book (for this kind of approach to the political process, see Hague and
Harrop, 2004; Almond et al., 1993).

However, before jumping to matters of measuring and modelling politics in
relation to society and discussing related matters such as the use of statistics, we
must and shall discuss how to organize matters related to collecting data. Data,
in general, are the information we wish to gather with a view to supplying a
research answer. This can be quantitative or qualitative information (i.e. numbers
or descriptions related to various events). These terms are often considered as
mutually exclusive. We do not think this to be the case: all information used in
social science, if used comparatively, needs to be subject to the rule of reliability,
validity and replicability (see also King et al., 1994; Burnham et al., 2004: 140).
Hence, data – quantitative and qualitative – can be considered as equivalent, if
and only if they are correctly organized. We need therefore to develop a collection
of data in order to carry out a systematic comparison.

1.3 Comparing Data: Selecting Cases and Variables

The term ‘cases’ is often used in the comparative literature in various ways. On
the one hand, cases may simply refer to the units of observation in a data matrix.
This is the general meaning of the term and will be found in most textbooks on
methodology. On the other hand, the comparative approach generally uses the
term ‘cases’ to refer to the combination of the level of measurement employed
(e.g. individuals, parties, or government) and the units of variation or variables
employed (e.g. electoral attitudes, party programmes, or government policies).
The problem which arises from this kind of formulation boils down to the
difference between seeing cases as an empirical entity (fixed in time and space –
see Ragin and Becker, 1992: 4–5; Lijphart, 1975: 160) and as a theoretical construct
or convention. An example of the first kind are representatives of any type
of system, such as countries, parties, voters, years or decades. This type of case
defines the boundaries of investigation. The second type refers to theoretical
properties from which the researcher derives the units of observation, i.e. cases.

88
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Comparative Methodology and Statistics in Political Science

Welfare states, left-wing parties or coalition governments are examples.
Whatever way one argues, however, we feel that cases should always be defined
as empirical entities in relation to the research question asked. We shall therefore
define cases as those units of observation that are:

• identically defined by time and place; and
• logically connected to the research question under review.

Cases are then ‘carriers of information’ which must and can be collected by
means of translating concepts into empirical indicators, such as having a written
constitution or not, having a certain type of multi-party system, the size of the
electorate, and so on.

In comparative research the term ‘cases’ is reserved for the units of observation
that are compared, be it voters in different countries or regions, parties in various
political systems, or welfare states across nations. The information in each row of
the data matrix is two-dimensional: it concerns the voter in country A, B or C or
it refers to a party family X, Y or Z (if we wish to compare differences between
party families and/or within party families). Or, for example, the row displays
information on welfare states as a whole (equals one country). In the same vein,
variables may well represent conceptual information over time (e.g. years), and the
number of cases is still the number of variables times the number of units of
observation. Hence the term ‘case’ basically refers to the units of observation that
are compared. The following rule of thumb may be of help to the reader: if the
research question is elaborated in terms of an international comparison, the
number of cases is identical to the number of nations included; if the research
question is said to be cross-national, the number of cases is defined by the units of
observation, such as parties or governments, regardless the number of nations
or systems; finally, if the research question focuses on change over time (i.e.
inter-temporal) then the time units included indicate the number of cases. In
summary: what is compared determines the number of cases rather than the total
number of cells in a data matrix. In other words, a ‘case’ carries vital information
that varies according to a theoretical concept (e.g. type of welfare state) and this
concept is usually operationalized by means of quantified indicators (e.g. public
expenditure on social security as a percentage of GDP). Together this leads to
unique information that is comparable between cases and variables across cases
(number of variables × number of values). That outcome (denoted N) is used in
statistical procedures, in particular for tests of significance, and refers to the total
number of observations or values under scrutiny (see Figure 1.1).

• Units of variation ⇒⇒ Variables = columns of data matrix indicating the
variation across the units of observation according
to empirical features derived from theoretical
concepts.

• Units of observation ⇒⇒ Cases = objects of comparison with separate values
for each variable along the row of the matrix
representing the universe of discourse.
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• Units of measurement ⇒⇒ Values = operational features (i.e. scores) of each
separate case on each variable presented in the
cells in the matrix. The total number of values or
the cells is represented by the N.

Another important matter with regard to the number of cases is thus the
question to what extent the cases under review indeed represent the so-called
universe of discourse. As we shall elaborate in Chapter 2, there is quite some
variation in various research designs as to how many relevant cases can or
should be involved. This depends not only on the research question under
review, but also on the mode of analysis which is considered to be proper for
answering it. For example, if we study the development of welfare states, we
may opt to compare them all, or a number of them. This choice, i.e. of the
number of (relevant) cases involved, is related to the dichotomy – proposed by
Przeworski and Teune (1970) – between a ‘most similar’ and a ‘most different’
design. In the former instance we seek to analyse a causal relationship by
collecting data for all the cases that can be assumed to be similar in terms of
their contextual features. In the latter case it is assumed that the causal relation
under review remains identical notwithstanding systemic differences. Francis
Castles has put the difference between the two approaches succinctly as
follows: 

A most similar approach implies that … the more circumstances the selected
cases have in common, the easier it is to locate the variables that do differ and
which may thus be considered as the first candidates for investigation as
causal or explanatory variables. A most different approach involves … a
comparison on the basis of dissimilarity in as many respects as possible in the
hope that after all the differing circumstances have been discounted as
explanations, there will remain one alone in which all the instances agree.
(quoted in Keman, 1993: 37)

Hence, the issue is how to control for contextual or exogenous variation given
the Research Question. For instance, if we wish to analyse the role of parties in
government with regard to welfare statism, we could decide – on the basis of the
research question – to restrict ourselves to a certain type of party or govern-
ment. In this case not the system as such, nor its features are decisive with
respect to the research design, but the actual unit of variation that is central in
the theory underlying the research question (i.e. how do parties matter in or out
of government?).

Another issue is then that the research question – which forms the starting
point for the research design – informs us on the implicit or explicit causality by
means of a controlled comparison. In the example we use in this section the
comparative issue is the explanation of the degree of ‘welfare statism’ as a result
of the behaviour and actions of parties in government (see Castles, 1982; Keman,
1988; Janoski and Hicks, 1994; Swank, 2002). Hence, it is expected that party
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differences matter with respect to the level and type of welfare services organized
and supplied in a country. Obviously, political parties are considered to be effect-
producing for welfare statism. The latter is then the dependent variable, whereas
parties in government are seen as the independent variable. This distinction is not
only crucial as regards the organization of the units of variation – observation –
measurement (see Figure 1.1), but also with respect to the determination of the
‘universe of discourse’ and whether we must employ a ‘most similar’ or ‘most
different’ research design. Obviously, in this example, we must exclude political
systems without parties (the effect-producing variable). Secondly, we can opt
for systems where either welfare state development is (more or less) comparable
or include all systems with an established practice of party government. The first
option allows the researcher to explore variation that is truly comparative and
enables the inclusion of many variables. The second option makes it possible to
include all relevant systems (i.e. democracies) in order to test the hypothesized
causality of the argument. Whatever the options, it is clear that the choices made
on the basis of the research question will direct the research design and the
problems (and caveats) that must be overcome. These have been listed in Table 1.1.
The four clusters in Table 1.1 represent choices as regards relating the research
question to an adequate research design. Secondly, the clusters are steps the
researcher must take in order to establish a comprehensive and feasible research
design.

So, the first step is to assess whether or not we try to find answers to a specific
question or a general one. For instance, Lijphart’s analysis of the Dutch system
(Lijphart, 1975) was based on the explanation of a deviant case (i.e. consociation-
alism) within a general theory (of stable democracy). The problem he was
confronted with was whether or not his comparative case study allowed for
external valid conclusions. Later on he has remedied this problem by using

1111

•

• = values

Variables

Cases

Figure 1.1 Units of variation, observation and measurement (NB: cases × variables = total
N of values). Unit of variation = variable; unit of observation = case; unit of measurement = value
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more comparable cases to corroborate his ideas (Lijphart, 1977). Hence,
although the research question remained the same, a different research design
was developed to improve the generalizing capacity of his conclusions
regarding the occurrence and working of consociationalism as a subtype of
stable democracy. This example of Lijphart’s work also can serve to illustrate
the second step: from a descriptive study the research design was changed in
the direction of consciously selecting a number of cases to explore the original
explanation in order to study its occurrence and working elsewhere. The
problem for Lijphart was, however, to enhance the comparability, since the
cases selected had less in common than seems admissible. To remedy this
apparently valid criticism, Lijphart revised and extended his analysis of
consensus democracies (originally published in 1984) by including more
variables and concomitant indicators (e.g. on policy performance) as well as the
number of observations from 21 to 36 cases in all (Lijphart, 1999). This example
on the basis of Lijphart’s work only shows how important the third step is
as well, for critics of Lijphart pointed out that the internal validity was
insufficient due to the fact that the indicators used as units of measurement
were not comparable for the cases involved. In fact, the critics claimed that
a qualitative approach should have been pursued rather than a quantitative
one.

Step four rests on this choice. For some time a debate has raged around this
topic, but it remains difficult to say which direction, qualitative or quantitative,
should be preferred. In fact, this again is a choice the researcher ought to make
him/herself depending on the research question. Yet, each direction has its
hazards, and the problem of data availability and its comparability should not be
underestimated regardless what direction is chosen. Hence, it is not only crucial
to establish a proper relation between the research question and research design,
but also to employ the correct methodology, the proper data, and the adequate
statistical tools. And that is what this book is about.

1122

Table 1.1 Summary of choices that link the research question to the research design

Research question Research design Problem or caveat

1 General Or Most similar Or Internal validity and
Specific Most different External validity

2 Descriptive Truly comparing Many Variables 
Explorative Selecting cases Comparability
Testing Causality Ecological fallacy

3 Units of variation Variables External validity
Units of measurement Indicators Internal validity
Units of observation Cases Proper selection

4 Qualitative Equivalent information Systematic comparison
Quantitative Reliable data Parsimony
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BBooxx  11..22 CCoommppaarriinngg  wwiitthhoouutt  tthheeoorryy  aanndd  mmeetthhoodd  iiss  uusseelleessss

Lord Bryce was one of the first political scientists who attempted to
systematically compare political systems. In his two volumes on Modern
Democracies (Bryce, 1921) he compared the institutional organization of
democracy. His point of departure was that what was needed is ‘Facts, facts,
facts’: if you knew how political systems are institutionalized, you would know
how they operated. Yet, as history has proven, pure description was not good
enough to understand the actual working of many a democracy before the
Second World War. In fact, a theory of the democratic process, including its
pitfalls and vulnerabilities, was absent. The lesson that was derived from this is
that without theory-guided research the comparative method cannot provide
adequate answers or give a proper explanation for actual developments.

1.4 Developing Empirical-Analytical

Comparative Analysis

In Part II of the book we shall introduce and elaborate the tools of comparative
statistical analysis. Also, in Chapter 4 the issue of organizing data is taken up in
conjunction with problems of measurement. In other words, how to transform
the proposed theoretical relations as derived from the research question into
testable propositions. ‘Testable’ means first of all the elaboration of the research
question in terms of relations between independent (X) and dependent (Y)
variables. This important step means the transformation of the research question
into an empirical investigation by means of the process of operationalization and
by means of developing empirical indicators which allows us to start the – often
difficult and seemingly tedious – task of collecting the proper data for analysis.

In Part III of this book we shall demonstrate that there is more than one way
to develop variables and indicators of politics. To give an example: political
parties perform various functions at the same time, and thus the study of their
behaviour should be analysed according to these functions or roles. On the one
hand a party is, for instance, striving for maximum influence by acquiring as
many offices as possible (such as representatives in parliament or ministers in a
coalition government). On the other hand, a party is more often than not the
bearer of an ideology by means of a programme, which is conducive to its
policy-making behaviour. In this way it is possible not only to compare parties
in performing their different functions, but also analyse to what extent parties
per se behave differently within a system as well as across systems. Other
examples can be given (and will be elaborated in Part III) of party behaviour in
differently organized democratic systems, such as has been distinguished by
Lijphart (1999), or the behaviour of organized interests, as Siaroff (1999) has done. 

Another type of comparative investigation in which the importance of a
proper operationalization of the research question will be highlighted is that in
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which one shows how existing variables representing public policies and related
performances can be developed into proxies and composite indicators (examples
of this practice are the Misery Index and fiscal and monetary policy instruments
as well as functional expenditures by state agencies: Keman, 2000a; Lane and
Ersson, 1999; Swank, 2002). These procedures are vital in order to be able to
construct a proper data set on the basis of the empirical model representing the
relation between research question and research design. In Part II we will present
the statistical techniques available to describe the model in empirical terms
(Chapter 5) and how to find out which answers appear statistically valid with
regard to the research question posed (in Chapter 6).

Finally, we shall discuss in Part III the topic of a ‘truly’ comparative analysis:
instead of endeavouring to explain the ‘universe of discourse’ per se, the mode of
explanation is directed to test the theoretical relations as such. In other words,
how to develop and test a theory empirically rather than to confirm or falsify a
theory as applied to reality. Przeworski and Teune (1970) attempt to make this
difference clear by suggesting that ‘variables replace proper names’ and are meant
to explain empirical phenomena by concepts independent of their empirical
origins. 

Yet, one should be aware of the caveats present and the pitfalls lurking as we
are dealing with social reality and related political action. This implies that the
relationship between theory (Research Question) and empirical analysis
(Research Design) not is only dynamic, but also can only produce ‘middle-range’
theories. The term middle-range indicates here the situation that only in a perfect
world could the results of comparative inquiry be considered as an absolute
truth for all times and situations. Of course, this cannot be the case. However,
one should always aim at comprehensively analysed results, which allow for
valid and plausible research answers (RA). Hence, the bottom line is and ought
to be that a research question is translated into a proper research design leading
to plausible research answers.

In Part III of this book we also turn to what partially could be labelled as the
manual for doing your own research. We shall then be applying what has been
put forward in Parts I and II. To this end we take as a point of departure one of
the best-known (and often disputed on various grounds) comparative models
used in political science: the input–throughput–output model, or the empirical
elaboration of the political systems approach (Powell, 1982; Almond et al., 1993;
Lane and Errson, 1994; Keman, 1997; Hix, 1999).

This general model, introduced by Easton (1965), places the polity (the
political-institutional framework of any society) in a dynamic context. The
political system receives ‘inputs’ from its environment (i.e. society) in the form
of demands (e.g. issues and conditions that are considered to influence societal
development) or support (e.g. allegiance to leaders, and acceptance of the
existing rules of the game by the population). These inputs are subsequently
handled by means of the conversion process of the system (e.g. decision-making
by means of democratic procedures or binding regulation through a political
elite or bureaucracy), resulting in ‘outputs’ (public actions and expenditures).
Eventually, so the argument goes, the performances or, effects of the outputs, are
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monitored back by an information feedback loop, affecting the ensuing societal
demands and support for the political system that is conducive to a ‘stable
equilibrium’. It is obvious that this model of politics and society can be formu-
lated in terms of politics (issue competition and choosing preferences for action =
input), polity (relating inputs to outputs by means of rules that direct decision-
making = throughput) and policy (public action by means of regulation and
provisions = output).

In Part III of this book we focus explicitly on comparing democratic systems
by means of the ‘democratic chain of popular control and political command’
(Keman, 1997). Yet, it should be noted that the principal aim of these exercises is
not to confirm or disprove the empirical quality of systems theory, but rather to
make the student familiar with doing comparative research in practice. This
means that the world must be decomposed first, before we can start – on the
basis of valid and plausible findings – to integrate the various answers to research
questions posed into genuine models that are based on ‘truly’ comparative
knowledge. Such knowledge can be acquired by any student of social and
political sciences and can be applied by her or him if, and only if, he or she is
conscious of the steps to be taken in the process of developing the relationship
between question and answer on the basis of an adequate research design and
employing the correct statistical tools and methods.

1.5 How to Use This Book

This book consists of three parts which represent in our view the basic stages
of any empirical-analytical research driven by theory in political and social
sciences. As the aim of the book is to serve as a coursebook, we feel that students
should go through the whole text, chapter by chapter. In each chapter there is an
introduction to its contents, and where necessary there is a glossary of the core
terms used, to help both teacher and student to find information she or he needs
(e.g. whilst doing research). In addition, each chapter contains examples which
are taken from existing comparative research that has been published elsewhere
and is partially based on data that are accessible (provided by us, or we specify
where to obtain them). Finally, some texts are mentioned for further reading on
the topics discussed in the chapter.

In Part I we present our own arguments concerning the comparative approach:
namely, that any empirical research needs to be theory-driven and must be
formulated in a well-elaborated research design. Chapter 6 is essential reading
for anyone wishing to understand the use of advanced statistics in order to be able
to conduct explanatory analysis (including its caveats and pitfalls!). The final
part can be seen as our attempt to pull together the threads of our way of doing
comparative research and will be of interest to any reader, whether a freshman
or an advanced student of comparative politics and sociology.

Part II can also be used independently by anyone who wishes to ‘catch up’
with the statistical techniques whilst conducting research. Part III may also be
used separately and will be very useful for those who are investigating the
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dynamic and interactive processes of politics and society. Without claiming that
this approach and its elaboration is the one and only way to do it, we feel that it
offers a valuable ‘springboard’ to judge comparative information confronting
you or to shape your own theory-inspired research design in such a way that it
leads to positive theory development. This is the subject of Chapter 2.

1.6 Endmatter

Topics highlighted

• The ‘art of comparing’ as a theory-driven method for empirical analytical research.
• The types of explanation that can be developed from research questions into

research designs.
• The meaning of cases, variables and measurement in comparative empirical

research.
• System theory as a descriptive analytical model of politics in society.
• How to use this book for different types of students.

Questions

• Why is the ‘art of comparing’ not only useful but rather a necessary part of the
toolkit of any social scientist? Give an example. 

• Try to elaborate whether or not the rules of internal or external validity are violated
in the following statements:

1 Political parties and social movements are functional equivalents and can
therefore be compared throughout the whole world.

2 The study of government as a system must be researched cross-nationally.
3 Party government in whatever political system provides a representative basis

for analysing the process of government formation.

• Is there a difference between a theoretical proposition and posing a research
question? Whatever your answer is, give an example of a proposition and a
question to support your view.

Exercises

If you look up Volume 31: 1–2 (1997) of the European Journal of Political Research in
your library, you can try to answer the following questions:

1 Reproduce by means of a ‘diagram’ the research design as described by Geoffrey
Roberts on pp. 100–1. What are the units of variation and what are the units of
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observation (for this, see also Castles and McKinley: pp. 102–6 in the same
volume).

2 Ask the same question by using pp. 159–66 of the same volume. However, focus
now on the units of measurement.

3 Now turn to pp. 83–93 of the same volume and describe the unit of observation,
which is central here and is related to a crucial unit of variation. To what is it
crucial? (Explain)

Further reading

Key texts: Landman (2003), Peters (1998), Lane (1997).
Advanced texts: Kamrava (1996), Stepan (2001), Lichbach and Zuckerman (1997).

1177
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2.1 Introduction

In this chapter we shall elaborate on the essentials of the ‘art of comparing’
by discussing the relation between theory and method in the comparative
approach. In order to clarify this point of view, we shall first discuss some of the
existing ideas about what the comparative approach is in terms of a scientific
undertaking. In addition, we shall argue in Section 2.2 that one can distinguish
in comparative politics a ‘core subject’ that enables us to study the relationship
between ‘politics and society’ in a fruitful and viable way. In Section 2.3 we shall
enter into the important topic of the comparative approach, i.e. the comparative
method and its implications for a ‘proper’ research design. The central argument
will be that a coherent framework of theoretical references and a corresponding
logic of inquiry are required. If it is not possible to do this, the comparative
approach will still remain a valuable asset to political and social science, yet any
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claim of being a ‘scientific’ approach should then be put to rest (Mayer, 1989;
Keman, 1993a; Lane and Ersson, 1994; Lichbach and Zuckermann, 1997).

A final concern involves scrutinizing existing logics of comparative inquiry to
account for the observed variation by means of testing empirical hypotheses,
thereby either corroborating or falsifying them (Lijphart, 1975: 159; Przeworski
and Teune, 1970; Peters, 1998). Hence we explicitly aim at the relation between
proposition and empirical evidence and consider that as the cornerstone of social
science. This implies the use of positive theory development as a stepping stone to
advancing our knowledge of politics and society. The central feature of this
approach to social science is embedded throughout this book by the relationship
between research question, research design and empirical data analysis on the
basis of (statistical) methods.

All these concerns are in themselves worthy of serious discussion and
deliberation, and the main issue at hand is that the comparative approach often
lacks coherence in terms of a set of theoretical references and related logics of
inquiry. Therefore this chapter must be seen as an attempt to relate theory and
method in order to gain a viable and feasible approach to explaining political
and social processes. To this end we propose the following guidelines to define
the comparative approach as a distinctive way of analysing and explaining social
and political developments. The guidelines can be considered as ‘flags’ that mark
the process of doing research by means of the comparative method:

1 Describe the core subject of comparative inquiry. In other words, formulate
the question of what exactly is to be explained and how we recognize a need
for comparison – i.e. what are the essential systemic features?

2 Develop a view on the theoretical concepts that can ‘travel’ comparatively as
well as measuring what is intended (internal validity) as well as possessing a
unifying capacity for explaining political and social processes in general
(external validity).

3 Discuss the logic of the comparative method as a means to an end, rather than
as an end in itself. In other words, which instrument fits the research questions
to be answered best by means of what type of research design?

We therefore now turn to the next point on the agenda: the comparative approach
as an important instrument of researching the relationship between politics and
society.

2.2 Comparative Research and Case Selection

Comparative political and social research is generally defined in two ways:
either on the basis of its supposed core subject, which is almost always defined
at the level of political and social systems (Lane and Ersson, 1994; Dogan and
Pelassy, 1990; Keman, 1997), or by means of descriptive features that claim to
enhance knowledge about politics and society as a process (e.g. Roberts, 1978;

1199

Pennings (Research)-3304-02.qxd  10/13/2005  11:41 AM  Page 19



Doing Research in Political Science

Macridis and Burg, 1991; Almond et al., 1993). These descriptions are generally
considered to differentiate the comparative approach from other approaches
within political and social science. Although it is a useful starting point, it is not
sufficient. The comparative approach must be elaborated in terms of its theoretical
design and its research strategy on the basis of a goal-oriented point of reference,
i.e. what exactly is to be explained. 

A way of accomplishing this is to argue for a more refined concept of ‘politics
and society’ and develop concepts that ‘travel’ – i.e. are truly comparative – and
can thus be related to the political process in various societies (Collier, 1993;
Landman, 2003). In addition, a set of rules must be developed that direct the
research strategy, aiming at explanations rather than at a more or less complete
description of political phenomena by comparing them across systems, through
time, or cross-nationally. At this point most comparativists stop elaborating their
approach and start investigating – often, however, without realizing that theory
and method are mutually interdependent (Keman, 1993c; Stepan, 2001). For the
goal of comparative analysis is to explain those ‘puzzles’ which cannot be studied
without comparing and which are derived from logical reasoning. Hence, there
can be no comparative research without an extensive theoretical argument
underlying it, or without a methodologically adequate research design to
undertake it. A first and vital step in the process is to ponder the relationship
between the cases under review and the variables employed in the analysis
(Landman, 2003; Peters, 1998; Keman, 1993c). There is a trade-off between the
two: in general, the more cases one compares, the fewer variables are often
available and vice versa (Przeworski, 1987; Ragin, 1987). In Chapter 3 we shall
elaborate this problem in full; for now it suffices to suggest that the conversion
of research question into a viable research design is confronting the researcher
with this inevitable problem. To complicate things even more, one has also to
consider whether or not ‘time’ is a relevant factor to be taken into account (Bartolini,
1993). This problem of choice is illustrated in Figure 2.1. Figure 2.1 shows that
there are five options available:

1 The single case study (either a country, an event or systemic feature)
2 The single case study over time (i.e. a historical study or time series analysis)
3 Two or more cases at a few time intervals (i.e. closed universe of discourse)
4 All cases that are relevant regarding the research question under review
5 All relevant cases across time and space (e.g. pooled time series analysis).

Obviously a single case study (see Yin, 1996; Peters, 1998) cannot be considered
as genuinely comparative. Implicitly it is, but in terms of external validity it is
not. Nevertheless, it is used for developing hypotheses and reasons of validation
post hoc to inspect whether or not the general results of a comparative analysis
hold up in a more detailed analysis (see, for instance, Castles, 1993; Vergunst,
2004) or to study a deviant case for theory generation (i.e. a case that is seemingly
an ‘exception to the rule’; see Lijphart, 1968). A single case study has the advantage
that it allows for the inclusion of many variables. This method is often referred to
as ‘thick description’ (Landman, 2003: Chapter 2). 
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A single case study over time is often used as a theory confirming or
contesting analysis based on a country’s history with a specific focus derived
from the research question in use (Lijphart, 1971: 692). Examples of such studies
can be found in the analysis of consolidation of democracy (Stepan, 2001). This
type of case analysis can be performed qualitatively or quantitatively. In the latter
case it is often applying econometric models over a set of many time points (Beck
and Katz, 1995).

The third option in Figure 2.1 concerns the ‘few’ cases alternative, and more
often than not takes time into account (be it before/after an event – like war or
economic crisis – or certain periods that are seen as crucial for the cases involved;
Berg-Schlosser and Mitchell, 2002). A few(er) cases research design is seen as a
‘focused comparison’ which is directly derived from the research question under
review (Ragin, 1991). Here the specific features of core subject under study
explicitly direct the inclusion of relevant cases, more or less forming a ‘closed
shop’. A good example of this is the qualitative study of revolutions by Theda
Skocpol (1979), on the one hand, and the quantitative analysis on the same topic
by Gurr (1970), on the other hand.

Option 4 is the most prevalent one in comparative research: it concerns those
cases that have more in common that they differ from each other, depending
on the research question (Collier, 1993). The advantage is that the universe of
discourse is limited on the basis of the ‘most similar systems design’ and therefore
that both internal and external validity are considered to be enhanced. Examples
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Figure 2.1 Selecting the number of comparable cases and variables with respect to the
research question: (1) case study (at one time point); (2) time series (one case over time);
(3) closed universe (relevant cases in relevant periods); (4) cross-section (all cases at one
time point); (5) pooled analysis (maximizing cases across time and space). NB: these terms
are explained in depth in the following chapters
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of this approach are the numerous analyses of industrial democracies (Bryce,
1921; Almond and Verba, 1965; Lipset and Rokkan, 1967; Powell, 1982; Hibbs,
1987; Keman, 1997; Lane and Ersson, 1999; Gallagher et al., 2001).

The fifth and final option is the subject of fierce debate among comparativists.
On the one hand, the number of cases is indeed maximized, but, on the other
hand, there is the pitfall that time is considered to be constant across all cases –
or, at least, that change is consistent within the cases (see Janoski Hicks, 1994; see
also Chapter 6 in this book, where the statistical problems related to pooled time
series are discussed). Yet, the obvious advantage is that the universe of discourse
can be extended and thus the scope of comparison widened across time and
space (Stimson, 1985). If one went through the literature or a major political
science journal (such as the American Political Science Review, Comparative Studies,
or the European Journal of Political Research), one would find numerous examples
of how a research question is indeed translated into a research design in which
each of the possibilities has been chosen. For instance, the study of Dutch conso-
ciationalism is a one case/time series research design (no. 2 in Figure 2.1) whereas
Lijphart’s study of consensus democracies (Lijphart, 1999) is a cross-sectional
analysis of all relevant cases (no. 4). Many studies on welfare states more often
than not use a research design in which all relevant cases are included and
studied over time, albeit for a few points in time only (no. 3; see Castles, 1993;
Esping-Andersen, 1999). The analysis of the working of coalition governments
(see Laver and Schofield, 1990; Budge and Keman, 1990) is often done in
combination with as many relevant cases as possible and for as many points in
time as feasible. This is what is often called a pooled time series research design
(no. 5). In fact, the last example also demonstrates that we are interested not only
in countries as cases, but also – depending on the research question – in elements
central to the political system such as governments, parties, interest groups,
voters and institutions. In these instances the number of cases will often be much
larger, if and when all relevant cases are included. Yet – and this is an important
point – the options for choice as depicted here are not free. 

However, in most discussions of the comparative approach, it appears that
both theoretical and methodological aspects of case selection are divorced, or
at least treated separately. For example, Ragin (1987) and Przeworski (1987)
emphasize predominantly the methodological aspects of the art of comparison as
a ‘logic of inquiry’, which is often underdeveloped or incompletely elaborated.
At the same time these authors argue their case by means of examples that are
seemingly picked at random. Theoretical progress and explanatory results appear
then to emanate from their ‘logic’ (see Przeworski, 1987: 45ff.; Ragin, 1987: 125ff.).
Yet, the comparative analysis of the political process must be instead founded a
priori in theory and then related to the best-fitting ‘logic of inquiry’ or, in our
terms: a proper research design.

The principal message is that much of the research that is labelled as
comparative either lacks theoretical foundation of why mechanisms in various
systems have much in common or not, or is based on a research design that is
not comparative but is rather a collection of bits of information about a number
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of systems. The main lesson that can be drawn from the examples listed here as
an elaboration of Figure 2.1 is that the research question per se directs the research
design in terms of the central units of variation (governments, elections, welfare
state, etc.) which imply the theoretical relations under review and also direct the
units of observation (e.g. years if change is focused upon or all parliamentary
governments across the whole universe of discourse). These choices or decisions –
made by the researcher – also dictate, then, the units of measurement (or values)
that make up the total number of cases. Given this line of reasoning, which is
essential to our approach to comparative research, it is crucial, therefore, to
develop a theoretical perspective in order systematically to relate the research
question to possible research designs and not simply to gather information about
a lot of cases, which are often only included for pragmatic reasons.

2.3 The use of Comparative Analysis in Political

Science: Relating Politics, Polity and Policy to Society

Usually the comparative approach to politics and society is defined both by its
substance (the study of a plurality of societies or systems) and by its method
(e.g. cross- and international, comparable cases, longitudinal, etc.; see Schmitter,
1993: 177; see also Figure 2.1). Such a description, however, undermines the
necessary link between theory and method as well as the distinctiveness of the
comparative approach in terms of what, when and how to compare. Theory
here equals the propositions concerning the explanation of a relationship
between politics in social reality and the societal developments that are (seen to
be) affected by it. Method is then the most appropriate way to investigate the
proposed relationships empirically. As we have stated before, comparing as
such is one of the common tenets underlying much, if not all, research in the
social sciences. Yet, one needs to realize all the time that this refers to the ‘logic’
of systematically finding answers to questions about the complexities of reality.
This logic has a long history and was described by John Stuart Mill (1872) as the
methods of agreement and difference (see also Janoski and Hicks, 1994: Chapter 1;
Landman, 2003: Chapter 2). Comparison is then an instrument to verify or
falsify relationships between two phenomena. Yet, here in this book we
consider the logic as an integral part of the comparative approach by stressing
the crucial importance of the link between the research question, on the one
hand, and the research design, on the other. For this we need to reduce the
complexity of reality and thus to control for variation – this is what the
comparative method allows for.

As Sartori (1991: 244–5) stresses, we need to compare in order to control the
observed units of variation or the variables that make up the theoretical
relationship. In fact, what the researcher is attempting is to identify the necessary
and sufficient conditions under which the relationship occurs in reality. This
would entail the researcher assuming that all other things (or conditions) are
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equal except for the relationship under empirical review. This is what we call
the ceteris paribus clause. The more ‘true’ the comparison, i.e. the more explicit
the relationship between the research question and research design is of a
comparative nature, the more positive the analytical results will be. If we look,
for instance, at the relationship between ‘class society’ and the emergence of
‘welfare states’ the relationship is positive if we examine the developments in the
UK, Sweden and Australia (Castles, 1978, 1985). However, the relationship could
be negative if we focus instead on the Netherlands, Germany and Italy (Van
Kersbergen, 1995) where the role of religion used to be the central focus of
political behaviour. Hence, only when we take into account as many relevant
and concurrent cases as possible can we reach a viable and plausible conclusion
concerning socio-economic divisions in society and related consequences in
terms of welfare regulation. Similarly, the question whether or not economic
developments are also dependent on types of democratic governance and
interest intermediation cannot be fully answered by studying one country, or –
as Olson (1982) did – by comparing only the states within the USA. The basic
message is thus that the degree of control of the environment or contextual
features necessary to reach sound conclusions requires an appropriate number
of cases, be it cross-sectionally or across time (depending, of course, on the
research question; see Figure 2.1). From this point of view, it appears reasonable
to conclude – as Dalton (1991) does – that it is almost impossible to conceive of
serious explanatory work in political and social science that is not at least
implicitly comparative.

Janoski and Hicks (1994: Chapter 1), for instance, point correctly to the
distinction between internal and external analysis in the social sciences. Both
types are considered important for comparative research. Internal analysis
refers to the knowledge necessary to understand the cases under review per se,
whereas external analysis is the analysis of the agreement or differences
between cases. As we shall see later on, both types of analysis are useful for:
(1) selecting the appropriate research design; and (2) evaluating the reliability
and validity of the data gathered. Hence, from the perspective that the
comparative approach is a crucial one in political and social science,
depending on the definition of the core subject and research question asked,
one must also take into account that knowledge of the cases as such, which
make up the universe of discourse, is a vital prerequisite for accomplishing
good comparative types of analysis. Hence, internal types of comparisons
can be useful to execute external analysis of the same phenomenon (see also
Mair, 1996).

The comparative approach to political science is thus not by itself exclusive,
but if we follow the idea that concepts derived from theories about the real
world need to be investigated by controlling variation as observed in the real
world, we cannot abstain from this approach (Lijphart, 1971; Smelser, 1976;
Mayer, 1989; Sartori, 1991). Actually, we could go even further by saying that
the comparative approach is the fundamental point of departure for most
theories that figure in political and social science. In addition, the comparative
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method then is not only preferred but required in those situations in which
there is no possible recourse to experimental techniques or when the number
of observations does not allow for the use of statistical techniques that are
based on sampling. However, as we already saw in Figure 2.1, these limitations
are the exception rather than the rule (see also Mayer, 1989; Keman, 1993d;
Collier, 1993).

An important and crucial step in the use and application of the comparative
approach is the issue of concept formation, which can travel across time, situations,
or societies (Bartolini, 1993; Sartori, 1994). In other words, we seek to define
crucial concepts and subsequently develop a systematic classification of variables
that represent the theoretical relationship proposed and which are derived from
the core subject of the discipline, i.e. the ‘political’ in a society.

The ‘political’ in a society can be described on the basis of three
dimensions: politics, polity and policy (Schmidt, 1996; Keman, 1997). Politics is
then what we would like to call the political process. On this level, actors
(mostly aggregates of individuals organized in parties, social movements
and interest groups) interact with each other if and when they have
conflicting interests or views regarding societal issues that cannot be solved
by them (i.e. deficiency of self-regulation). The process of solving those
problems which make actors clash is more often than not visible through the
political and social institutions that have emerged in order to facilitate conflict
resolution (Scharpf, 1998).

Institutions – or the ‘rules of political governance’ – help to develop
coalescence and to achieve a consensus among conflicting actors through com-
promising alternative preferences. These institutions manifest themselves in
the rules of the game in a society. This is what is meant by the ‘polity’. To put it
more formally, rules are human-devised constraints that shape political
interaction. Institutions are then considered to be both formal – as, for instance,
in a constitution, which can be enforced – and informal, i.e. they evolve over
time and are respected as a code of conduct by most actors involved. Hence, the
rules – be they formal or informal – define the relationship between the ‘political
and society’ (Braun, 1995; Czada et al., 1998). In short, a theory of the political
process must assume that there exists a mutual and interdependent relation
between politics and society, but that its organization is to a large extent
independent of society. The issue at hand is then to investigate to what extent
and in what way this process can be observed and affects social and economic
developments of societies by means of comparison (Almond et al., 1993;
Hix, 1999; Hague and Harrop, 2004). It should be kept in mind that the triad
of ‘politics–polity–policy’ in itself is not a theory of the political process. It is
instead a heuristic device to delineate the ‘political’ from the ‘non-political’ (and
thus to distinguish politics from society). This description of the ‘political’,
however, makes it possible to elaborate on the core subject of the comparative
approach. That is to say that all those processes that can be defined by means of
these three dimensions are in need of a comparative analysis in order to explain
the process.
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BBooxx  22..11 CCoonncceeppttuuaalliizziinngg  tthhee  ‘‘ppoolliittiiccaall’’  iinn  ssoocciieettyy

Political systems can be described by means of the politics–polity–policy triad.

Politics concerns the interactions between (collective) actors within a society
on issues where actors (e.g. parties and organized interests) are strongly
contested.

Polity is the available framework of the formal and informal ‘rules of the game’ –
also called institutions – directing the behaviour of the political actors.

Policy denotes the political decisions made for a society (often called ‘outputs’),
which are subsequently implemented in society (also ‘outcomes’).

Theories and hypotheses in comparative political science usually refer to units
of variation, i.e. political variables, policy variables and polity variables at the
macroscopic level. The theories and hypotheses often apply to many units of
observation (e.g. nations or parties, governments, etc.) and many time periods
(e.g. decades or years).

The term ‘unit of variation’ can have two meanings, therefore: on the one
hand, it signifies an elaboration of the theoretical argument and the related
research question into meaningful concepts; on the other hand, it concerns the
translation of the theory into a research design where variables are developed
that can be observed empirically and are the units of analysis.

A number of comparative researchers have drawn attention to this confusing
way of using the terms ‘unit of variation’ and ‘unit of observation’, which
easily leads to equating description with explanation. Yet, it is quite important
to know exactly what is under discussion if we wish to validate theoretical
statements by means of empirical knowledge. Przeworski and Teune (1970: 50)
propose a distinction between ‘levels of observation’ and ‘levels of analysis’,
whereas Ragin (1987: 8–9) introduces the terms ‘observational unit’ and
‘explanatory unit’. Both these distinctions between respectively empirical
knowledge and theoretical statements appear useful, but may still be
confusing to the practitioner. We prefer to follow the formulations as used in
Chapter 1.

In summary: a comparative analysis of the ‘political’ in society begins
with the formulation of the unit of variation by referring to relations at a
macroscopic level (i.e. systemic level). By elaborating these units, one must
always keep in mind that the units of observation (i.e. the (sub)systems or
cases under review) that are employed are not identical, but are considered
to be similar. Finally, the unit of measurement is not by definition equal to the
analytical properties as defined in social theory and related research
questions.
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BBooxx  22..22 CCoommppaarriinngg  aass  aa  mmeeaannss  ttoo  ccoonnttrrooll
ffoorr  ccoonntteexxttuuaall  vvaarriiaattiioonn

Doing research in the social sciences, i.e. about people, societies, states, etc.,
always implies a reduction of the complexity of real life. The comparative method
is useful in achieving this goal because it allows for controlling contextual
variation. The issue is therefore how to select the appropriate combination of
relevant cases and variables to validate theory without disregarding relevant
contextual features.

To give an example: the study of the development of the welfare state is not,
by definition, a topic of comparative political research. In our view, it
becomes a comparative topic only if an attempt is made to explain this
development by means of macro-political properties such as conflicting
interests between socio-economic classes. These conflicts are, depending on
the existing institutions of the liberal democratic state, fought out in
parliament and other decision-making bodies and subsequently may result in
a patterned variation of public policy formation at the system level of the
state. Hence the core subject is not the welfare state, but instead the extent to
which politics, polity and policy can be identified as properties of the political
process that shapes the welfare state in a country. This being the case, the
extent to which elements of this process are relevant explains the political
development of the welfare state (Castles and Pierson, 2000; Scharpf and
Schmidt, 2000). Table 2.1 lists some examples of how units of variation,
observation and measurement are linked together in actual research in compar-
ative politics.

To conclude our discussion of the study of the relationship between
politics and society: the theory-guided question within any type of
comparative analysis is to what extent the ‘political’, in terms of explanatory
units of variation (= variables), can indeed account for and is shaped by
the political actions in one social system compared to another. Conversely,
the theory-guided question, or research question, needs to be refined so as
to define the units of measurement (= indicators) and thus the units
of observation (= cases) in social reality. This process and the attempts
to explain it by systematic comparison distinguish the comparative
approach from other approaches in political and social science. This
conclusion brings us to the next issue: the steps that must be taken to
properly relate the research question to an adequate research design, i.e. a
design that is conducive to plausible conclusions. This is the subject of the
next chapter.
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2.4 Endmatter

Topics highlighted

• Theory comes before method, research questions before research designs.
• Selecting relevant cases across time and space.
• The study of the ‘political’ in relation to ‘society’ enables the comparativist to

relate units of variation to units of measurement and units of observation in a
meaningful way.

• The main advantage of the comparative approach in political and social science is
to verify and to ‘test’ theories by controlling contextual variation.

Questions

• Can you explain why different research questions about welfare statism could
well imply different research designs? See European Journal of Political Research,
31 (1–2): 99–114 and 159–68.

• If you look up the book by Landman (2003) and read Chapter 2, in particular the
section on single-country studies, can you explain whether it is developing theory
or verifying theory?

• In this chapter we discuss: space, micro and macro levels and inter- and intra-
system comparisons (see Figure 2.1). Can you think of a topic of investigation that
is solely comparatively researched on:

1 time without space? 
2 micro-observations without macro-properties? 
3 intra-system features without inter-system references?

2288

Table 2.1 Examples of units of variation, observation and measurement as used in
the literature within comparative political science

Unit of Variation Unit of Observation Unit of Measurement

Democratization States Available civil and political rights
Welfare states National governments Levels of public expenditure
Corporatism Organized interests Degree of tripartite consultation
Electoral volatility Elections Aggregate change of voters
Federalism Subnational states Constitutional design
Ideology Parties Contents of electoral programmes
Party government Governments Party composition of government
Social movements Organized groups Collective behaviour
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Exercises

• Read Lijphart’s article on ‘Dimensions of democracy’ and Duverger’s article
‘A new political system’, and reformulate their research question in terms of
the politics–polity–policy triad. (You can find Abstracts of these articles in the
European Journal of Political Research, 31 (1/2): 125–46 and 193–204).

• An important feature of the ‘art of comparing’ is controlling for the contextual
variation (or: exogenous variables). More often than not this is endeavoured by
selecting the number of (proper) cases, which are supposed to be similar, but for
the variation to be explained. If you take the article of Lijphart again (see above)
can you tell from his list of cases why he thinks that these countries are indeed
more similar than others and thus do enhance the matter of internal and external
validity?

Further reading

Key texts: Ragin (1987), Lane and Ersson (1994).
Advanced texts: Mayer (1989), Marsh and Stoker (2002), Keman (1993c).
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3.1 Introduction

There has been continuing debate about what, if and when, why and how
to compare (e.g. Lijphart, 1975; Roberts, 1978; Dogan and Pelassy, 1990;
Rueschemeyer et al., 1992; Keman, 1993d). Before we go into the comparative
method as such in more detail, we shall first focus on the extant methodologi-
cal controversies provoked by this debate (see also Collier, 1993; Landman,
2003).
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What to compare? Rather than exclusively focusing on ‘macro-social’, ‘societal’
or ‘contextual’ entities, it should be clear from Chapter 2 that we propose to
study the ‘political’ vis-à-vis the ‘societal’. This further implies that the concep-
tualization of ‘politics, polity and policy’ as a heuristic tool is our major method-
ological concern with respect to using the comparative approach. The social and
economic configuration of a situation or society is not the primary goal or mean-
ing of comparison, instead capturing the specifica differentia of the ‘political’
across situations and across time will be our concern (albeit within the context of
societal developments; Lane and Ersson, 1994).

Taking this point seriously, there are a number of implications for the con-
troversies on the comparative method. It concerns questions such as (see also
Table 2.1):

• whether research question and research design, i.e. the relationship between
theory and reality, is embedded in the correct approach in terms of a variable-
oriented (often equated with statistical) or a case-oriented research design
(e.g. Lijphart, 1971, 1975; Przeworski, 1987; Ragin, 1987; Keman, 1993);

• whether or not causal or conditional explanations can be achieved by means
of empirical and statistical corroboration (Ragin, 1987; Lijphart, 1975; King
et al., 1994);

• whether or not comparisons are only meaningful by applying the longitudi-
nal dimension and confining the number of relevant cases to be analysed (e.g.
O’Donnell, 1979; Castles, 1989; Bartolini, 1993; Rueschemeyer et al., 1992).

The first issue is more or less reminiscent of the transition from the ‘behavioural’
dominance in political science and its attempt to achieve ‘scientific’ status
(Mayer, 1972; Farr et al., 1995). The comparative method was considered to be
the ideal platform, if executed on the basis of statistical techniques using data
collections, variable construction and causal modelling, to achieve this status
(e.g. Holt and Turner, 1970). This position strongly coincided with the search for
a ‘grand theory’ of politics. Apart from the fact that for various reasons ‘scien-
tism’ in the social sciences has lost its appeal, it simply induced a situation in
which we lost track of what the substance or the focus of analysis, i.e. the ‘polit-
ical’, is (Mayer, 1989: 56–7). Castles (1987), for instance, has succinctly pointed
out that ‘the major incongruity is not a matter of theory not fitting the facts, but
of the facts fitting too many theories’ (p. 198). In other words, ‘grand’ schemes
appear to become meaningless if and when faced with ‘facts’ which are always
derived from macroscopic phenomena. As Mayer (1972: 279) put it:

political science is at what might be called a pre-theoretic stage of develop-
ment. Most of the existing theoretical work has been concerned with estab-
lishing logical relationships between non-empirically defined concepts or
imprecisely defined classes of phenomena … they have produced a plethora
of generalizations that are incapable of being tested in terms of observable
data.
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BBooxx  33..11 AA  ddeeffiinniittiioonn  ooff  ‘‘TThheeoorryy’’

In this book ‘theory’ is considered as a set of plausible research answers to a
research question. These are stated as causal relations that are to be confirmed
by means of empirical evidence, which refute or confirm the tenability of the pro-
posed relations. From this perspective a theory can be either ‘deductive’ or
‘ínductive’. This definition implies that sheer description of events or an abstract
argument without empirical footing is not sufficient. Defining theory in this way,
the relevant findings can be enhanced or confirmed and theories can be devel-
oped. This process is, what we call positive theory development.

And precisely this tendency led to the idea that ‘middle-range’ theory was a more
adequate and plausible way to go. Middle-range theories are those theories
which claim to be explanatory for a certain class of cases (e.g. industrial societies,
welfare states or parliamentary democracies) for which specific hypotheses are
developed and specified in terms of variables (e.g. industrialism tends to produce
welfare systems, or capitalism is conditional for democracy; see Lipset, 1963;
Rueschemeyer et al., 1992; Dahl, 1998). In contrast to grand theories, middle-
range theories are bounded by situation, time and location (see also Bartolini,
1995). However, even if one thinks one knows what to compare, the question
remains of how to translate it into proper terms for empirical research. Hence,
developing a research design is a crucial step in applying the comparative method
to political and social science. How to do this is elaborated in this chapter.

3.2 The Problem of Variables,

Cases and Interpretations

As we pointed out in the preceding chapter, the use of the term ‘unit of variation’
cannot and should not be solved by means of a methodological point of view
alone, but instead ought to be primarily formulated by means of the core subject
of comparative politics in terms of substantial relationships. However, this task
remains unresolved by the definition of the core subject of the ‘political’ alone. It
essentially means that one has to choose, on the basis of a topical research ques-
tion that is formulated in terms of the ‘political’, the correct research design. The
question of what to compare leads to the matter of how to compare, i.e. how to
apply the comparative method.

Generally speaking, the ‘logic’ of comparative research goes back to the
famous predicament of John Stuart Mill (1806–73) which has led to the equally
well-known distinction between the ‘most similar’ and the ‘most different sys-
tems research design for comparing (Przeworski and Teune, 1970: 32). Most
comparativists agree on this distinction, but differ on the question of whether or
not the research design should be based on as many similar cases as possible, or
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upon a (smaller) number of dissimilar cases. First, we should elaborate what
distinguishes the ‘most similar’ from the ‘most different’ systems design. Let us
therefore formulate what a theory-guided research design is:

C* [X → Y].

The relation X → Y denotes a substantial research question in terms of the units
of variation. C denotes contextual factors, which are considered to be more or
less constant. That is, we assume that most other factors in reality are more or
less similar with respect to the cases under review (the ceteris paribus clause).
Depending on the research question formulated, the researcher has to decide to
what extent contextual factors can be kept constant by means of a ‘most similar
systems design’ or a ‘most different systems design’ (see below). Hence, depend-
ing on the type of research question, a research strategy is chosen, which in turn
directs the possible exclusion of contextual factors. 

In other words, we have translated a theoretical question into a substantial
research question, which in turn is characterized by an implicit or explicit causal
relationship between X and Y. For instance: does a difference in electoral system
(ES) produce different types of party systems (PS)? Or alternatively, do socio-
cultural cleavages (SC) within a nation produce different types of party systems?
These research questions are derived from theoretical ideas put forward by two
political scientists, namely Duverger (1968) and Rokkan (1970). Hence, the first
step in deciding what to compare and how, is to know the units of variation. In this
example it concerns the variables of electoral systems, socio-cultural cleavages and
party system characteristics. So the research design to apply could be represented
by Figure 3.1. This design, if elaborated properly, should lead to answers for all
cases concerned, i.e. the relevant set of units of variation. In this example it con-
cerns those democratic systems where there is an electoral system and socio-
cultural cleavages occur (in one way or another, to a greater or lesser extent; see
Mair, 1996a). This is what we referred to in Chapter 1 as ‘internal validity’: the rela-
tionship under review is valid for all relevant cases (i.e. a middle-range theory).
Yet, as we all know, in reality the world is much too complex, multifarious and
varied to assume that one can study this kind of causal relationship in complete
isolation. Hence, we need to make assumptions about how similar or different the
cases or political systems under review are with respect to their context (= C). For
instance, can we presume that socio-cultural differences have the same impact on
a party system in the industrialized democracies of Europe as in the agricultural
systems of the Third World? Or conversely, can we expect that electoral systems
do indeed function the same in Asia today as in Europe fifty years ago? In other
words, to what extent can we assume that the same variables (ES, SC and PS) will
behave identically under varying conditions in different contexts? This question
clearly has to do with the ‘external validity’ of the outcomes of the research, and
thus the answer is vital for the direction of the research design to be used (i.e.
whether the results are valid for other political systems that are not or could not
be included). We need to control the context of the units of variation in order to be
able to draw conclusions about the X → Y relationship, if and when analysed on
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the basis of comparable empirical evidence. The basic assumption underlying this
type of comparative research design is then that most if not all other things are
assumed to be equal (ceteris paribus).

At this point comparative researchers tend to agree that there is a plausible
disagreement about what choice to make: on the one hand, one can argue that a
few cases will suffice to answer the research question (X → Y), since this research
design allows the researcher to include only those cases that have as much con-
text in common as possible. Hence, so it is argued, the control of the context is
maximized (Lijphart, 1971: 692). Yet, on the other hand, others will argue that the
internal validity may be high, but the external validity is not: too few cases are
included and too many variables will have come into play in the comparison.
Following this line of argument, one will opt to include as many cases as plausi-
ble. However, this implies that the number of variables that can be studied
simultaneously is limited. In addition, such a choice implies that the context to
be controlled is much more varied, and thus the assumed similarity of the cases
involved will be in jeopardy (see also Landman, 2003: Chapter 2).

In short: in order to keep the context under control one has to choose between,
on the one hand, a larger number of cases/systems that are contextually similar
with only a few variables that differ amongst each other, and, on the other hand,
maximizing control by using a smaller number of cases and a higher number of
variables in which almost all contextual features are included in the research
design. Whatever the choice the researcher makes with respect to the number of
contextual comparable cases, it always implies a most similar systems design
(MSSD; see also Przeworski and Teune, 1970; and, on its hazards, Przeworski,
1987). In our example concerning the explanation of the variation of party sys-
tems a MSSD approach implies that we can either include all political systems
where there are free elections and parties competing for office, or we start by
looking for those political systems which have all contextual features in common
except the X → Y relationships under investigation.

The alternative choice concerns the most different systems design (MDSD). The
crux of the logic of this approach is obviously opposite to an MSSD approach.
Here the researcher is actually hoping not only that the contextual differences
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X1 = ES

X2 = SC

Y = PSC *

Figure 3.1 Schematic representation of a research design: C, contextual factors; ES,
electoral system; PS, party system; SC, socio-cultural cleavages
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are omnipresent, but also that the units of variation – and thus the crucial
relationships – do not vary regardless the contextual differences. The disadvan-
tage is, then, that one is confronted with Popper’s dilemma of the swans (we will
never know whether or not they are always white) and this has a negative impact
on the ‘external validity’ of the research (see Janoski and Hicks, 1994: 15).

It will be clear that the development of a proper research design is quite com-
plex: the selection of cases drives the possible logic of comparison, which in turn
is to a large extent driven by the type of variables (in particular, how they are
measured). Hence the theory under investigation and the type of data available
are important constraints to the research design possible.

A related issue in this respect concerns ‘Galton’s problem’ (Lijphart, 1975: 171):
few cases and many variables, which makes it difficult to arrive at conclusions
of a causal nature. This is ultimately the result of ‘diffusion’ (i.e. processes of
learning by adopting), which may lead to spurious relationships or to ‘overde-
termination’ (i.e. even if cases are, to a large degree, similar, the remaining
differences will be large because of the use of concepts that are broadly opera-
tionalized), and in turn this situation will affect the relation between apparently
independent variables and the dependent phenomenon (Przeworski, 1987:
38–9). As far as we can see, there is, as yet, no proper solution to this problem.
It is by and large due to the dynamic nature of social reality, which cannot be
completely captured by means of controlled contexts. The comparative approach
can only contribute to reducing the degree of erroneous statements here. Apart
from consciously choosing either an MSSD or an MDSD approach, the reduction
of errors is, of course, to be found in developing appropriate measured variables,
applying the correct statistical techniques and – last but not at all least – inter-
preting the results in view of their internal and external validity (see Ragin,
1987: 9–10). This is one of the reasons for writing this book, and even perhaps its
mission!

All in all, three issues with regard to method are to be observed when a
research design is developed: firstly, the context of what is compared; secondly,
the level of inquiry, i.e. the micro–macro link; and thirdly, the role of ‘time and
space’ with respect to the problem under scrutiny and the number of cases
involved. These issues are equally important and decisions made upon them
will have a great impact on the plausibility, validity and quality of the outcomes
of a comparative research project.

3.2.1 Context matters

Contextual variables are those variables that make up the environment of the core
subject, i.e. of the ‘political’. A ‘most similar’ design – as we stated earlier – is
intended to reduce variation in the context to the barest possible minimum by
means of selecting cases, or units of observation, that are by and large identical,
except for the relations between variables under review that represent the
research question, i.e. what is to be explained. For example, the analysis of the
development of welfare states, mentioned earlier, is an example of how important
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the selection of cases is in relation to the analytical conclusions based on them.
On the one hand, one can research ‘welfare statism’ across the world if and only
if one seeks, for example, to answer the question under what conditions welfare
states exist (or not: Schmidt, 1989). On the other hand, one can choose to limit the
comparison to welfare states only, if one is interested in what type of politics they
have in common (and why; see, for example, Esping-Anderson, 1990). Again, it
is the theory-guided research question that directs our choices. In general, how-
ever, one can say that the number of contextual variables must be low in the
eventuality of a research question that is akin to the most similar approach, and
even in a most different design the number of ‘contextual’ variables should not
be excessive, otherwise one would end up with conclusions that everything is
indeed different and all situations are peculiar by definition. It is the enduring
paradox of Scylla and Charybdis, and there is no easy solution (see Skocpol and
Somers, 1980; Janoski and Hicks, 1994). In addition, one must realize that both
the ‘most similar’ and the ‘most different’ approach not only are developed to
control for the context, but also have implications for the ‘logic’ of interpreting
the outcomes of the empirical results. To this we now turn.

3.2.2 Logics of comparison

As may be clear, the logic of comparative inquiry is closely linked to the issues
of the level of inquiry (whether actors or institutions are involved within or
across systems) and the units of observation (the type and number of cases).

The level of inquiry is not to be confused with levels of measurement (as used
in statistics, nominal–ordinal–ratio–interval; this will be discussed in Chapter 4
of this book). Levels of inquiry signify the extent to which theoretical concepts
are measured in more or less abstract categories (like the electorate is an abstract
term for a collection of individuals, or party is a label that can cover various
meanings with variable interpretations). In Section 3.5 we shall elaborate on this
by discussing the difficult issue of ‘stretching’ concepts in order to make them
travel across comparative units of observation.

The level of inquiry, however, indicates to what extent cases – countries,
nations, years or other categories – are part of the ‘universe of discourse’ (i.e. the
number of cases). And, as we have already seen, the type of inquiry and universe
of discourse have implications for the logics of comparison. In the literature on
the comparative approach one distinguishes four logics:

• method of difference;
• indirect method of difference;
• method of agreement;
• indirect method of agreement.

All these ‘methods’ refer to an implied logic as relating X → Y by means of
comparison (see also Janoski and Hicks, 1994; Ragin, 2000; Landman, 2003). The
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methods of difference and agreement were developed by John Stuart Mill in his
System of Logic (1872). The basic idea is that comparing cases can be used to
detect commonalities between cases. The method of difference focuses in particular
on the variation of certain features amongst others that do not differ (dramati-
cally) across comparable cases. Hence, co-variation is here considered crucial
under the assumption of holding the context constant. This is what we call the
‘most similar systems design’: locating variables that differ systematically across
similar systems, which account for observed political outcomes.

Conversely, the method of agreement compares cases (or systems) in order to
detect those relationships between X → Y that are similar, notwithstanding the
remaining differences on other features of the cases compared. Hence, all other
things are different but for certain relationships are seen to be causal (or effect-
producing). This is the so-called ‘most different systems design’.

The indirect methods are basically the same, but more sophisticated versions of
the original method. The indirect method of agreement eliminates those variables that
all cases have in common, instead of focusing on an overall similarity per se. This
elaboration is useful since it helps to avoid biased results by including more cases
that are seemingly different (Janoski and Hicks, 1994: 14). Alternatively, the indirect
method of difference can be seen as an extension of the cases under review: some cru-
cial variables are positive (sharing some values) and others are negative. This
extension helps to refine the analytical results. Both methods thus lead to either
MSSD (indirect method of difference) or MSDS (indirect method of – agreement).

This ‘logic of inquiry’, or in our parlance the relationship between research
question and research design, runs as follows: in an MSSD, where we assume
that the cases have more circumstances in common than not, we interpret the
research outcomes by concentrating on the variation across the cases, focusing
explicitly on both the X and Y variables. Often this basis for explanation is called
the ‘cross-system variation’. This type of explanation on the basis of the ‘method
of difference’ can be demonstrated in Table 3.1.

Let X1 be ‘PR electoral system’ and let X2 be ‘socio-cultural cleavages’. The
independent variable (Y) is ‘type of party system’ (i.e. polarized or not). Finally, the
cases are considered similar because they represent constitutional democracies,
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Table 3.1 An example of a most similar systems comparison

Case 1 Case 2 Case 3 . . . Case n

Independent 
variables

X1 = PR yes yes yes no
X2 = SC yes no yes yes

Dependent
variable

Y = PS yes no yes yes
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warranting universal suffrage and freedom of organization as well as the right
to contest elections: the type of democracy which Robert Dahl (1971) called ‘pol-
yarchy’ (hence only polyarchies are compared). The research question is: what
causes the differences across polyarchies in the development of party systems?
The issue at hand is now: what do the research results tell us? The results tell us
that the variation in type of party system is – assuming the context, i.e. pol-
yarchy, to be constant – caused by the existence of socio-cultural cleavages (as
Rokkan, 1970, contended) since X2 systematically co-varies with the Y variable
(yes/yes and no/no), whereas the other variable, X1 – electoral system – does not
co-vary with the dependent variable. Apparently, in reality the type of electoral
system does not systematically produce a concurrent type of party system (as
was put forward by Duverger). Hence, in an MSSD the focus is on the corre-
spondence between the dependent and independent variables on the basis of
their variation across the cases under review. 

Conversely, the most different systems approach is based on the (indirect)
method of agreement. An example of this ‘logic of inquiry’ can be found in the
study of the relationship between capitalism and democracy (Rueschemeyer
et al., 1992) and in Moore’s (1966) treatise on democracies and dictatorship. In
both studies the research design started from the idea that the comparison is
meant to confront positive (yes, there is a relationship between capitalism and
democracy) and negative outcomes (no, there is not). This method of agreement
is also called the ‘parallel demonstration of theory’ (see Skocpol and Somers,
1980) and is demonstrated in Table 3.2.

Let X1 be ‘capitalism’ present or not (yes/no) and X2 be ‘middle classes’ present
or not (yes/no) and X3 be ‘economic development’ high or not (yes/no). The depen-
dent variable Y is here ‘polyarchy’ more or less present in a functional way, i.e.
strong and weak (see Keman, 2002). From the research results it could be inferred
that, if two of the three variables are present for a case then that particular system
appears to be more polyarchic. Hence, case 1 in Table 3.2 is characterized by all
three conditions, whereas case 3 has only one. In contrast to the MSSD approach,
we observe a parallel demonstration of theory. In fact, one could put forward that
if only capitalism is present polyarchy does not appear to develop. In addition, if
a middle class exists the chances seem to increase. This example indicates that
polyarchy appears to have emerged due to the rise of favourable conditions. This
would not only support the hypotheses of Rueschemeyer et al. and of Barrington
Moore, but also Dahl’s theory. The conclusion is not that one of the variables causes
polyarchy, but rather that the independent variables represent favourable condi-
tions for the emergency of polyarchy. In addition, X1 (capitalism), so it appears, is
not a direct factor in explaining the occurrence of polyarchy. Finally, the method of
agreement is often conducive to internally valid conclusions since the cases hardly
ever cover the complete ‘universe of discourse’ (which in this example would be all
the countries of the world, since the typology of polyarchy can be applied to all
political systems; see Vanhanen, 1997; Keman, 2002a). However, since only a lim-
ited number of cases can be studied one should be aware that the case selection rep-
resents comparable but different cases. A way to avoid this problem is, of course, to
extend the number of cases without losing too much information.
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This problem can be dealt with by using Boolean analysis (Ragin, 1987;
Berg-Schlosser and de Meur, 1996). This type of analysis allows for the handling
of qualitative information, or many variables for a relative high number of cases.
In fact, it transforms qualitative information into simple scalable values (i.e. in
terms of more, less, none or strong, medium, weak, etc.). In addition to Boolean
logic, this approach has been developed into ‘fuzzy set’ logic (Ragin, 2000; Pennings,
2003a). These approaches are known in the literature as ‘qualitative case analysis’
(QCA). Boolean analysis and ‘fuzzy set’ logic will be explained and highlighted
in Parts II and III.

To recapitulate the discussion on relating cases to variables and vice versa:

• We are always confronted with the dilemma of choosing for a research design
in which we trade off internal and external validity, i.e. MSSD versus MDSD.

• If we opt for an MSSD approach we assume the context to be (more or less)
identical across all the cases under review, whereas using a MDSD approach,
not constrained by the contextual bias, different contexts of cases can be
compared.

• An MSSD approach follows a logic of inquiry that is based on the co-variation
between X and Y variables, i.e. focusing on cross-system differences, whereas the
MDSD approach uses the parallel demonstration of cases aiming to eliminate
contesting explanations.

3.3 The Role of Space and Time

Often cases are confounded with countries in the comparative approach to polit-
ical and social sciences. This need not to surprise us, since most comparative
political research focuses on macroscopic phenomena, which are more often than
not defined at the national level. Cross-sectional analysis is therefore often con-
sidered to mean the same as cross-national. Likewise one will find in textbooks
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Table 3.2 An example of most different systems comparison

Case 1 Case 2 Case 3 Case 4

Independent
variables

X1 = Capitalism yes no yes yes
X2 = Middle class yes yes no yes
X3 = Economic

development yes yes no no

Dependent
variable

Y = Polyarchy strong medium weak medium
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on the comparative approach that case studies are, by implication, using the
historical method. Again, this may well be often the case but not by definition.
In this book we therefore argue that comparisons are made across systems – which
refers to any type of political and social (sub)system that has an organizational
reference to territorial space. For instance, an analysis of the role of politics
with respect to policy-making in the USA concerns a cross-sectional analysis of
the American states, i.e. the cases are subsystems of the US federal system.
Conversely, the cross-sectional study of welfare statism by Wilensky (1975) com-
prises the comparison of 66 national welfare states. In this case the cases are
indeed nation-states.

Time as a part of a research design is not always clearly defined in the litera-
ture. On the one hand, the term ‘time series’ analysis is used, i.e. the cases are
time units (e.g. years, days or even decades) and the comparative variation
across time is of interest. On the other hand, we aggregate the information for a
number of time units and replicate the cross-sectional analysis on the basis of
this division over time (see, for example, Bartolini and Mair, 1990; Keman, 1998).
This combination of sections of time (i.e. periods) and a cross-inspection of sys-
tems is commonly called ‘diachronic analysis’ (see also Figure 2.1). Hence, if the
cases are defined as time units we see it as ‘comparable cases’ analysed on the
bases of time series. If we compare cross-sections at certain intervals then we
have multiple ‘snapshots’ (Castles, 1987). A combination of the two – using
intertemporal and cross-sectional comparable data – is nowadays referred to as
‘pooled analysis’.

In sum: both time and space are important dimensions in any research design.
Depending on the units of variation (i.e. the X → Y relationship) under review,
intertemporal and/or cross-sectional variation will define the type of cases that
are needed to organize the comparative data. In addition, if time is the prepon-
derant dimension then, more often than not, the underlying logic of inquiry is
based on the method of agreement, whereas if space is the dominant dimension
of comparison the (indirect) method of difference will be the guiding principle
of interpretation (see also Bartolini, 1993).

Having outlined the basic problems with regard to space and time in relation
to the development of a proper comparative research design, we shall now delve
into these dimensions a little deeper. This is necessary since both dimensions are
crucial with respect to any empirical-analytical studies in the social sciences, in
particular when the ‘political’ as a core subject of the comparative approach is to
be researched. First, we shall discuss the historical method and then the problems
related to spatial analysis.

3.3.1 Time and history

Much comparative research is characterized by a research design using the histori-
cal method. This poses a number of problems which are related to the consequen-
tiality of time itself, the number of cases that can be studied and, finally, the
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measurement of time in terms of variation (Flora, 1974; Bartolini, 1995). Bartolini
notes that, surprisingly enough, the historical method is rarely disputed by social
scientists. A major problem is that one is implicitly assuming that the structuration
of time is a result of a few universal factors (e.g. the impact of processes of ‘mod-
ernization’). Hence, time remains sequentially defined and is therefore potentially
an overdetermining factor in relation to the logic of inquiry applied.

A possible solution, which is often advocated, is to incorporate time in the
research design by means of a comparable case study design in order to enhance
the internal validity (Abrams, 1982; Tilly, 1984; Skocpol, 1985; Ragin, 1991). As
Bartolini correctly points out, there is no fundamental (or logical) difference
between using a synchronic and a diachronic research design. In both cases the
comparativist has to grapple with the fact of whether or not the observed varia-
tion is part and parcel of both the independent and dependent variables. A pos-
sible way is developed within the already mentioned QCA approach (De Meur
and Berg-Schlosser, 1994). In effect this approach tries to break out of the
dilemma of too many variables and too few cases. By reducing complexity
within cases one can compare more cases than before. In addition, it allows for
intertemporal analysis. This type of analysis, aiming at internal and external
validity, is an underused research design within the comparative approach. Yet,
it is a useful way to amplify the advantages of both types of analysis instead of
seeing them as opposite and exclusive instruments of the ‘art of comparing’. On
the one hand, it can be quite helpful to corroborate findings across the board as
a means of validation. On the other hand, it can be quite helpful to generate new
hypotheses or to account for deviant cases. 

3.3.2 Space and cross-sections

In contrast to the time dimension, as has been pointed out here, the problems
with spatial analysis have been discussed at great length. Spatial analysis has to
do with the level of measurement in relation to the selection of cases under
review. Lijphart (1971) distinguishes three types of spatial analysis: statistically
based; case-oriented; and the comparable case approach (see also Ragin, 1987;
Rueschemeyer et al., 1992). Ragin, in particular, overstates the differences between
the various methodological approaches. He develops a dichotomy that separates
the ‘case-oriented’ from the ‘variable-related’ research design. The first approach
would enable the comparativist to analyse the ‘political’ more comprehensively
than would be possible by means of a ‘few variables, many cases’ approach. The
latter method is, in Ragin’s view, inferior to the ‘comparable case’ approach because
the relationships observed are bound to be biased or ‘overdetermined’ as a result of
empirical indicators which are either too generally constructed or measured at a
highly aggregated level (see also Przeworski, 1987).

However valuable these insights may be and no matter how important it is to
reflect on these issues, they concern an argument which is false. The differences
between research designs are often exaggerated and often not based on logical
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arguments. They concern quality (i.e. historical knowledge) versus quantity (i.e.
analytical empiricism), holistic explanations versus parsimonious modelling,
interpreting patterned agreement (e.g. on the basis of a ‘most different’ design)
versus judging patterned co-variation (by means of a ‘most similar’ design),
detailed knowledge of the cases versus theoretical knowledge from relations,
and so on. Yet, is there really such a difference between the two approaches that
warrants such strong views on the rights and wrongs of either approach? It is
obvious that we do not think this to be the case nor that it is necessary (see also
Rueschemeyer et al., 1992: 27ff. on this point). Budge and Keman (1990: 194)
have attempted to clarify this point about applying the logic of comparison to a
research question as a means to develop a theory within the field of comparative
politics, as follows:

to construct a theory at all one has to simplify and generalize, rather than
describe. There is no point in constructing a general explanation clogged up
with minutiae of time and place. The purpose of a theory is to catch and spec-
ify general tendencies, even at the cost of not fitting all cases (hence one
can check it only statistically, and it is no disproof to cite one or two counter-
examples). The theory should, however, fit the majority of cases at least in a
general way, and provide a sensible and above all an applicable starting-point
for discussion of any particular situation, even one which in the end it turns
out not to explain – here it can at any rate serve as the basis of a special analy-
sis which shows which (presumably unique or idiosyncratic) factors prevent
it from fitting.

A general theory of this kind serves the historian by providing him with
an entry point and starting-ideas. These, we would argue, he always brings
to the case anyway; with a validated theory he knows they are reasonably
founded and has a context within which he can make comparisons with
greater confidence. As we suggested at the outset, there is no inherent conflict
between historical analysis and general theory. Each can, indeed must, be
informed by the other and supplement the other’s efforts. Theory is therefore
a necessary simplification and generalization of particular motives and influ-
ences, not simply a restatement of them, though complete loss of contact with
historical reality will render it too abstract and ultimately irrelevant.

This argument is also aired by others and only demonstrates, once again, the
need for a proper research design, in which both the time dimension and the
spatial dimension are explicitly discussed in view of the research question that
is under review. We have summarized the discussion of time and space with
regard to the requirements of developing a research design in Table 3.3.

3.4 Developing a Research Design

The main argument presented in this chapter has been that the purpose of apply-
ing the comparative method in political science is to identify regularities regarding
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the relationship between societal and political actors, the accompanying processes
of institutionalization of political life, and the societal change that emerged simul-
taneously. In addition, the logic of comparison is seen as the ‘royal way’ to establish
theoretical and empirically refutable propositions that explain these regularities in
terms of causality.

Assuming that one knows what to compare and (foremost) why, a proper
research design must be developed to allow for an analysis that accounts in a
plausible way for the research question. In Chapter 2 we proposed that compar-
ative approach to political science may be defined by the use of the politics–
polity–policy triad, which involves an understanding of the following:

1 How are concepts derived from the ‘political’ in relation to the research ques-
tion posed? Hence, which actors, institutions and types of performance are
implied in the research question? This points to the relation Theory →
Evidence → Interpretation.

2 How can these concepts be made to ‘travel’ from one system (in relation to
the unit of analysis) to another? Hence, how can one operationalize properly
the type of actor, the rules in, and for use of a system as well as its overall
performance? This refers to matters of internal and external validity regard-
ing the data analysis.

3 How can a set of units of observation or cases be developed within which
systems may be properly compared and classified? Hence, rather than maxi-
mizing the number of cases beyond the ceteris paribus clause, which are the
comparable cases? To put it another way, what is the adequate ‘universe of
discourse’ in relation to the research question asked?

4 How and when does one compare similar and dissimilar systems, synchron-
ically and/or diachronically? Hence, how does one take into account time
and space as well as promoting the plausibility of making causal statements
on the basis of comparison? This concerns the range of the theory per se.

The understanding of these ‘steps’ is vitally important for every student of com-
parative politics and distinguishes it from other approaches within political and
social science. In order to develop a proper research design we need, first of all,
to relate the contents or substance of the research question to the core subject of
the ‘political’. Thus are we investigating a problem that is referring to the politics–
polity–policy triad as a whole or to parts of it? For instance, are we employing a
research question in which both the political determinants and consequences of
the welfare state for society form the core subject? This would then imply that
the variables are measured on the level of both the political and the social system.
In addition, the comparativist must decide whether or not the process is ques-
tioned or the distinctive features of various welfare states as comparable systems
are under scrutiny.

This logically leads to the decision on how time and space are part of the
research design as well as the number of cases that can and should be involved
(from ‘many’ to ‘few’). The final decision to be made – in relation to the earlier
ones – is then to what extent the context of the variables under investigation
is homogeneous or heterogeneous. This means the choice of a ‘most similar’ or
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a ‘most different’ research design. If, for instance, the research question is directed
to the internal dynamics of the politics of the welfare state it would imply a homo-
geneous context. If it concerns a research question with regard to the political-
economic conditions of the emergence of welfare statism, it may well lead to the
investigation of regimes throughout the world, which implies a heterogeneous
context (see Keman, 1993a, as an example of a most similar design, and Schmidt,
1989 for a most different design). In summary: the researcher must – on the basis
of the research question – go through a number of steps in order to develop the
proper research design. These steps are summarized in Table 3.4.

As was elaborated in Section 2.3, the ‘political’ as a core subject of investiga-
tion refers to three dimensions: politics = actors and behaviour; polity = rules
defining the room to manœuvre for these actors; policy = outcomes of the decision-
making process. As can easily be understood, politics can be measured on the
individual level, for instance voters’ attitudes at an election, or the behaviour
of a party during and after an election. Polity concerns the institutions of the
systems under review: for example, the type of electoral system or the type of
democratic system in which citizens parties operate (e.g. Lijphart’s distinctions
of ‘consensus democracy’ and ‘majoritarian democracy’; Lijphart, 1999). Finally,
policy always refers to what has been decided by the political authorities and
upon which they will act (i.e. public policy-making; Castles, 1998; Keman,
2002b). Yet, most important for our purposes here, the student must understand
what is central in his/her research. That is, what are the units of variation and
their supposed relationship? Is it purely politics, polity or policy-oriented, or is
it a mix? The answer to that question determines the level at which the core sub-
ject is to be observed. For example, if we wish to know more about the relations
between voters, parties and policy actions, then we strive for observations of
individuals (voters), political actors (parties), and public policy (e.g. social
expenditures) within the rules (i.e. institutions) of the political system. Hence,
we use individual observations (micro level), actor-related ones (meso or group
level) and the system level (public governance). The main interactions we wish
to investigate are then those between politics and society at various levels of
measurement. It goes almost without saying that this is quite a complex and
delicate matter in terms of operationalization and data analysis. In general, the
levels of measurement are more straightforward to determine if the research
question at stake is directed to the political process itself. These situations refer
to the rows 2 and 3 in Table 3.4.

The second row explicitly refers to research questions in which the units of
variation are systemic, or intra-system, features related to the behaviour of polit-
ical actors. The study of government formation, for example, is directed by the
‘local’ rules within a given polity. Hence, we can compare the actual working of
these rules over time in one or a few cases from a diachronic point of view. The
units of variation concern then the process of government formation, and by def-
inition this occurs within a homogeneous context (Keman, 1995). This implies
that circumstances will be more or less constant, and thus deviations can easily
be detected and discussed in terms of ‘exceptions to the rules’ (if not, then we
need to reconsider both theory and probably the research design!).
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The third row points to a research design in which the units of analysis are
focused at the variation system level: policy-making is then studied at the level
of the system per se and thus should be compared with other systems. This is
why it is called an inter-system comparison which – more often than not – is syn-
chronic in nature (i.e. cross-sectional, if not cross-national). Yet, of course, one
may also opt for fewer cases for which it is easier to assume that the context
remains constant. This is particularly useful if the researcher aims at the expla-
nation of a complex policy area and uses predominantly qualitative data
(e.g. Héritier, 1993).

All in all, Table 3.4 demonstrates that the student – applying the comparative
approach to political and social science – is bound to make choices on the basis
of the research question under review. Therefore the main point of this scheme
is that a student of comparative politics learns how to develop his or her research
design by systematically assessing which options are available on the basis of
the research question under review. Such a research design must thus be con-
ceptualized in terms of the ‘political’ that is competent not only answering the
specific question under review, but also enhances our (meta)theoretical under-
standing of the political process, the ‘core subject’, such as whether or not con-
flicting political actors are capable of achieving an optimal decision given the
rules of the political game (Keman, 1997).

Examples of comparative research which can be categorized within this frame-
work are the cross-national analysis of political performance (unit of variation
no. 1 in Table 3.4) throughout the world by Powell (1982), the comparative analy-
sis of the politics of government formation (2), and the development of the wel-
fare state (3). In all these instances important choices are to be made relating the
research question to a research design.

Budge and Keman, for instance, consciously choose to explain the process of
government formation in terms of actors (i.e. political parties) in relation to their
room for manœuvre due to existing modes of institutionalized behaviour (the
‘rules of the game’). The level of observation is ‘intra-system’ oriented, and they
increase the number of meaningful cases within a ‘most similar’ strategy of com-
parison (i.e. reducing the contextual variables which are assumed to be homoge-
nous). The diachronic perspective is preferred here to a case-based strategy or a
mere country-based comparative approach. Two arguments justify this decision:
firstly, countries are not the units of analysis but parties and governments, and
the time dimension is considered to be constant; secondly, given the point of
departure used as a mode of the explanation and the wish to validate the
research question empirically, as many cases as possible had to be collected as
units of observation (Budge and Keman, 1990; see, for a comparable research
design, Bartolini and Mair, 1990).

Hitherto we have discussed the basic structural features of developing a
research design. These features – like units of observation or number of cases, and
type of analysis – must be seen as (necessary) steps of reflection in view of the
research question under review. Recall that a research question in our view
always implies a relationship (X → Y) representing a (middle-range) theory. In
Chapter 1 we defined the unit(s) of variation as the variables (here X and Y) that
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enable us to develop a data matrix. Before collecting and analysing the relevant
data one must also take a decision about the kind of data that are called for.
Again, as for instance with the issue of many versus few cases, we are confronted
with a contested topic amongst comparativists: the constructing of values or indi-
cators (i.e. units of measurement) that are and remain comparable across the
‘universe of discourse’ (i.e. the units of observation). This debate is now known as
the issue of ‘concept travelling and stretching’ (Sartori, 1970; Dogan and Pelassy,
1990; Collier and Mahon, 1993) and refers to the matter of operationalization.

3.5 Transforming Concepts into

Units of Measurement

The process of operationalizing means the translation of theoretical concepts into
what Sartori (1970) called ‘travelling’ concepts by means ‘of stretching’: the units
of measurements are considered too broad to allow for inspecting the specifica
differentia across systems or even across time. Hence, the development of ‘truly’
comparative units of variation is an awkward and often tricky business. Sartori
pointed to this problematic as the ‘ladder of generality’, i.e. enhancing a wider
use of a theoretical concept by extension (of its initial meaning) or by means of
intension (limiting observations to specified categories). This procedure obvi-
ously will reduce the applicability of a concept in comparative research, but,
equally obviously, will increase its internal validity. Conversely, extension will
have the opposite effect, and here the question is whether or not the wider use
(i.e. in number of cases to be compared) impairs the external validity of the analy-
sis. The ‘ladder of generality’ is depicted in Figure 3.2 (adapted from Collier and
Mahon, 1993).

The choice to be made and the matter of dispute is then how broadly or exten-
sively we can define and measure the units of analysis without a serious loss of
meaning. A good example of how not to do it is the comparative analysis of
‘pillarization’. Originally this concept referred to Dutch society in which, on the
basis of the religious cleavage (Catholics versus Protestants), social and political
life was organized separately for each group in a vertical fashion (see Daalder,
1974). By means of this concept Lijphart (1968) was able to explain stable gov-
ernment under heterogeneous socio-cultural conditions in the Netherlands.
Other studies used this concept to explain the degree of (in)stability in other seg-
mented societies (such as Austria, Germany, Norway, Italy). The initial opera-
tionalization by Lijphart was too strict to apply across western Europe and thus
the researchers resorted to the method of categorizing by means of ‘family
resemblance’ (Collier and Mahon, 1993: 846–8). In its simplest fashion this
method extends the initial concept, i.e. pillarization, by adding cases which share
some attributes designated to indicate pillarization. How far this type of exten-
sion can go depends, first of all, on the research question asked, and secondly
on whether or not the remaining contextual features can be kept reasonably
constant (in an MSSD, of course).
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Another method of going up the ‘ladder of generality’ is by the use of radial
categories. Here the basic idea is that each step of extension, and thus including
new comparable cases, is defined by a hierarchy of attributes belonging to the
initial concept. Take, for example, the concept of ‘polyarchy’ as introduced by
Dahl (1971). Central to his concept are the degrees to which the population at
large is free to participate in political decision-making. Initially Dahl focuses on
electoral rights to participate in decision-making and freedom to exercise oppo-
sition. In addition he lists a number of attributes that make up the optimal mode
of democratization in order to compare the existing democracies in terms of his
concept polyarchy (see: Dahl, 1971: Chapter 10). Now, by requiring that the core
attributes must be available (opposition and participation) one can develop a
categorization of democratic systems in which more or fewer of the other fea-
tures are available. The more generally the requirements are defined, the more
cases can be included. Hence radial categorization implies extension by relaxing
the initial definition. Again – as with the method of family resemblances – it
depends on the Research Question (X → Y) to what extent this is still valid and
will induce viable conclusions (for an application, see Keman, 2002a, see also
Part III).

Figure 3.3 demonstrates the two possible strategies for extension. Family
resemblance requires commonalities and, in this example, produces three cases in
comparison with one under the initial categorization, by sharing two out of the
three defining features. The radial method requires that the primary attribute
(A) be always included. In Figure 3.3, this means two cases instead of the initial one.
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High

B

A

Low Less More

Extension
(across cases)

Intension (of attributes)

Figure 3.2 Sartori’s ‘ladder of generality’. A = initial unit of variation as defined (theoretical
concept); B = eventual unit of variation as operationalized (which can ‘travel’)
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In summary: the process of operationalization for comparative purposes
implies conscious decisions not only on how to develop the proper indicators,
but also on the issue of the extent to which the process of operationalization as
applied in observable characteristics can be relaxed to increase the units of obser-
vations (or cases) without losing its original meaning or definitions given the
research question.

3.6 Conclusion 

It is vitally important that an understanding of the ‘rules’ for systematically
doing comparative research forms an essential part of learning and training – not
only in comparative politics in particular, but also in political science in general.
Ultimately this is one of the reasons why a grounding in comparative politics is
so essential to a wider political science education. In general, political science,
which has been accurately defined as ‘an academic discipline which seeks to sys-
tematically describe, analyse and explain the operations of government institu-
tions and overtly political organizations’ (Finer, 1970), must necessarily include
the comparative approach, if only by virtue of its explanatory intent. 

And if we are to know other countries or systems, and, through this, to begin
to understand how politics works, then it is essential that we promote an under-
standing of how to do comparative political analysis, and of how to become
‘conscious’ comparativists. And this, more than anything else, requires us to
systematically develop a research design that enables the student to come to
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Figure 3.3 Radial categorization and family resemblance. (A, B, C) = requirements/attributes
of the original definition
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valid, reliable and plausible answers. Vitally important is it then – in our view – to
relate theory to empirical evidence. This is a task that requires an adequate
knowledge of data collection and related modes of analysis. How to do this is the
core of Part II, to which we now turn.

3.7 Endmatter

Topics highlighted

• The structure and meaning of a research design: (C* [X → Y]) representing the
research question.

• Interpreting empirical evidence from a most similar or most different systems design,
methods of agreement and difference, regarding the interpretation of results.

• Space and time as dimensions of a research design: cross-sections, case studies
and diachronic approaches.

• Choosing the proper research design on the basis of the unit of variation (derived
from the core subject).

• Conceptualization and operationalization in view of striving for ‘truly’ comparative
knowledge: concept travelling and stretching.

Question

Read the article by Lijphart and Crepaz (1991) and the rejoinder by Keman and
Pennings (1995), both published in the British Journal of Political Science. What are
the methodological issues in dispute? (Think of: reliability and validity; concept
stretching and travelling, see Figure 3.2; radial and resemblance, see Figure 3.3.)
Whose side are you on regarding the methodological issues raised in this chapter?

Exercises

We would like you to develop a research design of your own using one of the
Research questions listed below. You should do the following:

1 Elaborate the relation between theory and the research question.
2 Cast your research question into the form C* [X → Y ] and infer from that whether

or not you choose to use an MSSD or MDSD approach or a case-based comparison.
3 Develop the requirements of the research design in terms of time and space.
4 Try to operationalize the core of your research question (X and Y ), and discuss your

indicators in terms of concept travelling and stretching (i.e. internal and external
validity!).
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The research questions from which you can choose are:

1 Do parties matter with respect to the development of the welfare state?
2 Do variations in party systems matter with respect to the composition of govern-

ments and policy performance?
3 How do democracies differ in terms of their design and performance?

To answer, you can make use of the following literature: Castles and McKinlay (1979),
Budge and Keman (1990) and Lijphart (1994).

Further reading

Key texts: Dogan and Pelassy (1990), Hague and Harrop (2004).
Advanced texts: Mair (1996b), Ragin (2000).
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This chapter focuses on the measurement of political concepts. A concept has been
measured whenever data have been found that indicate whether, or to what degree,
the concept applies to an observed case. A measurement is simply defined as an
assignment of a value (or datum) to an observed case (or an observed unit) on a
variable (a concept). One measurement of the concept bilateralism, for example, is
obtained by assigning the value ‘yes’ to Germany, another by assigning the value
‘no’ to New Zealand.

Whether it makes sense to ask not only whether a concept applies, but also which
degree of the concept applies, depends not only on its definition but also on its
level of measurement. The previous chapter showed also that the units (cases) to
which a concept applies are by no means trivial in comparative political science.

Measurements always presume the availability of data. Various types of available
data – e.g. data from statistical agencies, or survey data – will be discussed in
Section 4.1. Separate measurements might be represented as the entries (or cells)
in a rectangular data matrix with the units (cases) as rows and the variables
(concepts) as columns (see Figure 1.1). This rectangular data matrix which brings
together the various measurements for a set of concepts with respect to a set of
units, is treated in Section 4.3. The problem of generalizability of research findings,
which arises when the available data constitute only a subset of all conceivable
data, is introduced in Section 4.2. Often a variety of data is useful to judge whether
a single concept applies to a given unit. Scalability analysis (Sections 4.4 and 4.5)
can be used to test the reliability of multiple indicators.

4.1 Data and Data Collection in Political Science

Political science is in our view an empirical science. Its inspiration may well hinge
on philosophies of the good world, but more or less irrefutable facts constitute
its basis. The relevant facts can be gathered from different sources.

4.1.1 Data obtained from official statistical agencies

An obvious source for comparative information on political processes is the data
published on a yearly or quarterly basis by national and international statistical
agencies, such as the IMF, the World Bank and the OECD, although the focus
of these data is on economics. The statistical yearbooks from the Encyclopaedia
Britannica, the yearbooks from SIPRI on military expenditures and warfare, and
the Yale University World Handbook of Political and Social Indicators are additionally
useful. All types of data sets with respect to political and social indicators
compiled by political scientists and sociologists have been made publicly
available. Some journals in the field of political science, for example the European
Journal of Political Research publish data sets collected by political scientists also.
Table 4.1 gives an overview of available data sets for comparative political science.
Most university libraries provide online access to these databases.
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The compilers of data sets that enable comparisons between nations have usually
obtained their data from national statistical agencies. Third World countries, in
particular, do not have the statistical agencies to deliver the required data. When
data from national agencies are available, they might not match the definitions
of the international agencies precisely. Often the data obtained from statistical
agencies do not allow for the distinctions desired by political scientists. The data
set NIAS.SAV, which is used throughout this book, was compiled by a group of
researchers visiting the Netherlands Institute for Advanced Study in the Humanities
and Social Sciences in 1995/1996 and updated afterwards by the first author of this
book.
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IMF (www.imf.org)

OECD (www.oecd.org)

ILO (www.ilo.org)

Encyclopaedia Britannica
(DVD, also www.eb.com)

Worldwide Elections
(http://sshl.ucsd.edu/election/world.html)

SIPRI (Stockholm International Peace
Research Institute)
(http://databases.sipri.se)

ICPSR (www.icpsr.umich.edu)

LexisNexis (www.lexis.com)

IPU (www.ipu.org)

Parties and elections
(www.parties-and-elections.de)

Comparative political data sets
(http://www.ipw.unibe.ch/mitarbeiter/
ru_armingeon/CPD_Set_en.asp)

International financial statistics
Direction of trade statistics

Historical statistics
Employment outlook
OECD economic surveys (country reports)

Labour force statistics

Yearbooks, Statistical Addendum (comparative
data on government, elections, economics and
demography)

Comparative data on parties contesting elections
and election outcomes

Yearbook of world armaments and disarmament

Archive of (partly comparative) data sets
gathered by political scientists

Archive of textual accounts of the political
process (e.g. newspapers, magazines)

Comparative database on the features of
parliaments and electoral systems around
the world

Database of all elections in Europe since 1945
and on political parties

Data on politics and expenditures in all OECD
countries and other central and eastern
European countries

∗Most university libraries have licenses to access these databases.

Table 4.1 Commonly used data sets from statistical agencies in political science∗
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4.1.2 Verbal and visual accounts, content analysis

Verbal accounts from politicians, eyewitnesses, journalists and contemporary
historians constitute an important source of information for political scientists.
These verbal accounts are accompanied in a growing number of cases by visuals
on photographs, films and video. Verbal and visual accounts of the political
process are provided by the participants in the process as well as by observers
and interpreters.

Many contributions of the participants in the political process towards decision-
making are recorded officially (e.g. party programmes, parliamentary proceedings).
Politicians will use the media to pursue their ends, and will use press conferences,
press reports, and ‘sound bites’ in television programmes to provide additional
evidence, or at least additional images, of their daily pursuits.

Altogether the amount of available verbal and visual accounts from the political
sphere is overwhelming. Citations, paraphrases and sound bites are the traditional
means of mastering, or at least reducing, this overwhelming excess of information.
It often remains an open question, however, whether the same citations, or even
citations with the same purport, would also have been selected by other citation
experts when complex policy documents, party programmes or parliamentary
debates are at stake. The reliability of citations is low.

The term ‘content analysis’ refers to ‘any technique for making inferences by
objectively and systematically identifying specified characteristics of messages’
(Holsti, 1969: 14). Content analysis thus aims at data with respect to verbal and
visual messages that are more reliable than citations and paraphrases. Content
analysis data typically enable systematic comparisons of verbal and visual accounts
delivered by one actor at various points in time, or between various sources. Two
basic types of content analysis can be distinguished: thematic content analysis
and relational content analysis (Roberts, 1997; Popping, 2000).

Thematic content analysis aims at an assessment of the (frequency of the)
presence of specified themes, issues, actors, states of affairs, words or ideas in the
texts or visuals to be analysed. Which themes, issues or actors are sought depends
completely on the theoretical concepts to be operationalized. The themes, issues or
actors sought should be mutually exclusive (no overlaps). The complete set should
be exhaustive (no unclassified texts). A mutually exclusive set of themes, issues or
actors constitutes a nominal variable, since it does not exhibit a rank order. The
frequency distribution of such a nominal variable indicates which themes,
issues, facts or actors were mentioned more or less frequently in the texts or visuals
being analysed. In the Manifesto research project (Budge et al., 2001), for example,
a thematic content analysis has been performed of more than a thousand party
programmes from industrialized countries (1945–98). Sentences from party
programmes were classified into 54 predetermined issue areas, such as ‘social
justice’, ‘military positive’, ‘military negative’ or ‘economic orthodoxy’. Data
from this content analysis will be used in many places in this book.

Relational content analysis aims at an assessment of the relations between
actors, issues, ideas, etc., according to the texts or visuals being analysed.
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For example, relations between nations are being sought in a content analysis
project (COPDAB) by analysing newspaper articles. Its aim is to reconstruct the
‘real events’ underlying them. Roughly 350,000 events from the period 1948–1978
were construed on the basis of news reports in 77 international newspapers and
news magazines, predominantly from the USA and the Middle East. The database
consists of subject-nation/predicate/object-nation relationships. Hence, by classifying
this type of information it is possible to compare the degree of cooperation or conflict
between actors (here: national states) in a reliable and valid fashion.

4.1.3 Questionnaires and surveys

When the personal experiences, perceptions, opinions, attitudes and reported
behaviours of persons are crucial to answering a research question, questionnaires
and surveys come into play. In questionnaires and surveys the unit of measurement
is usually an individual. Influential individuals might be asked, however, to act as
the mouthpiece of their company, their party, or even their nation. In the latter case
these organizations will usually become the units of analysis.

Here we will use the term questionnaire to denote a set of personalized questions
that will be posed to a single actor on the basis of a preliminary investigation with
respect to the actor’s experiences, policy and world view. Usually the interview
design allows subsequent questions to be asked that were not foreseen in the
interview script. Subsequent questions will depend on the answers of the subject
that are the starting point for an interview with a person. Questionnaires and
interviews are at the heart of journalism. Political scientists will use them to reveal
inside views of the political process. The reliability of answers obtained during
an interview relies on an exchange between the interviewer and the respondent.
Elite subjects willing to give an interview often want to stress their policy views
once more, whereas the interviewer wants to have answers to preconceived
questions. Friction in elite interviews is often enhanced by abstract, overarching
questions that do not account for the multitude and diversity of daily experiences
of elite persons on the basis of which answers to these questions have to be
assembled. The question ‘how much power has A in your opinion?’, for example,
is a confusing question. Policy experts might be as confused with respect to the
various faces of ‘power’ as political scientists. Abstract, ambiguous and vague
questions evoke abstract, ambiguous and vague answers.

The term survey is used to denote a standard list of questions that will be posed to
a great number of individuals. Usually not the population of all individuals, but a
sample from it will be interviewed. Interviews might be conducted by telephone
or in a personal setting with an interviewer, usually at the homes of the interviewed
persons. Examples of surveys in many countries are the National Election Studies.
Commercial marketing agencies conduct surveys on a regular (daily or weekly)
basis so as to monitor trends in opinions and behaviours on the basis of which
their clients – firms, ministries, and to a minor extent also political parties – base
their marketing decisions. A panel survey is a special type of survey where the
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same respondents are interviewed repeatedly over time. Comparative surveys in
several countries are relatively rare. A sociological example, which is also useful
in the context of comparative research of political values, is provided by the
world value survey designed by Inglehart and colleagues (Inglehart, 1997).
Eurobarometer provides comparative data on political attitudes and political
behaviour in the European Union. Since many textbooks are available on survey
research, we will not delve into it here.

4.2 Sampling and the Basics of Statistical Testing

Usually it is unnecessary to gather measurements on all the empirical cases to
which a theory applies. Efficient research bears on a few crucial cases only or on a
sample of cases from the population of all cases to which a theory applies. We will
start the discussion of sampling here, before the statistics comes in. Sampling
inevitably gives rise to the generalizability question. Is it reasonably safe to infer
that the research results with respect to the sample will hold for the population
of all cases to which the theory applies? An answer to this question depends, of
course, on known characteristics of the relationship between the sample and the
population.

In a random sample every individual from a given population has the same
probability of being sampled. Most statistics presume random samples, although
random sampling is an ideal type only. Research results that hold for a random
sample may not hold for the population as a whole. Interesting research results on
the basis of a sample are matched against a dull null hypothesis maintaining that in
the population as a whole the result does not hold. A first type of error (type I
error) is to keep maintaining that the interesting result holds for the population as a
whole, whereas actually the null hypothesis holds. The aim of statistical testing
is to reduce the probability of a type I error to less than a specified level, commonly
set at 5 per cent. A type II error is made when interesting research results on the basis
of a sample are discarded in favour of the null hypothesis, but the null
hypothesis is false after all. The so-called ‘power’ of statistical tests is their ability
to reduce type II errors. The power of various statistical tests is too complicated
a subject to be discussed in this book.

4.2.1 Statistical inference from a random sample

If in the population the numbers ‘0’ and ‘1’ (e.g. representing ‘girls’ and ‘boys’)
occur with the same frequency, then selecting a sample of 4 elements from this
sample will definitely result in one of 16 sequences with equal probability: 1111,
1110, 1101, . . . , 0000. Each of these 16 sequences has a probability of 1/16. By
counting aspects of these 16 sequences it is easily verified that the probability of
getting a sample distribution of either boys only or girls only is 1/8 (1/16 for the
sequence 1111 + 1/16 for 0000). Although girls occur precisely as often in the
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population as boys, the chance of encountering an equal number of boys and girls
in a sample of 4 amounts to 3/8 only (6 of 16 sequences only, namely 1100, 1010,
1001, 0110, 0101, 0011). One is more likely to obtain three times as many
exemplars of the one sex than of the other (Probability 1/2, corresponding to 8
from 16 sequences, namely 0001, 0010, 0100, 1000, 0111, 1011, 1101, 1110). If one
has found either no girls at all or no boys at all in a sample of 4, and one is willing
to accept erroneous assertions one out of five times (type I error of 20 per cent),
then statistically speaking the conclusion is warranted that boys and girls do not
appear equally frequently in the population, since the chance of finding no boys
at all or no girls at all amounted to 1/8 (= 12.5 per cent) only. Statisticians are
usually more conservative in the sense of accepting erroneous assertions with
respect to the population distribution for less than 5 per cent of the possible number
of samples only (type I error < 0.05).

Let us emphasize three aspects of the statistician’s line of thought in this
simple example. First it should be noted that the statistician’s tests are based on
counts in an imaginary universe of all conceivable samples that might have been
drawn. The second aspect to be noticed is that an important ingredient in the
calculus of the statistician is the sample size. As long as the number of children in
the sample is limited, giving birth to children of the same sex only is no reason
to falsify the hypothesis that the odds of getting boys and getting girls are equal.

The third aspect to be aware of is that counts in an imaginary population to
which the null hypothesis applies mount up to a probability distribution of all
counts. Selecting at random sets of children from a school class of boys and girls
gives a Newtonian or binomial distribution of the numbers of each gender in the
sets. Once the probability distribution is known, statistical testing is straightforward
from a mathematical point of view. The question of which probability distribu-
tion is appropriate under which circumstances will recur in Section 5.6.
Distributions such as the Gaussian or normal distribution, the t-distribution, the
chi-square distribution and the F-distribution play a central role in these sections.
Why each distribution applies is a matter for mathematical statistics. Here we
will use specific probability distributions on the authority of mathematical
statisticians.

4.2.2 Random samples and non-random samples

Most samples are not random. Two types of non-random samples will be discussed
here: the stratified sample and the cluster sample. The stratified sample intends to be
more representative of the population as a whole than a random sample would
be. Statistical tests based on random-sample assumptions will be too conservative
for a stratified sample. The key to stratified sampling is the use of known
population distributions in the sampling plan. If it is known that 50 per cent of
mankind are women, and that 20 per cent of men and 22 per cent of women are
older than 65, then it is quite natural to draw a stratified sample with 10 per cent of
elderly men, 11 per cent of elderly women, 40 per cent of men under 65, and 39 per
cent of women under 65. One should keep in mind, though, that the variables of
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interest are often not the variables on which the sample is stratified. Samples are
usually stratified with respect to demographic characteristics, but the advantage of
a demographically stratified sample over a random sample vanishes when the
variables of interest are related only remotely to demography.

The cluster sample, or multi-level sample, is less representative of the population
than a random sample. At the first level, clusters are selected, e.g. municipalities
within a nation. At the second level, individuals within the first-level clusters,
e.g. inhabitants of a selected municipality, are selected. A special type of a cluster
sample is the snowball sample, where a set of individuals is sampled randomly
and next the population of relatives of the interviewed person is asked to
participate in the interview. The statistical inference problem is double-edged
now. In principle one has to infer whether results holding for a sample of
inhabitants would hold for the municipality as a whole and next whether results
that hold for the sample of municipalities hold for the population as a whole.
Cluster sampling is often preferred for pragmatic reasons over random
sampling. Progress has been made during the last decade with respect to
statistics for multi-level samples (Bryk and Raudenbush, 1995; Snijders and
Bosker, 1999; Snijders, 2003; Skrondal and Rabe-Hesketh, 2004), but in this book
we will only deal with statistics that assume random samples.

Many economists and political scientists will even perform statistical tests that
assume a random sample, when the units of analysis at their disposal amount to the
complete population. Economists studying quarterly data will perform statistical
tests that assume a random sample, although the population from which these
quarters are randomly drawn is metaphysical. Political scientists using data on all
democracies for which data are available (western democracies) will perform
statistical tests also. The attraction of statistical tests is their property of taking
research results more seriously as the number of units of analysis increases. Since
increasing the number of units of analysis will also be a means to cancel out random
measurement errors and casual interpretation errors, statistical tests that assume
a random sample are often used even when this assumption is obviously false.

4.3 Operationalization and Measurement:

Linking Data with Concepts and Units

The operational definition of a concept prescribes which measurements are appro-
priate to measure a theoretical concept. The operational definition of a concept
bridges the gap between the general definition of a concept and the available
data (see Section 3.5). Concept definition is the first filter in the funnel from
concepts to data, as Figure 4.1 depicts. Operationalization is defined as the set of
efforts to obtain an acceptable operational definition, which renders a valid
transformation that can be reliably measured.

The operational definition embedded in the measurement procedure is the
next filter. Separate measurements have to be in accordance with the operational
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definition, whereas the operational definition has to match the definition of
the theoretical concept. The ‘salience of an issue for a party’, for example, might
be defined on a theoretical level as the importance of an issue relative to the
importance of other issues according to the policy statements of a party (Budge
et al., 2001). If party manifestoes are used as the single source of available data
to measure ‘issue saliency’, then an operational definition might be ‘the percentage
of sentences in a party manifesto devoted to a given issue’. Usually, various
data and, as a consequence, various operational definitions can be imagined to
measure a theoretical concept. Alternative operational definitions of issue salience,
for example, could refer to speeches in parliament. As compared with the concept
definition the operational definition is restricted to the specific method for data
collection to be used. An operational definition of policy viewpoints designated
to be used in a content analysis of party platforms will differ significantly from
an operational definition designated to perform an elite survey among party
officials.

Sometimes operational definitions are provided implicitly in the form of an
elaborated measurement procedure, coding scheme, or classification scheme.
Operational definitions may well include additional guidelines to apply general
definitions to a specific empirical context.
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Figure 4.1 The funnel of operationalization: from a concept and a unit towards a value
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BBooxx  44..11 LLeevveellss  ooff  mmeeaassuurreemmeenntt

Levels of measurement are important for judging what type of statistics can be
used or not. Without a proper understanding of these levels a correct choice of
technique is impossible. These techniques will be discussed in Chapters 5 and 6
and applied in Part III in examples of existing research.

Measurement Meaning of Examples to be 

level numbers assigned to treated in this book

categories

Dichotomous, Different number = Either use data analysis 
binary different category techniques for nominal

scales or use (possibly 
adjusted) techniques for
interval scales

Nominal As dichotomous, Frequency table or
binary contingency tables

Ordinal Higher number = Either use data analysis 
higher rank techniques for nominal scales

(e.g. if number of categories
less than 5) or use techniques
for interval scales

Interval Equal interval Frequency distribution, 
between numbers = (rank order) correlation and
equal difference regression analysis
between categories

Ratio x times as far from Logit and probability 
zero = x times more statistics

Absolute Number = number

Measurement is defined as the assignment of a value on a variable to a unit of
measurement in accordance with an operational definition. The measurements
within comparative political science map its theoretical concepts into databases
that are accessible for data analysis. The assigned values may be visual (e.g.
colour graphs on a monitor representing real-time approval of political speeches
by members of a focus group), nominal (e.g. yes/no, communist/socialist. . ./
conservative) or numerical. Length, for example, is measured in numbers of
metres and centimetres, the gravity of a war is measured by the number of deaths,
and political participation by the number of distinct types of activities aimed at
political influence. Distinct visual and nominal codes can be represented as
distinct numbers also. The visual, verbal and numerical values for separate units
of measurement form a measurement scale with nominal, ordinal, interval or
ratio level of measurement (see Section 4.1.2).
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Each measurement fills in a slot in a data matrix with units (of measurements)
in the rows, and variables (indicators of concepts) in the columns. As an example,
part of a data matrix with ‘population’ and ‘turnout’ as variables and stacked
country–year combinations is presented in Table 4.2. The value for ‘turnout’ in
Italy in 2002 was measured as 81.2 per cent, for example.

Putting units of measurement in the rows and not in the columns is a matter
of convenience reinforced by statistical packages. Successful measurements result
in a completely filled rectangular array, since, for each combination of a unit of
measurement and an indicator, a value will be obtained.

The reader should keep in mind that the data matrix in the final analysis often
results from data at a lower level. The value of turnout for the Italian population
as a whole (unit of analysis), for example, is actually an aggregation of the voting
behaviour of individual Italians (unit of measurement in the first stage).
The ultimate data matrix with units of analysis in the rows and concepts in
the columns often results from a (rowwise) aggregation of data on units of
measurement and/or a (columnwise) combination of indicators of the ultimate
concepts (see Table 4.2).

4.3.1 Handling missing data

Measurements should ideally result in a completely filled rectangular data matrix.
However, often many values in the data matrix remain missing.

Many data are simply not available. In the comparative research of nations it
may be impossible to retrieve (recent) data on specific economic or political
indicators for the complete set of countries. Next, not all indicators may apply to
all units of measurement. Survey interviews often have filter questions, e.g. ‘did
you vote at the last elections?’. The follow-up question – which party was voted for –
will be posed only to respondents who answered that they did indeed cast their
vote. A third type of missing value results from rest categories in the measurement
process. Substantial hypotheses on parties belonging to one of the ten ideological
‘party families’ distinguished by Gallagher et al. (2001) do not apply to parties
which were coded as ‘other parties’. A content analysis classification of issues
raised in party programmes may have ‘uncoded’ as a category. Many questions
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Table 4.2 Data matrix of countries (units of analysis) by 
population characteristics (columns)

Country Year Population (000s) Turnout (%)

Italy 1960 50,198 93.7
Italy 2002 57,474 81.2
Sweden 1960 7,480 85.9
Sweden 2002 8,925 80.1
UK 1960 52,373 78.7
UK 2002 60,242 59.4
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in survey research allow for ‘don’t know’ as an answer. Four strategies to deal
with missing values will be discussed here.

Inclusion in tables as missing values is appropriate when the number and
distribution of missing values is interesting. To answer the simple question ‘have
the poor a greater propensity to vote leftist?’, it would be a good idea to include
in the cross-table to answer this question the percentages of the poor and of the
wealthy who abstained from voting, since, for the poor, abstention might be an
alternative for a vote for the left.

Listwise deletion means that units of measurement with a missing value on one or
more of the variables relevant for an analysis are excluded from the analysis.
Listwise deletion is appropriate when the excluded units are not extremely
important in the research design. When the number of units of measurement is
large compared with the number of missing values, this solution is often preferred.

Pairwise deletion is an alternative to listwise deletion in multivariate data analysis
when more than two variables with missing values enter the data analysis. As a
first step, the bivariate relationships between separate variables might be based
on all the cases with non-missing values for the two variables. Next the multivariate
analysis will be performed on the bivariate relationships. The advantage is that
fewer units of measurement will be discarded. The disadvantage is its obscurity. It
is not always easy to reconstruct which units of measurement bear a special weight
for the outcomes of data analysis.

Substitution of the missing values by approximations is a third possibility when
it is known that a value for the variable must exist. The missing values might
be filled in by predicting the true scores on the basis of causal relationships,
by intrapolation or extrapolation, or by cross-sectional mean substitution. If,
for example, the exact amount of military expenditure of a specific country is
unknown, but the gross national product and the number of military personnel
are known, and causal relationships between gross national product, military
personnel and military expenditures are also known, then an estimate of military
expenditure might be given. The estimated expenditures might be predicted from
gross national product and military personnel. Intrapolation and extrapolation are
obvious means to fill in the gaps in time series. A warning is, however, in order.
Intrapolation and extrapolation may result in erroneous estimates of the statistical
properties of time series models: data based on intrapolation and extrapolation
give rise to a serious underestimation of the jerkiness of changes (see Section 6.7.5).

In sum: missing values create problems. Each treatment has pros and cons. It
depends on the research question and the research design which treatment is to be
preferred.

4.4 Criteria to Evaluate the Quality of

Operationalization and Measurements

Many criteria may be applied to judge the quality of the measurements of a
concept. The efficiency of measurements relates the quality of measurements to the
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time and money invested in getting the data. The compatibility of the measurements
refers to their usefulness not only in the main research project but also in related
research projects that use slightly different data (other nations, other time periods,
slightly different data collection methods). The major criteria to judge the quality of
measurements are validity and reliability, however. Measurements that are not
valid or not reliable cannot be efficient or compatible with other data either.

The validity of measurements, often referred to as construct validity, is defined
as the degree to which one actually measures whatever concept (or ‘construct’)
the measurement procedure purports to measure. It refers to the closeness of the
correspondence between the measurements and the concept being measured.
But how to establish this correspondence?

Measurements possess face validity when they are perceived as indisputable
facts with respect to the measured concept in the scientific community.
Assessments of face validity are often based on the agreement of measurement
results with common-sense expectations, regardless of the precise definitions of
the concept.

Correlational validity (or ‘internal validity’) is obtained by using a traditional,
but imprecise, measurement device as a yardstick to verify the correspondence
between the measurements and the concept being measured. Newer measurement
devices, e.g. an electron microscope, should be able to reproduce the measurements
of the older ones, e.g. a lens microscope, albeit with greater precision. The refined
results should, however, correlate highly with the old results.

The predictive validity (or ‘external validity’) of measurements refers to their
usefulness in making correct predictions about real-world phenomena. A
judgement with respect to external validity presupposes a causal theory with the
concept being measured as an independent variable. Let us give an example. One
might doubt whether counting the attention given to various issues in party
programmes (e.g. Budge et al., 2001) renders valid measurements of the party
agenda. An empirical demonstration that government expenditures on issues
correspond to the attention given to these issues in the programmes of the
governing party (but not with the attention given in the programmes of the
opposition parties) renders an external validation for the measurements. Predictive
validity is probably the most important hallmark of validity, since it relates the
usefulness of the obtained measurements to the context of prevailing theories.

Students will notice that the word ‘validity’ is not only used in the context of
the validity of measurements, but also in the context of the validity of theories. As
was stated in Section 1.2, a theory is said to be ‘internally valid’ when it holds for
the cases being investigated. A theory is said to be ‘externally valid’ when the
theory also holds for the cases to which the theory applies which were not
included in the data analysis. External validity of research findings is a synonym
of generalizability of research findings.

Measurements are reliable to the extent that measurements with respect to the
same units deliver consistent results. Reliability, however, cannot compensate
for low validity. The reliability of measurements is related to the validity of
measurement in the same way as a standard deviation from the mean is related
to the mean. Measurements are not reliable when separate measurements have
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a large variance, i.e. when the precise measurement results for a given unit of
measurement at a given time are shaky. It should be noted that a negligible
variance of separate measurements does not imply that the measurements are
valid: they may all be far from the truth collectively. Two varieties of reliability
should be distinguished.

• Intra-observer reliability refers to the consistency between repeated measure-
ments by the same observers using the same measurement devices with respect
to the same units of measurement. Low intra-observer reliability is either a sign
of a less than perfect task performance by the observer or a result of faulty,
ambiguous or contradictory instructions with respect to the observation task.

• Inter-observer reliability refers to the agreement between measurements of
different observers with respect to the same units of measurement. A lack of
inter-observer reliability may indicate that the measurement procedure is too
superficial (leaving room for additional interpretations of observers) or too
complicated (encouraging personal heuristics) to overcome the subjective
insights of observers. A mismatch between the phenomena to be observed
and the concepts to be measured may also be at the heart of low inter-
observer reliability. This type of mismatch will occur when classifications
which were appropriate to the study of one specific country are transferred
thoughtlessly to other countries.

Measures for the assessment of intra-observer reliability and inter-observer
reliability are available for each level of measurement. Reliability measures start
from ordinary measures of agreement between observers, but these measures have
to be adjusted for agreement on the basis of mere chance. As an example, Scott’s π
(pi), a reliability measure for nominal variables, will be considered. In our example,
Scott’s π is equivalent to Cohen’s (κ kappa), which is included in SPSS. As a starting
point one can use the percentage of cases agreed upon as a first measure. If 100
cases are observed by two coders and identical observations show up for 98 cases
then the agreement according to this intuitive measure would amount to 98 per
cent. This intuitive measure does not take into account, however, that agreement
may result from chance. If coders have two choices of code, then the probability of
their agreeing by chance amounts to 50 per cent (0.5 × 0.5 + 0.5 × 0.5), at least when
they make choices equally often. Things are even worse when they do not. Let us
give a policy example. Suppose a new law is promulgated with rather vague
criteria on special tax reliefs for firms stimulating environmental investments.
Suppose that 100 firms demand special tax reliefs, but the civil servants enacting
this law judge that only two firms deserve tax relief, because they know that
enough money is available to grant two tax subsidies only. Agreement by chance as
to whether the 100 firms should be granted tax relief now amounts to 0.98 × 0.98 +
0.02 × 0.02 = 0.96. According to Scott’s π the percentage of decisions agreed upon
should be adjusted for agreement on the basis of mere chance:

π =
%agreements − %agreements expected

100% − %agreements expected
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Scott’s π has a maximum value of 100 per cent. If the two civil servants pick out
precisely the same two firms for tax relief, then this maximum will be reached.
If they agree on 96 cases, but disagree precisely on the question of which two
firms deserve tax relief, then Scott’s π amounts to 0.49 only. This figure reflects
common sense, since the civil servants disagree where the crucial question of
which firms deserve tax relief is concerned, notwithstanding their amazing
agreement that 98 out of 100 firms do not deserve tax relief.

When multiple indicators are available for one concept, the reliability of the
measurements can be assessed by computing one way or another the agreement
between these indicators. In the context of multiple-indicator research or
‘scalability analysis’ or ‘item reliability research’, which will be discussed in the
next sections, the term scalability is used as a synonym for reliability.

4.4.1 Multiple indicators: the scalability
(reliability) problem

Often a variety of related indicators of a concept can be imagined. One may
choose one of these indicators as the best indicator on theoretical reasons. Often
one will use multiple indicators to reconstruct a concept. In party manifesto
research, for example, references to ‘crime’, negative references to ‘social security’
and references to ‘economic orthodoxy’ may be considered as signs of a rightist
party ideology. In survey research, answers to a number of indicative questions
will be combined to arrive at measurements of an abstract concept such as
‘political efficacy’. To measure this single concept the survey respondent is asked
whether he or she agrees or disagrees with a number of related statements such
as ‘Members of Parliament do not care about the opinions of people like me’,
‘Political parties are only interested in my vote and not in my opinions’, ‘People
like me have absolutely no influence on governmental policy’ and ‘So many
people vote in elections that my vote does not matter’. The operational definition
of a concept should clarify whether a specific pattern is expected in the data with
respect to the multiple indicators of the concept.

Multiple indicators may simply be intended as a repeated measurements scale of
precisely the same concept. In survey research, several questions can be posed
with respect to slightly different aspects of the concept (e.g. questions with respect
to newspaper reading, watching television news and participating in political
discussions to measure ‘political interest’). In the case of repeated measurements
one expects that each indicator gives rise to almost the same results.

Indicators may also build up to a cumulative measurements scale, however. The
concept of ‘political participation’, for example, can be measured both with
‘easy’ indicators such as voting at elections (many citizens participate to this
degree) and with ‘difficult’ indicators such as running for a political function
(only a few citizens participate to this degree). Cumulative measurement scales
resemble long jumping. An ‘easy’ indicator of one’s jumping capacities is
whether one can leap over a ditch 1 metre wide (many will pass this easy test),
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whereas a more ‘difficult’ indicator would be whether one can leap over a ditch
of 3 or even 8 metres (fewer will pass these more difficult tests). Voting is an
‘easy’ indicator of political participation since most citizens tend to vote, whereas
running for a political function is a ‘difficult’ indicator since fewer citizens do so.
In the case of a cumulative scale one expects that passing the difficult threshold
is a sufficient proof of being able to pass the easy thresholds. It is not to be
expected that the world long jump record holder will fail to leap over a ditch of
only 1 metre. It is not to be expected either that those who strive for a political
career will not vote themselves.

In the case of an unfolding measurements scale or proximity scale the multiple
indicators tap specific positions of an underlying continuum. If it is assumed
that the three indicators ‘nationalization of industries’, ‘no nationalization, no
privatization’ and ‘privatization of government branches’ are respectively a leftist,
a centrist and a rightist indicator of the underlying left–right scale, then it is to be
expected that parties will agree especially with indicators that come close to their
own position on the underlying scale. The larger the distance between an indicator
and the party position, the larger the disagreement with the indicators. Parties who
endorse the centrist position will discard both ‘nationalization’ and ‘privatization’,
for example. A party in favour of ‘privatization’ will surely resist the idea of ‘no
privatization’ but will utterly detest the idea of ‘nationalization’, since the latter
indicator of the left–right scale reflects the opposite end of the political spectrum as
compared with its own position. In the case of an unfolding scale it is expected that
the pattern of responses to indicators reflects the similarities between specific
indicators and specific units of analysis. Here we will not discuss the large variety
of advanced methods that are available to test whether indicators are consistent
with a latent underlying cumulative or unfolding scale (Mokken, 1971; Van Schuur,
1994; Skrondal and Rabe-Hesketh, 2004).

Scalability analysis is a designation of research techniques to test whether the
expectations can be corroborated which follow from the assumptions that multiple
indicators build up to a repeated measurements scale, to a cumulative scale, or to
an unfolding measurement scale. An overview of available techniques is presented
in Table 4.3. Here these techniques will be mentioned only because scalability
analysis is a highly technical area. To test whether indicators can be considered as
repeated measurements, a variety of techniques are available, among them Likert
reliability analysis (with Cronbach’s alpha), principal components analysis and an
array of variants of factor analysis. To test whether multiple indicators are consistent
with an underlying cumulative scale, Guttman scale analysis and Mokken scale
analysis are available. To test whether indicators are consistent with an underlying
unfolding scale, relatively unknown procedures such as MUDFOLD analysis are
available.

4.5 Scalability and Cluster Analysis

An introduction to all the techniques of scale analysis is beyond the scope of this
book. The discussion will be confined to the most commonly used techniques:
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Likert-scale analysis with Cronbach’s alpha as a measure of scalability, factor
analysis and cluster analysis.

The first two methods have in common the assumption that the indicators are
essentially repeated measurements of an underlying theoretical concept or
dimension. They are assumed to measure the same thing. But what is meant by
‘the same thing’? Cronbach’s alpha assumes that all indicators are measured in
the same direction. Thus, favouring the incumbent party in government and
favouring the challenger do not measure the same political attitude according
to Cronbach’s alpha, because the indicators exclude each other. Moreover, all
indicators are assumed to have the same variance. Principal components
analysis and factor analysis automatically correct the indicators for such trivial
types of not being the same. The latter techniques will also reveal that favouring
the incumbent excludes favouring the challenger, but, more importantly, they
will also reveal in the first place that favouring the challenger and favouring
the incumbent are two measurements of the same political attitude, because
these two responses exclude each other systematically. If Cronbach’s alpha is
used, then all indicators should be recoded in the same direction beforehand.
Favouring the incumbent and opposing the challenger will amount to a high
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Expected relationship
between multiple indicators

Indicators of the same
position on an underlying
concept

Indicators of the ‘difficulty’ of
the position on an
underlying concept

Indicators of various positions
on an underlying concept

Unknown resemblance
between indicators

Table 4.3 An overview of techniques for scalability analysis

Variety of scalability analysis
to test whether expected
relationship is corroborated

Likert scale; Cronbach’s alpha
(SPSS)

Principal components analysis;
(one of the varieties of) factor
analysis (e.g. principal axis
factoring, maximum
likelihood) (SPSS)

Guttman scale; Loevinger’s H
(special purpose program
MSP5 (by Ivo Molenaar)
available from
http://www.scienceplus.nl,
Stata module (by
Jean-Benoit Hardouin,
http://fmwww.bc.edu/repec/
bocode/m/msp.ado)).

MUDFOLD (van Schuur, 1984)
(Special purpose program
available from
http://www.scienceplus.nl)

(One of the varieties of)
cluster analysis

Scale type

‘Repeated measurements
scale’ with equal weight
indicators

‘Repeated measurements
scale’ with unequal
weights

‘Cumulative scale’

‘Unfolding scale’
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Cronbach’s alpha, whereas favouring the incumbent and favouring the
challenger will not.

Likert scale analysis with Cronbach’s alpha, principal components analysis and
factor analysis share more, rather tricky, assumptions. One tricky assumption is
that the direction of responses to an indicator (e.g. for or against the incumbent)
is indicative of the position on the underlying concept of a political attitude. This
may seem trivial. One may indeed conclude that a respondent in a survey does not
share the political attitudes of the challenger if he or she favours the incumbent.
But it is not certain whether a respondent endorses the political attitude of the
challenger when he or she disagrees with the incumbent. The problem is that one
may oppose an incumbent for different reasons: for being too ‘leftist’, but also for
being too ‘rightist’, or for whatever reason. If the latter ambiguity is a serious one –
which may be the case with political attitudes in multi-party systems – then
unfolding analysis should be applied rather than the techniques being discussed
here (van Schuur, 1993, 1995). Another tricky assumption is that the mean of all
indicators should be the same. But often indicators differ with regard to their
‘difficulty’. If the political attitude towards the incumbent is measured with an
intention to vote, and an intention to sponsor the incumbent’s campaign, then the
measures being discussed here will indicate a fairly poor scalability, since only a
few of those who intend to vote for the incumbent party are able and willing to
sponsor the incumbent’s campaign. In the presence of such indicators a
cumulative scale should be applied to test whether the few who are willing to
sponsor the incumbent’s campaign belong only to the voters who intended to vote
for the incumbent party.

When a bunch of possible indicators for a concept is available, one should first
select those indicators that resemble each other fairly well, before a conclusive
scalability analysis is performed. Both exploraratory factor analysis and cluster
analysis are useful for this end.  Both techniques will be discussed in this section,
in addition to Likert scale analysis with Cronbach’s alpha and ‘confirmatory’
factor analysis.

Even an introductory explanation of these techniques requires knowledge of
elementary statistics such as means, variances, covariances and correlations at the
undergraduate level. Students who feel that this knowledge has faded should
brush up this knowledge. In addition to previously used textbooks, the first
paragraphs of the next chapter may be used to obtain a quick overview of these
statistics.

Why scalability analysis anyway?

If a scale analysis demonstrates that variables do not belong to one dimension,
then adding together the values on these variables will give unintelligible results.
The resulting sum will be some random number, almost independent of the values
on the variables being added.

As an example, the national subsidies for municipalities in the Netherlands
might be mentioned. The national law on municipal finances of 1955 opened the
possibility for national ministries to enact Orders in Council which would allow
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municipalities to receive subsidies whenever they had some specific financial
needs. Twenty-five years later, in 1980, more than five hundred Orders in
Council dealt with special subsidies for specific financial needs of municipalities.
A serious problem had evolved. The total effect of all these Orders was undesired,
although each of the specific Orders had by and large desired effects. Let us
rephrase the example in terms of scalability analysis. All subsidies should have
been repeated measurements of one (or a few) underlying dimension(s) of
legitimate financial municipal needs. But the civil servants of each of the separate
ministries adhered to a faulty philosophy. They reasoned that one should enact a
new Order in Council when a municipal financial need was detected that was
independent of the remaining financial needs. Thus, a first Order in Council was
enacted to subsidize municipalities with inner-city problems, a further one to
subsidize municipalities in need of money to maintain their forests, a further one
to subsidize municipalities which had to maintain their port, and so on. The
problem was that inner cities, forests, ports, and roads are almost completely
independent needs. Not a single municipality suffered from none of the
subsidized problems, and not a single one suffered from all subsidized problems.
The total amount of money a municipality received as a result of these five
hundred subsidies was almost completely independent of any specific municipal
need. Accruing a lump sum to municipalities would have had almost the same
financial results, with far lower bureaucratic costs (e.g. enacting Orders,
implementing subsidies, negotiations on subsidies). The abstract lesson to learn
from this policy fiasco is that summing (non-scalable) indicators which are not
repeated measurements of the same (position on the) underlying scale will result
in a random number which is almost independent of the separate measurements.
The aim of scalability analysis is to test whether indicators really ‘add up’.

Which data to use in empirical illustrations?

The empirical examples to illustrate the use of scalability analysis and cluster
analysis will be derived from a subset of the Manifesto research project (Budge et al.,
2001) which was discussed in Section 4.1.2.

It should be noted that these data do not perfectly match the assumptions of
classical test theory. Parties might choose not to address a specific issue area
because they have addressed a related issue area in depth. The data from a
questionnaire with respect to opinions on such related (but sometimes neglected)
issue areas would show that the various issue areas amount to a strong scale.
Since a party may pick up only one issue from a set of related issues in a given
campaign, the content analysis data will often show no scales or rather weak
scales, although related issues may have been one scale in the minds of the
authors of the programmes. Therefore the ‘strong’ criteria for appropriate scales
derived from experimental research and survey research should be relaxed.

As an example we will use the indicators for Laver and Budge’s concept of ‘state
intervention’ here (Laver and Budge, 1992: 23–5). Five of the 54 categories used
in the content analysis project are assumed to measure state intervention, i.e.
the percentages of programmes devoted to ‘regulation of capitalism’, ‘economic
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planning’, ‘protectionism: positive’, ‘controlled economy’ and ‘nationalization’. The
percentages devoted to these categories are simply added to measure ‘state
intervention’. Such an addition will amount to a random number if these indicators
do not ‘measure the same thing’. Laver and Budge assume on the basis of face
validity that these indicators ‘measure the same thing’. Laver and Budge use their
measure ‘state intervention’ as one of their 20 measures to predict government
coalitions. If the five indicators of ‘state intervention’ do not belong to the same
scale after all, then ‘state intervention’ as measured by Laver and Budge is really a
constant plus or minus a large random component. An even better prediction of
future coalitions is to be expected by removing non-scalable items.

4.5.1 Likert scales and Cronbach’s alpha

A Likert scale is a summative scale constituted by several unweighted indicators.
These indicators are assumed to be identical, parallel, or ‘repeated’ measurements
of one concept. The basic idea of a Likert scale is that a summative scale cancels
out the errors in the separate indicators. Therefore the summative scale will discern
the units of analysis more precisely than the separate indicators, since measurement
errors in the latter hamper their discerning power. Cronbach’s alpha is used to test
whether summing separate indicators adds to the discriminating power of the
theoretical concept. The simple idea that for a given case the various indicators
should result in the same measurement outcomes implies that more or less the
same measurement value should co-occur for all indicators. Equivalently, the
covariances between the indicators should be high, as compared to the variances
of these indicators. This idea is expressed in the formula for Cronbach’s alpha
by diminishing 1, the desired upper limit for Cronbach’s alpha, in such a way
that alpha decreases when the covariances between the indicators decrease as
compared to the variances.

Let vi denote the variance of the ith indicator, vij the covariance of the ith and
the jth indicator. Then the sum of the variances vi of the k indicators within the
variance–covariance matrix is Σivi. This sum is divided by the sum of all the
covariances vij and variances vi in the variance–covariance matrix (ΣiΣjvij), thus
counting variances once and covariances twice. The result of this division is
subtracted from one:

If the indicators co-vary to their maximal extent, then all entries in the
variance–covariance matrix will become equal, and the outcome of this subtraction
would become 1 − ( k/k2), or (k − 1)/k. The postmultiplication by k/(k − 1) merely
serves to guarantee that the upper limit of alpha is not (k − 1)/k but simply 1. The
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lower limit for alpha is not 0, nor −1, but minus infinity, which is reached when two
indicators have exactly opposite values for each unit of measurement.

To test the reliability of separate indicators, for each item Cronbach’s α is
computed without the indicator itself. Cronbach’s α should not increase by
dropping an indicator.

It should be noticed that a proper computation of the variance of the
summative scale, vs, presumes correspondence of the directions of the indicators
that are summated. If, for example, one dimension is supposed to underlie the
answers to the question ‘what do you think of the pro-choice movement?’, as well
as the answers to the question ‘what do you think of the pro-life movement?’ then
the answers to one of these questions should be flipped over before summation,
i.e. ‘(strongly) agree’ with pro-life should be counted as ‘(strongly) disagree’ with
pro-choice.

The value of Cronbach’s α tends to increase when the number of indicators
increases, since errors are cancelled more easily when the number of indicators
increases. As a rule-of-thumb test psychologists and survey sociologists use a
minimum value for α of roughly +0.67. Within the context of the Manifesto content
analysis of party programmes less stringent criteria should be applied, since authors
of party programmes, as opposed to respondents in survey research, feel free to
address only one theme from a set of more or less related themes according to
researchers afterwards.

Since Laver and Budge added their five indicators of ‘state interventionism’
without giving them weights, a test of their scale using Cronbach’s alpha would be
a good idea. Table 4.4 presents the results. Cronbach’s α is positive (+0.59),
although too low by the standards for Likert attitude scales. The moderate value of
alpha suggests that parties tend to address issues from the same issue group of
‘state intervention’ but that they will also often pick only one or a few of them.
If one takes into account that parties were not forced in any way to address the
themes that were put forward by the Manifesto researchers, the α-score of +0.59
is high enough to warrant unweighted addition of the issues.

To test whether all the indicators indeed belong to the same scale, values for
Cronbach’s alpha are also computed when specific items are removed from the
scale. If Cronbach’s alpha increases when a specific indicator is removed from the
scale, then that indicator apparently did not belong to the scale. An inspection of
the α-values for the scales with separate items deleted shows that the removal of
‘protectionism’ from the scale would improve Cronbach’s alpha. Protectionism
does not tap the same concept dimension as the other indicators. Apparently, not
only leftist parties, but also many rightist parties favoured protectionism, for
example to ensure the national balance of trade.

4.5.2 Factor analysis 

Factor analysis has many variants. Principal components analysis is the simplest type,
and is based on the same principle as Cronbach’s α. The weighted scale should
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discern the units of analysis more pregnantly than the separate indicators, since
measurement errors in the latter hamper their discerning power. The numerator
of Cronbach’s α indicated whether the discerning power (the variance) of the
summative scale (vs) exceeded the sum of the variances of the separate indica-
tors (2Σvi). The basic idea of principal components analysis is to find a linear
combination S of the indicators with weights for the separate indicators such that
the variance of the summative scale (vs) is maximized. The aim is to find weights –
labelled as factor scores – u1, u2, … , uk for the k indicators of the component S,
conceived as a linear combination of the indicators:

S = u1x1 + u2x2 + . . . + ukxk,

such that the variance (discerning power) of this component S, vs, is maximized.
Thus, the factor scores – weights for the separate indicators – are ascertained in
such a way that the discriminatory power (variance) of the underlying concept
is maximized.

To understand principal components analysis (and factor analysis) one has to
know the correct interpretation of the mathematical concepts of eigenvalues and
eigenvectors in this context. The more general interpretation of these concepts,
which are used throughout all areas of science where maximization in systems
of linear equations is involved, does not concern us here. In effect the first
eigenvalue is a measure of the maximum discriminatory power of the underlying
concept being sought. As a first step the variables x1, x2, . . . , xk are standardized
so that each of them has a variance of 1. The first eigenvalue, usually denoted as λ1,
reduces to vs/k, where vs is the maximum variance (discerning power) of the
cases under investigation over the concept to be measured and k represents the
number of indicators. If vs/k<1 then the underlying concept has a smaller
discriminatory power than the indicators. The first eigenvalue expresses the
discriminatory power of the concept as a multiple of the discriminatory power
of separate (standardized) indicators. The larger the first eigenvalue, the higher
the discriminatory power. The weights or factor scores u1, u2, . . . , uk associated
with this value are the elements of the first eigenvector.1

The question of which indicators qualify as reliable is usually answered by the
rule of thumb that each indicator should ‘load’ on (correspond with) the first
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Table 4.4 Cronbach’s alpha for five items of ‘state intervention’

Percentage indicators Dichotomized indicators
αα ==  ++ 0.29 (column below: αα ==  ++ 0.59 (column below:

Item αα with indicator excluded) αα with indicator excluded)

Protectionism: positive (406) 30 59
Nationalization (413) 18 52
Controlled economy (412) 17 52
Economic planning (404) 31 50
Regulation (403) 25 54
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component found. As a rule of thumb the correlation coefficient between the
indicator and the first component should be +0.35 at least. This requirement
implies that roughly one-eighth (0.35 × 0.35 = 0.1225) of the variance in the
indicator should correspond with variance in the retrieved first component. These
correlation coefficients between indicators and the retrieved component are
often referred to as factor loadings or as the elements of the factor matrix (SPSS). From
the requirement that each indicator should correlate linearly with the first compo-
nent follows an overall measure for the reliability of the indicators. The variance
in the indicators explained by the first component should be at least 1/8. The
proportion of variance in the indicators that is bound by the first component is a
simple function of the first eigenvalue, which denotes the variance of the concept
starting from indicators with a variance of 1. The proportion of variance in the
indicators bound by the first component amounts to the first eigenvalue λ1, divided
by the number of indicators k.

Some variance in the indicators will not be bound by the first component. The
process might be repeated. Starting from the second eigenvalue and its associated
second eigenvector, one might extract a second component which maximally
explains the remaining variance. Indicators that did not load on the first factor
might perhaps load on the second one. In the case of k indicators, a maximum
of k components are retrievable, but most computer programs will not extract
components with an eigenvalue of less than 1, since such components would have
a smaller variance than the indicators on the basis of which the components are
constructed. In the context of testing whether indicators represent one underlying
concept with an interval level of measurement, the second and higher components do
not have any substantive meaning. Output from statistical packages may be
confusing because not just one eigenvalue, one eigenvector and one set of factor
loadings are printed, but k – 1 of them. Only the first series should be used.

The SPSS output from the principal components analysis for our now familiar
example of five indicators for ‘state intervention’ suggested by Laver and Budge
is printed in Figure 4.2. SPSS prints only one principal component, since the
eigenvalues associated with the remaining ones are less than one. Components
with an eigenvalue of less than one are not useful since their variance is lower
than the variance of a single (standardized) indicator. The largest eigenvalue is
λ1 = 1.91. This eigenvalue indicates that the power of the resulting scale of ‘state
interventionism’ to distinguish between the various party programmes under
investigation is 1.9 times as high as the power of separate indicators to do so.
Since five items were included in the component, this amounts to an explained
variance in the values of the indicators by the ultimate values on the concept of
‘state interventionism’ of 1.91/5 = 0.382, or 38.2 per cent. Since 100 – 38.2 per cent
of unique variation in the indicators remains, it is safe to conclude that the
concept ‘state interventionism’ is not able to capture the larger part of the
variation in the attention of parties for each of the separate five indicators of
‘state interventionism’.

All factor loadings (the elements of the factor matrix) exceed r = +0.35. The
worst indicator is D406, the now familiar troublemaker of protectionism. However,
still roughly one-fifth of its variance (0.4486 × 0.4486) is bounded by the
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theoretical concept ‘state intervention’. The factor scores (interpreted by SPSS as the
elements from the first eigenvector divided by √ λ1), that are given below indicate
indeed that D406 should be given a relatively low weight (0.23 instead of roughly
one-third).

The factor scores represent the optimal weights for the indicators that were
sought from the beginning (although the term ‘weight’ is slightly misleading
here since they do not add up to one). The findings on eigenvalues, factor
loadings, explained variances, and so on serve only as diagnostic materials. For
each case under investigation the ultimate factor scores should be multiplied by
the values on the standardized indicators to obtain for each case the values on
the standardized concept being sought.

4.5.3 Principal axis factoring and
confirmative factor analysis

The use of principal components analysis has been criticized because of its failure to
signal that some indicators have a very large error component. Principal components
analysis tries to capture all the variance in the indicators, regardless of whether
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Variable Communality ∗ Factor Eigenvalue Pct of Var Cum Pct

D403 .37093 ∗ 1 1.90968 38.2 38.2
D404 .46271 ∗
D406 .20124 ∗
D412 .42838 ∗
D413 .44642 ∗

PC extracted 1 factors.

Factor Matrix:

Factor 1
D403 .60904
D404 .68023
D406 .44860
D412 .65451
D413 .66814

Factor Score Coefficient Matrix:

Factor 1
D403 .31892
D404 .35620
D406 .23491
D412 .34273
D413 .34987

Figure 4.2 SPSS output from principal components analysis
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this variance arises from the unreliability of the indicator or from the ‘true’ score on
the first component. But which scores on an indicator are due to error and which
ones reflect the ‘true’ score? One single answer to this question underlies all variants
of ‘true factor analysis’. The error part of an indicator does not correlate with the
factor, whereas the true part does. The proportion of the variance of an indicator
that is not due to errors, but is common with the factors sought, is referred to as the
communality of an indicator. The aim of factor analysis is to find weights for the
indicators such that the factors to be found do not account for all the variance in
the indicators but only for the communalities of the indicators. The use of early
computers made a method called principal axis factoring (PAF) popular. PAF is still
widely used. It is an iterative method not based on an explicit maximization
criterion. Because of its fuzziness from a mathematical point of view it is
impossible to render PAF intelligible in a few sentences.

Since computing power is no longer a problem anymore, factor analysis
variants that are more elegant from a mathematical point of view and therefore
easier to explain than PAF, but computationally more demanding, gained
predominance during the late 1970s and 1980s. In particular, Confirmatory factor
analysis based on the maximum likelihood (ML) method has gained ground. ML
starts from the core idea of item reliability analysis that the values of multiple
indicators have to correspond with each other since they are manifestations of the
same underlying concept. One expects the indicators to be highly correlated, since
all indicators tap the same (unmeasured) concept. The amount of correlation to be
expected between two specific indicators depends only on their (as yet unknown)
factor loadings, i.e. on the correlations between the two indicators and the
underlying concept. The correlation to be expected between two indicators is
equal to the product of the factor loadings of these two indicators (not proved
here). In the case of three indicators, it is not too difficult to determine unique
factor loadings with paper and pencil. Let us call the factor F and the three
indicators x1, x2 and x3. Let us suppose that the correlations between the
indicators amount to r12 = 0.24, r13 = 0.3 and r23 = 0.20 (see Figure 4.3). Let us
denote the factor loadings of the three indicators as f1, f2 and f3. Since a correlation
between two indicators is simply the product of the factor loadings of the two
indicators, one can also write f1 f2 = 0.24, f1 f3 = 0.3 and f2 f3 = 0.20. Elementary high
school mathematics can be used to solve this system of three equations with
three unknowns, which gives the solution f1, = 0.6, f2 = 0.4 and f3 = 0.5. In the case
of more than three indicators no unique solution is guaranteed. The principle
remains the same, however. Unweighted least squares factor analysis ascertains
the factor loadings in such a way that the sum of the squared differences between
the observed correlations between indicators and their expected correlations
(i.e. the product of their factor loadings) is minimized. ML factor analysis adds
one complication to unweighted least squares factor analysis, however. ML
estimation is a mathematical method to maximize the likelihood that the estimates
of population characteristics based on sample data reflect the true population
characteristics and not only the sample data. ML estimation justifies the general
principle that low correlations in a sample should be given less weight, since low
observed correlations in a sample are, unlike high observed correlations, easily
produced by chance. Thus, ML factor analysis is weighted least squares factor
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analysis with weights dependent on the reliability (the height of the factor loadings)
of the indicators. The results of ML factor analysis are usually highly similar to
the results of PAF, however.

The proportion of variance extracted from the indicators by the PAF factor and
the ML factor is only 23.3 per cent, as compared with 38.2 per cent for the PC
component. According to PAF and ML, part of the ‘explained’ variance by
principal components analysis is simply measurement error. But for the
remaining part the conclusions remain the same. Just like Cronbach’s alpha and
principal components analysis, both PAF and ML point out that ‘protectionism’
(D406) is the poorer indicator.

4.5.4  Digression: an unknown

number of dimensions

Thus far we have used principal components analysis and factor analysis as
confirmatory tools to test whether variables are reliable indicators of one concept
dimension to be measured. Factor analysis can also be used in a more exploratory,
inductive fashion to reveal how many dimensions and which dimensions would
underlie a series of indicators. All variants of principal components analysis and
factor analysis are suited to this end.

Procedures and criteria of exploratory factor analysis

The question of how many dimensions underlie indicators should be answered on
the basis of the eigenvalues of the extracted factors. As a first criterion, referred to as
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+0.24

+ 0.30 + 0.20
x3

Factor loadings
+ 0.4+ 0.5+ 0.6

F

x2x1

Correlations

Figure 4.3 A perfectly reproduced set of linear correlations between indicators. F, factor; x1,
x2, x3, indicators; single-headed arrows, factor loadings; double-headed arrows, correlations
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the Kaiser criterion after the psychologist H.F. Kaiser, factors with an eigenvalue of less
than one should be discarded, since these factors contain less variance than a single
indicator. A more stringent, although mathematically not rigid, criterion is known
as Cattel’s scree test after its inventor, the psychologist R.B. Cattell. In order to apply the
scree test the eigenvalues should be plotted in descending order. Factoring should
be stopped at the point where the eigenvalues begin to level off, forming a
straight line with an almost horizontal slope. As long as an eigenvalue is much
smaller than its predecessor, the factor represented by it should be kept. But if an
eigenvalue is only slightly smaller than its predecessor, then the factor represented
by it, as well as all of its successors, should be discarded. Applying the scree test to the
series of eigenvalues, for example, a series of eigenvalues (with rank orders in
parentheses) such as 16.8 (1), 7.2 (2), 3.5 (3), 1.5 (4), 1.45 (5), 1.40 (6), … would result in
four factors, since 1.45 is only slightly less than 1.5, whereas 1.5 is much less than 3.5.
The rationale of the scree test is that the discarded factors will usually have the
variance of one indicator only (Kaiser criterion), plus some noise not explained by the
‘true’ factors. As a political psychologist Cattell was interested in the causes of war. In
the early 1950s he wrote a then influential series of articles based on a factor analysis
of data from official statistical agencies that revealed twelve cultural dimensions
of 69 nations that would render these nations more or less prone to war.

The question of which dimensions underlie the indicators is far less easily
answered. ‘Rotating’ the factors that were found by the sequential procedure
described above – starting from the complete variance in all indicators, continuing
on the basis of the residual variance not explained by the first factor, and so on –
might facilitate interpretation from a theoretical point of view. Rotating does not
affect the total variance explained by the complete set of rotated factors, but it may
redistribute the explained variance over the various factors. The most widely used
criterion for an optimal rotation is (orthogonal) varimax rotation. The theoretical
idea of varimax rotation is that ideally each dimension will have its own subset of
(non-overlapping) indicators. Therefore one would expect that some indicators will
have high factor loadings on a factor, whereas the factor loadings of the other
indicators will be zero. Varimax rotation strives for a maximum variance of the
squared factor loadings on each factor. Even the results of varimax rotation – or
any other rotation method – might be hard to interpret. The ‘low’ loadings will
not be exactly zero, leaving open the question of whether a poor indicator is an
indicator of a dimension or not. Moreover, there is no guarantee of course that
variables which belong statistically to one factor are really indicators of one
theoretical concept. The ‘dimensions’ found by Cattell in his pioneering work
on the dimensions of nations, such as ‘conservative patriarchal solidarity versus
ferment of release’, ‘thoughtful industriousness versus emotionality’ or ‘bourgeois
philistinism versus reckless bohemianism’ were not very helpful for later
generations of comparative political scientists, for example.

Example of exploratory factor analysis

As an example of (the problems with) inductive factor analysis the Manifesto data
will be used once more. Laver and Budge (1992) wanted to use the data on party
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manifestoes to predict government coalitions between parties. They used 20
dimensions to characterize the policy space: 13 were simply the frequencies of
the categories that were used in the content analysis; 7 were unweighted scales
of these categories. The central dimension in our examples, ‘state intervention’,
was one of the latter 7 dimensions. The question we wish to answer by inductive
factor analysis is whether these 20 dimensions can be reduced to a smaller number
of dimensions. Maximum likelihood factor analysis will be employed to this end,
since the use of this method guarantees that indicators will only be accepted as
belonging to one dimension when they correlate predictably.

An explorative factor analysis with all factors extracted, regardless of their
eigenvalues, shows that the 20 dimensions might indeed be reduced in number.
According to Kaiser’s criterion (eigenvalues should exceed 1), 7 factors should be
retained. According to Cattel’s scree test, only 4 dimensions should be retained.
Following the scree test, a factor analysis with a varimax rotation on the four
dimensions is pursued. The factor loadings resulting from varimax rotation
are given in Figure 4.4. Variable labels and underlining for ‘significant’ factor
loadings (absolute value > 0.35) have been added manually. The results from
varimax rotation are hard to interpret. Only one indicator contributes significantly to
the first factor (capitalist economics). The same holds for the third factor (quality
of life). The fourth factor can be interpreted as postmaterialism (‘democracy’
and ‘human rights’ against ‘productivity and technology’), but it is hard to
understand why ‘the quality of life’ is not included in this factor. The second factor
makes sense: social conservatism (SOCCONS) against ‘state intervention’ and
social justice (PER503).

Altogether, the first two dimensions seem to reflect the left–right dimension,
but why should a factor analysis using varimax rotations result in two left–right
dimensions? The answer to these questions is that the indicators might not be
compatible with the assumption that these indicators tap the same position on the
underlying (left–right?) scale. Themes in party manifestoes are simply not
repeated measurements, but might be more in line with the unfolding model
(van Schuur, 1995). Explorative factor analysis with varimax rotation will suggest
two factors both representing the one underlying (albeit ‘folded’) dimension
which would have been found if unfolding analysis had been applied (van Schuur,
1993, 1995).

4.5.5 Explorative cluster analysis

Whereas the aim of scalability analysis is to extract ‘components’, ‘factors’,
‘dimensions’ or ‘latent variables’ that account for the values of the indicators
and for the correlations between indicators, the aim of cluster analysis is more
modest: it is to cluster indicators on which units of measurement have almost
identical values. The simplest type of cluster analysis is hierarchical cluster analysis.
First indicators are clustered into one group whose members resemble each other
extremely closely. The resulting group is considered as a new indicator. The new
indicator (or cluster) receives scores by averaging the scores on the clustered
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indicators. The cluster will resemble some of the remaining indicators. At each
point the two ‘closest’ indicators are combined into a new cluster, a process that
is iterated until all indicators belong to one cluster.

Many different measures of ‘closeness’ have been proposed. Actually, not meas-
ures of ‘closeness’, but opposite measures of ‘distance’ are used in cluster analysis.
The three most widely used measures are probably city-block distances, Euclidean
distances and correlation coefficients. The city-block distance between two
indicators is equivalent to a simple sum of the absolute differences between the
values of these indicators on the set of units. The Euclidean distance between two
indicators is equivalent to the addition of the squared differences between the
values of these indicators on the set of units. The correlation coefficient is one of the
most widely used measures of association in the social sciences (see next chapter)
and is also useful in cluster analysis. It is based on Euclidean distances rather than
on ‘natural’ city-block distances. The correlation coefficient has −1 as its value
when two indicators are each other’s opposite and +1 when two indicators
resemble each other perfectly. To use the correlation coefficient r as a distance
measure, we have to use the value d = 1 − r.

Example: state interventionism

As an example we might apply hierarchical cluster analysis to our now familiar
example of ‘state interventionism’. The correlation coefficient will be used as the
basis for the closeness measure, since the correlation coefficient was also (explicitly
or rather implicitly) at the heart of the scaling methods discussed before. An
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Factor 1 Factor 2 Factor 3 Factor 4

STATEINT .23033 .48165 −.15706 −.02794 State intervention
QLIFE .08187 .06833 .52864 .01964 Quality of Life
PEACE .23543 .28417 .14916 .17843 Peace and cooperation
ANTIEST .16698 .02284 −.19998 .14972 anti-establishment
CAPEC −.95604 −.23512 −.16838 .03674 capitalist economics
SOCCONS .10123 −.40294 −.22351 .16506 social conservatism
PRODTECH −.00993 −.08199 .14894 −.39173 productivity, technology
PER104 −.04777 −.29170 −.07635 −.13787 Military +
PER108 .02065 −.25645 .24322 .10145 European Comm +
PER110 .08940 .24845 −.06688 .09937 European Comm −
PER201 −.04357 −.08673 .01096 .39428 Freedom-Hum Rights
PER202 .11063 .18577 .04089 .38796 Democracy
PER301 −.01439 −.02033 .28026 −.05369 Decentral +
PER303 −.00128 −.28899 .07358 .03803 Gov-Admin Efficiency
PER503 .15640 .40955 .04224 .19976 Social Justice
PER504 .05285 .24732 .21603 −.29257 Welfare +
PER506 .05971 .03154 .31936 −.24690 Education +
PER701 .22702 .13140 −.31572 −.02023 Labour +
PER703 −.06661 −.09280 −.17001 −.34183 Agriculture
PER705 .05788 −.00991 .29658 .11777 Minority Groups

Figure 4.4 SPSS output (PAF, varimax rotation) of four factors underlying party manifestoes
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intuitively appealing part of the cluster analysis output is the so-called dendrogram.
The dendrogram is a horizontal tree. The horizontal axis denotes the (rescaled)
distances between the indicators. The tree indicates which indicators branch
together into one cluster given a specific (rescaled) distance. Figure 4.5 shows
a dendrogram. The categories ‘controlled economy’ (D412) and ‘nationalization’
(D413) in party programmes resemble each other pretty closely. ‘Economic
planning’ (D404) seems to belong to the same cluster. ‘Economic regulation’ (D403)
and especially ‘protectionism’ (D406) are outliers in this cluster. Cluster analysis
thus confirms the exceptional status of protectionism.

Digression: clustering units instead of clustering variables

Cluster analysis is also useful for clustering units that have almost identical
values on indicators, rather than variables as in the previous example. From a
technical point of view the only difference is that cluster analysis is now applied to
the transposed data matrix (considering units as variables, and variables as units).
Of course, variables of future analysis may also be applied to a transposed data
matrix (McKeown and Thomas, 1980). As an example we will use the 20 indicators
used by Laver and Budge to characterize party programmes to cluster parties
in Germany in 1990. Such a cluster analysis reveals the closeness of the German
parties in 1990 to each other. Laver and Budge use these cluster analyses to predict
future coalitions. The dendrogram from the relevant SPSS output is presented in
Figure 4.6. Since Laver and Budge use city-block distances, we will do the same
here. The use of city-block measures to cluster units is recommended because
the logic of more complex types of distances does not seem to apply to party
programmes. The dendrogram indicates that the two green parties (Bündnis 90
and die Grünen) should cooperate immediately. Actually these two parties fused
after the election. On the basis of their party programme the former communists
of the PDS could easily cooperate with the greens. The FDP and the CDU could also
cooperate. The SPD, however, seems to be somewhat isolated. The most likely
partners would be parties to the left (the PDS and the greens). But the CDU/CSU
and the FDP won the election, so a CDU/CSU/FDP coalition came into being.

Conclusion with respect to cluster analysis

The results of cluster analysis with respect to the similarity of indicators or,
alternatively, the similarity of the units of analysis being studied, are intuitively
appealing. When applied to the appropriateness of various indicators of state
interventionism, cluster analysis reveals that protectionism is a dubious
indicator of this concept, just like Cronbach’s alpha, principal components
analysis, principal axis factoring and confirmative factor analysis (ML factor
analysis) did. Cluster analysis does not provide clear-cut criteria, however, to
decide whether an indicator measures a concept or not.

Cluster analysis can be applied to assess the similarity of indicators (columns
of the data matrix), but also to assess the similarity of units of measurements
(rows of the data matrix). The latter has been done succesfully in the study of

8844

Pennings (Research)-3304-04.qxd  10/13/2005  11:41 AM  Page 84



CASE 0 5 10 15 20 25

Label Num + – – – – – + – – – – – + – – – – – + – – – – – + – – – – – +

D412 4 – + – – – – – – – – +
D413 5 – + + – – – – – +
D404 2 – – – – – – – – – – + + – – – – – – – – – – – – +
D403 1 – – – – – – – – – – – – – – – – +
D405 3 – – – – – – – – – – – – – – – – – – – – – – – – – – – – – +

CASE 0 5 10 15 20 25

Label Num + – – – – – + – – – – – + – – – – – + – – – – – + – – – – – +

green 1 – + – – – – – – – – +
green 2 – + + – – – – – – – +
pds 3 – – – – – – – – – – + + – – – – – – – – – – – +
spd 4 – – – – – – – – – – – – – – – – – – +
fdp 5 – – – – – – – – – – – – – – – – – – + – – – – – – – – – – – +
cdu/c 6 – – – – – – – – – – – – – – – +

Concepts, Cases, Data and Measurement

coalition formation (Laver and Budge, 1992). Of course, one can also apply
Cronbach’s alpha and factor analysis to the rows rather than to the columns of a
data matrix. We are not aware of any usage of Cronbach’s alpha to cluster units
of measurement rather than indicators of a concept, but the application of factor
analysis to cluster units of measurement has a long history in psychology as a
part of the literature on Q-methodology (McKeown and Thomas, 1988).

4.5.6 Summary

The various methods for scalability analysis are not easily compared, since they
are based on a great variety of assumptions whose appropriateness is often hard
to verify. As a start the decision tree from Table 4.3 should be used.

The empirical illustrations in this section indicated, however, that all the
methods produced more or less the same outcomes, regardless of their precise
assumptions. Of course this is only one illustration. But the suggestion is surely
that researchers should not devote the bulk of their energy to the construction of
optimal scales.
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Figure 4.5 SPSS output of a dendrogram resulting from hierarchical cluster analysis
(Euclidean distances)

Figure 4.6 SPSS output of a dendrogram resulting from hierarchical cluster analysis
(city-block distances)

Dendrogram using Average Linkage (Between Groups)
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4.6 Conclusion

This chapter provided the linkage between theoretical concepts and units of
analysis, on the one hand, and measurements, on the other hand. Concepts were
operationalized. Data on units of analysis were eventually found by combining data
on units of measurements. Data from content analysis, statistical agencies, and
surveys and questionnaires were discussed. To evaluate the performance of meas-
urements the criteria of validity, reliability, efficiency and comparativeness were
introduced. Various types of scalability analysis to assess the reliability of multiple
indicators were discussed. In the next two chapters the focus will shift from data
gathering and measurement towards data analysis.

4.7 Endmatter

Glossary

• Aggregation: combining data on units of measurement to obtain data on the units
of analysis, which are of theoretical interest.

• Data matrix: a rectangular matrix with cases (units of analysis) in the rows, concepts
(variables, or units of variation) in the columns and values (scores) of cases on
Concepts (Variables, units of variation) in its cells.

• Operationalization: combining data on indicators to obtain data on theoretical
concepts (on the variables which are of theoretical interest).

• Scalability of indicators: Are the empirical relationships between indicators consistent
with their presumed quality of tapping one and the same theoretical concept?

• Validity and reliability of indicators: Do indicators represent the theoretical concept
which they purport to measure (validity)? Are measurement errors almost absent
(reliability)?

Exercises

• Operationalize the concept ‘mobility’ (using indicators from the NIAS database
such as pascarvn, comvehvn, rapakmvn, cakmflvn). Use an appropriate technique
for scalability analysis to test whether one dimension of mobility is indeed present.

• Aggregate the concept of ‘mobility’ for the following units of analysis: (1) Nordic
countries; (2) continental Europe; (3) Ireland, the United Kingdom and its former
colonies; (4) Asian countries.

Further reading

General: White (1994), King et al. (1994).
Scale analysis methods: Mokken (1971), van Schuur (1984), Spector (1992), Skrondal
and Rabe-Hesketh (2004).
Factor analysis: Kirn and Mueller (1978), Long (1983), Bollen (1994).
Cluster analysis: Everitt (1993).
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Note

1 In SPSS output the term ‘factor scores’ is used slightly differently. On the basis of
the SPSS ‘factor scores’ one will not obtain a first component with variance vs/k but
a standardized component with variance 1; mathematically this comes down to
printing the elements of the eigenvector u1, u2, . . . , uk divided by the square root
of the associated eigenvalue, i.e. by √λ1.
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The preceding chapter dealt with data gathering and with the art of obtaining
valid and reliable indicators of theoretical concepts for a theoretically interesting
set of cases (units of analysis). The next step is to become familiar with the data
by exploring them with the help of elementary data analysis techniques. The
chapter begins with the analysis of a single variable. Section 5.1 deals with the
univariate analysis of nominal variables, Section 5.2 with variables having
ordinal, interval or ratio levels of measurement. The distribution of cases along
the categories or values of a single variable is the focal point here, e.g. the
distribution of nations as cases over the categories ‘yes’ and ‘no’ of the dichotomous
nominal variable ‘bilateralism’. Considering data from a bivariate perspective
means that for each category (or value) of the first variable the distribution of
cases along the second variable is studied. Bivariate distributions of one nominal
variable with another nominal variable will be discussed in Section 5.3. Bivariate
distributions of two interval distributions (e.g. degree of postmodernism and
level of economic growth) will be discussed in Section 5.4. In Section 5.5 the
relation between a nominal variable and an interval variable will be discussed.
The major methods for analysis discussed in Sections 5.3, 5.4 and 5.5 are respec-
tively contingency-table analysis, regression analysis and analysis of variance.
Multivariate extensions of these three data analysis methods will be discussed in
Chapter 6.

Section 5.6 on inferential statistics widens the outlook from the data being
explored to the universe of data which might have been studied. The focal
question becomes whether the findings can be generalized. If data analysis is
performed on data with respect to a sample from the population of cases, then
the results may not hold for the population of cases. Statisticians have developed
various tests to infer whether hypotheses which hold for a sample of cases are
also plausible for the total population. Most inferential statistics assume that the
sample is drawn randomly, but statistical tests which assume random samples
may even be applied when the population of cases is analysed (see Section 4.2).
Statistical significance tests indicate whether findings can be generalized. In this
book on the methodology of political science, only the ideas behind statistical tests
will be discussed. A multitude of voluminous statistical handbooks are available
for the interested reader to learn more on specific tests.

5.1 The Univariate Distribution

of a Nominal Variable

The obvious choice to represent a single (univariate) nominal feature of one’s
cases is the frequency distribution. The frequency distribution displays the
actual values of a variable. The frequency of empirical occurrence is rendered for
each of these values. A frequency distribution can be changed into a percentage
distribution by dividing the frequency of occurrence of each particular value by
the total number of occurrences. A pie diagram or a bar graph can be used to
visualize the frequency distribution (see, for example, Figure 5.1).
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Our example of a nominal frequency distribution bears on the type of macro
economic policy of a country in a given year. The units of analysis are country–
year combinations. Four different types of national macro-economic policy
were prominent from the Second World War onwards: restrictive policy,
monetarist policy, Keynesian policy and austerity policy (Keman, 1988: 101–26).
Basically this fourfold typology derives from a cross-table of two dimensions:
interventions to increase economic welfare and interventions to maintain or
increase social welfare. Interventions in economic welfare are related to the
ultimate pretensions of government policy. Will the central government
intervene by means of an active macro-economic policy to neutralize market
failures so as to stimulate economic growth? Or is the government just an
accounting department looking merely at monetary indicators? Government
intervention in social welfare is the second dimension of the typology. Does a
government support and maintain extensive social security services and related
expenditures?

A restrictive policy refers to macro-economic aloofness of the central gov-
ernment in combination with the absence of interventions in social welfare.
A monetarist policy, also labelled as a supermarket strategy by Keman (1988), aims
primarily at stable monetary indicators (no inflation, low interest rate, avoiding
budget deficits), but does not exclude government interventions to maintain
social welfare. Macro-economic interventions of the government to adjust the
national economy are almost absent. A Keynesian policy, on the contrary, strives
to provide a governmental stimulus for economic growth. One of the principal
means of Keynesian policy is to create a buffer of effective demand due to social
security expenditures that are expected to compensate for the lack of economic
growth. An austerity policy is the combination of marginal interventions in social
security so as to be able to keep the government expenditures balanced with
economic growth.

Data for 18 OECD countries for the period 1965–1990 (26 years) with respect
to macro-economic policy were taken from the NIAS.SAV data base. Hence the
number of units of analysis amounts to 18 × 26 = 468. The type of macro-
economic policy is referred to as the variable ‘POP’ (policy output) in the
NIAS.SAV database.

Table 5.1 presents the frequency distribution of macro-economic policy. What
we can learn from the frequency distribution is that the two most discussed
macro-economic policies in the economic textbooks of the 1960s and 1970s,
namely restrictive policy and Keynesian policy, were pursued less frequently
than monetarist policy and austerity policy during the period 1965–90.

5.1.1 Measures of central tendency
for nominal variables: the mode

The central tendency of a variable is the value on that variable that ‘attracts’ most
of the cases. The value associated with the central tendency would be the best
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guess if you were asked to guess which value an unknown case would have on
a variable.

Since the values (or ‘categories’) of a nominal variable have no rank order, the
only thing to look for when the central tendency is at stake is the frequency of
each category. The most frequently occurring category is called the mode. The
mode indicates the central tendency of nominal variables. Austerity policy, for
example, is the mode of macro-economic policy in OECD countries from 1965
until 1990 since its frequency of occurrence (n = 157, see Table 5.1) exceeds the
frequency of all other policies.

5.1.2 Measures of dispersion for nominal variables:
entropy and the Herfindahl index

The dispersion of a variable indicates to what degree the central tendency is
indicative of the values of all cases. Measures of dispersion indicate how confident
one can be that the value for a specific case is near to the central tendency of all
cases.

Measures of dispersion for a nominal variable are also known as concentration
measures, because they were used from the 1960s onwards to ascertain the
effective number of equally matched firms in a branch of industry, i.e. the degree
of business concentration. In comparative political science these measures have
been adopted by Laakso and Taagepera to measure the ‘effective number of
parties’, i.e. the degree of concentration of voters over parties. Measures of
concentration have four aspects in common. A nominal measure of dispersion
reaches its minimum when there is only one significant firm or party. Hence the
minimum value of a concentration measure (in number equivalents) amounts to
1. When each party or firm is equally strong the maximum value of dispersion
is reached. Thus, the maximum dispersion for a nominal variable with k values
amounts to k.

Two measures of concentration which meet these four criteria have been
proposed, namely the entropy and the Laakso–Taagepera index, also known as
the Herfindahl index in the economic literature. To compute these concentration
measures, first ‘market shares’ or ‘frequency proportions’ mi for each of the k

Table 5.1 Frequency distribution of macro-economic policy
type (variable POP)

Policy type Frequency Per cent

Restrictive 84 17.9
Monetarist 122 26.1
Austerity 157 33.5
Keynesian 105 22.4

468 100
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values of a nominal variable should be computed. As an example we will once
more discuss macro-economic policy (Table 5.1). The four ‘market shares’ (k = 4)
of different types of macro-economic policy are m1 = 0.179, m2 = 0.261, m3 = 0.335
and m4 = 0.224. The dispersion will be a number between 1 and 4, since the market
shares are unequal.

The Herfindahl index (in number equivalents) is defined as the inverse of the
sum of squared market shares, thus as

In the 1960s the Herfindahl index came to be used to measure oligopoly and
business concentration.

Since the ‘market shares’ of different types of macro-economic policy were
as given above, the Herfindahl-index for the type of economic policy amounts
to 1/(0.0322 + 0.0680 + 0.1125 + 0.0503) = 3.80. What we learn from this number
is that effectively almost four equally matched macro-economic policy types
were available throughout the period 1965–90. In Chapter 8 we will use
the Laakso–Taagepera index to measure the effective number of parties in a
democracy.

The Herfindahl index is more often used in comparative political science than
the entropy, but future research may well prefer the entropy measure because of
its nice statistical features. The entropy (in number equivalents) is defined as the
product of the inverses of market share raised to the power of that market share,
thus as:

The entropy in number equivalents for the type of macro-economic policy is
1.361 × 1.420 × 1.443 × 1.398 = 3.90.

5.2 The Univariate Distribution of Ordinal,

Interval and Ratio Variables

The frequency distribution is also useful to display the univariate distribution of
variables with ordinal, interval or ratio levels of measurement when the number
of different categories is small relative to the number of cases. The values should
be ordered from the lowest to the highest. If the number of values of a variable
is high relative to the number of cases, then the probability that a specific value
will occur is zero. To obtain frequency distributions for such variables with an
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overwhelming number of values relative to the number of cases, the number of
values should first be reduced by recoding subsequent values into value
intervals.

5.2.1 Measures of central tendency

The central tendency is the ‘typical’ value of a variable. Whereas the mode, i.e.
the most frequent value, is typical of a nominal variable, the average value is
typical of an interval variable. The arithmetic mean x is adequate to assess the
central tendency of an interval or ratio variable with values x1, x2, …, xn. If four
persons have heights of 1.70, 1.85, 1.85 and 2.00 metres then their mean height
amounts to the sum of their heights divided by 4, which reduces to 1.85 m.
Actually, the symbol x– denotes the sample mean of the variable x. A statistical proof
maintains that the sample mean x– is an unbiased estimate of the population
mean, denoted as µx. For convenience the symbol x– will be used in the formulae
below. We write

where n is the number of cases, and xi is the value of the ith case on variable x.
Alternatively, one might first count the frequency of occurrence of each specific
value (or category) of the variable. In our example of the heights of four persons,
three different heights are encountered with frequencies f1 = 1, f2 = 2 and f3 = 1.
Next one might compute the mean height as the mean of values weighted by
their respective frequencies, thus as:

where k is the number of distinct values, xj is the numeric value of the jth
category, and fj its corresponding frequency. The mean height is then calculated
as ([1 × 1.70] + [2 × 1.85] + [1 × 2.00])/(1 + 2 + 1) = 1.85. Thus, the mean can also
be computed as a weighted mean of means within subgroups, weighted by the
frequency of subgroups. The formula for a weighted mean will be used regularly
in the following sections. Its denominator is simply the sum of weights. The
numerator is a sum of products of weights and corresponding values.

The arithmetic mean is influenced heavily by cases with extreme values. The
average height of three persons with height 0.50, 1.85 and 2.00 (one baby and
two adults), for example, is 1.45, although the height of the majority of persons
is well above this average. A fairly intuitive measure of central tendency would

9933

x = 1
n

n∑
i=1

xi

x =
∑k

j = 1 fj xj∑k
f = 1 fj
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be the median height, which is defined as the height of the person in the middle of
the queue of persons sorted on the basis of their height. The median height of the
three persons is 1.85. For strictly ordinal variables the median should always be
preferred over the arithmetic mean, since the precise numeric values which are
used to label the ranks of an ordinal variable lack substantial meaning by definition.

As an example we will consider the mean and median of public expenditure
as a percentage of gross domestic product. The cases are once more country–year
combinations. New Zealand and Japan are excluded since there were no reliable
data for many years from the period 1965–2000. Therefore 576 cases (16 countries
× 36 years) would remain, but for six recent cases (Canada 1999–2000,
Switzerland 2000 and USA 1990–2000) data are missing which means that
actually 570 will be used in the analysis. A histogram of public expenditures is
presented in Figure 5.1. This is a frequency distribution, with nearby values
recoded into classes. The horizontal axis of the histogram or frequency
distribution displays public expenditures. The vertical axis displays the relative
frequency of specific levels of expenditures. The frequency distribution shows
that public expenditures vary between 19.7 per cent and 71.5 per cent of gross
domestic product. Values between 30 per cent and 50 per cent are far more often
encountered than values below 30 per cent or values above 60 per cent. The mean
amounts to 44.1 per cent (see Table 5.2). There are no outliers, that is to say, no
cases with extraordinarily low or high expenditures as compared with the other
cases. A best-fitting normal curve is imposed on the histogram to display the
dissimilarities of the empirical distribution from a normal distribution. The
figure shows that the distribution of public expenditures is slightly skewed
towards lower values, since the frequency of percentages near 30 per cent is
somewhat higher than expected on the basis of a normal distribution. Therefore
we would expect that the median is somewhat lower than the mean. Table 5.2
shows that this is indeed the case. The median amounts to 43.05.

5.2.2 Measures of dispersion

Intuitively the dispersion of variables with an interval or ratio level of measure-
ment, which are not extremely skewed and have no outliers, is best measured
with the mean deviation from the mean. Because absolute signs are undesirable
in many types of further statistical calculations, instead of absolute deviations
from the mean, squared deviations from the mean are used. The resulting
measure is called the variance and denoted as σ 2. It is given by

The standard deviation, denoted as σ, is defined as the square root of the variance.
The standard deviation is easier to interpret than the variance. If the values of a
variable are multiplied by a factor of 2, then the standard deviation will also
become twice as large, but the variance will increase by a factor of 4.
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σ 2
x = 1

n

n∑
i=1

(xi − x )2.
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The formulae for the variance and the standard deviation presented here are
used to measure the dispersion when the total population is investigated. If a
sample of cases is analysed then one should not divide by n but by n – 1 to get an
unbiased estimation of the population variance. Statistical packages such as
SPSS assume that a sample is being analysed. The sample variance and the
sample standard deviation are usually denoted as s2 and s, respectively.

In a spreadsheet format the computation of the variance and the standard
deviation is straightforward. We will perform these calculations in spreadsheet
format here, since a good understanding of them is required for the under-
standing of correlation and regression analysis. Each row represents one case.
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72.068.064.060.056.052.048.044.040.036.032.028.024.020.0
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Public expenditure (% GDP) 

Std. Dev. = 987 Mean = 441 N = 570

Figure 5.1 Frequency distribution of public expenditure, with normal curve superimposed

Table 5.2 Central tendency of public expenditure

N Mean Median

Public economy (% GDP) 570 44.1 44.0
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Table 5.3 Computation of variance in spreadsheet format

xi xi −− x– (xi −− x–)2 x i
2

−3 −2.8 7.84 9
−1 −0.8 0.64 1
0 0.2 0.04 0
1 1.2 1.44 1
2 2.2 4.84 4

– – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – –
Σ −1 0 14.8 15
– – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – – –

x– = −0.2 σ 2 = 14.8/n = 2.96 (Σx i
2)/n

σ = 1.72 σ 2 = 3 − 0.22 = 2.96
s2 = 14.8/(n − 1) = 3.7

s = 1.92

Doing Research in Political Science

In Table 5.3 a simple example of five countries is presented. In the first column,
fictitious xi-values are given. The sum of the column divided by n, the number
of cases, represents the mean. Next two columns with (xi − x–) and (xi − x–)2 are
given. The sum of the latter column, divided by n, represents the variance. To
obtain the sample variance one should divide by n − 1. The (sample) standard
deviation is simply the square root of the (sample) variance. In the example
given here the sum of the squared deviations from the mean amounts to
14.8. Therefore, σ 2 = 14.8/n = 2.96 and s2 = 14.8/(n − 1) = 3.7. Spreadsheet
computations of the type presented above elucidate the logic behind the
formula for the variance. This logic underlies correlation and regression
analysis. High-school algebra suffices to simplify the formula of σ2 further
to (l/n)∑xi

2 − x–2. Table 5.3 illustrates that this simplified formula also gives
σ2 = 3 – 0.22 = 2.96.

Standardized variables

The mean and the sample variance of variables are often used to standardize
variables. Standardized values z(xi) of a variable are obtained by subtracting the
mean value x– from the original values xi and dividing the result by the sample
standard deviation s. These standardized values are also known as z-scores:

Standardized variables have a mean of 0 and a sample variance of 1. If the data
at hand cover the complete population then σ instead of s should be used to
standardize. However, most computer programs, amongst them SPSS, will use
s without offering the user a choice.

The use of standardized variables will often reduce the complexity of statistical
computations, and sometimes even the interpretation of data and the interpretation
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z(xi) = xi − x
s

.
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of substantial outcomes of data analysis. For an American statistician the
information that Anita from Amsterdam earns a standardized wage of –1.5
although her standardized level of education is +1.5 is easy to interpret. The
original data that her net monthly wage amounts to ¤750 although she finished
the HEAO is rather esoteric, however.

Standardized values should be used to compare the values of variables which
would otherwise be hard to compare. But it is often too easily assumed that
standardized values are easy to interpret. If the mean and the standard deviation
are unknown or unstable because of small sample sizes or fast changes, then
standardized values will be even more difficult to interpret than the original
values. Comparative indices may be developed which are easier to interpret (e.g.
all national expenditures measured as a percentage of gross national product;
each policy emphasis measured as a percentage of total attention paid to all
policy areas).

Dispersion of ordinal variables and variables

that are not normally distributed

For strictly ordinal variables, for variables with outliers, and for heavily skewed or
otherwise non-normal variables, the variance and the standard variation are often
meaningless numbers. The distance between the closures of the first and the third
quartile of the frequency distribution is often used as a measure of dispersion for
these variables. Computation of this distance presupposes once more that the
cases are ordered according to their values on the variable of interest. As an
example, measures of dispersion of public expenditures as a percentage of gross
domestic product have been included in Table 5.4. The standard deviation
amounts to 9.1. If public expenditures had been a perfectly ‘normal’ variable, then
68 per cent of the observations would have fallen in the range 44.1 plus or minus
9.1, i.e. in the range 35.0–53.2. The actual distance between the first and third
quartile is 36.6–50.9, which indicates that exceptional public expenditures occur
less frequently than expected on the basis of a normal distribution.

5.2.3 The shape of the entire distribution
of a variable with interval measurement

Numerical indicators of central tendency and dispersion are useful for
characterizing a variable with ordinal, interval or ratio level of measurement,
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Table 5.4 Dispersion of public expenditures

Percentiles

N valid Std deviation 25% 75%

Public expenditure (% GDP) 570 9.1 36.6 50.9
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but a qualitative assessment of the shape of the distribution is also relevant.
Table 5.5 lists a number of frequently occurring distributions in political
science. These distributions are the normal distribution, the skew distribution,
the rectangular distribution, the J-distribution and the U-distribution. For
each distribution the shape of the frequency distribution is sketched. The
cumulative frequency distribution is derived from the ordinary frequency
distribution. The cumulative frequency distribution represents, for each value
of a variable, the proportion of cases with values lower than or equal to this
value. In the case of a variable x with four values 1, 2, 3 and 4 with respective
relative frequencies of 10 per cent, 60 per cent, 25 per cent and 5 per cent, for
example, the cumulative distribution amounts to 10 per cent, 70 per cent,
95 per cent and 100 per cent.

The normal distribution is the workhorse of statistical reasoning. The majority
of data analysis techniques in this part of the book assume that the distributions
of all variables have a ‘normal’ shape. Most of these techniques are fairly robust:
when the normal assumptions are ‘slightly’ violated, these techniques and
estimators may still produce reliable results. But techniques assuming normal
distributions should usually not be applied to J-shaped or U-shaped distributions.
This is another reason for a careful visual inspection of the shape of frequency
distributions.
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Table 5.5 Shapes of ideal-type distributions

Shapes of probability distribution
(left) and corresponding Functional form probability

Name cumulative distribution (right) distribution

Symmetric Normal distribution
y = c e−a(x−b)2

a > 0; c > 0; − ∞ < x < +∞

Skew Lognormal distribution∗
y = c e−a[log(x)−b]2

a > 0; c > 0; 0 < x < +∞

J-distribution Negative exponential distribution
y = c e−cx

c > 0; 0 < x < +∞

Rectangular Beta(1,1) distribution
y = 1
0< x < 1

U-distribution Beta(a, b) function with
0 < a < 1 and 0 < b <1
y = cxa−1(1 − x)b−1

c > 0; 0 < x < 1

∗Requirements to ensure that probabilities add up to 1 not specified.
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5.3 Relationships Between Variables

with Nominal Measurement Levels

Frequency distributions do not tell us anything about relationships among variables.
A simultaneous frequency distribution of two variables is required to examine
relationships. We need to know how the empirical cases are distributed over the
possible combinations of values on two variables. The cross-table of two variables
displays empirical frequencies for a rectangle of all possible combinations of
values on two variables which constitute the upper and left-hand side of the
rectangle.

As an example, the relationship between macro-economic policy type (POP)
and the economic situation will be examined. During the postwar period the
world economy flourished until the late 1960s. The first oil crisis of 1973 marked
clearly the end of the period in which growth was self-evident. During the late
1970s most economies suffered from inflation, low growth rates and rising
interest rates. The second oil crisis of 1979 marked the end of this period.
A world recession came along in the early 1980s, from which most economies
recovered only slowly. It might be expected that the economic situation
influenced the macro-economic policy, since governments will pursue specific
macro-economic policies to restore economic equilibrium when the parameters
of the world economy change. A cross-table is useful for exploring the precise
relationship between the economic situation and macro-economic policy.

For three time periods and four types of macro-economic policy we will obtain
a cross-table of 12 cells. The cross-table registers how the 442 nested units of
years within countries are distributed over these 12 cells. It is common usage to
display the separate values of the variable that is considered to be the most
interesting one, or the dependent one, in the rows of the table. The columns of the
table exhibit the values of the variable that is expected to ‘explain’ or ‘predict’ the
variable of interest. Therefore the types of macro-economic policy are plotted in
the rows, whereas the economic situation is plotted in the columns. The cells
of the table contain the absolute frequencies of given policies in specific years.
Absolute frequencies are hard to interpret, however. Since the cross-table should
inform readers what the distribution of the variable of interest (in the rows) is for
each of the values of the explaining variable (in the columns), it is most natural
to compute a percentage distribution of the cases for each of the latter (column
percentages). Table 5.6 exhibits this cross-table.

Since column percentages were used, the percentages should be compared rowwise
to arrive at conclusions with respect to the question of whether the variable of
interest does indeed depend on the explanatory variable. As compared with the
earlier and later period, restrictive policy happened to be the most common
policy type in the 1970s (23.5 per cent of cases in the 1970s as compared with 5.9
and 17.6 per cent, respectively). Monetarist policies and austerity policies were
dominant in the 1960s (35.3, 41.2 per cent) as compared with the 1970s and 1980s
(23.5 per cent, 29.4 per cent). Keynesian policies became gradually more
prevalent (1960s 17.6 per cent, 1970s 23.5 per cent, 1980s 29.4 per cent). The data
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show that governments responded to the economic problems in either of two
ways: either increasing the effective demand or reducing the budget deficit.
No unidirectional, linear trend shows up. Although Keynesianism as a macro-
economic theory was challenged by schools of thought such as monetarism,
neo-classicism and rational expectations from the 1970s onwards, the data on
economic policy as indicated by public expenditures do not support the belief
that Keynesian macro-economic policy vanished. Presumably even governments
with a monetarist or neo-classical ideology were forced, by corporatist institutions
and Keynesian-inspired arrangements carried over from previous decades, to
raise public expenditures (e.g. legal claims to higher social security expenditures
when employment rises).

As a rough measure of the influence of the economic situation the maximum
percentage difference in any row might be computed (column percentages
assumed). In this table the maximum percentage difference amounts to ε = 23.5
per cent – 5.9 per cent = 17.6 per cent in the Keynesianism row. This value of ε
indicates that the changing economic situation corresponded with a change of 17.6
per cent in the pursuit of Keynesianism. No relationship between the variables
would have existed were the maximum percentage difference to have been zero.

For exploratory purposes bar graphs might be used instead of cross-tables to
visualize relationships. As a first example the cross-table discussed here is pre-
sented as a bar graph in Figure 5.2. The bar graph shows at a glance that
conflicting policies arose from the economic crises. Some countries pursued a
more Keynesian policy whereas other countries did diametrically the opposite:
they pursued a restrictive policy. Obviously, such conflicting policies will tend
to cancel each other out in the world economy.

5.3.1 The chi-square measure
of association in a cross-table

A percentage difference as computed above is an intuitively clear measure of
association. However, it takes only two columns in one row of the table into
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Table 5.6 Cross-table of macro-economic policy type by economic situation
(column percentages)

Economic tide

1965–73 1974–80 recovery 1981–90 recession;
prosperity from first oil crisis slow recovery Total

Restrictive 6 24 18 15
Monetarist 35 24 24 28
Austerity 41 29 29 33
Keynesian 18 24 29 24

100 (n = 153) 100 (n = 119) 100 (n = 170) 100 (n = 442)
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account. Percentage differences are of little use in expressing parsimoniously the
strength of association in larger cross-tables because of their sheer multitude.
The number of different percentage differences for a cross-table amounts to (r − 1)
(c − 1), where r is the number of rows and c the number of columns, since one
row and one column of the table serve as reference categories to compute the
remaining percentage differences ‘freely’. This number of independent percentage
differences (r − 1)(c − 1), which is known as the degrees of freedom of a cross-table,
will recur in Section 5.6.5 when a statistical test of the association in a cross-table
is at stake.

A measure of association which takes all differences between rows and tables
of the table into account could start from the definition that no relationship
between variables exists when the percentage distribution of the first variable is
precisely the same for each value of the second variable. The frequencies that
would show up when no relationship existed are referred to as the expected
frequencies. Expected frequencies can be computed from the univariate frequency
distributions of the separate variables. As a matter of convenience the univariate
frequency distributions of the row and the column variable are often displayed
in the margins of the cross-table, thus on the right-hand side of the cross-table
(row variable) and below the cross-table (column variable). For this reason the
univariate distributions are often referred to as the marginal distributions. The
expected frequency eij of the combination of value i on one variable and value j
on the other is a function of the marginal frequencies fi. and f .j and number of
cases f. .. Since the percentage distribution of the first variable is precisely the
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same for each value of the second variable when no relationship exists between
the two variables, the ratio eij/fi . should be equal to f. j/f... Therefore the expected
frequency of a cell in a cross-table is simply the product of its marginal frequencies
divided by the number of cases:

The symbol fi. is used to denote the marginal frequency of value i on the first
variable, regardless of the value on the second variable (thus fi. = ∑j fij). The
symbol f. j is used to denote the marginal frequency of value j on the second
variable regardless of the value of the first variable (thus f. j = ∑i fij). The symbol
f.. denotes the sum of frequencies, regardless of the values of the first and the
second variable (thus f.. = ∑jf . j = ∑i fi. = n).

Whether a relationship exists between two variables is revealed by the
(absolute or squared) differences between the observed frequencies fij and the
expected frequencies eij . Chi-square, denoted as χ2, is defined as the sum of ratios
of squared differences between observed and expected frequencies to the
expected frequencies. Thus,

Table 5.7 may serve as a simple example. The table consists of 10 cases. For each
cell of the table the expected frequency is computed. χ2 is easily computed as
(3 − 2)2/2 + (1 − 2)2/2 + (2 − 3)2/3 + (4 − 3)2/3 =  + +    +    = 1.667.

Regrettably the value of χ2 is not easily interpreted, since its value is not
restricted to a maximum. But for a 2 × 2 cross-table the square root of χ2 divided
by n, referred to as φ (phi), has a maximum of one:
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eij = fi. f.j
f..

= fi. f.j
n

Table 5.7 Frequencies and expected frequencies

Y

YA-value YB-value Total

X XA-value Count 3 1 4
Expected count 2 2

XB-value Count 2 4 6
Expected count 3 3

Total Count 5 5 10

χ2 =
∑

i

∑
j

(fij − eij)
2

eij
.

φ =
√

χ2

n
.

1
2

1
2

1
3

1
3
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For Table 5.7, φ amounts to the square root of 1.667/10, which equals 0.408. For
larger tables Cramér’s υ should be used, to ensure that the maximum value will
not exceed 1:

The denominator within Cramér’s υ is not simply n, but depends also either
on the number of rows or on the number of columns, depending on the question of
whether there are fewer rows or fewer columns. In a cross-table with dichotomous
variables, υ reduces to φ.

5.4 The Bivariate Distribution of Two Ordinal,

Interval or Ratio Variables

Cross-tables are not very useful for describing the relationship between variables
with an interval level of measurement, since the ordering of the values on the
variables is not taken into account. Many relationships between such variables are
of the type ‘the higher x, the higher (or the lower) y’. When relationships between
variables with an interval level of measurement are examined, the typical question
is whether the values of y increase or decrease monotonically when x increases. As
a matter of convenience it is often assumed that linear relationships can be expected.
A perfect linear relationship between a dependent variable y and an independent
variable x is represented by the equation y = bx + a. The complication that
relationships in the empirical sciences are usually probabilistic does not need to
worry us for the moment. In the language of the empirical social sciences the slope
coefficient b in this linear equation is known as the (unstandardized) regression
coefficient. The regression coefficient indicates by how many units y will change on
the average when x increases by one unit. Linear relationships are even frequently
assumed when ordinal variables with many values are at stake, although for
ordinal variables the concept of a slope coefficient is overly precise since the
variables can be stretched or shrunken arbitrarily. The regression coefficient is
closely related to the correlation coefficient. The latter coefficient of association
indicates by how many standard deviations a given variable changes when another
variable changes by one standard deviation. 

Cross-tables may be used to examine the relationships between variables with
an ordinal level of measurement. A measure for the association of two ordinal
variables is obtained by applying the correlation coefficient to the rank order of
the measured values rather than to the measured values themselves. High-
school algebra suffices to prove that this so-called rank order correlation
coefficient, due to Kendall, reduces to a fairly simple formula. We will not discuss
other measures of rank order association such as gamma, Kendall’s tau B or
Kendall’s tau C.

As an example we will examine the relation between the level of imports and
exports, on the one hand, and the level of public expenditures, on the other.
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v =
√

χ2

n (smallest number rows/colums) − n
.

Pennings (Research)-3304-05.qxd  10/13/2005  11:41 AM  Page 103



Doing Research in Political Science

Katzenstein (1985) developed the theory that countries with an open economy,
characterized by high imports and exports, such as Belgium and Ireland, are
relatively vulnerable to swings in the world economy. Thus the export/import
ratio, operationally defined here as IMEX2 = 50 × (imports + exports)/(gross
domestic product), may well serve as an indicator of the economic openness of
a nation in a given year. The multiplication by 50 rather than by 100 serves only
to ensure that the import/export ratio has 100 per cent as its maximum (the
variable IMEX in the NIAS.SAV database is multiplied by 100, however). Countries
with a relatively open economy tend to use public expenditures more extensively
than other countries, as a buffer to tone down shocks from outside. The higher the
export/import ratio is, the higher public expenditures will be. The dependent
variable, public expenditures (PE), is operationalized as central government
expenditures as a percentage of GDP. Data are taken from the NIAS.SAV
database. The units of analysis in the example are 17 OECD countries in 1988
(New Zealand is left out of consideration because of missing data).

5.4.1 Exploring the bivariate 
distribution: the scattergram

A feeling for the data must precede any serious data analysis. The 1988 data for
17 countries on openness of the economy and public expenditures are presented
in Table 5.8.

The question to be answered with regression analysis is roughly to what
degree countries whose openness exceeds the average (IMEX2 > 31.45) also have
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Table 5.8 The openness of the economy (IMEX2) and public
expenditures (PE) (n = 17)

Country IMEX2 PE

swe 31.55 58.10
nor 37.05 52.50
den 30.75 60.20
fin 24.75 44.00
bel 70.75 57.30
net 52.65 56.30
fra 21.45 50.00
ita 19.30 50.30
ger 26.80 46.30
aut 37.50 50.60
swi 36.30 30.40
uk 25.05 37.90
ire 58.40 47.10
us 10.05 32.50
can 26.15 42.50
aul 17.05 33.60
jpn 9.15 31.60
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public expenditures above the average (PE > 45.95). To answer this question
tentatively, one may, for example, first have a closer look at the three countries
with either extremely high or extremely low values on each of the variables.
Inspection of the data informs us that Belgium, the Netherlands and Ireland have
extremely open economies, whereas Japan, the USA and Australia have more
closed economies. Sweden, Denmark and, again, Belgium rank highest on public
expenditures, whereas Switzerland and, again, Japan and the USA rank lowest.
Thus, Belgium, Japan and the USA behave according to Katzenstein’s theory.
Australia also behaves according to the theory, since it ranks third in the list of
countries with low expenditures and fourth in the list of countries with low public
expenditures. The Netherlands and Ireland should have high public expenditures.
The Dutch economy ranks fourth on public expenditures, but the Irish economic
model clearly constitutes an exception. Ireland’s public expenditures are roughly
average (PE = 47.1), in spite of its openness. Another exception is Switzerland,
which ranks lowest on public expenditures although it is a relatively open country.
Denmark is the country with the highest public expenditures, although its open-
ness is modest. Such casual observations suffice to warrant the conclusion that
Katzenstein’s hypothesis is a probabilistic one, reflecting a tendency with many
exceptions.

The relationship between two interval variables is easily visualized in a
scattergram (see Figure 5.3). In a scattergram the variable, of primary interest,
usually the ‘dependent’ variable, is plotted on the vertical axis (public
expenditures, PE), whereas the independent variable (economic openness, IMEX2)
is plotted on the horizontal axis. The scattergram reveals at a glance the
probabilistic relationship between economic openness and public expenditures.
The countries are arranged in an imaginary ellipse. Generally speaking, the major
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axis of the ellipse, which is known as the regression line, represents the rule
whereas the vertical distances from this line represent the exceptions. The major
axis of the ellipse suggests a positive relationship between economic openness
and public expenditures, running from Japan and the USA (closed, low public
expenditures) to Belgium (open, high public expenditures). Countries such as
Denmark and Sweden (fairly closed, but high expenditures) and Switzerland
(fairly open, but low public expenditures) are located at a large vertical distance
from the regression line. The larger the ratio of the length of the major axis of
the imaginary ellipse to that of its minor axis, the higher the correlation between
the two variables is said to be. First we will concentrate on the major axis of the
ellipse, the regression line.

5.4.2 Bivariate regression analysis

Regression analysis is a means to assess the slope of the major axis of the
imaginary ellipse in the scattergram. It is assumed that for each case i the value
Yi on the dependent variable Y (here public expenditures, PE) is linearly
dependent on the value Xi of the same case i (here country) on the independent
variable X (here economic openness, IMEX2):

Yi = β0 + β1 Xi + ε i.

The expected values Ŷi for each case i are precisely located on the regression line:

Ŷ i = β0 + β1 Xi.

The regression slope coefficient, or simply regression coefficient β1 indicates how much
the dependent variable Y increases (if β1 is positive) or decreases (if β1 is negative)
on average when the independent variable X increases by one unit. The regression
coefficient will be zero if Y does not depend on X. If the imaginary data ellipse
in a scatterplot is perpendicular to the X-axis, then the regression coefficient will
be zero. The regression constant or intercept β0 indicates the average value of Y
when X equals zero. If the imaginary data ellipse is centred on the intersection of
the axes of the coordinate system – thus, when X = 0 and Y = 0 – then the intercept
will surely be zero. The regression line Ŷ represents the expected (average) value
of Y for each value of X. But some cases will not be precisely located on the
regression line. εi represents the residual or the error term. The residual is the
vertical distance of a case from the major axis of the data ellipse:

εi = Yi − Ŷ i.

Residuals are perpendicular to the X-axis, not to the axis of the ellipse. Figure 5.3
highlights the residual for Italy as an example. Since the estimation of the
parameters β0 and β1 aims at the minimization of the residuals, the parameters
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β0 and βx1 are derived by minimizing the (sum of squared) differences between
the actual values Yi and the expected values Ŷ i:

Elementary calculus – setting the first partial derivatives of Σ(Yi − Ŷ i)
2 with

respect to β0 and β1 equal to zero (not to be pursued here) – suffices to derive the
least squares estimators of β0 and β1:

These estimators are often referred to as the ordinary least squares (OLS) esti-
mators. To get a feeling for a regression analysis it is helpful to understand the
formulae of these estimators.

The parameter β1 represents the slope coefficient of the regression line. The
coefficient indicates the number of units that the dependent variable is expected
to increase when the independent variable increases by one unit.

Dividing both the numerator and the denominator by the number of cases n
clarifies the regression coefficient further. A formula results with the variance σ 2

x

in the denominator:

The fact that the variance appears in the denominator implies that the slope
coefficient is measured in units of variance of the independent variable. Increasing
the variance of the independent variable artificially (e.g. by expressing imports
and exports not as percentages but as permillages of gross domestic product) will
increase the denominator and therefore decrease the slope coefficient, since the
change in the dependent variable associated with one unit of change in the
independent variable diminishes.

The resulting numerator σxy is referred to as the covariance of the variables. The
covariance is the sum of products, over all cases, of deviations from the mean
values on the dependent and the independent variable. The product of deviations
from the mean will be positive when the two variables co-vary in the same
direction: that is to say, either when both variables are positive, or when both
variables are negative (since plus times plus, as well as minus times minus, is
plus). The product will be negative when positive deviations from the mean on
the one variable coincide with negative deviations from the mean on the other
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Minimize
∑

(Yi −Ŷi)
2

β0 = y − βx1x, β1 =
∑

i(xi − x )( yi − y )∑
i(xi − x )2

.

βx1 =
∑

i(xi − x )(yi − y )∑
i(xi − x )2

= n−1 ∑
i(xi − x )(yi − y )

n−1
∑

i(xi − x )2
= σxy

σ 2
x
.
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variable. This supports the intuition that the regression coefficient will be positive
when x and y move in the same direction, but negative when x and y move in
opposite directions.

Related measures I: residual variance, explained

variance R2, F-ratio and adjusted R2

Since empirical cases will not usually lie precisely on the regression line, the
residuals εi, defined as Yi − Ŷ i, will not usually be precisely zero. As a measure
of fit between the actual values of the dependent variable Yi and the values Ŷ i,
predicted on the basis of the regression equation, the variance of the residuals σ 2

e

might be compared with the original variance σ 2
y of the dependent variable. The

explained variance R2 is based on this idea:

R2 = 1 − σ 2
e/σ 2

y.

When the ratio of the residual variance to the original variance is small, the
explained variance is high. The explained variance has 0 as its minimum and
1 as its maximum. When the ratio of the residual variance to the original variance
is high, the explained variance is low.

R2 is probably the most widely used yardstick to assess the predictive power
of a regression model in comparative political science. An R2 of about zero indi-
cates that it is impossible to predict with any precision for a specific case the value
on the dependent variable on the basis of the regression model. An R2 near 1
indicates that predictions of the values of separate cases on the basis of the
regression model are near perfect.

R2 should not be used as the only yardstick of predictive power, however.
What predictive power is needed depends entirely on the research question. A
model with an R2 near zero may still be an extremely powerful predictive model
when the research question asks for the prediction of an average trend, rather
than for a prediction of the values of separate cases. In campaigning research
for a political party with a new left ideology, for example, a regression model
with a low R2 maintaining that stressing classical leftist issues rather than
environmentalist issues increases the probability of voting for the party is still a
powerful predictive model. A party is faced with a political macro-question, i.e.
how to maximize the sheer number of votes, rather than with a psychological
micro-question, i.e. how to ensure that citizen A rather than citizen B will vote
for the party. A model with an R2 of almost 1, on the other hand, may hide a
failure to predict when some of the variables in the model are uninteresting. In
regression models based on time series data the research question is often to
what degree an exogeneous variable is predictive of the future value of a
dependent variable. An R2 of almost 1 is usually easily obtained by assuming
that the value of the dependent variable will resemble by default the value of the
dependent variable from last year, last month, or even yesterday. An R2 of almost
1 in such an autoregressive model (see Section 6.7.5) is no proof that the research
question has been answered successfully.

110088
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One of the pitfalls of regression is that decreasing the number of cases will
usually increase the explained variance, since it becomes easier to fit a straight
line. Increasing the number of explanatory variables (thus moving from bivariate
regression analysis towards multiple regression analysis) will increase the
explained variance by definition. R2

adj is a measure which adjusts R2 in such a way
that – all other things being equal – decreasing the number of cases and/or
increasing the number of explanatory variables will not result in an artificially
higher R2. To ensure that an increase in R2 is not due to a smaller number of cases
and/or a higher number of explanatory variables, comparative political scientists
routinely report R2

adj rather than R2. Here we will not expound the seemingly odd
formula of R2

adj, which takes into account that fitting a regression equation
becomes artificially easy when degrees of freedom (see Section 5.6.5) are lost
because of a decrease in the number of cases n or an increase in the number of
explanatory variables k:

R2
adj has 1 as its maximum, just as R2, but whereas R2 has zero as its minimum, R2

adj

will drop below zero when degrees of freedom decrease unduly, thus when n is
small and/or k is high.

The F-ratio is closely related to R2
adj. Whereas the variance explained by

regression is divided by the total variance to obtain R2, it is divided by the
unexplained variance to obtain the F-ratio. The F-ratio takes the degrees of
freedom of the explained and unexplained variance into account. R2

adj is easy to
interpret, since its maximum is 1, but the F-ratio is useful in statistical tests.

Related measures II: the correlation coefficient

The correlation coefficient is a measure of the strength of a bivariate relationship.
It is a measure of association. The ‘strength’ of a bivariate relationship is related
to the ratio of the minor axis of the imaginary data ellipse in the scatterplot to the
long axis. If this ellipse is really a circle, then the strength of the relationship
amounts to zero. If the two-dimensional ellipse collapses to a one-dimensional
regression line – i.e. when all residuals reduce to zero – then the strength of the
relationship reaches its maximum.

The correlation coefficient is defined as the standardized covariance – the ratio of
the covariance between two variables to the product of the standard deviations of
these variables:

Linear transformations of the variables – e.g. using metres instead of inches,
or using percentages instead of proportions – do not have any effect on the
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R2
adj = 1 − (1 − R2)

n − 1
n − k

.

r = σxy

σxσy
.
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correlation coefficient, because they have an equal effect on its numerator and its
denominator.

One should note that the regression coefficient and the correlation coefficient
have their numerator in common. The correlation coefficient standardizes the
covariance so as to render a measure of strength which is independent of
the original measurement scales, whereas the regression coefficient expresses the
covariance in the variance of the independent variable so as to render a measure
of the effect, on the dependent variable, of a one-unit change on the measurement
scale of the independent variable. The correlation coefficient is a measure of
association or strength (a measure of the shape of the data ellipse), whereas the
regression coefficient is a measure of effect (a measure of the direction of the
major axis of the data ellipse). The correlation coefficient varies between −1 and +1,
whereas the regression coefficient can take any value.

Only in bivariate regression analysis does the correlation coefficient equal
the square root of the explained variance: r = ±√R2. This equality shows that a
correlation coefficient of 0.4 corresponds to an explained variance of 16 per cent
only. In multivariate regression analysis (see Section 6.7) the relationship between
r and R2 is less simple. Correlation coefficient of the independent variables with
the dependent variable, add up to k2 only when the correlation coefficient between
the independent variables are zero.

In explorative data analysis it is common usage to inspect the matrix of
correlation coefficients between the variables that are of interest in some way or
another. Since correlation coefficients are measures of bivariate association only,
one should avoid drawing any direct causal conclusions on the basis of such
an inspection. Many techniques for multivariate data analysis – such as
multivariate regression analysis, factor analysis, discriminant analysis and the
analysis of structural relationships (see Chapters 6 and 7) – are available to test
causal hypotheses accounting for the observed pattern within the correlation
matrix.

Related measures III: standardized

regression coefficients

A regression coefficient estimates by how many units of measurement the
dependent variable will increase when the independent variable is increased by
one in the units in which the latter is measured. Regression coefficients are thus
expressed in the units of (often rather arbitrary) measurement scales of the
dependent and independent variables. Regression coefficients are hard to interpret
when the measurement scales which were used are unknown, unfamiliar or
contingent upon time or space.

One solution to the problem of incomparable regression coefficients arising
from incomparable measurement scales is the use of standardized regression
coefficients. Standardized regression coefficients express the size of an effect
as the number of standard deviations by which the dependent variable will
change as a result of a change by one standard deviation in the independent

111100

Pennings (Research)-3304-05.qxd  10/13/2005  11:41 AM  Page 110



Explorative and Descriptive Statistics

variable. Although it is hard to compare the unstandardized effects of national
corporatism and the effect of world trade on national unemployment directly,
a comparison in terms of standardized regression coefficients may still be
possible.

One may compute standardized regression coefficients by computing
ordinary, unstandardized regression coefficients on the basis of variables that
were standardized first (thus by computing regression coefficients from the
z-scores). As an alternative one can compute the ordinary, unstandardized
regression coefficients first and multiply them by the ratio σx/σy of the standard
deviations of the independent and the dependent variable.

Standardized regression coefficient
= unstandardized regression coefficient computed from z-scores 
= unstandardized regression coefficient × σx/σy.

In bivariate regression analysis the standardized regression coefficient
(σxy/σ 2

x × σx/σy = σxy/σx/σy), equals the correlation coefficient (σxy/σxσy), but this
equality does not hold in multivariate regression analysis.

Standardized regression coefficients have been used rather unthinkingly as
indicators of effect size. Especially in comparative research and in time series
research, effects expressed in units of standard deviations are often harder to
interpret than effects expressed in units of the original measurement scales.
Standardized regression coefficients have even more pitfalls when the research
question asks for a comparison of effect sizes in different countries (or different
groups). Suppose that it is found that the standardized regression coefficient of
the tax level on inflation is 0.5 in Germany and 0.25 in Italy. An unthinking
interpretation would be that higher taxes yield higher inflation in Germany than
in Italy. Policy advice based on this interpretation would be that the Italian
government should feel freer to increase taxes than the German government.
This interpretation is utterly wrong, however: first, because taxes were used far
more often as a policy instrument in Germany than in Italy (which comes down
to a larger σx in Germany than in Italy); and secondly, because the inflation level
varied for other reasons far less in Germany than in Italy (which comes down to
a smaller σy in Germany than in Italy). When there is reason to expect that
standard deviations of the variables of interest will vary through time or
between cross-sections, one should avoid relying on standardized regression
coefficients.

A computational example: the effect of economic

openness on public expenditures again

To get a feeling for regression analysis it is instructive to present the required
computations in spreadsheet format (Table 5.9). This format is identical to that
used for the computations of variances and standard deviations (see Table 5.3).
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The three basic steps to compute the regression coefficients are:

1 Compute the means of the dependent variable and the independent variable
(summation and division by n, represented in an extra row).

2 Compute deviations from the mean (columns X − x– and Y − y–) and from these
the product of deviations (column Covar XY) as well as squared deviations
from the respective means (columns Var X and Var Y). Put the result of
summation and division by n in the extra row.

3 Compute the regression coefficients from the results in the extra row.

The correlation coefficient is also computable from the results in the extra row. In the
case of bivariate regression the explained variance R2 is simply the square of the
correlation coefficient. An alternative way to compute the explained variance would
be to compute the unexplained, residual variance explicitly. The basics steps are:

4 Compute the predicted values of the dependent variable from the original
variables and the regression coefficients (column Ŷ ).

5 Compute the residuals by subtracting the predicted values from the original
values of the dependent variable (column ε) and from these residuals the
squared residuals (column ε 2). Put the result of summation and division by
n in the extra row.

6 Compute the explained variance from the results in the extra row by
applying a formula for R2.

The reader is encouraged to perform these steps – either by hand or using a
spreadsheet program – on a database of four or five cases to learn the steps. At
the cost of loss of transparency, the computational efficiency can be increased,
amongst other ways, by rewriting the formulae for variance and covariation as
functions of original values, squared values and multiplied values.

From Table 5.9 it is evident that the values in the column Covar XY, which
represent the products of deviations from the means of the dependent and the
independent variable, are predominantly positive. Thus, the dependent and
the independent variable move in the same direction for 12 out of 17 countries. The
Covar XY column shows five exceptions (Denmark, France, Italy, Germany and
Switzerland). From this observation the sign of the regression coefficient and the
correlation coefficient is already apparent, since both regression analysis and
correlational analysis are based on the simple arithmetical fact that the product of
two deviations from the mean will be positive when both numbers are either both
positive or both negative. The further computations serve only to state these
observations based on the column of products of deviations from the mean in neat
numbers. The regression line becomes PE = 0.333 × IMEX2 + 35.48. If a country
increases its exports and imports by 1 per cent, then the best guess is that public
expenditures will be increased by 0.333 per cent. Exports and imports are by no
means the only source of variation in public expenditures, since only 31.2 per cent
of the variance in public expenditures is due to imports and exports (R2 = 0.312).
In the case of bivariate regression the standardized regression coefficient and the
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correlation coefficient do not provide additional information, since these
coefficients can simply be computed as the square root of the explained variance.

5.5 The Relation Between an Interval or Ratio

Variable and a Nominal Variable

Many empirical investigations are concerned with the relationship between an
interval variable and a nominal variable. Political scientists may, for example, wish
to compare public expenditures (interval) before or after the oil crisis of 1973
(nominal), changes in gross national product (interval) after ‘treatments’ with
various macro-economic policies (nominal variable POP, Table 5.1), or public
expenditures (interval) in various countries (nominal variable). Most research
questions ask for a comparison of the mean value of the interval variable between the
various categories of the nominal variable. One may, for example, make a cross-
country comparison of the mean level of public expenditures (interval) within
specific countries (nominal) over some time period. More sophisticated comparisons
can also be made. A research question regarding the rigidity of public expenditures
may require a between-country comparison of the variance of public expenditures
within these countries over the last thirty years, or even of the precise time paths of the
levels of public expenditures within these countries. Here we will concentrate on a
comparison of the mean level of the interval variable for the various categories or
values of the nominal variable. Adopting the language of psychologists, biologists
and medical scientists, who have developed the explorative research techniques
which will be discussed in this section, these values or categories of this nominal
variable are also labelled as the ‘groups’. The ‘groups’ in comparative political
science do not usually consist of individuals, however, but rather of countries (cross-
sectional analysis) or of time points (longitudinal analysis).

5.5.1 An interval variable and a bivariate nominal
variable: the comparison of two means

An obvious way to compare the means of two groups is to assess the magnitude
of the difference between the two means. When this difference is fairly large, as
compared with the standard deviation of the interval variable within the two
groups, then the two means differ substantially from each other. As a trivial
example of this line of reasoning, the level of public expenditures within
European and non-European OECD countries will be compared. Table 5.10
(produced by SPSS from the NIAS.SAV database) presents the basic results. The
mean level of public expenditures as a percentage of GDP for non-European
countries is 10.2 per cent less than for European countries. A difference between
the means of these two groups does not imply, however, that each country within
the European group has higher expenditures than each country within the group
of non-European OECD countries. To determine the degree to which differences
between groups hold for all cases within the groups one should compare the

111144
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difference between the means of the groups with the standard deviation of public
expenditures within the two groups. If many exceptions exist to the rule that
European countries have higher expenditures than non-European OECD
countries, then the standard deviation of public expenditures within the
European countries, and the standard deviation of public expenditures within the
non-European countries, would be large compared with the difference between
the mean expenditures within the two groups. Since the difference between the
two groups amounts to 10.2 per cent, which is larger than the standard deviations
within the two groups (5.8 and 9.6 per cent, respectively), it appears to be safe to
conclude that there are not many exceptions to the finding that European OECD
countries have higher expenditures than non-European OECD countries.

Two fairly abstract lessons from this trivial example should be kept in mind.
The first lesson is that exploring the relationship between a (dependent) variable
with an interval level measurement and a nominal (independent) variable
consisting of a few ‘groups’ (or nominal values, or ‘categories’) comes down to
the comparison of group means. The second lesson is that the difference between
the group means serves as a sufficient summary of the differences between the
cases from the groups to the extent that the difference between group means is
large compared with the variance within groups. 

5.5.2 Analysis of variance: an interval variable
by a nominal variable with j values

The label ‘analysis of variance’ is slightly confusing, since its aim is to assess
whether group means differ substantially from each other. The label expresses that
this aim is best achieved by comparing the differences between group means with
the variance within groups. The variance between group means is used as an
indicator of the mean magnitude of the pairwise differences between the group
means, since the number of pairwise differences increases disproportionately
when the number of groups increases. J groups would give rise to 1–2 j 2 − 1–2 j pair-
wise comparisons between groups. One would have to compare 136 pairs of
means, for example, to test whether public expenditures in a given period differ
between 17 countries. The group means differ from each other when the variance
of group means is substantial. Thus, analysis of variance presupposes that group
means are different from each other when the variance between groups is
substantial compared with the variance within groups. If the variance of group
means σ 2

bt is substantial compared with the variance within the various groups
σ 2

wh then there will be only a few exceptions to the rule that, on average, cases
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Table 5.10 A comparison of group means

Variable Number of cases Mean SD SE of mean

Public expenditure (% GDP)
non-European 103 35.5 5.8 0.57
European 520 45.7 9.6 0.42
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from one group have higher (or lower) scores than cases from another group. The
explained variance R2, often labelled as η2 (eta squared) in the context of the
analysis of variance, is defined as the ratio of the variance between group means
σ 2

bt to the total variance of the interval variable σ 2
tt:

The total variance is simply the variance of the interval variable. The variance
between groups σ 2

bt is computed as the sum of squared deviations of group
means from the grand mean Y

–
, where the jth group is weighted by its number

of cases nj. Thus,

where Y
–

is the grand mean, the mean value on the dependent variable y across
all cases, and y–j its mean within the jth group. The variance within groups
simply defined as the sum of squared deviations of each value from its own
group mean, divided by n:

This knowledge suffices for the understanding of the principles of the analysis
of variance, but it is not sufficient to understand the output of most statistical
packages. Instead of using the variance between group means divided by the
total variance as a measure of difference between group means, one may also use
just the variance within as the denominator. Since both the variance between
means and the variance within groups have n in the denominator it is convenient
to consider just the numerators; statistical packages will usually print just the
sum of squares between (SSbt) and the sum of squares within (SSwh).

A further complication concerns the fact that in order to arrive at an unbiased
estimator of the variance one should divide the sum of squared deviations by n – 1
rather than by n, the number of cases (see Section 5.2.2). Since the means of
j groups are compared with the grand mean in the numerator, j − 1 is the proper
divisor of SSbt to arrive at an unbiased estimator of the variance between groups.
To arrive at an unbiased estimator of the variance within a specific group j the
proper divisor would be nj − 1. Summation over all groups gives n − j as the
proper divisor of SSwh to arrive at an unbiased estimator of the variance within.
The divisors j − 1 and n − j are known as the degrees of freedom between and the
degrees of freedom within, respectively. The ratio of SSbt divided by its degrees
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of freedom j − 1 to SSwh divided by its degrees of freedom n − j is known as the
F-ratio:

In the analysis of variance the F-ratio plays an important role in statistical
tests.

Example: an analysis of variance of public

expenditures in 17 countries

As an example of the analysis of variance we present a fairly common
explorative question in comparative political science. If pooled time series data
are available, an important question is always whether the variation in the
dependent variables is due to time or due to cross-sectional variation. If the
variation through time is negligible (the institutional sclerosis hypothesis) then
one could just as well employ data on cross-sections at one point in time. If the
variation between cross-sections is negligible (the global economy hypothesis),
then one could just as well study time series data for one specific case.

Here we will explore whether variation in public expenditures (as a
percentage of gross domestic product) is mainly longitudinal or mainly cross-
sectional. The graphical tool to split variation in pooled time series data in
longitudinal and cross-sectional variation is called the sequence plot (available
within SPSS; see Figure 5.4). The sequence plot shows the time path from 1965 to
2000 for each cross-section. It shows at a glance that countries such as Sweden
had high public expenditures all along, whereas countries such as the USA and
Switzerland had low public expenditures throughout, as was expected on the
basis of the institutional sclerosis hypothesis. A closer inspection of the time paths
shows that in most of the countries public expenditures rose in the 1960s, fell in
the 1980s, then rose again in the early 1990s.

The analysis of variance is the appropriate statistical technique to refine this
visual impression. It decomposes the variation in pooled time series into variation
through time, variation across cross-sections and remaining ‘unexplained’
variation due to independent – or idiosyncratic – national policies that result in an
independent national time path. First an analysis of variance is pursued to assess
the viability of the institutional sclerosis hypothesis, i.e. to establish the degree to
which the variance is cross-sectional. What percentage of the variance in public
expenditures is maximally due to cross-sectional variation between countries? The
results (SPSS output) are presented in Figure 5.5. The SPSS output follows the
standard format of analysis of variance output. The columns SS (sums of squares),
DF (degrees of freedom) and F (the F-ratio) have been discussed before. Here we
will concentrate on the SS column. The figure of 29 301.26 in the SS column
represents the sum of squared deviations of the mean public expenditures within
a country from the overall mean of public expenditures in all countries, where
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F = SSbt/( j − 1)

SSwh/(n − j )
.
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each country is weighted by the number of observations from it (here 36 years).
The number 55 381.25 represents the sum of squared deviations of the mean public
expenditures in specific countries from the mean public expenditures in all
countries in all years. The proportion of explained variance is obtained by dividing
the sum of squares between countries by the total sum of squares. The explained
variance amounts to R2 = 29 301/55 381 = 0.529. Thus, the data clearly support the
hypothesis of institutional sclerosis. Some 53 per cent of the variation in public
expenditures over the period 1965–2000 in OECD countries is due to structural
differences between countries.

An analysis of variance with the year as the independent nominal variable
reveals that another 26 per cent (R2 = 0.256) is variation through time,
independent of the specific country. This implies that the global economy
hypothesis is also confirmed, although the explained variance is twice as low.
National economic policies which deviated both from the global trend and from
the policies induced by national institutions at an earlier point in time explain
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merely some 10 per cent of the variation in public expenditures. The bulk of the
variation in public expenditures was due to the global economic development
(roughly 30 per cent) on the one hand and to national constraints on the other
(roughly 60 per cent).

Summary

Exploratory analysis of the relationships between variables depends on the level
of measurement of the variables. Cross-tables and measures such as chi-square,
phi and Cramér’s v are appropriate when the relationship between nominal
variables is at issue. Regression analysis and the analysis of variance assume that
the dependent variable has an interval level of measurement. Analysis of
variance assumes a nominal independent variable only, whereas in regression
analysis the independent variable has interval level of measurement. The
concepts of explained and unexplained (residual) variance are central concepts
both in the analysis of variance and in regression analysis. The unexplained
variance is the proportion of the variance in the dependent variable which is
independent of variations in the independent variable.

5.6 Populations, Samples and

Inferential Statistics

Unfortunately the results of an exploratory data analysis are almost always
based on available data that may not be the only data that can be imagined to
mirror the research topic. Therefore, statistical tests to assess whether the results
may hold for a larger population enter the picture. Whether one feels confident
about the results found on the basis of available data depends on whether other
results would have been found if other data had been employed. Although the
latter question appears to be rather philosophical at first sight, it is precisely this
question which is routinely answered by the use of statistical tests. Statistical
tests narrow down the philosophical question by asking how likely it is that
another sample of data from the same ‘population’ (or ‘reality’) would have
given rise to completely different results (see Section 4.2). Statistical tests do not
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Source of Variation SS DF MS F Sig of F

WITHIN CELLS 26080.00 554 47.08
COUNTRY 29301.26 15 1953.42 41.50 .000

(Model) 29301.26 15 1953.42 41.50 .000
(Total) 55381.25 569 97.33

R-Squared = .529
Adjusted R-Squared = .516

Figure 5.5 SPSS output for the analysis of variance of public expenditures, 1965–2000
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question the inherent quality of the available data. Questions of reliability and
validity have to be addressed by other means (see Section 4.4).

In the last sections of this chapter we will first repeat the essentials of statistical
testing (see Section 4.2). Next, additional concepts such as estimators, desirable
aspects of estimators such as unbiasedness and efficiency, and degrees of
freedom will be discussed. The chapter concludes with a discussion of the use
and misuse of statistical tests.

5.6.1 The urn model

The urn model, which provides the basis of elementary statistical testing, was
introduced in Section 4.2. The model starts from the assumption that there is an
unknown population from which a sample of data has been drawn. Statistical
tests are designed to disprove a null hypothesis H0 that contradicts an interesting
hypothesis H1. The aim is to show that the null hypothesis is untenable as it leads
to an unsatisfactorily small probability of being compatible with sample data.
Unlike comparative political scientists, statisticians never set out to prove an
interesting hypothesis. The best they can do is to demonstrate that the likeli-
hood of a null hypothesis which is not in line with an interesting hypothesis is
negligible in the light of the available sample data. This knack is extremely
useful, however, to prove that the obtained results are not artefacts of (limited)
available data.

A statistical test rests on the thought experiment of drawing all possible samples
with a sample size precisely as large as the actual sample size from a population
in which the null hypothesis holds true. The thought experiment continues with
the computation of a test statistic. A test statistic is a summary of the sample data
that is indicative of the tenability of the hypothesis.

As an example, the hypothesis may be considered that proportional
representation systems have higher turnout rates in elections than majoritarian
electoral systems, since minorities will not vote in majoritarian countries because
the two major parties will seek to please the median voter rather than some
minority. Logically the null hypothesis must be that there is no difference between
the turnout rates in these systems. Suppose that data on turnout rates in 40
elections − 20 from proportional representation and 20 from majoritarian systems –
are available. The relevant test statistic here is the difference between the mean
turnout in proportional representation systems and the mean turnout in
majoritarian electoral systems. The thought experiment of the statistician would
be to compute this test statistic, i.e. the difference between the mean turnouts in
the two systems, for each possible sample of 40 cases which could have been
drawn from a population in which the null hypothesis holds. Most samples will
show up negligible differences between the two groups of systems, since such a
difference does not exist in the imaginary population from which the samples
were drawn. Mere chance dictates, however, that some samples will show far
higher turnout rates in proportional representation systems, whereas others will
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show far higher turnout rates in majoritarian systems. Therefore the thought
experiment results in a probability distribution of the test statistic. Statisticians have
proven that the probability distribution of the test statistic in our example, i.e. the
difference between the mean turnouts in the two systems, is a symmetric
distribution. Actually it is a ‘normal’ or ‘Gaussian’ distribution (see Figure 5.6).

Moreover, the mean value of the differences which will be found between the
two types of electoral system in all possible samples will be precisely zero. To
put it another way, the mean value of the test statistic, i.e. the difference found
between the mean turnout in proportional systems and the mean turnout in
majoritarian systems, hits the mark precisely, regardless of the sample size. The
test statistic is unbiased.

However, the variance of the test statistic decreases as the sample size is enlarged.
The smaller a sample, the more variant and shaky the results are. If the sample size
amounts to 500 elections, then the set of all possible samples will contain only a few
samples with large differences between the two types of systems if actually the null
hypothesis is true which maintains that in the population the difference between
the two systems is zero. If one is drawing all hypothetical samples of only 10
elections then one will find in many samples differences between the groups of
electoral systems even when the null hypothesis holds.

Statisticians have proven that increasing the sample size has diminishing
returns. Given the sample result that women live 5 years longer on the average,
the probability that there is no difference between the mortality rates of men and
women in the population decreases sharply when the sample sized is increased
from 10 to 1000. A further increase of the sample size to 2000 will decrease the
probability that there is no difference in the population only slightly further.

To sum up, statistical testing rests on a thought experiment of drawing all
possible samples of a given size from a population in which the null hypothesis
holds. The concepts of an estimator, a test statistic and a probability distribution of
the test statistic are important in understanding the thought experiment.
A few more things have to be said about features of estimators before the general
procedure employed in hypothesis testing is discussed. This additional discussion
involves the concepts of (un)biasedness, (in)efficiency and robustness of estimators.

5.6.2 Unbiasedness, efficiency and
robustness of an estimator

An estimator or test statistic is a function of sample data that is used as an
approximation of a population parameter. One may use the sample mean as an
estimator to estimate the population mean, for example. In comparative political
science, as in any other branch of science, estimators should give ‘correct’ results.
The correctness of estimators is operationalized using the concepts of
unbiasedness, efficiency and robustness.

An estimator is unbiased when its approximations are on the average precisely
to the point. An estimator is biased when its approximation of the population
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parameter is consistently beside the point. The sample mean from a random
sample is an unbiased estimate of the population mean. It is not always true,
however, that a sample parameter is an unbiased estimator of the corresponding
population parameter. To arrive at an unbiased estimate of the population
variance, for example, one should divide the sum of squared deviations from the
sample mean by n − 1 rather than by n. The reason why an unbiased estimator
of the population variance requires division by n − 1 rather than by n is that one
free observation – one degree of freedom – has to be offered to calculate the
sample mean before the actual calculation of squared deviations from it may
start. Degrees of freedom will be discussed further in Subsection 5.6.5. An
estimator is asymptotically unbiased if it is unbiased provided the sample size is
sufficiently large. Dividing the sum of squared deviations from the sample mean
by n may result in a biased estimator of the variance, but it does result in an
asymptotically unbiased estimator, since division by n rather than by n – 1 does
not make a difference when n is sufficiently large.

Unbiased estimators may still produce faulty approximations of population
parameters. Being to the point on average is compatible with being faulty at any
time. The variance of the estimates should also be taken into account. Estimators
with a small variance are called efficient estimators; estimators with a small
variance when the sample is large are called asymptotically efficient. The ordinary
least square estimator of the regression coefficient which was introduced in
Section 5.4, for example, is an efficient estimator of population regression
parameters in most circumstances. But in Section 6.7 notable exceptions will be
discussed (e.g. heteroscedasticity, autoregression).

The third aspect of estimators to be discussed is their robustness. The
robustness of an estimator refers to its quality of producing more or less the same
estimate when small changes in the sample data are introduced.

A problem in statistics is that many estimators do not combine the three
desirable properties of unbiasedness, efficiency and robustness. The research on
the robustness of estimators suggests a simple conclusion. Estimators that use the
complete set of data at once, such as ordinary least squares estimators in regression
analysis, or the F-test in variance analysis, are fairly robust. Hierarchical
estimators, which first use subsamples of the data to draw inferences from them,
are far less robust. To sum up, the choice of an estimator should depend on
its (un)biasedness, (in)efficiency and (un)robustness. Intuitive plausibility and
mathematical elegance are additional considerations.

The ordinary least squares estimator of the regression coefficient was
introduced in Section 5.4 simply because of its plausibility. As an alternative one
may derive mathematically which estimator has the maximum likelihood of
estimating population parameters correctly on the basis of sample data, given a
number of assumptions with respect to the population distribution. Maximum
likelihood estimation is the holy grail of mathematical statistics. One problem
with maximum likelihood estimators is that they may not be robust when the
precise assumptions on the data have not been met. The assumption of a
Multivariate normal distribution is a strong one, which is seldom warranted by
the data. Parameter-free tests are designed to keep the number of assumptions with
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respect to the population to a minimum. But tests that do not rest on any
assumption at all do not exist. Many parameter-free tests assume that the rank
order of values in the sample reflects precisely the rank order in the population,
whereas the values themselves do not. The latter assumption is no less dubious,
especially when measurement errors are extant as is usually the case in com-
parative political science. For this reason we will not discuss parameter-free tests
in this book.

5.6.3 The general procedure used 
in hypothesis testing

Hypothesis testing involves a number of steps (see Kanji, 1999). As a preliminary
step the theory at stake should be broken down into testable hypotheses. As a
further preliminary step one should decide on the magnitude of the type I error
one is willing to risk making. Type I error is defined as the probability of rejecting
the null hypothesis, even though the null hypothesis is true. As a matter of
convenience we will abide by the convention that in the social sciences type I
errors that exceed 5 per cent are not acceptable.

For each hypothesis the following steps should be taken.

1a State the object of a hypothesis in statistical terms. Usually the statistical object
of a substantial hypothesis is a population parameter (e.g. the population
mean, the regression coefficient in the population).

1b Determine whether the hypothesis is one-sided or two-sided.
1c Formulate a null hypothesis which excludes the stated hypothesis. Typical

null hypotheses are that there is no difference at all or no relationship at all. 
Compute a test statistic (T), that is a function of the sample data, with a known
probability distribution (when the null hypothesis holds). Statisticians have
derived what the distribution of the values of the test statistic will be over the
infinite number of samples of a given size that might be drawn from the
population.

As a next step the standard error of the estimate is usually computed. The
standard error refers to the variance of the estimates of the population parameter
that would be obtained if the null hypothesis holds and an infinite number of
samples of the given sample size were drawn from the population.

As a further step to compute the test statistic the estimate of the population
parameter on the basis of sample data is ‘compared’ with the standard error on
the basis of the null hypothesis. The test statistic is a value on the x-axis of the
probability distribution of the estimator.

2 Derive from the table of the probability distribution of the test statistic (or
from computer output) the significance level, i.e. the percentage of the possible
samples from the population for which the test statistic is compatible with
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the null hypothesis. One should take into account whether the hypothesis
was one-sided or two-sided when looking up this percentage, although most
computer programs will assume that the test is two-sided.

3 Decide whether the null hypothesis should be rejected by determining
whether the probability found at step 2 is lower than the accepted magnitude
of type I errors (usually set at a maximum of 5 per cent).

5.6.4 Four common probability
distributions of test statistics

Consider the probability distribution of the mean age according to samples.
Ages in the western world vary between 0 and 120 years. But the mean age
according to a sample of 10 humans will not vary that much. It is unlikely,
although not impossible, that a random sample of size 10 from the world
population will include only newborn babies. In the majority of cases the sample
mean will be near to the population mean. Although the age distribution is
highly skewed, with many babies and only a few old people whose age exceeds
100 years, the distribution of the means of a host of imaginary samples from this
skewed population will nevertheless be symmetric. When the sample size is
sufficiently large (n > 120) the probability of the sample mean is a normal
distribution with a standard deviation that is much smaller than the standard
deviation of the population distribution, regardless of the precise shape of the
population distribution. On the authority of mathematical statistics we accept
that the standard deviation of the sample mean, also known as the standard error,
equals the standard deviation of the population distribution, divided by the
square root of the sample size. Thus, if the standard deviation of the population
distribution equals 1, and the sample size is 100, then the standard error will be
1/√100 = 0.1. A standard error of the sample mean of 0.1 indicates that on the
average the mean of a sample will deviate 0.1 standard deviations from the
population mean. To obtain a standard error of 0.01 a sample size of 10 000 is
required. Thus, increasing the sample size has diminishing returns. Figure 5.6
depicts a standardized normal distribution. The normal distribution is also
known as the Gaussian distribution and as the z-distribution.

The area beneath the standardized normal curve indicates the proportion of
cases with specific values. Roughly 68 per cent of the cases are located within
one standard deviation of the mean. Five per cent of the cases exceed the mean
by more than 1.645 standard deviations. Five per cent of the area beneath the
curve is located either to the left of −1.96 or to the right of 1.96. Therefore 1.645
standard deviations is a crucial value in one-sided statistical tests with the
normal curve, whereas 1.96 standard deviations is a crucial value in two-sided
statistical tests. In our example with a standard deviation of 1 in the population,
which resulted in a standard error of 0.1, a sample mean which deviates more
than 1.96 × 0.1. = 0.196 standard deviations from the hypothesized mean in the
population would be enough to conclude that the null hypothesis is unwarranted.
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In the case of a sample size of 10 000, a deviation of the sample mean from the
hypothesized mean of 1.96 × 0.01 = 0.0196 would be sufficient to draw the same
conclusion.

A slightly different distribution for the sample mean results when the sample
size is small (less than about 100): the tails of the resulting probability distribution
are somewhat thicker than the tails of a normal distribution. This normal-like
distribution is called the t-distribution. As the sample sizes decrease, or in the
language of statistics, as the degrees of freedom (df) decrease, the t-distribution
becomes flatter (degrees of freedom are related (but not identical) to the sample
size). Actually there is not a single t-distribution, but a class of t-distributions
depending on the degrees of freedom. When the sample size increases (df > 100)
the resulting t-distributions become almost completely identical to the normal
population. Figure 5.6 depicts t(2) and t(15), the distributions with 2 and 15 df
respectively; t(15) is already practically indistinguishable from the normal
distribution by the naked eye. Many other test statistics also have a t-distribution,
e.g. that for the test of whether a regression slope coefficient differs significantly
from zero.

The sample variance has quite a different distribution. Suppose that a sample
of size 1 is drawn from a population. The variance calculated on the basis of this
sample would be zero by definition. To put it more generally, if the sample size
is small, then the variance calculated on the basis of sample data will generally
be smaller than the population variance. This is the reason why statistical laymen
and researchers consistently underestimate the variance of processes on the basis
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of their limited personal experience. It is also the reason why case studies should
be dealt with cautiously when the research question asks for the assessment
of the variability of events, policies, processes or institutions. The distribution
of the sample variance statistic, known as the chi-square distribution or
χ 2-distribution, is not symmetric, but skewed. Again there is a family of chi-square
distributions, each characterized by its degrees of freedom. Figure 5.7 shows χ 2

(4),
χ 2

(10) and χ 2
(14), the chi-square distributions with 4,10 and 14 df respectively. When

the number of ‘free’ observations increases, the skewness gradually disappears.
χ 2

(14) already resembles a normal distribution, although it is still visibly skewed.
When the number of free observations exceeds 100 the chi-square distribution
becomes almost equivalent to the z-distribution. The point at which the
χ 2-distribution reaches its maximum increases with the sample size. The
χ 2

(df) distribution with df degrees of freedom reaches its maximum for df − 2. As
can be seen from Figure 5.7, the χ2

(4), the χ2
(10) and the χ2

(14) reach their maximum at
the values 2, 8 and 12, respectively. The chi-square probability distribution
applies to many other test statistics, e.g. to test whether a cross-table exhibits a
relationship.

Many tests involve the comparison of two variances. The analysis of variance
(Sections 5.5.2 and 6.6), for example, is based on the comparison of the variance
between groups with the variance within groups: the F-ratio is defined as the
ratio between the variance between group means and the variance within
groups. The probability distribution of a division between two sample variances,
is known as the F-distribution. Since variances follow a χ 2-distribution the
F-distribution is actually the distribution of the division of two χ 2-distributions.
Since the F-distribution has a sample variance with its associated degrees of
freedom in the numerator, but also a sample variance with its associated degrees
of freedom in the denominator, the F-distribution has two different degrees of
freedom (df1 for the numerator and df2 for the denominator). In the case of the
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analysis of variance the degrees of freedom in the numerator are related to the
number of groups to be compared, whereas the degrees of freedom in the
denominator are related to the number of units within these groups.

5.6.5 Degrees of freedom

The t-distribution, the χ 2-distribution and the F-distribution are actually classes
of distribution. Figure 5.6 presents the t(2) and the t(15) specimens of the
t-distribution, while Figure 5.7 presents χ 2

(4), χ 2
(10) and χ 2

(14). The parameters to
specify precisely which distribution is at hand are labelled as degrees of freedom.
To specify the F-distribution, two degrees of freedom are required: one for the
numerator and one for the denominator. Degrees of freedom are derived from
sample sizes, and refer to the sample size diminished by the number of units that
have to be offered to calculate the test statistic. Degrees of freedom designate the
number of units that are still freely available once the required test statistic has
been computed from the sample data.

Let us consider the difference between two sample means. To compute a mean,
you need at least one unit from the sample. To compare two sample means,
two units have to be offered beforehand. The degrees of freedom for the
t-distribution of the difference of sample means when variances are known
amounts therefore to n − 2. As another example, the t-distribution of a regression
coefficient might be used. At least two units of analysis are required to pin down
a regression line since a straight line is denned by two points. Therefore the
degrees of freedom for the t-distribution of the regression coefficient statistic also
amount to n – 2.

To compute a variance at least one observation is required. The χ 2-distribution
of the sample variance therefore has n −− 1 degrees of freedom. Chi-square also
applies to the comparison of r samples from a nominal distribution with c
values. The degrees of freedom for the χ 2-distribution of differences between
samples from a nominal variable amount to (r − l)(c − 1). This number corresponds
precisely with the number of different percentage differences which can be
calculated from one cross-table. One conception of a cross-table of r rows and c
columns is that r samples were drawn from a nominal variable with c values. To
test whether these r samples might have been drawn from the same nominal
distribution, one may choose one sample as the base rate and compare the other
r − 1 samples with it. To be able to tell something about a sample distribution of
a nominal variable, one value of the nominal variable is required as the base rate
category, thus leaving c − 1 columns freely available. Altogether this results in
(r − l)(c − 1) comparisons.

To test whether two variances are different from each other, the question can be
answered whether the ratio of these variances, which follows an F-distribution
(see the previous subsection), differs from 1. The F-test has a number of degrees
of freedom for the numerator, as well as for the denominator. The F-distribution
of the ratio of two sample variances therefore has n1 − 1 degrees of freedom in the
numerator and n2 − 1 degrees of freedom in the denominator. For the outcome of
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the test the question of which sample is labelled as the first one is irrelevant. The
same logic holds for the computation of the degrees of freedom for the F-test in
the analysis of variance. This F-test compares the variance between k group means
to the variance within these groups. To compute the variance around the mean of
the k group means at least one observation is needed to compute the mean of the
group means. Therefore the degrees of freedom for the numerator of the test
amount to k − 1. To compute the variance within these groups, first the means of
k different groups have to be computed, which requires k observations. The
degrees of freedom for the denominator amount therefore to the number of
observations n minus the number of groups k, thus to n − k.

5.6.6 Sense and nonsense of statistical tests

Statistical tests are often employed although the assumptions that underlie them
are violated. Statistical tests are used, for example, when data are only available for
successive years, or when the sample consists of data on the complete population
of nations. Statistical tests that assume normal distributions of variables are used
even though tests indicate that the variables are not normally distributed.

One should be aware that the unwarranted use of statistical tests renders
significance levels meaningless. The decision to discard a hypothesis when the
probability that the null hypothesis is true amounts to p = 0.073, as well as the
decision to maintain a hypothesis when this probability amounts to p = 0.029, are
completely arbitrary from a mathematical statistician’s point of view when the
assumptions of the tests are violated.

At least two arguments can be used to make a case for the use of statistical
tests even when the precise assumptions of the test are violated. The first
justification is that even statistical tests whose assumptions have not been met
precisely are based on the common-sense principle that the credibility of research
results increases as the number of investigated cases increases. Statistical tests
prevent comparative political scientists from jumping to conclusions on the basis
of a few cases only. The second justification is the robustness of many statistical
tests. The outcome of a robust test will still hold when the assumptions are not
completely met.

Statistical tests should always be interpreted cautiously. It is an exception rather
than a rule that conclusions with respect to the tenability of theories in comparative
political science can be based straightforwardly on statistical tests. Nevertheless,
statistical tests are important because they are usually more critical than common
sense when it comes to an evaluation of theories in the light of available data.

5.7 Summary

This chapter has concentrated on elementary methods for exploratory data analysis.
The choice of techniques for data analysis depends crucially on the level of
measurement of the variables. The sequence in exploratory data analysis is usually
to start with univariate data analysis and to continue with bivariate data analysis.
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The reason is that one needs to develop a feeling for the separate variables first,
before the bivariate relationships which are of theoretical interest can be sorted out.

Univariate analysis centres on measures of central tendency and measures of
dispersion. The mode, the median and the mean were discussed as measures of
central tendency for nominal, ordinal and interval variables, respectively. The
Herfindahl index, also known as the Laakso–Taagepera index, and the entropy
were discussed as measures of the dispersion of nominal variables. The variance
and standard deviation were discussed as measures of the dispersion of interval
variables.

The analysis of cross-tables is appropriate for the study of the bivariate
relationship between nominal variables. Chi-square, phi and Cramér’s υ can be
used to express the strength of association in a single number. Correlation and
regression analysing were dealt with as techniques for analysing the relationship
between two variables with an interval level of measurement. Measures such as
the regression coefficient, the standardized regression coefficient, the correlation
coefficient, the explained variance, and the unexplained variance were intro-
duced. The analysis of variance was introduced to analyse the relationship
between an interval variable and a nominal variable. In an analysis of variance
the question of association is reduced to the question of whether the mean value
of the interval variable varies for the various categories of the nominal variable
(which are labelled as ‘groups’ in the analysis of variance). Concepts such as the
variance between groups, the variance within groups, sums of squares between,
sums of squares within, the explained variance and the F-ratio were introduced.

Almost inevitably the data analysis will end up in the question of whether the
‘findings’ really are findings. Statistical tests to answer the question of whether
theoretical beliefs can stand up in the light of the available data have been
discussed in Section 5.6. Relevant concepts were (unbiasedness, efficiency and
robustness of) estimators, test statistics, the normal distribution, the t-distribution,
the chi-square distribution and the F-distribution. Statistical tests prevent one from
declaring summer when a swallow has been seen. The ground for statistical tests
is often soggy, however, since the precise assumptions of these tests are seldom
met in comparative political science.

The next chapter will elaborate on the elementary methods discussed in this
chapter. The methods will be generalized to the analysis of multivariate
relationships between variables. The focus will shift from exploratory purposes
towards the causal analysis of political processes.

5.8 Endmatter

Topics highlighted

• Measures of central tendency (mode, median, mean): assessment of the most
likely, typical value.

• Measures of dispersion (entropy, Laakso–Taagepera index, variance, standard
deviation): assessment of the typical departure from the central tendency.
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• Measures of association (percentage difference, χ2, φ, Cramér’s v, correlation
coefficient): assessment of the degree to which knowledge of one variable is
helpful to predict the value of another variable.

• Explorative univariate data analysis: computation of the central tendency and the
dispersion of separate variables.

• Explorative bivariate data analysis (by means of cross-tables, analysis of variance,
regression analysis). Assessment of the degree to which two variables go together.

Exercises

• Compute measures of central tendency and dispersion for the parties which
gained office in agriculture (variable AGRICULT in the NIAS.SAV database) and
social affairs (variable SOCIAL) in Belgium. Hint: determine which measures of
central tendency and dispersion are appropriate given the level of measurement of
the party in office. Use SPSS or another statistical program to display a frequency
distribution. Compute the appropriate measures by hand from the frequency
distribution.

Which issues (agricultural or social ones) are more disputed in Belgium? Hint:
is a low or a high dispersion of the parties holding office a measure of political
dispute?

Which party behaves most vehemently as the ‘issue owner’ of agriculture in
Belgium? Hint: What is the central tendency of the parties in office on agriculture?

• Compute measures of central tendency and dispersion of the percentage
unemployed in OECD countries in 1965 and 1990 (using the same steps as
above).

• Compute the central tendency and the dispersion of public expenditures as a
percentage of GDP (variable PE in the NIAS.SAV database) in OECD countries in
1965, 1978 and 1990.

– Determine whether public expenditures were cut down on average (1) as a
reaction to the first oil crisis, (2) as a reaction to the recession of the 1980s.

Did convergence between the economic policies of OECD countries
increase (1) as a reaction to the first oil crisis? (2) as a reaction to the recession
of the 1980s? Hint: convergence is opposite of divergence; divergence = high
dispersion.

• Test whether the party group holding office on social affairs (SOCIAL2) has an
effect on the type of economic policy (POP).

– Construe a cross-table, and compute Cramér’s ν.
– Interpret the results in the light of substantive theory.

• Apply an analysis of variance to test whether public expenditures (PE) depend on
the party group holding the ministry of social affairs (SOCIAL2).

• Use regression analysis to test whether in 1992 the percentage of elderly in
a country (variable AGE65 in the NIAS.SAV database) has an upward effect on
the percentage of public expenditures (e.g. health care, pensions, lower
productivity).
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• Apply the language of statistics – probability distributions, degrees of freedom –
to explain why statistical laymen with little knowledge or experience in a given
field consistently tend to underestimate the diversity, the variety of emprical
phenomena in that field; and to overestimate the strength of the connections, the
relationships between these phenomena.

Further reading

Elementary text : Babbie (2004).
General texts: King et al. (1994); Tacq (1997); Shively (2001); Kaplan (2002).
Statistical tests: Kanji (1999).
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The research methods discussed in this chapter are useful for a causal analysis of
political processes. The univariate and bivariate methods of Chapter 5 will usu-
ally be applied as a first step in data analysis, and the multivariate analysis tech-
niques of this chapter will be applied afterwards. Many research questions can
be answered simply by using the techniques discussed in the previous chapters,
but multivariate analysis is indispensable to answer research questions con-
cerning the disentanglement of the effects of several variables on a political
phenomenon of interest. Examples will be presented in Part III.

Starting from the discussion of most different and most similar cases (see Part I),
the concept of causality will be discussed and applied in the context of multi-
variate relations in Section 6.1. The introduction of more variables makes data
analysis more complex. Variables can be interwoven in many ways, even when
only three variables are considered. A third variable may simply add to the expla-
nation of the phenomenon of interest, but it may also determine the nature of the
relationship between the other two variables (an interacting variable). Section 6.2
presents an overview of methods for multivariate analysis, which will be elabo-
rated in the remaining sections. First a distinction is made between methods for
many variables but a limited number of cases (units) and methods for the analy-
sis of many cases but a limited number of variables. If the number of cases is
limited – e.g. less than 15 units of analysis – then a researcher will strive for a com-
pletely deterministic, albeit complex, explanation for most if not all cases. The
approach is case-oriented. But no meaningful deterministic explanation might be
found to be consistent with the data on a large set of cases. Simple (although
probabilistic) reasoning, dealing with a limited number of variables, dominates
the discussion over the explanation of patterns found in large data sets. The typ-
ical research question for a limited number of cases – how to account completely
for the data on these cases – often shifts towards the question of whether the role
of a few crucial variables in a huge variety of cases can be understood parsimo-
niously. The approach shifts towards a variable-oriented one. The case-oriented
approach will be dealt with in Section 6.3. The four subsequent sections focus on
the variable-oriented approach. The choice of the research method depends not
only crucially on the number of cases and the number of variables, but also on the
level of measurement of the variables (nominal or higher). The research tech-
niques used most often in political science, i.e. cross-table elaboration (nominal
variables only) and multivariate regression analysis (interval variables only), will
be elaborated more thoroughly than the less frequently used techniques. Special
attention will be given to variants and extensions that are especially useful for
comparative political science, e.g. pooled time series analysis for the analysis of
nations whose political characteristics change through time.

6.1 Causality and Multivariate Relations

The relation of cause and effect to which the concept of causality refers is a com-
plex one. Yet it appears to be a simple type of relation because we make use of it
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in almost every instance of our daily and political lives. Our daily activities are
aimed at the causal production of results. Causes are manipulated in order to
achieve desired effects after a while. Concepts such as action, production, con-
sumption, political power, political influence and political authority all presume
the ability to harvest desired future effects above mere chance. They all presume
a sequential timely order between a means and an end, between a cause and an
effect. These and other observations led John Stuart Mill to state that causation
‘is but the familiar truth that invariability of succession is found by observation
to obtain between every fact in nature and some other fact which has preceded
it’. Unfortunately, invariability of succession is rarely observed in political
science. But some timely successions are far more likely than others in a proba-
bilistic sense. The fundamental assumption of the comparative method is that
the only baseline to assess whether a cause produces an effect beyond chance in
a given case is provided by comparable cases to which the same cause does not
apply. Causal statements in comparative political science rest on a comparison in
time, in space or in both.

If particular combinations of values on two separate variables occur more fre-
quently than expected on the basis of the frequency distributions of the separate
variables, then these variables are related to each other in a statistical sense.
A causal relationship assumes not merely a statistical relationship, but also a time
dimension and a direction. A causal effect of a variable x on a variable y implies
that changing the value of x will produce another value of y after a (short or
long) while. The concept of causality implies the concept of an independent vari-
able and a dependent variable. A causal relationship is a unidirectional relation-
ship (x → y). Reciprocal causal relationships (x →← y) can be understood as two
separate causal unidirectional relationships. A variable x is said to have an effect
on a nominal variable y when changing x’s value will, after a while, increase the
chance that variable y will show a particular value. In the case of an ordinal,
interval or ratio dependent variable y, causality means that changing x’s value
increases the chance that y will increase (or decrease) after a while. A linear
causal relationship exists when the ratio of the resulting change in the dependent
variable to the preceding change in the independent variable is a given constant,
regardless of the starting values of the dependent and the independent variable,
or the precise history of the causal process. Linear causal relationships are
assumed as the default in comparative political science.

Pure additivity, intervention, spurious correlation and interaction

This chapter deals with multivariate causal relationships. The relationships
between a multitude of variables will be studied. As a first step towards the
analysis of multivariate causal relationships we will consider the various ways
in which a third variable z that is ‘causally relevant’ for the causal explanation of
a dependent variable y might have an effect. A third variable might be causally
relevant in four ways, summarized in Figure 6.1.

Pure additivity. First, variable z may simply add to the explanation of y, without
changing the effect of x on y. The effect of z on y does not affect the effect of x on y.
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The total effect on y is precisely the sum of the separate effects of variables x and
z on y. Variables x and z are causally independent of each other.

Intervention (or ‘mediation’). A variable z intervenes in the causal relationship
between an independent variable x and a dependent variable y when z is influ-
enced by x, and influences y in turn. The third variable z depends on x in the
intervention model, whereas x and z were independent of each other in the addi-
tive model. If z is held constant – or ‘controlled for’ in the language of social sci-
ence methodology – the association between x and y will cease to exist.

Spurious correlation. A variable z introduces a spurious correlation (spurious
association) between x and y when it is the cause of y, as in the additive model,
but also the cause of x. x and y will move in the same direction in response to
their common cause. But their association is spurious: the association would
vanish if z were held constant. One should note the similarity between the spu-
rious correlation model and the intervention model at this point. Both models
predict that the association between x and y will vanish when z is held constant.

Interaction (or ‘modification’). A variable z interacts with variable x when the
effect of x on y depends on the level of the other variable. The magnitude or even
the direction of the effect of x on y depends on z. An increase in social expendi-
tures (y) may depend on the number of leftist seats in parliament (x). A simple
theory of leftist influence in multi-party systems is that leftist parties will espe-
cially succeed in increasing social expenditures when the coalition government
includes leftist parties. In this example the inclusion of a leftist party in the coali-
tion government is the interacting variable z.

The four models discussed here are only ideal type models. Usually political
reality is something in between. Independent variables are often collinear instead
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z is independent of x.
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z is the intervening
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Spurious correlation
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Figure 6.1 Four types of multivariate relationships

Pennings (Research)-3304-06.qxd  10/13/2005  11:42 AM  Page 135



Doing Research in Political Science

of purely additive, for example. Collinear variables overlap each other. Therefore
their joint influence is less than the sum of their separate influences, and disen-
tangling their separate influence becomes tricky. Researchers do not test every
conceivable model. They confine themselves to specific causal hypotheses which
derive from a research question.

6.2 Overview of Multivariate

Data Analysis Techniques

Table 6.1 gives an overview of frequently used methods for causal data analysis.
Only two of the possible criteria for selecting a method of analysis are highlighted
in Table 6.1: the number of cases and the level of measurement of the variables.

The first criterion is whether the number of cases considered is small or large
compared with the number of variables being considered. If the number of cases
is small, then researchers usually want to describe and to explain them as fully
as possible. If the number of cases increases, a full, extensive description and
explanation of each separate case tends to become rather cumbersome or even
impossible. The researcher will attempt to explain most variation in all cases (or
groups of cases) parsimoniously, albeit incompletely, by a few variables of theo-
retical interest only. We call this distinction the distinction between case-oriented
and variable-oriented research, following Ragin (1987). Related, albeit not com-
pletely identical, distinctions are exploratory versus hypothesis-testing research
and inductive research versus deductive research. Case-oriented research aims
at a full understanding of a few cases using as many variables as necessary.
Variable-oriented research aims at a full understanding of the role of a few variables
in a multitude of cases.

Within the class of case-oriented methods, methods for pure case studies
where one case is studied in depth and methods for a limited number of cases
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Table 6.1 An overview of methods for causal data analysis

Measurement level Measurement level of Preferred method of
Orientation of dependent variable independent variable data analysis

Case-oriented Single case study
(see Yin, 1996)
Comparative qualitative
analysis (Section 6.3)

Variable-oriented Nominal Nominal Cross-table elaboration
(Section 6.4 )

Nominal Interval/ratio Discriminant analysis
(Section 6.5 )

Interval/ratio Nominal Analysis of variance
(Section 6.6 )

Interval/ratio Interval/ratio Regression analysis
(Section 6.7 )
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(typically less than 15) can be distinguished. Methods for the study of one case
will not be treated here (but see Yin, 1996) because they serve as a first step for
comparative research only. Methods for the study of a limited number of cases
usually rely on John Stuart Mill’s causal insights (see Chapter 3). Recently Charles
Ragin (2000) has proposed a new approach, known as qualitative case analysis
(QCA), by means of the fuzzy set methodology (see Sections 6.3 and 9.3).

In variable-oriented research the choice of the appropriate method depends
on the levels of measurement of the dependent and independent variables.
Elaborations of cross-table analysis are appropriate when both the depen-
dent and the independent variables are nominal variables (see Section 6.4).
Discriminant analysis is appropriate when the dependent variable is nominal
but the independent variables have a higher level of measurement (see Section 6.5).
If the independent variables are nominal variables but the dependent variable
has a higher level of measurement then analysis of variance can be recom-
mended (see Section 6.6). If all variables are measured with interval or ratio pre-
cision then one of the many variants of regression analysis is possible (see
Section 6.7).

6.3 The Case-Oriented Approach

If the occurrence of a phenomenon or an event is studied for a small number of
cases then the aim of the investigation is to achieve a complete explanation. The
aim is to identify precisely the conditions that led to the phenomenon or event,
or at least to identify sets of conditions that might have led to it. A slightly more
modest aim is to identify various sets of circumstances that preceded it or accom-
panied it. Ragin’s qualitative comparative analysis (Ragin, 1987; Berg-Schlosser and
Quenter, 1996) has been developed as a method to formalize this approach.

The variables used to explain the occurrence of an effect are assumed to be
dichotomous. Essentially the variables refer to the presence (1) or absence (0) of
a condition or of an event. Whether the event of interest occurs or not is also a
dichotomous variable. Each dichotomous variable can be represented as a letter
of the alphabet. Capitals correspond with the value 1, lower-case letters with the
value 0. We may ask ourselves, for example, why some democracies in inter-war
Europe broke down (B) while others did not (b). Variables of interest might be
the political role of the military (M is substantial, m is almost absent), the level of
social unrest (U or u), the level of economic development (E or e), the level of
integration into the world market (W or w), social homogeneity (H or h) and the
domestic representation of commercial interests (C or c). In this example a pos-
sible combination of variables might be listed as MuewHc → B: once upon a time
a democracy broke down (B) when the political influence for the military was
substantial (M), social unrest was low (u), economic development was slow (e),
the integration into the world economy was poor (w), social homogeneity was
high (H) and commercial interests were poorly represented (c). Suppose that
democracy broke down in one other case only, namely when the combination
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MUEWhC → B occurred. Intuitively one would conclude that a breakdown of
democracy (B) is associated with a political role for the military (M), but that the
other factors are not important at all, since democracy collapsed both when they
occurred and when they were absent. A political role for the military seems to be
a necessary, albeit not necessarily sufficient, condition of the breakdown of
democracy (M → B). If democracy never survives in cases where M is high, then
M → B would be a completely satisfactory explanation. M would be QCA’s
explanation of B.

An explanation in QCA is technically just a parsimonious listing of the con-
stellations which give rise to the presence (or absence) of the phenomenon of
interest. Three types of explanation can be conceived: disjunctive explanations,
conjunctive explanations and explanations with both disjunctive and conjunc-
tive elements. A disjunctive explanation entails that circumstance A or circum-
stance B must have been present. A conjunctive explanation entails that both A
and B must have been present. Disjunctive explanations are represented by the
plus sign (+), whereas conjunctive explanations are represented by a multiplica-
tion sign (or no sign at all). One possible explanation of the collapse of democ-
racy could for example be listed as:

c = M + hUw.

This explanation entails that democracy will collapse (c) when the role of the
military in politics is substantial (M), or when three factors emerge simultaneously:
poor social homogeneity (h), considerable social unrest (U), and a low integration
into the world market (w).

To get a feeling for QCA a formal approach is helpful. With six explanatory
variables, as in the previous example (M, U, E, W, H, C) the number of possible
constellations amounts to 26 = 64 (MUEWHC, MUEWHc, . . . , muewhc). In the case
of k independent variables of interest, 2k possible constellations can be listed.
Depending on the empirical characteristics of the cases being studied, each of
these 2k constellations can be classified into one of four classes:

1 Only cases with high values on the dependent variable belong to the constel-
lation (in our example, constellations characterized by B, the breakdown of
democracy).

2 Only cases with low values on the dependent variable belong to the constel-
lation (constellations characterized by b, the absence of a breakdown).

3 Contradictions: both cases with low and cases with high values on the depen-
dent variable belong to the constellation. 

4 Logical remainders, missing constellations: not a single case belongs to the
constellation. All constellations that are not encountered in the empirical data
are labelled as logical remainder cases.

Thus, the 2k constellations can be divided into four groups that are defined by the
presence or non-presence of high and/or low values on the dependent variable.
The constellations belonging to each group can be listed exhaustively. The idea
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of Boolean minimization is simply that variables whose presence or absence
apparently has no effect on the dependent variable can be neglected. Two com-
plications render this task slightly less trivial than one might think at first. The
first complication is that a parsimonious listing of the presence of the variable of
interest (class 1) should not include constellations belonging to class 2. The sec-
ond complication has to do with the logical remainders (class 4), thus with the
class of conceivable constellations which are empty from an empirical point of
view. Parsimonious explanations of the phenomenon of interest may include
some but not all logical remainders. Suppose, for example, that the research ques-
tion is to explain Z using the variables A, B and C. Suppose that empirically the
constellations ABC → Z and Abc → Z are found, whereas constellations ABc and
AbC are logical remainders, since they do not exist empirically, A parsimonious
explanation of Z would be A → Z, since it seems irrelevant whether B and C are
present. This explanation entails that the logical remainders are included in the
set of constellations which would produce phenomenon Z.
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dEl Norway Austria
(class 3: contradiction)

DEl (no cases; class 4: logical remainder)

dEL Denmark
(class 1: social
welfare)

DEL Belgium
France Germany
(class 3: contradiction)

deL Italy
(class 2: no
social welfare)

DeL Switzerland
(class 1: social
welfare)

del Sweden Finland
(class 2: no social welfare)

Del The Netherlands, United Kingdom
(class 3: contradiction)

Development Elections Leftist

Figure 6.2 Example of qualitative case analysis
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Example: social welfare provisions in 12 nations in 1900

We will use a simple example from Berg-Schlosser and Quenter (1996), with
three independent variables only. The dependent variable in the example is the
development of social welfare provisions. The cases, or units of analysis, are 12
nations in 1900. Some of them have a low level of welfare provisions (italic font)
whereas others have extended welfare provisions. The research question asks for
an explanation of the development of social welfare provisions. Figure 6.2 gives
an overview of the data on the available cases. Three independent variables are
considered in the example. The curved y-axis represents the level of economic
development. Values to the right of this axis represent a high level of economic
development (D), whereas values to the left represent poor development (d).
Values above the curved x-axis represent the fact that almost everybody is enti-
tled to vote in national elections (E), whereas values beneath represent the
absence of parliamentary democracy (e). The ellipse represents the strength of
leftist parties. Outside (l) represents weak leftist parties, whereas inside (L) rep-
resents a strong leftist block. Three independent variables result in 23 = 8 possi-
ble constellations.

As a first step each of the 12 countries is classified as belonging to one of the
eight constellations. Consequently these constellations are classified into four
classes of constellations:

Constellations Simplified formula for
Classes of constellations included constellations included

1. Only high values (roman DeL, dEL (n = 2) No simplification, but D+E
font) on the dependent including Denmark, with class 4 included
variable Switzerland (outcome may occur when

D + E, when D or E occurs)

2. Only low values (italic deL, del (n = 2) de (outcome will
font) on the dependent including Italy, surely not appear
variable Sweden, Finland when de, when d

and e occur
simultaneously)

3. Neither high nor low DEl (n = 1) No simplifcation
values on the dependent empty
variable (the empty class,
‘logical remainders’)

4. Both high and low values dEl, DEL, Del (n = 3) No simplification
on the dependent variable including Norway, 
(contradictions, both roman Austria, Belgium,
and italic font) France, Germany,

The Netherlands, UK

Each class of constellations consists of a list of (either zero, one or more) constel-
lations. The class of nations where social welfare provisions will surely come into
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being (class 1: DeL + dEL) cannot be simplified to L(D + E), since the latter
formula includes DEL, whereas the constellation DEL contains Belgium as
an exception. Class 2 consists of del and deL, which can be simplified to de.
Apparently leftist parties cannot produce social welfare provisions when neither
economic development nor parliamentary democracy helps. One could also ask,
of course, in which nations social welfare provisions can emerge. Effectively this
comes down to merging classes 1 and 3, thus to minimizing DeL + dEL + dEl +
Del + DEL. If the logical remainder class is added (DEl), then the list DEL + DEl +
DeL + Del + dEL + dEl arises, from which it is clear that L(eftist party strength) is
an irrelevant variable. These constellations can be simplified to D + E. Thus, either
economic development or universal suffrage is enough to create the possibility of
social welfare provisions.

The example shows clearly that QCA can offer intriguing, asymmetric
insights. Strong leftist parties were irrelevant to the explanation in which nations
social welfare provisions do come about. But weak leftist parties were essential
to explain why in some nations social welfare provisions do not come about.

The QCA approach is useful when the number of cases is small compared with
the number of variables. If the number of variables is small compared with the
number of cases (e.g. less than a tenth) and the relationships between the vari-
ables are probabilistic to a certain degree, then almost all constellations tend to
belong to the class of contradictions. There is little left to explain for binary deter-
ministic data analysis models such as QCA. In Section 9.3 we will discuss the
newest development in configurational analysis to cope with this problem,
namely the fuzzy set methodology (Ragin, 2000).

6.4 Nominal Dependent and Independent Variables

An introduction to cross-tables was given in Section 5.3 using the relationship
between the economy (before the oil crisis of 1973, before 1981, after 1981) and
macro-economic policy (restrictive, monetarist, austerity, or Keynesian) as an
example. Here we will incorporate the electoral system of a nation as a third
variable into this example to extend the use of cross-tables from bivariate analy-
sis to multivariate analysis.

The causal model to be tested

Electoral systems can be divided into proportional systems (e.g. the Scandinavian
countries, Switzerland, Austria, Italy, the Netherlands, Belgium), on the one
hand, and majoritarian systems (e.g. Great Britain, USA, Canada, France) and
semi-proportional systems (e.g. Australia, Ireland, Japan, Germany), on the
other hand. Minorities in proportional systems have a good chance of being
represented in parliament. Proportional electoral systems tend to lead to multi-
party systems, whereas majoritarian systems and semi-proportional systems are
often dominated by two or three parties. Voters are more dispersed over
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parties in proportional systems than in majoritarian and semi-proportional systems,
as is indicated by the Herfindahl index in number equivalents. For the period
1965–90 this index amounts for the proportional electoral systems to 4.3 parties
and for the other systems to 2.6 parties only (n = 442 nested country–year units).
A proportional system favours consensus democracy, in which ‘all significant
political parties and representatives of the major groups in society share execu-
tive power’ (Lijphart, 1984: 46).

The hypothesis to be tested here is that proportional electoral systems are
conducive to Keynesian macro-economic policy, whereas majoritarian systems
enhance a restrictive macro-economic policy. In proportional electoral systems,
parties that promote the interests of a homogeneous segment of the population
only in order to get some seats (rather than the majority of seats) can survive.
Parties in proportional electoral systems can and will relatively often plead for
public expenditures to favour their own group. The dominant parties in majori-
tarian systems will have to make broad appeals to a heterogeneous electorate with
conflicting interests. They are therefore expected to favour broad tax cuts instead
of public expenditures to help specific, homogeneous groups. In Figure 6.3. this
hypothesis is depicted as a direct arrow from electoral system to macro-economic
policy.

Let us add a second hypothesis. In Section 5.3 the conclusion was that the eco-
nomic crisis had opposing influences on macro-economic policy. Some countries
shifted towards a more restrictive policy, others towards a Keynesian policy. This
effect is visualized as a direct effect from economic tide to macro-economic policy
in Figure 6.3. One expects that the type of reaction to a worsening economy is
dependent on the electoral system. Or, to put it another way, the economy also
determines the strength of the effect of the electoral system on the type of macro-
economic policy. In times of economic prosperity even politicians in majoritarian
systems will often favour help for specific societal groups, since the electorate as
a whole will not have to suffer because of it. This effect is visualized as the inter-
action effect from the economy on the direct effect from the electoral system on
the type of macro-economic policy.

6.4.1 Cross-table elaboration

The method of analysing multivariate relationships with cross-tables is called
cross-table elaboration. Here we will illustrate the method for three variables.
The general idea is that the relationship between the two variables of primary
interest, x and y – in our example, the relationship between the electoral system
and the type of macro-economic policy – should be split up for each category of
the remaining nominal variable z – in our example, for each state of the economy.
Thus, the dependence of macro-economic policy on the electoral system
is depicted in partial tables for each value of the economy. In the jargon of
cross-table elaboration, the economy is held constant. Each partial table reflects
only one particular state of the economy.
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All partial tables will show an association of the same magnitude when the
variable being controlled for is an additive variable that explains variance in the
dependent variable, but is independent of the primary independent variable.
The association in the uncontrolled cross-table will have the same magnitude as
the association in the partial tables.

When the variable being controlled for is either an intervening variable or an
exogeneous variable responsible for spurious correlation, the associations in the
partial tables will be small compared with the bivariate association. The column
percentages in corresponding cells of the partial tables will be equal to each other.

When the variable being controlled for is an interacting variable the associa-
tion should be strong in some partial tables but low in others.

First the overarching cross-table between economic tide and macro-economic
policy will be inspected, regardless of the state of the economy (Table 6.2). Next,
for each of the three values of the economy, the partial tables between these two
variables could have been presented, but for simplicity’s sake only the partial
tables for the period before the oil crisis of 1973 and the crisis period of the 1980s
will be presented (Table 6.3). The actual relationship between the type of elec-
toral system and the type of macro-economic policy is in line with the hypothesis.
Keynesian policy is pursued in proportional election systems only (ε = 44.9 per
cent). A restrictive macro-economic policy is pursued more often in majoritarian
systems (ε = 24.0 per cent − 7.3 per cent = 16.7 per cent).
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Macro-economic policy

Restrictive

Keynesian
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Figure 6.3 Causal model of electoral system, economy and macro-economic policy
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The partial cross-tables show clearly that the economy is neither an intervening
variable nor an exogeneous variable causing spurious correlation, since the per-
centage differences in the partial tables do not fall to near zero. The economy is
an interacting variable, however. In the good old prosperous years before the oil
crisis of 1973 the relationship between the electoral system and the macro-
economic policy pursued is clearly extant, but relatively weak as compared to
the years of crisis in the 1980s. Before the oil crisis Keynesian policy was pursued
in proportional electoral systems only, whereas a restrictive policy was pursued
in majoritarian electoral systems only. The percentage difference for Keynesian
policy was 33.3 per cent, the percentage difference for restrictive policy 12.5 per
cent. The years of crisis tightened up the differences between the electoral sys-
tems. In the 1980s the percentage differences had grown. They show an increase
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Table 6.2 Cross-tabulation of electoral system by macro-economic policy

Economic tide

Macro-economic
policy type 1965–73 1974–80 1981–90 Total

Restrictive 5.9% 23.5% 17.6% 15.2%
Monetarist 35.3% 23.5% 23.5% 27.6%
Austerity 41.2% 29.4% 29.4% 23.8%
Keynesian 17.6% 23.5% 29.4% 23.8%
Total 100% 100% 100% 100%

(n = 153) (n = 119) (n = 170) (n = 442)

Table 6.3 Electoral system by macro-economic policy elaborated for economy (period
1974–9 not considered)

Electoral systema

Macro-economic Majoritarian or
Economy policy type semi-proportional Proportional Total

1965–73 Restrictive 12.5% 0% 5.9%
(economy still Monetarist 37.5% 33.3% 35.3%
flourishing) Austerity 50% 33.3% 35.3%

Keynesian 0% 33.3% 17.6%

Total 100% 100% 100%
(n = 72) (n = 81) (n = 153)

1981–90 Restrictive 25.0% 11.1% 17.6%
(recession; Monetarist 37.5% 11.1% 23.5%
economy Austerity 37.5% 22.2% 29.4%
recovering slowly) Keynesian 0% 55.6% 29.4%

Total 100% 100% 100%
(n = 80) (n = 90) (n = 170)

aSource: Lijphart (1984).
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for Keynesian policy of 55.6 per cent and for restrictive policy of 25.0 – 11.1 per
cent = 13.9 per cent. Before the oil crisis the association measure φ between the
electoral system and the type of economic policy amounted to 0.49; in the 1980s
it had increased to 0.62.

The partial cross-tables are also consistent with an autonomous, additive effect
of the economy on macro-economic policy. Restrictive policy became more pop-
ular in the early 1980s, as is indicated by an increase from 0 per cent to 11.1 per
cent in proportional systems and from 12.5 per cent to 25.0 per cent in majori-
tarian systems. The worse the economy, the more popular a restrictive macro-
economic policy tends to become, regardless of the electoral system.

6.5 Nominal Dependent Variable, Interval

Independent Variables

If the variables have an interval level of measurement then they will have many
values. Consequently, the number of cases in each separate cell of the cross-table
analysis will be small, which will render percentage differences and association mea-
sures such as χ2 shaky and therefore meaningless from a statistical point of view.

When the independent variables have a higher level of measurement, but the
dependent variable is still nominal, the question becomes whether the value
which the nominal dependent variable takes is predictable from the values on
the independent variables. Discriminant analysis is one of the oldest data analy-
sis techniques to provide an answer to this problem (many newer techniques
have been developed, with fancy names such as neural network classification,
maximum entrophy network and so on). Since each party can be considered as
one value of the nominal variable party choice, discriminant analysis can be
used to answer the question to what degree party choice in multi-party systems
is dependent on various ideological and socio-economic variables with an inter-
val level of measurement (education, income, sympathy ratings of electoral lead-
ers, and so on).

Discriminant analysis will be discussed only cursorily here, because the combi-
nation of a dependent nominal variable and independent interval variables does
not apply often. The mathematical and statistical properties will be left aside.

Discriminant analysis assumes a linear, unidirectional model. The probability
that a case has a given value on the nominal dependent variable is modelled as
a linear function of the independent variables. Discriminant analysis assesses the
direct effect of each separate variable controlled for the effects of the other vari-
ables. When the independent variables correlate with each other the direct
effects of each separate variable may deviate strongly from what would have
been expected on the basis of bivariate inspections of the data.

When the dependent variable is a dichotomous one, discriminant analysis is
equivalent to multiple linear regression analysis with a dichotomous dependent
variable (see van de Geer, 1986), but this equivalence is hidden by most statisti-
cal packages. The printed output for discriminant analysis will typically contain
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various overviews and details that are not printed in the case of regression
analysis and vice versa. Even to sort out the exact correspondence of discrimi-
nant function coefficients with ordinary regression coefficients is non-trivial
since regression coefficients and discriminant function coefficients tend to be
standardized differently (even within the same statistical package). When the
number of values of the dependent nominal variable is three or higher, the precise
correspondence with multiple regression analysis is lost.

6.5.1 Discriminant analysis example:
explaining the type of government

One of the nominal variables in the NIAS.SAV database is the type of govern-
ment (TOGORI). This variable has four categories: single-party governments,
minimal winning coalitions, surplus majority coalitions that rest on the official
parliamentary support of more parties than strictly necessary for survival, and
(various subtypes of) minority governments. Caretaker governments will be
excluded from consideration here. A variety of explanations of the type of gov-
ernment have been offered (see de Swaan, 1973; Budge and Keman, 1990; Laver
and Shepsle, 1996). Many theories emphasize aspects of coalition governments
that are not captured by the single variable TOGORI (e.g. whether coalition
partners occupy a smallest region in issue space, the distribution of cabinet
portfolios among the coalition parties). The aim of the analysis presented here is
simply to investigate whether a non-exhaustive number of selected variables
with an interval level of measurement add to the explanation of the rough type
of government. Due to missing values in the NIAS.SAV database, data are only
available for 392 government–year combinations (16 OECD countries, period
1965–1990).

Once more the theory of the effects of the type of electoral system is useful.
Majoritarian electoral systems will tend to produce two parties only. Single-
party governments are likely. As compared with politicians in multi-party sys-
tems with the same ideology, party politicians in majoritarian systems will
attempt to appease heterogeneous groups with low taxes and low social contri-
butions. Thus, the existence of many parties (as measured by the Laakso–Taagepera
index) as well as high taxes and high social security contributions will decrease
the likelihood of a single-party government. A majority coalition will presum-
ably result when party ideologies are deemed less important than national unity.
One indicator of such a state of emergency is the number of strikes. Strikes
increase the likelihood of a majority government. Polarization between parties,
as measured by the distance between left-wing and right-wing parties (as mea-
sured in turn by party manifestoes), on the other hand, hampers government
coalitions with centrist parties and will increase the likelihood of a minority
coalition.

As a first step the plausibility of these hypotheses can be verified by means of
a bivariate analysis of variance. Table 6.4 depicts for each type of government the
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mean scores on the independent interval variables. The mean values per type of
government are roughly in line with expectations. The mean value of single-
party governments on ‘electoral system’ of 1.2, as compared with 1.8 for other
types of government, indicates that majoritarian electoral systems do indeed pro-
duce single-party governments. Remember that the variable ‘electoral system’
takes the value 1 in the case of a majoritarian system and 2 in the case of a pro-
portional system. Single-party governments emerge when the effective number
of parties is low (2.2 on average), whereas majority governments emerge when
the number of parties is extremely high (4.4 on average). Thus, fragmented soci-
eties with a proportional electoral system seem to produce political elites which
tend to cooperate in large majority coalitions. On average, low tax rates and low
social security contributions do indeed correspond with single-party govern-
ments (33.5 and 3.9, respectively). Polarization does indeed favour minority gov-
ernments (mean polarization of 2.91). Majority coalitions are indeed associated
with a relatively high number of strikes, but the number of strikes is even higher
when ‘stubborn’ single-party governments take office.

Discriminant analysis is the appropriate technique for assessing to what
degree the combination of these variables suffices to explain and to predict the
type of government. A central concept in discriminant analysis is the (canonical)
discriminant function. A discriminant function is a division function which is inter-
preted as dividing the cases which belong to two particular sets of categories of
the dependent nominal variable on the basis of their values on the independent
variables. The number of discriminant functions is one less than the number of
categories of the dependent variable. In our example of four categories, there are
three discriminant functions. Each of them makes a statistically significant con-
tribution to the explanation of the type of government. Figure 6.4 shows the
essentials of the SPSS output for the application of discriminant analysis to our
example. The meaning of the discriminant functions should be discerned by
interpreting the ‘rotated standardized discriminant function coefficients’ of the
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Table 6.4 Mean values of independent variables per type of government

Type of government (TOGORI)

Minimal
Single-party winning Majority Minority 
government coalition coalition government

Mean Mean Mean Mean

Electoral system (1 = majoritarian,
2 = proportional) 1.2 1.8 1.8 1.8

Effective number of parties
(Laakso–Taagepera index) 2.2 3.9 4.4 3.7

Taxes 33.5 37.5 34.3 42.2
Social security contributions 3.9 10.1 10 7.4
Left–right polarization 2.03 1.79 1.84 2.91
Number of strikes (ILO) 3571 1428 3387 2325
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dependent variables with regard to the three discriminant functions. The
discriminant function coefficients of the independent variables on the discriminant
functions in discriminant analysis are comparable to the factor loadings of variables
on the factors in factor analysis. As a further means to clarify the meaning of the
discriminant functions, a glance at the location of each of the group means (group
centroids) with respect to these division lines is useful. Classification results can be
trusted once the meaning of the discriminant functions is interpreted in the light of
the available theory.

First the division lines or, in the jargon of discriminant analysis, the canonical dis-
criminant functions that are constructed by discriminant analysis to explain the type
of government should be interpreted on the basis of the available theory. To get a
feeling for these discriminant functions, a glance at the group centroids is useful.

114488

Rotated standardized discriminant function coefficients
Based on rotation of structure matrix

Func 1 Func 2 Func 3

ELSYS .36258 .13412 .75953 Electoral system. Lijphart (1984)
EFFNOP .74963 −.03528 −.51300 Effective number of parties
TAX −.49170 .65792 .50833 Taxes
SSC .54635 −.91833 .03132 Social security contributions
POLAR .24842 .58169 .31833 Polarization left–right
NRSTRIKE .10818 .57047 −.32482 Number of strikes (ILO)

Canonical discriminant functions evaluated at group means (group centroids)

Group Func 1 Func 2 Func 3

1 −1.53184 .33075 −.51097 Single-party government
2 .25861 −.48301 .21869 Minimal winning coalition
3 1.32335 −.59363 −.35458 Surplus majority coalition
4 .07335 1.13661 1.00438 Minority government

Classification results

No. of Predicted Group Membership
Actual Group Cases 1 2 3 4

Group 1 105 91 12 0 2
Single-party government 86.7% 11.4% .0% 1.9%

Group 2 114 21 41 32 20
Minimal winning coalition 18.4% 36.0% 28.1% 17.5%

Group 3 103 0 25 71 7
Surplus majority coalition .0% 24.3% 68.9% 6.8%

Group 4 70 11 5 4 50
Minority government 15.7% 7.1% 5.7% 71.4%

Ungrouped cases 24 2 2 7 13
8.3% 8.3% 29.2% 54.2%

Per cent of ‘grouped’ cases correctly classified: 64.54%

Figure 6.4 SPSS output of discriminant analysis to predict the type of government
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The first discriminant function separates single-party governments (average
position −1.53 with respect to first discriminant function) from the other types of
governments, especially from majority coalitions (position +1.32 with respect to
first discriminant function). A look at the (rotated standardized) discriminant
function coefficients shows that positive positions relative to the first discriminant
function are associated with a proportional electoral system (+ 0.36), a high num-
ber of effective parties (+0.75) and high social security contributions (+0.55).
Negative positions relative to the first division line are associated with low taxes
(−0.49). These results are pretty much in line with the basic theory. The first dis-
criminant functions distinguishes between majoritarian electoral systems with
a few parties only and low taxes and, on the other hand, proportional electoral
systems with a great many parties and high social security contributions.

The second discriminant function separates the minority governments (average
position +1.14) from the minimal winning coalitions and especially from the
majority coalitions (position −0.59). Positive positions with respect to the second
discriminant function are associated with high taxes (+0.66), a high degree of
polarization (+0.58) and strikes (+0.57). Negative positions are associated with
low social security contributions (−0.92). The second division line has at its posi-
tive side the minority governments that arise when political agreements between
coalition partners become impossible due to a high degree of possible polariza-
tion, societal tensions as indicated by strikes, and taxes that are already too high.
Thus, the second discriminant function can also be interpreted fairly easily.

The third discriminant function is less easily interpreted on the basis of theory.
Apparently it captures the idea that majority coalitions (average position −0.35)
provide a political answer to labour unrest and strikes (−0.32) when the effective
number of parties is high (−0.51). Note that the three minus signs merely indi-
cate here that strikes, many parties and majority coalitions are on the same side
of the third discriminant function. In discriminant analysis, these signs are arbi-
trary (one may multiply them by −1). When the higher-order discriminant func-
tions are completely random from the point of view of substantial theory, the
number of discriminant functions should be reduced a priori, even when these
higher-order functions are statistically significant.

To assess the quality of the overall explanation of the nominal dependent vari-
able the classification results table is useful. Overall the type of government was
predicted correctly for 91 + 41 + 71 + 50 = 253 cases, which amounts to 64.5 per
cent of the 392 cases without missing values. This percentage is fairly impressive,
since it is much higher than could be expected on the basis of the frequency of the
modal type of government (the relative frequency of minimal winning coalitions
amounts to 114/392 = 29.1 per cent).

The rows of the classification table should be inspected to get a feeling for the
strengths and weaknesses of the explanation. Single-party governments are pre-
dicted quite well on the basis of the model (86.7 per cent correct). Majority coali-
tions and minority governments are predicted correctly for roughly two out
of three cases. Surplus coalitions are often predicted when actually a minimal
winning coalition came into being (24 per cent). The model provides poor pre-
dictions of the realization of minimal winning coalitions (36 per cent correct
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guesses). This poor prediction reflects the fact that some minimal winning
coalitions are politically attractive whereas others are absurd, depending on the
policy distances between the parties within the minimal winning coalition
(de Swaan, 1973).

It is worthwhile to examine the quality of predictions not only from a quanti-
tative point of view but also to examine precisely for which cases the model per-
forms well or badly. To save space we will not print casewise predictions here. It
will come as no surprise that the casewise predictions show that the model pre-
sented here has no difficulty in explaining the trivial facts that Great Britain has
single-party governments while Switzerland has surplus majority coalitions. For
some countries the model performs extremely poorly, however. Austria, for
example, is predicted to always have minimal winning coalitions, but in reality
Austria has all types of governments. Nevertheless the simple discriminant
analysis model presented here predicts some shifts in the type of government
remarkably accurately. For Belgium the model predicts correctly, for example,
the succession in 1966 of a majority coalition by a minimal winning coalition. For
the Netherlands the succession in 1977 of a majority coalition by a minimal win-
ning coalition is predicted, whereas this shift came about in 1978 (at least accord-
ing to the annual data). For Italy the succession in 1987 of a majority government
by a minority government is correctly predicted.

6.6 Interval Dependent Variable, Nominal

Independent Variables: Analysis of Variance

Models for the analysis of variance (ANOVA) have a dependent variable with an
interval level of measurement. In Section 5.2.2 an ANOVA model with one inde-
pendent nominal variable was presented. More complex ANOVA models have
been developed of course. First, multiple independent nominal variables can be
entered. Next, models with interactions between the various nominal indepen-
dent variables have been introduced. Third, covariates – variables with a higher
level of measurement – can be introduced as additional independent variables to
explain the value of the independent interval variable. Many other complica-
tions, such as repeated measurements or varying contrast groups, can also be
handled within the context of ANOVA models. Here we will not delve into the
analysis of variance, since regression analysis can be used in many circum-
stances as an alternative.

The analysis of variance with one independent nominal variable with j cate-
gories is equivalent to regression analysis with j – 1 dummy variables as inde-
pendent variables. An obvious way to set up these dummy variables is to select
one of the j groups as the reference category and to construct for each of the
remaining groups a variable that has the value +1 when a case belongs to that
group and the value 0 otherwise. Let us take a simple example. Suppose one
wishes to examine the effect of one’s ‘religion’, conceived as a nominal variable
with three values, namely ‘Christian’, ‘none’, and ‘other (e.g. Islam)’, on the
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interval variable ‘trust in government’. The regression approach to this problem
would be to construct a variable ‘Christianity’ with value 1 when the nominal
variable takes the value ‘Christian’ and 0 otherwise. Furthermore, a variable
‘other religion’ could be construed (1 = other religion, 0 = Christian or no reli-
gion). The regression equation to be estimated would be:

Trust = b1 Christianity + b2 Other Religion + a.

Instead of the binary 0–1 ‘contrast’ to code a dummy variable, other numerical
‘contrasts’ can be used. If not belonging to a specific group is considered not only
as absence of group membership, but more strongly as group avoidance, then the
value −1 is preferable to the value 0, for example. Many other contrasts have been
used in the literature. One should keep in mind that the precise contrasts do have
effects on the unstandardized regression coefficients, since the measurement scale
of the independent variables is altered, but not on the explained variance, since
the latter is independent of linear transformations in the independent variables.

An interaction effect of two nominal variables implies that each specific com-
bination of the values of these two variables is associated with a particular level
of the dependent variable. In regression analysis the (first-order) interaction
terms can be constructed by multiplying each dummy used to represent the first
variable with each of the dummies used to represent the second variable. If two
variables have j and k values, respectively, then j − 1 and k − 1 dummies, respec-
tively, should be created to deal with them in multiple regression analysis as
independent variables, and ( j − 1)(k − 1) dummies should be constructed to rep-
resent the interactions between the two nominal variables. To study the com-
bined effect of religion and class – conceived of as a dichotomous nominal
variable – on trust in government, for example, one should first construct a
binary variable ‘class’ with value 1 for the upper class and value 0 for the lower
class. The regression model without interactions is:

Trust = b1 Christianity + b2 Other Religion + b3 Class + a.

A model with interactions allows for the fact that especially citizens from the
higher class exhibit trust in government. In our example (3 − 1)(2 − 1) = 2 inter-
action variables should be created to enable a full regression analysis with inter-
action effects:

Trust = b1 Christianity + b2 Other Religion + b3 Upper Class
+ b4 Christian Upper Class + b5 Other Religion Upper Class + a,

where Christian Upper Class = 1 if Christianity = 1 and Upper Class = 1, otherwise
0; and Other Religion Upper Class = 1 if Other Religion = 1 and Upper Class = 1,
otherwise 0. The regression representation of analysis of variance readily allows
for the possibility of including covariates, defined as other variables with a
higher level of measurement, as independent variables in the regression equa-
tion. Interaction in regression models will be discussed in Section 6.7.4.
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Thus, from a mathematical point of view, analysis of variance is equivalent
to regression analysis. Nevertheless the required input and the printed output
from both subroutines will be quite different in most statistical packages. The
printed output of regression analysis concentrates upon regression parame-
ters of separate (dummy) variables (that might or might not represent (inter-
actions between) categories of nominal independent variables), whereas the
printed output of the analysis of variance deals primarily with the statistical
significance of complete nominal variables and their interactions. Thus, if one
is interested in general questions such as whether nominal variables or their
interactions have an effect on the dependent variable at all, ANOVA output
should be requested. If one is interested in the precise effects of specific
conditions, as most comparative political scientists are, then the regression
approach is to be preferred. In this book we will concentrate on the regression
approach.

6.7 Interval Dependent and Independent

Variables: Regression Analysis

Regression analysis is probably the most frequently used technique for data
analysis in political science. Various extensions of bivariate regression analysis
(Section 5.4) will be discussed in this section. Regression analysis is the appro-
priate technique whenever dependent and independent variables have an inter-
val level of measurement.

In Section 6.7.1 the linear multiple regression model will be discussed. The
precise assumptions of the linear multiple regression model are dealt with in
Section 6.7.2. Sections 6.7.3 and 6.7.4 serve to translate the general principles of
testing causal theories, which were presented in Section 6.1, to variables with
interval and ratio levels of measurement. The use of multiple regression analy-
sis to deal with additive relationships, intervention and spurious correlation (see
Section 6.1) is discussed in Section 6.7.3. Interactions in the framework of a
multiple regression model will be discussed in Section 6.7.4.

A thorough discussion of the assumptions of regression analysis (Section 6.7.2)
is required to prevent its unwarranted use. Moreover, knowledge of the assump-
tions of the technique is useful to understand the background of extensions of
regression analysis. Almost without exception these extensions were developed
to tackle violations of the assumptions of the pure linear regression model. In
this book the focus will be on extensions of regression analysis to deal with time
series (Section 6.7.5), pooled time series (Section 6.7.6), and reciprocal relations
between variables (Section 6.7.7).

Time series data and pooled time series data are essential to test causal theories,
since they give a clue to the temporal sequence of events. Nevertheless, time
series data pose a serious problem to regression analysis, called autocorrelation.
Autocorrelation means that the dependent variable displays a rigidness that is
not accounted for by the independent variables. If autocorrelation exists, then a
poor explanation at one point in time is predictably followed by a poor explanation
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at the next point in time. Prediction on the basis of a regression equation is tricky
when autocorrelation exists. Various remedies to cure autocorrelation will be dis-
cussed in Sections 6.7.5 and 6.7.6. These remedies amount either to more
advanced estimation techniques or to an alternative specification of the regres-
sion model which allows for hypothesis testing.

Reciprocal relationships constitute chicken and egg puzzles. Which party gets
its way in a government coalition, for example? Who influences whom? A
chicken and egg puzzle can only be solved when data on exogeneous variables
are available. If one takes for granted that a party in government tries to imple-
ment its own party manifesto, then it is a good idea to find out which coalition
partner wrote the party manifesto that resembles current government policy
most closely. To put it in a more abstract form, if A and B reciprocally influence
each other, then a third factor C that directly influences A but does not directly
influence B is required to estimate the strength of the reciprocal relationships
between A and B. Models and estimation techniques for reciprocal relationships
will be discussed in Section 6.7.7.

6.7.1 The multiple regression model

The linear multiple regression model is a straightforward generalization of the
bivariate model. Instead of one independent variable, more than one indepen-
dent variable is assumed to have an influence on the dependent variable. The
value for case i on the dependent variable, Yi, is assumed to be a linear combi-
nation of the values of case i on the independent variables X1i, X2i, . . . , Xki, except
for a residual, ε i, that is not accounted for by the independent variables. The resid-
ual for case i is the difference between the value of the dependent variable, Yi,
and the predicted value, Ŷi :

Yi = b0 + b1X1i + b2X2i + . . . + bkXki + εi.

In the case of k independent variables X1, X2, . . . , Xk the predicted value for case i,
Ŷi, is a linear function of X1i, X2i, . . . , Xki multiplied by their respective regression
slope coefficients b1, b2, . . . , bk, and the regression constant b0

Ŷi = b0 + b1X1i + b2X2i + . . . + bkXki

The ordinary least squares procedure to estimate the regression coefficients b0, b1,
b2, . . . , bk prescribes that the sum of all squared residuals, εi

2, also denoted as SSR,
should be minimized:

minimize SSR, where SSR =
∑

i

(Yi – Yi)
2.

The formulae for the regression coefficients b0, b1, b2, . . . , bk which follow from
this minimization procedure are rather cumbersome when k becomes large.
Numerical procedures to minimize SSR are fairly efficient, however.
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Dividing SSR by SS, the sum of squares of the values with respect to their
mean Y–, gives the proportion of unexplained variance. The proportion of
explained variance, R2, is computed as one minus the proportion of unexplained
variance:

R2 = 1 – SSR/SS, where SS =
∑

i

(Yi – Y–)2.

The nature of a regression coefficient

in multivariate regression analysis

A regression coefficient in multivariate regression analysis reflects the influence
of a variable Xk on Y when the other independent variables are held constant or
are being controlled for. To compute a single regression coefficient in multiple
regression analysis, only those variations in Xk and Y are considered that do not
depend on variations in the remaining independent variables. The disturbing
influences of the remaining variables are filtered out by, first, computing the
residuals in Xk that cannot be accounted for by the remaining independent vari-
ables from the original regression equation (X1, . . . , Xk), by computing the residu-
als in Y. These residual variables will be denoted here as RXk and RY. The
regression coefficient bk in the regression equation with Y as the dependent vari-
able and the complete set of independent variables, X1, . . . , Xk−1, Xk, is identical
to the bivariate regression coefficient of RY with RXk.

Regression of Y dependent on X1, . . . , Xk:

Yi = b0 + b1X1i + b2X2i + . . . + bkXki + εi.

Regression of Y on remaining X1, . . . , Xk−1:

Yi = c0 + c1X1i + c2X2i + . . . + ck−1Xk−1,i + RYi.

Regression of Xk on remaining X1, . . . , Xk−1:

Xki = d0 + d1X1i + d2X2i + . . . + dk−1Xk−1,i + RXki.

Bivariate regression of obtained residuals: RYi = e0 + eRXki + εi.

then bk = e.

A bivariate regression line is easily visualized in the plane. Predictions in mul-
tivariate regression do not amount to a straight line as in bivariate regression. In
a regression analysis with two independent variables the predictions amount
to a flat surface in three-dimensional space. In a regression analysis with three
independent variables the regression equation amounts to a three-dimensional
object in an unintelligible four-dimensional space. It is impossible to visualize
the regression coefficients in multiple regression analysis directly. But for each
independent variable the partial regression with the dependent variable can be
visualized. A partial regression plot of Xk with Y is a plot of RXk as the independent
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and RY as the dependent variable. Instead of the original variables Xk and Y, the
residual variables RXk and RY along the X-axis and the Y-axis, respectively, should
be plotted.

Example: effects of an old population on public

expenditures in addition to imports/exports

The responsiveness of the political system to the growing share of elderly citi-
zens poses a serious policy question in western democracies. Nations with an
old population will tend to have high public expenditures since the elderly no
longer work and so do not contribute to the gross domestic product. They are in
need of health care and pensions instead. As an example, throughout this section
the relationship between the percentage of the population older than 65 (AGE65
in NIAS.SAV) and public expenditures as a percentage of gross domestic prod-
uct (PE) will be considered.

Since the influence of high imports and exports on public expenditures has
already been discussed in the introductory section on regression analysis
(Section 5.4) the regression question to be answered here is whether an old pop-
ulation (AGE65) helps to explain high public expenditures (PE) in addition to
imports and exports (IMEX2).

PEi = b0 + b1IMEX2i + b2AGE65i + εi.

As in Section 5.4 we will confine ourselves to data on the year 1988 for 17 coun-
tries. But the precise percentage of people older than 65 for Japan in 1988 is miss-
ing in the database. Therefore the regression model will be tested for 16 countries
only. Table 6.5 presents the regression coefficients as computed by SPSS. The
table reveals that b0 = 12.15, b1 = 0.28 and b2 = 1.83, which gives rise to the regres-
sion equation

PE = 12.15 + 0.283IMEX2 + 1.834AGE65.

Thus, public expenditures (as a percentage of gross domestic product) tend to
increase, on average, by 1.83 per cent when the percentage of elderly rises by one
percentage point. This is what was to be expected: it is the elderly who boost
public expenditures. When imports and exports increase by 1 per cent, then public
expenditures tend to increase also, on average by 0.28 per cent. One should note
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Table 6.5 Regression coefficients: an example

b (unstandardized Beta (standardized
coefficients) Std error coefficients) t Sig.

(Constant) 12.15 13.69 – 0.89 0.39
IMEX2a 0.28 0.13 0.48 2.26 0.04
AGE65b 1.83 0.94 0.41 1.95 0.07

a(imp/gnp + exp/gnp)/2.
b% population > 65.
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that 0.28 is slightly less than 0.33, which was the regression coefficient found in
the bivariate regression analysis of Section 5.4. Regression coefficients in multi-
variate regression analysis are lower than in bivariate regression analysis when
the additional variables are collinear to a certain degree, which is almost always
the case. Multivariate regression coefficients will be precisely identical to bivari-
ate regression coefficients when the independent variables show zero correla-
tions among each other.

The t-coefficients in Table 6.5 indicate that both regression coefficients are
significant when a one-sided test is applied, although not when a two-sided test is
applied (see Section 5.7.4; critical value at the 5 per cent significance level, n = 16,
df = 14: t = 1.746). One-sided tests should be applied here since the hypotheses
prescribe precisely the direction of effects (positive for both variables). The sig-
nificance levels printed by SPSS refer to two-sided tests, which are applicable
when no a priori assumptions with respect to the direction of a regression coef-
ficient are made. The explained variance (not printed in Table 6.5) amounts to
R2 = 0.41.

To get a feeling for multivariate regression analysis it might be helpful to com-
pare Figure 6.5, which represents the partial regression plot between IMEX2 and
PE controlled for AGE65, with Figure 5.3, which represents the bivariate regres-
sion plot between IMEX2 and PE. Only small differences show up. Since the cor-
relation between IMEX2 and AGE65 is almost absent (r = +0.03) only small
differences are to be expected. The regression coefficient would have been hard
to interpret had IMEX2 and AGE65 been highly correlated. The bivariate regres-
sion plot between IMEX2 and PE would have differed enormously from the par-
tial regression plot between IMEX2 and PE controlled for AGE65 in the latter
case. Multicollinearity is the technical name to label the problem of high correla-
tions between independent variables (see Section 6.7.2).
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Figure 6.5 Partial regression plot of openness of economy (IMEX2) and public
expenditures (PE) controlled for the percentage of elderly (AGE65)
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6.7.2 Assumptions of the ordinary least 
squares estimation method

Regression coefficients computed by the ordinary least squares method may
give a false impression of precision. Regression analysis assumes linear rela-
tionships. Regression coefficients are meaningless when relationships are non-
linear. If relationships are severely non-linear, then linear regression coefficients
will tell a misleading story. The OLS method which is used to estimate regres-
sion coefficients may be inappropriate to estimate population regression coeffi-
cients when the data exhibit nasty properties. These properties have been given
appealing names such as outliers, heteroscedasticity, multicollinearity and
autocorrelation. OLS estimates will be biased, inefficient or non-robust in their
presence (see Section 5.6.2 for a discussion of unbiasedness, efficiency and
robustness of estimators). The nature of these properties will be discussed in
this subsection.

Non-linear relationships

Linear relationships are a basic assumption of multiple regression, but some theo-
ries give rise to non-linear relationships. Sometimes a non-linear relationship is still
linear in the parameters to be estimated, for example, the parabolic relationship
Y = b0 + b1X + b2X

2. In the construct X2 might be treated as an ordinary variable.
Sometimes a non-linear relationship between an independent variable and the

dependent variable can be changed into a linear relationship by a numerical
transformation of the variables. Exponential relationships, which are quite com-
mon in rational theories of economic, political and social conduct (e.g. Coleman,
1991), such as the so-called Cobb–Douglas production function

Y = b0X 1
biXb2

2 ,

can be turned into the linear relationship ln(Y) = b0 + b1 ln(X1) + b2 ln(X2) by taking
logs of the separate variables. Taking logs is also a standard device in compara-
tive political science when the original variables are expressed as quantities,
whereas the theory deals with relationships between percentage changes.

Unfortunately, it is impossible to transform all non-linear relationships into
linear ones. The logistic relationship (the S-curve)

which is often used to model the probability of binary events, is an example of a
pure non-linear relationship. Most statistical packages have a separate proce-
dure for logistic regression analysis. Moreover, they have more or less flexible pro-
cedures to model other types of non-linear relationships. Non-linear regression
will not be treated here any further.
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Y = 1
1 + e−b0−b1X

.
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Unbiasedness and efficiency of regression estimates

In the mathematical statistician’s thought experiment of an infinite number of
samples from the same population, an estimate is said to be unbiased when on
average it hits the mark precisely. Ideally an estimate should also be efficient
(recall Section 5.6). Fortunately, ordinary least squares estimates are indeed unbi-
ased and efficient when the variables involved in regression analysis are distrib-
uted normally, and relationships between them are linear. The (fairly simple)
mathematical statistician’s proof of this conjunction, based on the maximum
likelihood procedure, is beyond the scope of this book. Many other assumptions
also lead to the conclusion that OLS estimates are unbiased and efficient. The
general claim is that OLS estimates are robust against violations of normality
assumptions.

There are some noteworthy exceptions, however. Nasty properties of the data
which will render OLS estimates dubious or even simply mistaken will be dis-
cussed in this subsection. Four aspects of the data which give rise to biased or
inefficient regression estimates will be discussed: outliers, multicollinearity,
heteroscedasticity and autocorrelation:

• Outliers are single cases which have a disproportionate effect on the slope of
the regression line. Generally these cases have extreme values on the depen-
dent or on the independent variables in the regression model. In the presence
of outliers a regression coefficient does not tell a story about the majority of
cases, but a story about a few outliers.

• Multicollinearity means that two or more independent variables are almost
inextricable. Disentangling almost inextricable variables will result in regres-
sion estimates that depend on small residual variations in the variables which
may well be measurement errors.

• Heteroscedasticity means that the residual variance is much larger for some
values of the independent variable (e.g. for cases with high values on the
independent variable) than for others (e.g. for cases with low values).

• Autocorrelation often arises in the context of regression analysis with time
periods as units. Autocorrelation entails that a failure to explain the state of
the dependent variable at one point in time carries over into subsequent time
periods. The residual from the regression equation at one point in time
depends upon the residual at the previous point in time. The number of inde-
pendent observations is in fact smaller than the number of time periods.

In the following paragraphs the nature of the problem, the diagnosis, and the
solution to outliers, multicollinearity, heteroscedasticity and autocorrelation will
be sketched.

The outlier problem

An outlier is a case which affects the slope of the complete regression line
disproportionately. An example is given in Figure 6.6. Six data-points (P1–P6) are
plotted in the x−y plane. Without case P6 the slope of the regression coefficient
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would be negative (y = −x), but with case P6 included the slope coefficient will
turn positive (y = +x).

The concept of an outlier should be clearly distinguished from the concept of
a large residual. From Figure 5.3 it is apparent that public expenditures of the
Swiss national government cannot be accounted for by imports and exports only.
Switzerland has a large negative residual. But Switzerland is not an outlier, since
the slope of the regression coefficient is not affected heavily by the precise size
of Switzerland’s residual. In Figure 5.3 the slope of the regression coefficient is
not determined completely by a single outlier.

Two problems concerning outliers should be distinguished. The first problem
is an interpretation problem given the sample data. The story of Figure 6.6 cannot
be told with one regression slope coefficient. Figure 6.6 suggests one story about
the cases P1–P5 and another about the outlier P6. The second problem has to do
with the statistical properties of regression estimates on the basis of a sample
when the population contains outliers. The regression slope coefficient on the
basis of a sample for a given population depends critically on the accidental
inclusion or exclusion of outliers in the sample. To put it another way, regression
estimates on the basis of a sample will not be robust when extreme values on the
dependent or the independent variables are extant in the population.

Since outliers may influence regression coefficients enormously, the inter-
pretation of regression parameters should be based on a careful analysis of
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Figure 6.6 Example of an outlier which changes the regression slope coefficient
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outlier diagnostics. Especially in research based on small databases, outliers are
a potential source of serious misinterpretations. In larger databases incidental
outliers tend to cancel each other out.

Diagnosis With Figure 6.6 in mind as a typical example of an outlier, a visual
inspection of bivariate and partial regression plots will give a first impression of
whether outliers are present. Inspection of partial regression plots is necessary
since, in multiple regression analysis, outliers can result from high correlations
between the independent variables (multicollinearity; see below).

Various measures have been suggested to quantify the influence of outliers on
the regression slope coefficients. The simplest measure, DFBETA, is calculated
for each case for each variable and for the constant in the regression equation as
the difference between the regression prediction with and without the case
included. Other measures such as Cook’s distance are based on the DFBETA
measure. The DFBETAs for the data from Figure 5.3 indicate that Belgium,
Switzerland and Ireland have a disproportionate effect on the slope of the regres-
sion coefficient. Not a single case is strong enough to change the sign of the
regression line, however.

Solutions The therapy is less straightforward. One alternative is to develop an
extended regression equation to model the outlier. Are the ‘ordinary cases’ and
the ‘outliers’ both specimens of a more general theory?

Dropping the outliers from the regression estimation is the appropriate solu-
tion when the aim of the regression analyst is to tell a story about the majority of
cases and there is no plausible theory available to account for the outlier. The
claim that the ultimate story can be based on the remaining cases only may not
be credible. The exclusion of outliers has to be accounted for in the research
report, since research regression results depend critically on the inclusion or
exclusion of outliers.

A technical alternative for dropping outliers completely is to create a dummy
variable for each outlier, with a 0 for all cases but a 1 for the outlier. The slope coef-
ficient for such a dummy variable indicates the difference between the value of the
outlier on the dependent variable and the prediction for the outlier produced by
the regression equation based on the remaining cases. It indicates precisely how
much the outlier is different from the remaining cases, but it does not provide an
explanation of why this is the case. To fit the data from Figure 6.6, for example, one
might create a dummy variable, DP6. On this variable the value 0 is assigned to
cases P1, P2, P3, P4 and P5, while the value 1 is assigned to case P6. The regression
equation to produce a perfect fit would be y = b0 + b1x + b2 DP6. In comparative
nation studies without a time dimension, a perfect fit can always be obtained by
adding a separate dummy variable for all but one of the selected countries.

Technical solutions may, however, hide, the fact that the relevant story to tell
may be the story about the outliers as compared with the remaining cases, whose
internal differences are uninteresting on further consideration. The argument for
maintaining the outliers is that their story is theoretically interesting as compared
to a story on the minor differences between the ‘normal’ cases.

116600

Pennings (Research)-3304-06.qxd  10/13/2005  11:42 AM  Page 160



Multivariate Analysis and Causal Inference

Heteroscedasticity

Homoscedasticity and heteroscedasticity are antonyms that refer to the
correspondence of the spread of residuals with the independent variables. If the
residuals have a constant variance, regardless of the value of the independent
variables, we call them homoscedastic; but if their variance is variable, we call
them heteroscedastic. Dependence of the residual variance on the independent
variables is termed heteroscedasticity. Heteroscedasticity occurs often when vari-
ables based on raw counts (e.g. receipts and expenditures; gross national prod-
uct and military expenditures measured in dollars) are related to each other. Low
corresponds always with low, while a high value on the independent variable is
necessary (but not sufficient) to produce a high value on the dependent variable.
Therefore the residual variance is low for low values of the independent vari-
able, but high for high values. Heteroscedasticity impairs the efficiency of OLS
estimators of the regression coefficients, but these coefficients are still unbiased.

Diagnosis A first means to trace heteroscedasticity is a visual inspection of
bivariate and partial regression scatterplots. Most statistical packages can plot
them. Heteroscedasticity is observed when the spread of the residuals increases or
decreases with the values of the independent variables being plotted on the X-axis. 

A generally accepted formal test is not available. When the residual variance is
assumed to correspond linearly with an independent variable in the regression
model, as in the examples given here, a split-half test on the basis of low and high
values on this independent variable is often carried out. This popular split-half test
is called the Goldfield–Quandt test. Two regression equations are estimated, one for
values of X with a low residual variance and one for values of X with a high resid-
ual variance. Usually the group of cases with values beneath the median value of
X is compared with cases having higher values on X. Heteroscedasticity is
assumed when the two regression equations result in different explained variances
according to the F-test to compare complete regression equations.

Solutions What to do when heteroscedasticity is present? Often an insuffi-
cient, albeit necessary, cause is at the heart of heteroscedasticity. The obvious
solution would be to incorporate interaction terms in the regression equation to
discriminate between cases in which the cause being considered thus far brings
about the expected result and cases in which it is insufficient.

Transformations of the variables in the regression equation may also reduce
heteroscedasticity. Heteroscedasticity frequently occurs when the variables in
the regression equation are based on counts (number of people, amount of
money). Especially for high values of independent variables based on counts, the
residual variance of other variables based on counts tends to be high. Taking logs
of the dependent and independent variables is an obvious device. Taking logs
comes down theoretically to a substitution of a theory regarding relationships
between pure counts by a theory regarding relationships between percentage
changes. It is apparent from Figure 6.7 that taking logs will reduce heteroscedasticity.
Another obvious means to avoid heteroscedasticity is to use relative figures
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instead of raw counts as variables. In the NIAS database, for example, government
expenditures are not expressed in US dollars, but as percentages of gross domes-
tic product of a given nation in a given year. A disadvantage of the latter choice
is that autonomous changes in the percentage base will affect the percentages.
A sudden ‘increase’ in the percentage of public expenditures as a percentage of
gross national product can be the result of a sudden economic recession which
affects the economy negatively.

When theory-guided reduction of heteroscedasticity fails, one of several
advanced estimation techniques developed by econometricians to improve the
efficiency of estimates might be applied. The most widely used technique is
weighted least squares. It is applicable when the residual variance is assumed
to increase proportionally with the values of the independent variables in the
regression equation. More advanced weighting procedures are also available
(White, 1994: 209–17), but should be handled with care since these techniques are
based on strong assumptions. They tend to produce quite chaotic results when
regression analysis is applied to a few cases only.

Multicollinearity

The aim of multiple regression analysis is precisely to unravel the effects of
collinear variables. Multicollinearity is the phenomenon of highly correlated inde-
pendent variables. To understand why multicollinearity poses a problem, one
should remember that a regression coefficient in multiple regression analysis is
simply equal to the bivariate regression coefficient between the residuals from the
dependent and the independent variable obtained by regressing the remaining
independent variables on the dependent and the independent variable. If the
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independent variables in a regression equation correlate highly, then the variance
of these residuals will become small compared with the variance of the original
variables. Often the remaining residuals are simply a swarm of measurement
errors. Modelling residuals which are really measurement errors will result in a
chaotic pattern of regression coefficients. To put it another way, the standard errors
of the estimates increase. They are inefficient, although still unbiased.

Diagnosis As a measure of dependence of one independent variable j on the
remaining independent variables, Rj

2, the explained variance in the former due
to the latter can be computed. A widespread measure of multicollinearity is the
tolerance. The tolerance is defined as one minus the explained variance in one
independent variable j due to the other independent variables in the regression
equation (1 − Rj

2). If the tolerance of a variable amounts to 0.01, then the corre-
sponding regression coefficient is based on only 1 per cent of the variance in the
measured variable. Since most variables in political sciences have not been mea-
sured with such precision, regression coefficients based on such a low tolerance
will usually be unacceptable. If measurement errors of 10 per cent or even 25 per
cent are deemed possible, then variables in a regression equation with tolerances
lower than 0.1 or 0.25, respectively, should be mistrusted. Table 6.6 can be used
to interpret tolerance levels.

For data which do not contain measurement errors, multicollinearity poses no
problem. In research based on data from official statistical agencies, tolerances
between 0.01 and 0.25 may still be acceptable, since these data are not prone to
measurement errors (although they may exhibit systematic biases). In survey
research one would generally not accept tolerances below 0.25 or even 0.5, since
respondents often interpret survey questions differently.

Solutions Many remedies for unacceptably low tolerances can be considered.
When two or more independent variables measure almost the same concept,
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Table 6.6 Diagnostics for multicollinearity

Corresponding variance Acceptable correlation 
Acceptable tolerancea due to remaining coefficientb among two 
(unexplained variance independent variables independent variables
1−−R2

j ) R2
j rjk

> 0.50 <0.50 <0.71
> 0.25 <0.75 <0.87
> 0.10 <0.90 <0.95
> 0.05 <0.95 <0.975
> 0.01 <0.99 <0.995

aRule of thumb: the accepted tolerance should be slightly larger than the proportion of the
variance which is probably due to measurement errors.
bUpper bound of correlation coefficient corresponds only with bounds of other measures when
only one pair of variables is highly correlated and the remaining independent variables are
largely uncorrelated.

Pennings (Research)-3304-06.qxd  10/13/2005  11:42 AM  Page 163



Doing Research in Political Science

then the least interesting variable from a theoretical point of view can be omitted.
If the independent variables are actually indicators of one latent dimension, then
one should construct one scale and enter this scale as the independent variable
instead of the separate indicators.

But often the conclusion should be that the data at hand are simply insufficient
to unravel the effects of the various independent variables. Additional data should
be gathered (either cross-sectional, longitudinal or both) to ensure that the inde-
pendent variables do not always coincide with each other. One may also gather
more refined data with smaller measurement errors that will warrant the acceptance
of lower tolerance levels.

6.7.3 Direct causes, intervening variables and
antecedent variables

A political analyst using regression analysis for causal analysis may either
assume that the interrelationships between the independent variables do not
represent a causal ordering, or assume one specific causal order between the
independent variables. One should realize that the regression does not assume
by definition a causal order between the independent variables.

In a conventional causal diagram a curved, double-headed arrow is used to
represent a non-causal relationship, whereas a straight single-headed arrow is
used to represent a causal effect (see Figure 6.8). A variable usually has not only
a direct effect on the dependent variable, but also indirect effects through inter-
vening variables. The size of an indirect effect is computed as the product of the
regression coefficients belonging to the direct relationships which build up a
causal path. The total effect is computed as the sum of all indirect effects and the
direct effect. In Figure 6.8 this formula amounts to a total effect of X3 on X1 of
+ 0.2 + 0.4 × 0.7 = 0.48.

6.7.4 Interactions in the multivariate
regression model

An interaction refers to a conditional effect. The size of the effect of an indepen-
dent variable X1 on Y depends on the value of a third variable X2. To start the dis-
cussion we will first consider the case of a dichotomous interacting variable X2

with values 0 and 1 (a binary or dummy variable).
As an example, the relationship between the percentage of the population

older than 65 (AGE65 in NIAS.SAV) and public expenditures as a percentage of
gross domestic product (PE) is considered here. An ageing population will lead
to high public expenditures since the elderly no longer work and so do not con-
tribute to the gross domestic product. Moreover, in welfare states the elderly are
granted rights to receive pensions and health care, which require public expendi-
tures. The precise relation may well depend on the electoral system. Party systems
which are characterized by many different parties increase the chance that public
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expenditures are raised. Even the sheer existence of left-wing parties in these
party systems will increase the chance that other parties will agree with higher
public expenditures to accommodate low-income groups. In proportional elec-
toral systems at least one party will try to get the votes of the elderly. The sheer
danger that such a party will become powerful will encourage other parties also
to accommodate the elderly. In majoritarian electoral systems the chance that
public expenditures are raised to meet the demands of the elderly is lower, since
the two major parties will both have a strong incentive to promise lower taxes in
order to accommodate a variety of electoral groups.

An interacting variable may influence the slope and/or the intercept of the
regression line. If public expenditures in proportional systems are higher than
those in majoritarian systems, regardless of the precise percentage of elderly,
then only the intercept will be affected. If politicians are more sensitive to the
percentage of elderly in proportional electoral systems, then the slope is affected.

The general regression interaction model for two interacting independent
variables is 

Y = b0 + b1X1 + b2X2 + b3X1X2 + ε ,

and the example discussed here is

PE = b0 + b1AGE65 + b2PROP + b3AGE65 PROP + ε .

In the case of a binary variable X2 this regression equation is equivalent to two
regression equations; one for cases with X2 = 0 and one for cases with X2 = 1. To
obtain these two equations, one should substitute X2 = 0 and X2 = 1, respectively,
in the equation presented above. For X2 = 0, we obtain

Y = b0 + b1X1 + ε ,
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Figure 6.8 Regression analysis and causal analysis
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or, for our example,

PE = b0 + b1AGE65 + ε .

For X2 = 1, the corresponding equations are

Y = (b0 + b2) + (b1 + b3)X1 + ε .

and

PE = (b0 + b2) + (b1 + b3)AGE65 + ε .

If b2 is significant and positive, then a proportional electoral system (X2) has an
effect on the intercept of the regression equation, indicating that politicians in
proportional systems increase public expenditures more than do their colleagues
in majoritarian systems. If b3 is significant and positive, then a proportional elec-
toral system has an effect on the slope. In proportional electoral systems politicians
respond to an ageing population with higher additional public expenditures than
do their colleagues in majoritarian systems. First, a binary variable PROP is com-
puted. Semi-proportional electoral systems will be also considered as propor-
tional ones in this subsection. The interaction term PAGE65 is computed as the
product of PROP and AGE65. This simplifies our equation to

PE = b0 + b1AGE65 + b2PROP + b3PAGE65.

Interaction and multicollinearity

The variables that are multiplied together to obtain an interaction term often cor-
relate highly with the resulting interaction term. Multicollinearity easily comes in.
In our example the correlation coefficient between PAGE65 and PROP amounts to
r = +0.98. Estimation of the regression equation above results in an unacceptably
low tolerance of less than 0.05. As a technical solution to this problem various
authors, amongst them the authors of the first edition of this book, suggested to
subtracting the mean from each of the interacting variables before computing
their product. Kromrey and Foster-Johnson (1998) have demonstrated, however,
that this solution merely shunts the difficulties. In the end the conclusion is sim-
ply that available data which give rise to a high multicollinearity between the
independent variable and the interaction term are insufficient to distinguish
sharply between the autonomous effect of a variable and the part of its effect that
results from the interplay with other variables. 

6.7.5 Time series analysis:
the autocorrelation problem

Time series analysis is ordinary regression analysis with points or periods in
time as the units of analysis. The dependent variable yt is measured at point t.
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Since it takes some time before effects come into place, the independent variables
in time series analysis are often measured at earlier points in time than the
dependent variable. Time series regression analysis is a powerful tool for causal
analysis, since the temporal order of a cause and its consequence can be
expressed with a time lag between the independent variables and the dependent
variable. A typical regression equation for time series analysis would be

yt = b0 + b1xt−1 + b2zt−1 + εt.

The availability of time series data allows one to construct an autoregressive
model. The basic idea of an autoregressive model is that the current state of affairs
yt is dependent primarily on the state of affairs in the immediate past (yt−1),
although external influences (effects of xt and zt) and random shocks (εt),
together with an autonomous trend (b0), may amount to a change:

yt = b0 + b1yt−1 + b2xt + b3zt + εt.

The resulting R2 from an autoregressive model should not be compared with the
R2 in an ‘ordinary’ model. Particularly when almost nothing changes compared
with the previous point in time, the R2 of an autoregressive model will be high,
since a lack of changes (due to slowness of political changes and rigidities in
political structures) will result by definition in a close correspondence between
yt and yt−1. This contradicts the intuitive meaning of ‘explained variance’ for many
political scientists.

Autocorrelation is defined as serial correlation between residuals. It occurs
when the residuals in a given time period carry over into a later time period.
First-order serial correlation is correlation between immediately successive
points in time (between observations at time points t and t − 1), e.g. when an
overestimate in one year is likely to lead to an overestimate in the next year. False
predictions for one point in time will result in false predictions for the next point
in time. If autocorrelation is present, then it is misleading to think of the consec-
utive time points as independent observations. Autocorrelation implies that the
number of independent observations is smaller than the number of time points.
Whereas the computation of standard errors of regression estimates in OLS is
based on the available number of time points, this computation should be based –
less optimistically – on the (unknown) number of independent observations. In
the presence of autocorrelation OLS estimates of regression coefficients in non-
autoregressive models are inefficient, although still unbiased. Autocorrelation
in autoregressive models makes things even worse. Estimates will not only be
inefficient but also biased.

Diagnosis

A straightforward diagnostic of first-order serial correlation would be the
correlation coefficient rt,t−1 between residuals in successive points in time. The
Durbin–Watson statistic DW is based on this serial correlation coefficient between
residuals. It is roughly equal to 2 − 2rt, t−1; it thus takes values between 0 and 4
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rather than between −1 and +1. DW = 2 corresponds to r = 0, DW = 0 to r = +1, and
DW = 4 to r = −1. DW-values in the neighbourhood of 2 indicate the absence of
autocorrelation. Values near 0 indicate the presence of autocorrelation: it is likely
that a deviation from the regression line at time t will be followed at time t + 1 by
a deviation in the same direction. Values of DW between 2 and 4 indicate an oscil-
lating pattern: if the actual value at time t is higher than one would expect on the
basis of the regression equation, then it is likely that the actual value at time t + 1
is lower than one would expect on the basis of the regression equation.

DW-values are computed by most statistical packages, but it is usually still
necessary to consult a table (such as Table A.6 in the Appendix) to find out
whether a specific value indicates autocorrelation, no autocorrelation, or doubt,
given a specific number of time points as units of analysis and a specific number
of independent variables. DW has a critical region with a lower limit dL and an
upper limit dU. The null hypothesis that no autocorrelation is present in the resid-
uals from a regression analysis should be: rejected if the actual value of DW is
lower that dL; accepted if the actual value of DW is higher than dU; and consid-
ered as undecided when the actual value of DW falls between dL and dU.
Table A.6 shows that the DW-test becomes less undecided, that is to say, the region
in between dL and dU becomes smaller, as the number of independent variables
decreases and the number of observations increases.

The formula for rt, t−1 requires separate standard deviations of εt, and εt−1, how-
ever. In the DW formula εt is used as a single estimate of the standard deviation.
The formula then reduces to:

The Durbin–Watson DW-test applies to non-autoregressive time series regres-
sion models, but should not be applied to autoregressive models. To indicate
whether autocorrelation in the residuals from an autoregressive equation is
absent, one should not use the ordinary Durbin–Watson test. One of the tests is
Durbin’s h-test:

where nt is the number of observations within the time series, DW is the ordinary
Durbin–Watson coefficient, and Var(βy

t−1
) is the squared standard error of the

OLS estimate of the regression coefficient of the lagged dependent variable.
Some statistical packages, such as SPSS, will not report Durbin’s h, but these
packages can still compute the elements from which h can be computed accord-
ing to its formula. To compute h one should first compute the ordinary
Durbin–Watson DW and the (square of) the standard error of the OLS estimate
of the regression coefficient of the lagged dependent variable. Durbin’s h has
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a standard normal z-distribution; thus, one should not use the DW table to interpret
Durbin’s h! If the usual 5 per cent criterion is used, the assumption that serial
autocorrelation is absent is tenable when h < 1.645.

If Durbin’s h-test indicates that autocorrelation is present in an autoregressive
regression equation estimated by ordinary least squares, then the conclusion
should be that OLS ordinary least squares should not have been used. One must
resort to generalized least squares estimation procedures, which are beyond the
scope of this book, but which are implemented in most statistical packages. OLS
estimates of regression coefficients can be used in autoregressive models, how-
ever, when Durbin’s h-test indicates the absence of autocorrelation.

Solutions: do not explain positions (states)

but explain motions (changes) instead

An often-used, rather intuitive solution to obtain independent observations
would be to diminish the number of time points in the regression analysis, e.g.
by aggregating quarterly data to yearly data, or by aggregating all time points
before and after important historical events (e.g. the Second World War, the 1973
oil crisis, the 1989 velvet revolution). Two procedures may be used: simply pick
out one time point per period or smooth the data within each time period (e.g.
by computing average values for each time period). This intuitive solution is
flawed, however. Meaningful variation within the aggregated time spans is
easily ignored. Moreover, the periodization is often arbitrary, because each vari-
able tends to have its own periodicity, its own rhythm of change. Here we will
stick to solutions which retain all data points in the regression equation.

Let us first consider a non-autoregressive model which exhibits autocorrela-
tion according to the DW test (DW far lower than 2). This indicates that the
process being studied remains by and large in the same state as at the previous
point in time. It may still be possible to explain changes, however. To explain
changes relative to the status quo either a simple first-order difference regression
model or a more advanced autoregressive model should be used.

In the first-order difference model the dependent variable is the change Dyt = yt − yt−1

in y (the ‘zero-order’ dependent variable) compared with the preceding point in
time. Regardless of the previous level yt−1, Dyt will become zero whenever yt = yt−1

(The difference model Dyt = b0 + b2xt−1 + b3zt−1 + εt is equivalent to a model yt = b0 +
b1yt−1 + b2xt−1 + b3zt−1 + εt where b1 is constrained to equal 1. In the latter formulation,
yt may be considered as the dependent variable, with yt−1 as an independent vari-
able). An analogy from physics may be helpful. In a first-order difference model
the motion of an object is the dependent variable, whereas in a zero-order model
the position of an object is the dependent variable.

In an autoregressive model yt = b0 + b1yt−1 + b2xt + b3zt + εt the regression coeffi-
cient for the lagged dependent variable yt−1 is not constrained to equal 1, but
empirically estimated. The autoregression coefficient b1 gives information about
what exactly is being influenced by the remaining independent variables. An
empirical estimate of b1 = 0 is equivalent to an ordinary regression model with yt

as the dependent variable. An estimate of b1 = 1 is equivalent to the first-order
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difference model. Empirical estimates of b1 will often result in a value between 0
and 1. An estimate of b1 = would indicate that the remaining independent vari-
ables in the model have an influence on yt − yt−1.

To compare a non-autoregressive model (b1 = 0), a first-difference model (b1 = 1)
and an autoregressive model (say, with b1 = ) it is helpful to think of the ‘shocks’
or ‘innovations’ required from the remaining independent variables to keep y at
an extreme high (or low) level. In a first-order difference model a continuation of
the shocks which brought about today’s level of yt is superfluous to preserve the
status quo. For this reason a first-order difference model is also known as a
random-walk model. A random-walk process resembles a walker who time and
again takes a step so as to keep a tail wind from the independent variables,
regardless of where he came from or where he wants to go. He will stay where
he is when it is dead calm. In a non-autoregressive model our walker will return
home immediately once there is not a breath of wind. This property of a non-
autoregressive model is known as regression towards the mean, which means that
without continued external shocks the mean will be restored. An autoregressive
model with an autoregressive parameter of 0.5 resembles a walker who returns
half-way home when the wind drops.

The solution for autocorrelation in an autoregressive regression equation (as
indicated by Durbin’s h) or in a first-order difference model (as indicated by the
ordinary DW-test) is subject to debate, both from a theoretical and from a statis-
tical point of view. One solution would be to develop a second-order difference
model, which has as dependent variable the rate of change of the change in the
original dependent variable. A second-order model from physics would be a
model with the acceleration of an object – rather than its position (zero order) or
its motion (first order) – as the dependent variable. Second-order theories in
political science are rarely available, however. A better alternative is possibly to
use, instead of OLS, more advanced econometric estimation techniques which
go beyond the scope of this book.

Example: public expenditures in France

A multiple regression analysis on the basis of cross-sectional data for 16 nations
in 1988 revealed that public expenditures were dependent both on exports and
imports and on the percentage of elderly. Here we will test whether time series
data for France give rise to the same conclusion. Data on the relevant variables
are available in the NIAS.SAV database for the period 1965–88 (n = 24 con-
secutive years). A preliminary question to be answered is how long it takes
before changes in exports/imports and changes in the percentage of elderly
amount to changes in public expenditures. What is the length of the time lags?
Computation of the so-called cross-correlation function reveals for each lag of
the independent variable what the correlation between the dependent and the
independent variable is. Figure 6.9 exhibits a graphical representation of the
cross-correlation function between openness of the economy, on the one hand,
and public expenditures, on the other. The horizontal axis displays a number of
lags and leads of the independent variable IMEX2. The size of the correlation
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coefficient is plotted on the vertical axis. Figure 6.9 reveals that it takes the
French government roughly 2 years to respond with public expenditures to the
level of imports and exports. Correlation is highest when the independent vari-
able IMEX2 is lagged with 2 years. The cross-correlation function between the
percentage of elderly (65 years or older) and public expenditures (not displayed
here) reveals that the French public expenditures also respond to changes in the
percentage of over-65s. Only after five years the correlation between age 65 and
public expenditures reaches its maximum. To put it bluntly, it is not so much
those over 65 as those over 70 years who are boosting public expenditures. The
cross-correlation functions suggest that the following regression equation be
tested:

PEt = b0 + b1IMEX2t−2 + b2AGE65t−5 + εt .

The regression results are (t-values in brackets):

PEt = −7.146 + 0.818 IMEX2t−2 + 2.812 AGE65t−5 + εt

(−0.32) (+1.96) (+1.24)

R2 = 0.851, DW = 0.438, t = 1967–1988 (1965 and 1966 missing due to lags).

Table 6.7 shows the SPSS output with respect to the regression estimates.
These results are confusing. On the one hand, they seem to indicate that the
theory is confirmed. The F-test for the regression equation as a whole (not printed
here) reveals that a significant portion of public expenditures has been explained.
The explained variance R2 amounts to 0.851. The regression estimates suggest an
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even stronger relationship than the cross-sectional estimates (0.818 and 2.812
compared with 0.283 and 1.834, respectively).

The independent variables are fairly multicollinear in France, but since mea-
surement errors in these macro-economic variables will be less than the tolerance
(tolerance = 8.3 per cent), we will not concern ourselves with multicollinearity
here. The regression coefficient for IMEXt–2 is hardly significant (one-sided, pH

0
≈

0.064/2 = 0.032) whereas the regression coefficient for AGE65t–5 is insignificant
(pH

0
≈ 0.115). Although the OLS regression estimates are still unbiased, the OLS

standard errors, t-values and significance levels are completely meaningless,
since the Durbin–Watson test indicates serious autocorrelation (DW = 0.438; crit-
ical value dL(n = 24, k = 2) > 1.19). It is misleading to think of the consecutive years
as independent observations. The autocorrelation of the residuals implies that the
observations are serially dependent.

A first-order difference model An appealing procedure to get rid of most
types of autocorrelation is to consider the first-order difference dYt = Yt – Yt−1 as
the dependent variable. A first-order difference model is equivalent to an ordi-
nary regression model with Yt as the dependent variable and Yt–1 as an additional
independent variable with a regression coefficient fixed to 1. One should realize
that Yt–1 behaves as a pigeonhole for all structural long-term effects on Yt. All
effects on Yt which were already incorporated in Yt–1 will be attributed to Yt–1.
Only effects which were not incorporated in Yt–1 will be attributed to exogeneous
variables. A first-order difference model is blind to cumulative long-term influ-
ences. It is not surprising, therefore, that the cross-correlation functions (CCFs)
with the first-order difference dPEt as the dependent variable reveal relatively
short time lags. The CCFs suggest that yearly changes in public expenditures are
primarily dependent on imports and exports in the preceding year and on the
percentage of elderly two years before:

dPEt = b() + b1IMEX2t–1 + b2AGE65t–2 + εt.

The empirical results indicate that both regression coefficients are insignificant,
whereas the Durbin–Watson test still indicates autocorrelation. One simple
reason is that short-term effects on public expenditures as a percentage of gross
national product depend as much on public expenditures as on the development
of gross national product. Economic growth (EG) will have a negative impact on
public expenditures as a percentage of gross national product when public
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Table 6.7 Public expenditures as a function of IMEX2 and AGE65 in France (OLS)

b Beta
(unstandardized) Std error (standardized) t Sig. Tolerance

(Constant) −7.15 22.02 – −0.32 7.49 –
IMEX2t−2 0.82 0.42 0.57 1.96 0.06 0.08
AGE65t−5 2.81 2.28 0.36 1.24 0.23 0.08
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expenditures remain constant. Therefore results will be discussed with respect to
a regression equation with economic growth (EG) included. It is expected that
the regression coefficient of economic growth is negative:

dPEt = b() + b1IMEX2t–1 + b2AGE65t–2 + b3EGt + εt.

The regression estimates are presented below, with t-values in brackets:

dPEt = −5.91 − 0.394IMEX2t−1 + 1.257AGE65t−2 − 0.731EGt + εt

(−−0.81)(−−3.04) (+1.82) (−−4.90)

R2 = 0.599, DW = 1.73, t = 1966–1989 (n = 24).

The Durbin–Watson test now indicates that autocorrelation is absent (critical
value dU(n = 24, k = 3) > 1.66). The regression coefficients of economic growth
(negative) and the percentage of elderly (positive) are in the expected direction.
The regression estimate of imports and exports is in the wrong direction, how-
ever. Whereas the correlation coefficient between IMEX2t–1 and dPEt amounted to
+0.29, the regression coefficient is −0.394. Multicollinearity between imports and
exports, on the one hand, and economic growth, on the other (r = −0.82; tolerance =
0.12), is the technical reason for this negative regression coefficient. Doubt with
respect to these results has the upper hand.

A first-order autoregressive model A model, which is fairly equivalent to the
first-order difference model tested above, is the first-order autoregressive model

PEt = b() + b1IMEX2t–1 + b2AGE65t–2 + b3EGt + b4PEt–1 + εt

with the first-order lag of the dependent variable included as an independent
variable. The regression results indicate, however, that IMEX2t–1 and AGE65t–2

are non-significant. IMEX2t–1 becomes significant only when EGt is dropped, but
even then AGE65t–2 remains non-significant. After dropping the insignificant
variables the following regression equation remains:

standard error PEt–1 = 0.0773; thus Durbin’s h = 2.37

The regression results indicate that two variables leave only 2 per cent of the
variance in public expenditures unexplained. The regression coefficient of
IMEX2t–1 has the expected sign. Its magnitude exceeds the cross-sectional regres-
sion coefficient (0.283, see Table 6.5). Public expenditures will increase by
0.39 per cent if imports and exports increase by 1 per cent. Durbin’s h indicates
that there is still significant autocorrelation left (since 2.37 exceeds the critical
z-value 1.645). The ordinary DW-test is not appropriate in autoregressive models. 

Epilogue Time series data are a perfect means to assess the causal order,
because of their temporal order. Therefore they are superior to cross-sectional
models. However, the example discussed here is fairly typical of the difficulties
one encounters when regression analysis is applied to the fairly short time series
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which are the rule rather than an exception in political science. The regression
models based on the original variables typically suffer from the autocorrelation
defect. Difference models and/or autoregressive models will often cure the auto-
correlation disease, but difference and autoregressive models are usually not
robust. At least three origins of this lack of robustness can be mentioned.

Autoregressive models will usually leave only a small portion of the variance
in the dependent variable unexplained. Estimates of exogeneous influences are
shaky when the remaining unexplained variance is small, as compared to the
magnitude of the typical measurement errors.

A second reason why autoregressive models and difference models often fail
to retrieve the obvious is their fixation on short-term changes. Long-term shocks
in exogeneous variables which have already influenced the lagged dependent
variable will not be attributed to exogeneous variables but to the endogeneous
lagged dependent variable.

The third, and most important, reason is simply the limited number of time
points. Data on 25 consecutive years are insufficient when autocorrelation is pre-
sent. Twenty-five years may shrink to 5 ‘independent’ years when most years are
almost perfect copies of their predecessors. Time series data for postwar France
are insufficient, for example, to estimate with any precision which combination
of variables is responsible for public expenditures. One way out of this difficulty
in time series analysis is to test elaborated theories for many time series simul-
taneously, which brings us to the topic of the next section.

6.7.6 Pooled time series analysis: autocorrelation
and heteroscedasticity

The advantage of time series analysis for political science is its ability to assess
the time dependency of causal relationships. Often the data available amount to
short time series only (e.g. 40 points in time or even less). More often than not,
various plausible models will account for the data in such a short time series.
One way out is to increase the quantity of data used for testing.

Pooled time series analysis combines time series for several cross-sections. The
data are stacked by cross-section and time point. The NIAS database used
throughout this book, for example, is a pooled time series database of 828 units
stacked by 18 countries over 46 years. Instead of studying the effects through
time of various variables on public expenditures in each country, these effects
may be studied for a number of countries simultaneously. Instead of testing
a time series model for one country using time series data, or testing a cross-
sectional model for all countries at one point in time, a pooled time series model
is tested for all countries through time. Much more refined tests of theories will
become possible, since the available units of analysis increase from T (number of
time points) to NT (number of cross-sections times number of time points).
Pooled time series analysis captures not only variation that emerges through
time, but variation across different cross-sections as well.
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Regrettably, pooled time series analysis also has a serious drawback. Since
pooled time series analysis is still time series analysis, the problem of autocorre-
lation must still be dealt with. But in addition to autocorrelation within cross-
sections, heteroscedasticity between cross-sections comes in. Heteroscedasticity
will usually arise because the appropriate models for the various cross-sections
will not be precisely identical. Therefore a model to explain all cross-sections will
usually do better for some than for others, which amounts to unequal variances
of the residuals for the cross-sections (which is heteroscedasticity by definition).
The tendencies which led to higher public expenditures in the 1970s manifested
themselves in all capitalist countries. Nevertheless the precise effect of an
increasing percentage of elderly on public expenditures may depend on polity
variables such as the electoral system, and on policy and legislation with respect
to health-care technology, health-care insurance and pensions for the elderly. If
one model is tested for all cross-sections at all time points, then heteroscedastic-
ity comes in, since the residuals for ‘extreme’ countries will be large compared
with the residuals for mainstream countries.

The combination of autocorrelation and heteroscedasticity in sample data
may result in inefficient, although unbiased, estimates of the true population
parameters.

Diagnosis of heteroscedasticity and autocorrelation

in pooled time series data

The diagnosis of autocorrelation and heteroscedasticity in pooled time series
analysis is fairly straightforward, but not all statistical software packages are
ideally suited for its implementation (STATA is, but SPSS is not).

The degree of heteroscedasticity due to pooling, e.g. unequal residual variances
within cross-sections, is obtained by examining the residuals of the pooled model
within cross-sections. A sequence plot of the residuals for the various cross-
sections (comparable to Figure 5.4) will give a first visual impression. Ideally the
average of the residuals within each cross-section should be equal to zero.

A simple diagnostic test on the robustness of the pooled model is to run the
same model on its own residuals for each cross-section through time, and on
its residuals for each time unit over cross-sections. If the same model holds for
all cross-sections and all time points, then the pooled model will not be able to
explain its own residuals split up by cross-section and time unit. Thus, for a
regression model tested on 80 units stacked by 8 cross-sections over 10 years,
8 + 10 = 18 regressions should be performed on the residuals from the pooled
model. The model should not be able to explain significant proportions of the
variance within its own residuals in more than 5 per cent of the cases. Thus, the
pooled model from our example should not be able to produce significant
regression estimates within its own residuals in more than four time units or
cross-sections. If the model is able to explain additional variance in its own
residuals for a large number of time units or cross-sections (more than four in
our example) then the suspicion should be that the original model does not
hold for all cross-sections and time-units equally well. 

117755

Pennings (Research)-3304-06.qxd  10/13/2005  11:42 AM  Page 175



Doing Research in Political Science

Solutions

The solutions to the problems raised by pooled time series analysis might be
divided into two groups. The first group is directed at the improvement of the
models to fit pooled time series data. The second group is directed at the devel-
opment of statistical estimation procedures to improve on OLS deficiencies
when a combination of autocorrelation and heteroscedasticity is present.

Let us start with model improvements to get rid of heteroscedasticity between
cross-sections. When the mean of the residuals for one or more specific cross-
sections is unequal to zero, then one should add variables to the model so as better
to explain these cross-sectional differences.

A non-theoretical model to get rid of heteroscedasticity between cross-sections
completely would be to add one dummy variable to the model for each cross-
section except one. This model is called the least squares fixed dummy variable
model in the jargon of pooled time series analysis. A more advanced variant
would be to assume that each cross-section has a randomly distributed intercept
associated with it (the random coefficients model). We would advise against
these non-theoretical solutions, since atheoretical dummies and random inter-
cepts that are added to a regression model will usually be collinear with some
variables of theoretical interest. The explanatory power of the variables of theo-
retical interest will easily get obscured. 

To get rid of serial autocorrelation the same model ramifications (first-order
difference model, autoregressive model) should be considered as in ordinary
time series analysis.

A rather different question is which estimation technique should be used
when autocorrelation and heteroscedasticity have not been banished completely.
How to deal with the fact that OLS estimates will be inefficient; that is to say,
with the fact that they will usually underestimate the standard errors of the
regression estimates? The econometric literature advises more advanced estima-
tion techniques than OLS, such as (feasible) generalized least squares (Greene,
2003). These estimation techniques will in effect test a difference model, rather
than a model in the original variables. Instead of using a generated least squares
difference model rather than the original model to cope with technical issues
such as heteroscedasticity and serial autocorrelation, one may also use OLS to
test the parameters of an autorregressive model or a difference model that is
warranted for theoretical reasons. When the time series are relatively short, as is
the case with yearly or even quarterly data, then OLS estimates are more robust
than more advanced estimates (Beck and Katz, 1995, 2004). Beck and Katz (1995)
showed that OLS estimates of regression coefficients are more robust than more
advanced estimates when sample sizes are small. Katz and Beck have developed
a formula to compute panel-corrected standard errors which encompass autocorre-
lation and heteroscedasticity in the computation of the standard errors of the
OLS regression estimates. Panel-connected standard errors for cross-section time
series data are implemented in STATA. An SPSS macro using the matrix language
of SPSS is available from the authors’ website.
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Example

In the epilogue from the section on time series analysis the conclusion was that
time series data for France were insufficient to distinguish between rival theo-
ries. It was impossible to decide whether the level of public expenditures in
France was due to the level of imports and exports, to the percentage of elderly
in need of social support and health care, to economic decline, to the number of
strikes, or to the emphasis on welfare provisions in the party programmes of
governing parties. The same research question can be asked for all countries. The
NIAS.SAV data file contains data with respect to the variables mentioned above
for the period 1971–88 (18 years), for 12 countries – France, Sweden, Norway,
Denmark, the Netherlands, Italy, Germany, Great Britain, Ireland, the USA,
Canada and Australia. The number of units of analysis is 12 × 18 = 216 units of
years stacked within nations.

A preliminary analysis of lag structures using the CCF (cross-correlation func-
tion) procedure from SPSS reveals that the relationship between strikes and
public expenditures is a complex one. Cross-correlations with various time lags
for various countries lead to the conclusion that the hypothesis that strikes are a
cause of higher public expenditure and not a consequence of lower public expen-
diture is not clearly supported. Therefore we will postpone looking at the appar-
ently reciprocal relationship between strikes and public expenditures until the
next subsection. The influence of strikes on public expenditures will not be
included in the pooled time series model. The cross-correlations also indicate
that the time lags involved for the other independent variables differ for the 12
countries being investigated. For the pool of 12 nations the best assumption to
make seems to be that there are no time lags at all. On average the variables
investigated here seem to have an immediate effect on public expenditures in
these 12 nations.

The first model to be tested considers the level of public expenditures as the
dependent variable. As a first model all the variables IMEX (imports and
exports), AGE65 (percentage of the population aged 65 and over), EG (eco-
nomic growth) and GVT_WLF2 (percentage of party programmes of governing
parties devoted to welfare state provisions) are entered into the regression
equation. A ‘backwards’ procedure is used to drop all variables not significant
at the 5 per cent level from the equation, starting with the most insignificant
one. The results of statistical testing based on the appropriate panel-corrected
standard errors (Beck and Katz, 1995) are compared with OLS standard errors
in the output of the SPSS macro PCSE (available from the authors’ website), as
shown in Figure 6.10. The results show that OLS standard errors and panel-
corrected standard errors give almost identical results. The dependence of
public expenditures on each of the four variables examined is statistically
significant at the 5 per cent level. Imports and exports, economic decline, the
percentage of elderly and leftist party programmes explain almost three-
quarters of the variance in the level of public expenditures in the 12 countries
(R2

adj = 0.73).
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As was to be expected from the notion that the level of public expenditures is
fairly rigid, a model with the level of public expenditures as the dependent vari-
able gives rise to severe autocorrelation in the residuals. The DW and Durbin h
statistics – which are computed by the PCSE macro with the RESID = 1 option –
show autocorrelation in the residuals from the specified model (DW < 1; Durbin’s
h > 1.645). This raises some doubt about whether the independent variables tap
only cross-sectional variation but do not also explain the changes in public
expenditures as compared with the previous year. Therefore an autoregression
model is tested with, as independent variables, the same variables plus the
lagged dependent variable. Entering the lagged dependent variable as an inde-
pendent variable in the regression model has the advantage that independent
variables really have to explain short-term shifts in order to become significant.
They will tend to reduce the autocorrelation within residuals. But one should
keep in mind that the lagged dependent variable catches all the long-term effects
of slowly operating variables, such as party programmes as well as a growing
percentage of the elderly. Since autoregressive models will attribute long-term
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OLS
mse R2 R2 adj F df1 df2 sig F

PE 4.4625 .7368 .7318 147.6470 4 211 .0000

b beta se T sig T
IEO .1840 .5588 .0130 14.1229 .0000
AGO 1.7485 .4641 .1450 12.0618 .0000
EGO −.6086 −.1571 .1394 −4.3666 .0000
GVT_WLF2 .1472 .0978 .0633 2.3255 .0210
const 12.8483 .0000 1.9582 6.5612 .0000

_ _ _ _ _ _ _ _ _ _ _ Panel Corrected Standard Errors

n total: 216
n cross: 12
n time: 18
n vars: 5

Dep: PE

PCSE
mse R2 R2 adj F df1 df2 sig F

PE 4.4625 .7368 .7318 147.6470 4 211 .0000

PC_SE

b beta pc_se T sig T
IEO .1840 .5588 .0094 19.4796 .0000
AGO 1.7485 .4641 .1264 13.8315 .0000
EGO −.6086 −.1571 .1555 −3.9136 .0001
GVT_WLF2 .1472 .0978 .0692 2.1284 .0345
const 12.8483 .0000 1.8576 6.9165 .0000

Figure 6.10 SPSS macro output for panel-corrected standard errors, no autoregression

Pennings (Research)-3304-06.qxd  10/13/2005  11:42 AM  Page 178



Multivariate Analysis and Causal Inference

effects of exogeneous variables to the lagged dependent variable, they will
underestimate long-term effects of exogeneous variables.

The results given in Figure 6.11 show that even an autoregressive model
exhibits the influence of an economic decline on rising public expenditures. The
influence of higher exports and imports and leftist party programmes has bor-
derline significance in each case: the likelihood that they do not have an influ-
ence on changes in public expenditures is less than 7 per cent (two-sided test;
less than 3.5 per cent in a one-sided test). The explained variance amounts to 97
per cent. This figure may seem impressive, but one should remember that for an
autoregressive model a high explained variance merely indicates that the current
public expenditures can be predicted fairly well on the basis of last year’s
public expenditures.

An inspection of Durbin’s h statistics indicates that, for most countries, no sig-
nificant autocorrelation in the residuals remains. But for Germany, Denmark and
the United Kingdom the correlation between changes in public expenditures in
successive years is still not accounted for completely by the 12-country model.
One may wish to create additional country-specific models to explain the
remaining 3 per cent residual variance for Germany, Denmark and the United
Kingdom. Here we will not pursue such an analysis.

117799

PCSE
mse R2 R2 adj F df1 df2 sig F

PE 1.5590 .9679 .9671 1265.3666 5 210 .0000

PC_SE

b beta pc_se T sig T
LPE .9072 .9099 .0221 41.1328 .0000
IEO .0140 .0426 .0072 1.9590 .0514
EGO −.4540 −.1172 .0547 −8.2966 .0000
GVT_WLF2 .0519 .0345 .0280 1.8509 .0656
const 4.5812 .0000 .8228 5.5681 .0000

Smalldw, for each time series: no_cross dw dh

11.00 1.56 .93 Sweden
12.00 1.31 1.47 Norway
13.00 1.03 2.06 Denmark
22.00 1.53 .99 the Netherlands
31.00 1.13 1.84 France
32.00 1.29 1.51 Italy
41.00 .56 3.07 Germany
51.00 .97 2.20 United Kingdom
53.00 1.32 1.45 Ireland
61.00 1.28 1.53 United States
62.00 1.41 1.25 Canada
63.00 1.32 1.45 Australia

Figure 6.11 SPSS macro output for panel-corrected standard errors, autoregressive model
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6.7.7 Reciprocal causal relations: linear structural
equation models

We have limited ourselves to unidirectional causal relations. Reciprocal relations
might be expected, for example, when political actors interact with each other, and
action–reaction spirals come into being. Two types of action–reaction spirals can
be distinguished: the positive feedback loop and the negative feedback loop. An
arms race is an example of a positive feedback loop. An increase in A’s armaments
will lead B to increase its armaments, which will make A do the same, and so on.
A positive feedback loop between A and B will result in a high correlation between A
and B, which is easily misconceived as a strong unidirectional causal relationship.

Negative feedbacks underlie cybernetics. A negative feedback loop exists
when a behaviour of A causes B to produce signals that reverse A’s behaviour
which caused B’s signals. The relationships between strikes by employees and
government expenditures provide an example. Strikes by employees are often
followed by higher public expenditures, which may appease employees and
reduce strike activity. A negative feedback loop between A and B will result in a low
correlation between A and B that is easily misconceived as the absence of a rela-
tionship between A and B.

As a matter of fact, lengthy data sets are required to test whether a seemingly
strong unidirectinal relationship is really a (possibly weak) reciprocal positive
feedback loop, or whether a seemingly absent relationship is really a (possibly
strong) reciprocal negative feedback loop. Ordinary regression (OLS) is not
suited to estimate the strength of reciprocal relationships. What is called for is
structural equation modelling, which comes down to the simultaneous estima-
tion of the parameters of more than one equation. Structural equation modelling
(e.g. Bollen, 1994), which is beyond the scope of this book, may be carried out
with add-ins to SPSS (AMOS, Lisrel) or with more versatile econometric statisti-
cal packages (STATA, Shazam). Although important in political theory, for exam-
ple in the writings of Alexis de Tocqueville, feedback loops have not attracted
much attention in the empirical political science literature.

6.8 Epilogue

This chapter fits somewhere between the elementary, bivariate methods of data
analysis that were discussed in Chapter 5, on the one hand, and the advanced
methods of data analysis that dominate political science journals, on the other.
The discussion aimed at an assessment of the applicability of advanced methods
in comparative political science. Almost no attention has been paid in this chapter
to the statistical properties of the estimators used or to the mathematical back-
ground of the methods. No use was made of matrix algebra to set out the essen-
tials of population parameters and their estimators concisely. More advanced
estimation methods than OLS were only touched upon. Structural equation
modelling was left aside. The reader who uses this book as a stepping stone to
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read monographs and specialized research articles with respect to the methods
discussed here will still face a hard task. But the reader should have acquired an
overview of the type of methods available to analyse available data with respect
to political systems from a comparative point of view. The next chapters will set
these methods to work in comparative political science research.

6.9 Endmatter

Topics highlighted

• Causality, a likelihood above mere chance that a dependent variable will change in
a specific direction when the independent variable changes in a certain direction.

• Case-oriented analysis, aimed at a complete, non-statistical, description of rela-
tionships for a relatively limited number of cases.

• Variable-oriented analysis, aimed at a summative, statistical description of the rela-
tionships among a relatively limited number of variables for a huge number of cases.

• Basic techniques of quantitative hypothesis testing: cross-table analysis (dependent
and independent variables have a nominal level of measurement), discriminant
analysis (dependent variable nominal, independent variables interval or higher),
analysis of variance (dependent variable has an interval level of measurement, inde-
pendent variables interval or higher) and regression analysis (both dependent and
independent variables have interval levels of measurement).

• Assumptions of regression analysis: linear relationships, no outliers, no multi-
collinearity, homoscedasticity, no autocorrelation of residuals.

Exercises

1 Cross-table elaboration. The relationship between macro-economic policy (POP)
and electoral system (ELSYS, recode semi-proportional systems to proportional
ones first) depends partly on the economic tide. Does it also depend on the posi-
tion of the parties in government on a left–right scale? If so, what is the nature of
the dependence (intervention, exogeneous variable, interaction effect?). Use the
NIAS.SAV database to find an empirical answer. As a first step dichotomize the
variable GVT_LR (or alternatively the variable GVT_WLF2) around its median.

2 Discriminant analysis. Perform an explorative discriminant analysis to find out
which policy objectives of governments (as measured on the basis of the party
manifestoes of the parties in government, variables GVT_LR, GVT_WLF2 and so
on) are predictive of the type of macro-economic policy (variable POP). As a first
step select the years 1970 (before the oil crisis of 1973), 1977 (after the oil crisis)
and 1984 (during the economic recession).

3 Analysis of variance. Perform an analysis of variance to find out how the level of
public expenditures (PE) depends on the nominal variables ‘electoral system’
(ELSYS, recode semi-proportional systems to proportional ones first) and the type
of government coalition (TOGORI), and on the interaction between these variables.
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4 Interaction in regression analysis. Test whether the political colour of the government
(GVT_LR or GVT_WLF2) is an interacting variable in the apparent relationship
between the percentage of imports and exports (variable IMEX) and public expen-
ditures (PE). Do leftist governments respond more readily with higher expendi-
tures to higher imports and exports? As a first step dichotomize the variable
GVT_LR (or alternatively the variable GVT_WLF2) around its median.

5 Time series analysis. Test whether the conclusions for France in Section 6.7.5 hold
also for Germany and the USA. If not, how can one explain public expenditures in
these two countries?

6 Pooled time series. Test whether government expenditures on social security as
a percentage of public expenditures depend on the same variables as public
expenditures according to Section 6.7.6.

Further reading

Case study: Yin (1996). Case-oriented approach: Ragin (2000). Variable-oriented
approach: Tacq (1997), Babbie (2004).
Regression analysis, general: Fox (1997), Berndt (1996), Greene (2003).
Special issues in regression analysis. Regression assumptions: Berry (1993), Fox
(1991). Interaction in regression: Jaccard et al. (1990). Time series analysis: Greene
(2003). Pooled time series analysis: Sayrs (1989), Beck and Katz (1995, 2004).
Elementary: Babbie (2004), Tabachnik and Fidell (2001).
Advanced: Kaplan (2002).
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Introduction to Part 3: Doing political research

This part focuses on the application of the methods and statistics that are discussed
in the previous chapters: the nature of comparative politics (Chapter 1), the comparative
methods (Chapter 2), the choices underlying research designs (Chapter 3) and, of
course, the statistical techniques discussed in Chapters 4–6.

We do not claim blanket coverage but engage with a specific selection of central
themes in political science. The themes are related to the politics of problem-solving
in postwar democracies. We focus on socio-economic problems as they are central
in the concerns of the public, the parties and governments in modern democracies
(see Keman, 1997).

The way problems tend to be solved is cyclic: problems get on the agenda, parties
and governments present (partial) solutions, and the effectiveness of these solutions
is again potentially relevant for the political agenda. Hence we follow the well-known
Easton model; however, we attempt to fully specify it (see Figure III.l). We have
divided this process into three parts that correspond to the input–throughput–output–
outcomes mechanisms of the political systems, as follows.

Chapter 7 concentrates on input-related variables. Problems arise when there is a
growing awareness of certain problems: the media are covering them, politicians are
concerned about them, the public is alerted, interest groups are demonstrating. In
sum, the problem is being put on the political agenda. The problem is now in the
hands of politicians. Political parties are mandated by the voters to develop solutions
on the basis of their programmatic profiles (Budge et al., 2001).

Chapter 8 discusses research on the throughput side of the process. Decisions are
made by political parties. The way parties handle problems is determined by their
ideology but also by the institutional environment in which they are functioning. For
example, the party system, federalism, presidentialism, and corporatism are patterned
institutions that shape the room for manœuvre within which parties are operating and
thus how politics is made.

Chapter 9 discusses the output side of the process. The way problems are
solved, or the effectiveness of the solutions, is a complex mixture of actor-related
and institutional factors. Problems are rarely completely solved, but there are
variations in the degree to which problems are solved, or come back on the agenda.
We will search for the factors that may explain these variations. In other words,
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the focus is on the material and democratic performance of political systems
(Heywood, 1997).

The cyclic process of the politics of problem-solving can be understood with the
help of the so-called ‘chain of democratic control and command’ (Chapter 2 in this
book). This chain represents an overall schematic and descriptive overview of the role
that political actors such as parties play in the democratic process. Some basic
assumptions on the role of parties in the democratic process are visualized in this
scheme:

• Parties play crucial roles in the selection of problems that need to be solved and
the transmission of preferences into decision-making. Hence, they are what is
commonly called ‘gatekeepers’.

• Parties play institutionalized roles: institutions provide the room to manoeuvre
that parties can utilize in order to fulfil their democratic function. The type of
electoral system and party system, for example, shapes the opportunities for
policy formation.

• Parties play differential roles in the democratic process: these roles are competitive
in relation to voters and cooperative in relation to government formation and func-
tioning due to the institutional design within which parties operate – in parti-
cular, in the case of coalition government or of divided government (Weaver and
Rockman, 1993).

• Parties play reciprocal roles in the democratic process, which is of a cyclic nature in
the sense that the output/outcomes or material performance matter for the (renewed)
inputs which in turn direct subsequent outputs/outcomes.
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Figure III.1 The chain of democratic control and command
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In sum, this part basically provides three things:

1 an overview of specific research methods and strategies that are relevant and
basic for comparative political analysis;

2 relatively easy access to data and techniques in this field to perform comparative
political analysis and enable the student to do it on his or her own by developing
a research question of interest to him or her;

3 practical exercises and examples that stimulate the understanding of complex
forms of analysis.

As our examples are a selection and presented in a summarized fashion, we provide
additional references that may help students to get a deeper theoretical insight into
the themes that are discussed. Generally speaking, we have tried to give a thorough
overview of the theoretical background of the fields of research. The techniques that
are used in this part are more fully explained in Part II:

• factor analysis (Section 4.5.2);
• scalability analysis (Section 4.5);
• cross-tabulation (Section 6.4);
• correlational analysis (Section 5.4.2);
• analysis of variance (Section 5.5.2);
• discriminant analysis (Section 6.5.1);
• multiple linear regression analysis (Section 6.7);
• time series analysis (Section 6.7);
• boolean analysis (Section 6.3);
• cluster analysis (Section 4.5.5).

These techniques are fairly representative of the techniques that are frequently used
in quantitative political science.

Most of the data are made available so that students can replicate any (part of an)
analysis and adjust elements of it (see the file methstat.zip that can be downloaded
on http://research.fsw.vu.nl /DoingResearch). These data are related to a selection of
modern classics in political science, among them Downs (1957), Sartori (1976), Olson
(1982), Lijphart (1984), Budge et al. (1987), Bartolini and Mair (1990), Strøm (1990b) and
Janoski and Hicks (1994).

In order to exemplify the working of the chain of democratic control and command
we have decided to use socio-economic policy as the main field of policy. In addition,
we use electoral data, democracy scales and public opinion data. Exercises will stimulate
and direct students to practice the techniques. The emphasis is on doing political
research in order to get a better understanding of the problem-solving capacities of
political parties within the institutional context of modern democracies. We assume that
the reader has read the preceding chapters before reading this part. Without doing so,
this part is only accessible to advanced students in political science who have completed
their basic courses on statistics.
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Finally a few practical hints for using this part of the book. In most cases the
following steps can help students to get a practical understanding of the techniques
that are involved. 

1 Replicate the SPSS mode of analysis on the data presented in the chapter.
2 Study the SPSS output. Study the SPSS Manual in order to get additional

information about the statistics in the output. This extra information is indispensable
for a correct understanding of the often elaborate output that is not fully discussed
in the following chapters.

3 Try to grasp the decisions underlying the analysis that are presented in the
book based on the nexus research design–research question–research answer as
discussed in Part I.

4 Attempt to formulate at least one additional hypothesis which you wish to test.
5 Alter the presented analysis by adding, merging or recording variables on the

basis of the new hypotheses.
6 Check whether the assumptions for the analysis are not violated.
7 Write a short paper in which the steps and results of the new analysis are

presented correctly.
8 Let students present the results of their own analysis to the class, followed by a

discussion.

Two helpful key texts for the general conceptual background to the chapters are
Goodin and Klingemann (1996) and Katznelson and Miller (2002). The methodological
concerns are largely covered by Dierkes et al. (1987) and Janoski and Hicks (1994).
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7.1 Processes of Electoral Change

7.1.1 The problem of change

This chapter examines the trends in voting behaviour and preferences, shifts in
party priorities and subsequent consequences for the political agenda. The shifting
preferences of voters and parties are important for a correct understanding of why
and how certain problems get on the political agenda and other problems do not,
i.e. how societal problems become political ones. Both descriptive and explanatory
research strategies will be utilized in this chapter by means of time series data on
the preferences of voters (electoral data) and the preferences of parties (manifesto
data based on the coding of the main party manifestoes of postwar democracies).
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Electoral change affects the relationships between the three main actors in
the democratic process: voters, parties and governments. In this chapter we will
focus on voters and parties. Chapter 8 will also include governments. Countries in a
given time period serve as the units of analysis since ultimately it is countries
that are being compared. Parties are often the unit of measurement, as the data on
seats and votes are linked to political parties.

Several forms of change are to be distinguished that stress different dimensions
of changing relationships between parties and voters and among parties. We
distinguish several types of indicators that can be used to measure, model and
classify electoral change (see Chapter 4 – in most cases countries are the units
of analysis and parties are the units of observation):

• party system indicators, e.g. the number of (effective) parties according to the
Herfindahl index (see Section 5.1.2) – this indicator distinguishes between
types of party systems, such as two- and multi-party systems;

• electoral system indicators, such as the fragmentation of seats and votes that
can be used to distinguish among systems in terms of their degree of electoral
proportionality;

• volatility indicators, such as block volatility (measuring electoral gains or losses
of party blocks and families within a system) and total volatility (the net electoral
change between consecutive elections) – these are commonly used indicators
to distinguish between more and less stable systems;

• party organizational indicators (e.g. the number of party members, party
finance) and party–voter indicators (such as party identification) – these are often
used to distinguish between systems with a high and low potential for change.

These different types of electoral change are caused by sudden events (regime
collapse, landslide elections) and also by more enduring factors such as dissolving
cleavage structures, the waning of religion or the emergence of post-materialism
(Inglehart, 1990). Electoral change can be limited to one party system component
(so-called restricted party system change) or can have a more enduring impact on
all party system components (so-called party system transformation). Figure 7.1
shows how party systems and electoral change are interrelated.

Figure 7.1 shows that electoral change not only affects the party–voter
relationship, but also has potential consequences for the type and composition of
government and the functioning of the party system. The indicators of electoral
change that are mentioned above are devised to analyse the (inter)relationships
which are shown in Figure 7.1.

In this chapter we will discuss examples of the measurement of electoral change,
especially volatility (Section 7.1.2), the regression modelling of electoral change
(Section 7.1.3), the comparison of the expert and Manifesto left–right scales plus
scalability analysis (Section 7.2.2), factor analysis and regression analysis on party
emphasis and the calculation of median voter positions (Sections, 7.2.3 and 7.2.4).
These sections will introduce the main aspects of contemporary empirical
research on processes of electoral and party change. A glossary will be found in
Box 7.1. The exercises at the end of the chapter will deepen these insights and
encourage reporting of this type of empirical research in a paper.
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• Electoral system: the set of rules that determines how votes are translated
into seats.

• Issue ownership: the ownership (i.e. monopolization) of certain issues or
policy areas by parties vis-à-vis others.

• Left–right scales: the positioning of parties between two poles that represent
left and right issues on the basis of expert opinions or party manifestoes.

• Median voter position: the policy preferences of the voters, which are
derived from the preferences of the parties they are voting for.

• Median Voter Theorem for two-party systems (Downs): Parties are assumed
to move towards the median voter position and will thus converge to the
middle of the distribution.

• Party competition: the moulding or profiling of parties in order to keep or
achieve votes, policy goals and office.

• Party system: the cooperation and competition between political parties
which it influences by the number of parties and their ideological distance.

• Volatility: how many parties win or lose per election (this includes all parties).

7.1.2  Measuring electoral change

In Chapter 4 we discussed the problems involved with measurement. This
section focuses on one specific measurement problem, namely how to measure
the degree and nature of electoral change. Bartolini and Mair (1990) analyse
the levels of electoral stability in western Europe. Their ultimate concern is to
account for variance in electoral stability/instability (the dependent variable)

How Problems Arise 118899
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Figure 7.1 Party systems and electoral change: 1, voter–party relationship (changing voter
preferences evoke electoral change); 2, voter–party-system relationship (mediated by the
electoral system); 3, party-system–government relationship (affects type and colour of
government); 4, party–government relationship (parties are in or out of government);
5, party–party-system relationship (affects party competition)
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which is defined as the degree of electoral change between elections. Among the
independent variables are electoral disproportionality (how votes are translated
into seats), voter turnout, the number of parties contesting election, policy dis-
tance between parties and their ideological difference, societal segmentation,
issue saliency, cleavages, party membership rates and trade union density.

Most prominent in the study of Bartolini and Mair is the total volatility (or
system volatility): that is, volatility measured at the level of the individual party
and added together for the party system as a whole (so-called ‘total net electoral
interchange’). The volatility measures are suited to comparative political analysis
because they enable us to analyse electoral change for any selection of time points
and countries and also to link the empirical analysis to the theory on party
systems and cleavage structures. Although there are other indicators of electoral
change, such as those based on election surveys, these alternative indicators are
only available for a limited number of time points and countries.

The formula for total volatility is:

where TV = total volatility; |PVi| = the absolute vote share change of party i. The
formula divides the sum of the individual party volatilities by 2 in order to avoid a
double-counting of the same electoral shifts: if one party loses 5 per cent of the
votes and the other parties win 5 per cent in total, the net volatility is 5 per cent
and not 10 per cent. The theoretical range of values runs from 0 (no change) to 100
(maximum change). The empirical (or actual) range is in reality much smaller and
varies by political system (or ‘polity’) and period. This is clearly shown by Figure
7.2, which presents the mean volatility rates in 13 western European democracies
(Siaroff, 2000). The graph indicates that there is a slightly rising trend in total
volatility. The graph also shows that there are significant country differences: some
countries are consistently unstable (i.e. a high level – France), others are
consistently stable (i.e. a low level – Austria and Switzerland), whereas other
countries vary in stability over time (Norway and Sweden).

The same index of total volatility can also be based on change at the level
of blocks of parties – what Bartolini and Mair call block volatility. A ‘block’ of parties
can be a party family, or it can refer to other distinctive groups of parties such as
left and right, new and old, opposition and government, etc. Block volatility is
more directly linked to the policy-making process than is total volatility: when the
vote share of the liberal or conservative block goes up significantly we expect a
more restrictive type of policy-making. Such a hypothesis could not be made
solely on the basis of a rise (or decline) of total volatility. Block volatility is formally
defined as follows:

where BV = block volatility, Pi = party i, V = votes.

119900

BV = |PV1 + · · · + PVk| + |PVk+1 + · · · + PVn|
2

TV = |PV1| + |PV2| + |PV3| + · · · |PVn|
2
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Figure 7.3 shows the development of block volatility in n = 13 European
countries (Armingeon et al., 2003). Block volatility is increasing, which is to the
advantage of the protest parties, but to the disadvantage of the left and (even
more so) for the religious party group. Gains by one party group always involve
an electoral backlash against one or more other groups. In this particular case
we see that the winning blocks of parties share a common property. If this
property is ideology we speak of party families. Whereas block volatility
measures the electoral interchange between blocks of parties, within-block
volatility (WBV) measures the interchange within blocks. The WBV formula
adds together the party net changes which have a sign contrary to that of the
block as a whole. The total volatility is in fact the additive index of both scores.
Concrete examples of how the measures are calculated are given in Figure 7.4.
The figure shows the situation of two party blocks (e.g. left and right), each with
three parties (A, B, C and D, E, F). On the basis of the party volatility scores it is
possible to compute the block volatility, the total volatility and the within-block
volatility.
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Figure 7.2 Total volatility in Europe (trends)
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In this subsection we have focused on total and block volatility. We have
shown that it is important to decompose overall trends into periods and
categories and not to trust averages that may well hide relevant variations.
Total volatility and block volatility are crucial measures for the study of
party behaviour. Total volatility is an indicator of the degree of electoral
instability of party systems. Block volatility indicates the electoral strength
of blocks, which has implications for the office-and policy-related room to
manœuvre of political parties. There are, of course, more indicators of electoral
change. Some of these other indicators, such as the effective number of par-
ties, disproportionality and convergence, will be discussed in Chapter 8. In
general, these indicators may help us to spot variations in electoral and party
behaviour and also help to dispel certain generalizations or even myths on
supposedly universal trends in party behaviour, such as overall convergence
or catch-all-ism (i.e. the attempts to transgress the socio-economic and cultural
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Note: n = 147 election years in 13 European countries.
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cleavages among the electorate in order to attract a broader audience; see
Krouwel, 1999).

7.1.3 Modelling change

In Chapter 4 the processes of measuring and modelling were presented as two
complementary research activities. The modelling of electoral change is a necessary
and logical step after we have measured electoral change by means of various
volatility indicators. We again follow the arguments of Bartolini and Mair who
apply the multiple regression technique that is explained in Section 6.7. In its
simplest form the model looks like Figure 7.5.

The way Bartolini and Mair model electoral change is linked to the ‘theory–
method problem’ as discussed in Chapter 1 and can be seen as theory-guided
research questions. As we are basically interested in the system level, the concep-
tualizations and operationalizations are directed to this level. In some cases the
operationalizations of systemic variables (meaning: part of a system) are based
upon individual behaviour, which clearly confronts us with the problem of data
aggregation as explained in Chapter 3.

The variables shown in Figure 7.5 are related to actors (such as electoral
participation), institutions (such as change in electoral institutions) and the
systemic features of democratic polities (such as cleavage closure) and they are all
potential sources of aggregate volatility. Bartolini and Mair (1990: 37–40) describe
these as follows:

• Cleavage closure. Cleavages are enduring dividing lines in a society based on
socio-economic or socio-cultural divisions such as class, religion, language or
ethnic differences. Societies with a distinct cleavage structure are called plural or
fragmented. In systems where cleavages do not produce a full closure of
relationships, there is a higher chance of electoral mobility. Bartolini and Mair
restrict their analysis to one important cleavage in mass politics: that of class,
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Blocks = 1
A B C

2
D E F

PV = + 6 −2 −1 −5 −2 +4

BV = | +6 −2 −1| + | −5 −2 +4|
2

TV = | +6| + | −2| + | −1| + | −5| + | −2| + | +4|
2

= 10

WBV = | −2| + | −1| + | +4| = 7 (= 10 −3)

Figure 7.4 Examples of the calculation of volatility scores (Bartolini and Mair, 1990: 24)

Total volatility = Block volatility + Within-block volatility
Legend: PV = Party volatility, BV = Block volatility, TV = Total volatility,

WBV = Within-block volatility.
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more specifically the class-left block volatility, being the aggregate block volatility
of left parties. This measure is used to test the Lipset–Rokkan ‘freezing hypo-
thesis’ which states that the cleavage structure has not fundamentally
changed (has remained ‘frozen’) since it came into existence during the
nineteenth and early twentieth century (Lipset and Rokkan, 1967).

• Policy distance. In the case of small distances between parties we expect more
electoral volatility as party switches by voters are made easier. These distances
are measured in several ways which will be shown in Section 7.2.2.

• Party-system format. This is operationalized as the number of effective parties,
which takes both the number of parties and their relative weights into account.
The more options are offered to the voter, the more voters will change their
vote from election to election.

• Change in electoral institutions. This affects the structure of opportunities
for the electorate at large and modifies the preference rankings of individual
voters. These changes have a legal-institutional origin. Bartolini and Mair
refer to the enfranchisement of new sectors of the population, a new electoral law,
the introduction or abandonment of compulsory voting, and variations in the
disproportionality potential (meaning the disproportionality between votes and
seats) in different systems.

• Electoral participation. Changes in the level of electoral participation (rather than
the levels as such) are assumed to increase electoral volatility, especially in cases
where former non-voters add substantially to the pre-existing active electorate.

• Short-term factors. These refer to contingent factors such as specific salient
issues, the appeal of individual candidates and exceptional and unforeseen
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Cleavage closure (x1)

Distance (x2)

Party-system format (x3)

Change in electoral  institutions (x4)

Electoral participation (x5)

Short-term factors (x6)

Electoral volatility (y)

Figure 7.5 Determinants of electoral instability: x1 to x6 are the independent variables
selected by Bartolini and Mair (1990)
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events, e.g. scandals during the political campaign. These factors change from
election to election, and their occurrence and impact are highly unpredictable.

The basic underlying assumption of the model (as in all models) is that the
variance in total volatility will be significant to the extent that it is possible to
disentangle the relative weight of the different components indicated in Figure 7.5.
The assumption is justified only if the model is well specified, meaning that it is
neither underspecified (i.e. missing significant relationships that are commonly
assumed in the literature) nor overspecified (i.e. including too many relationships
so that the model becomes too detailed and descriptive). The inclusion of actor-
related, institutional and systemic variables in the model indicates that it presents
an encompassing schematic overview of relevant independent variables.

Table 7.1 is an initial scheme based on theoretical considerations; it is not yet quite
suited for regression analysis. In a step-by-step analysis the factors are analysed
and sometimes abandoned if their effect can be largely attributed to the mediating
effects of other variables (Bartolini and Mair, 1990: 279). The remaining independent
variables are then combined into a set of more general indices. The regression
analysis is based on a simplified (parsimonious) model of the determinants of
electoral instability which incorporates the individual variables into the broader
socio-political phenomena of which they are part.

Figure 7.6 shows the results of the regression analysis reported by Bartolini and
Mair (n = 231 election years in 13 European democracies in the period 1918–85).
The explained variance is 44.6 per cent. Apart from the short-term factors, they
find moderate betas (lower than 0.35) for the direct effects of the institutional
incentives (i.e. the party-system format and institutional change) and socio-
organizational bonds (i.e. cultural segmentation plus organizational density). The
amount of variation which is not explained by the model is assigned to the short-
term factors. These factors turn out to be potentially crucial for the explanation
of electoral instability.

The black-box character of the Bartolini and Mair model is invoked by the
relatively strong effects of the unknown short-term factors. Although Bartolini and
Mair are correct in stating that an exact measurement and modelling of short-term
factors is difficult, it is nevertheless possible to select variables, that represent
short-term developments which vary from election to election.

119955

Table 7.1 Aggregated categories in the Bartolini and Mair model

Determinant Variables

Institutional change Occurrences of franchise elections plus occurrences of changes
in the electoral system

Cultural segmentation Ethno-linguistic plus religious heterogeneity
Organizational density Party-membership rate plus trade union density
Party-system format Number of political parties

Source: Bartolini and Mair (1990: 280).
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BBooxx  77..22 HHyyppootthheesseess  tthhaatt  uunnddeerrlliiee  oouurr  mmooddeell  ooff  tthhee  sshhoorrtt--tteerrmm
ffaaccttoorrss  iinn  tthhee  BBaarrttoolliinnii  aanndd  MMaaiirr  mmooddeell

We assume that the total volatility is higher in situations where:

1 the bond between voters and parties is weak (a low party-membership rate
represented by the variable ‘gemmem’);

2 the economic situation is weakening (variable ‘misery’);
3 the electoral support for left parties is weakening (variable ‘leftv’, the vote

share of the left parties; if this share is high, then the impact of the overall
decline of left parties on volatility is also higher);

4 the established parties are converging on the socio-economic left–right scale
(variable ‘partysys’);

5 the economy is vulnerable because of its openness (variable ‘imex’);
6 the working population is dissatisfied with the working conditions (variable

‘nrstrik’).

We have constructed a new regression equation that includes (proxies for) short-
term factors on the basis of the hypotheses shown in Box 7.2. These hypotheses
have in common that they refer to socio-economic conditions and party–voter
relationships that change from election to election. As such they differ from
structural features such as institutional incentives and socio-organizational bonds
that are not likely to change over short time periods.
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Institutional change

Party-system format

Cultural segmentation

Organizational density

−0.19

Socio-organizational bonds

Short-term factors

Electoral instability0.28 − 0.29

− 0.34

− 0.25

(0.74)

0.32

0.35

R2 = 44.6

Figure 7.6 Bartolini and Mair’s final causal model. Source: Bartolini and Mair (1990: 282);
n = 231 election years in 13 European democracies in the period 1918–85.
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Note that the variables are not based on an exact measurement of short-
term trends as we assume that a relatively low average score of, for example,
economic misery indicates that there is a gradual decrease in misery. Figure 7.7
presents the model graphically. Step-by-step those variables are omitted that
appear to be insignificant: nrstrik and misery. The remaining variables give a model
with an adjusted R2 of 0.68 (n = 13 European countries). The results are presented
in Table 7.2. All our hypotheses are confirmed, except one: the high level of
convergence relates negatively to the degree of total volatility. Note that our
model is not wholly comparable with Bartolini and Mair’s model. Not only
are our variables proxies (being ‘stand-ins’ for variables that are difficult to
operationalize), but the units of analysis are also quite different (the regression
is based on 13 cases as compared with n = 231 in the Bartolini and Mair
analysis). The small number of cases renders our model vulnerable to small
changes (see Section 5.6.2 on robustness). Adding or dropping one variable
destroys the promising relationships we have found. It makes sense, therefore,
to apply the model to time series data. This can only be done properly by
correcting for errors that are related to autocorrelation. One modern technique
to do this is the panel-corrected standard errors (PCSE) method, explained in
Section 6.7. The results of the PCSE regression analysis show that our suspicion
towards the 13-case model is justified. The betas and the adjusted R2 in the PCSE
model are much lower. The signs of the betas are identical in both types of regression
analyses (two variables in the short-term factors model are not significant at the
5 per cent level).
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Figure 7.7 Expected causal effects of the short-term factors
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Recent instances of electoral instability, such as landslide elections and heavy
electoral losses by pivotal parties, cast some doubt on the overall validity of the
Bartolini–Mair model. First of all, electoral volatility is only one way of looking
at party-system change. There are more detailed ways of looking at recent forms
of party-system change in a comparative manner, such as examining the effects
of regime breaks or processes of redemocratization (Pennings and Lane, 1998).
Secondly, Bartolini and Mair examine electoral change at the aggregate level.
Looking at the individual level might reveal more change. This is shown by Ersson
and Lane (1998) who examined volatility at the individual level. It is well known
that the bonds between voters and parties are becoming weaker (Katz and Mair,
1992). Other forms of political participation and new potentials are arising (Kriesi
and Koopmans, 1995) which have, for instance, led to the rise of protest parties.

The conclusion is as follows. In this section we have examined processes of electoral
change along two lines: the type and degree of variation and the explanation of these
variations with the help of causal modelling. The two subsequent steps of finding and
explaining variations are crucial to comparative research. Without variations we
cannot compare, and without explanation the art and craft of comparing loses most
of its scientific significance. The problem is, however, that there is usually more than
one way to find and explain variations. One way to cope with this problem is to relate
the research question to earlier research on the topic. This is, in fact, also what
Bartolini and Mair did, as their research builds on the work of Lipset and Rokkan.
This type of theoretical basis has a structuring impact on the research question and
research design to be developed by students in comparative political science.

7.2 Processes of Party Change

7.2.1 The role of parties

Parties have different functions and roles and related dilemmas (Strøm, 1990a):
seeking votes, office and policy simultaneously.
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Table 7.2 Regression results of two models which seek to explain total volatility with solely
short-term factors

OLS regression results PCSE regression results on
on the basis of the basis of pooled time 

aggregated dataa (R 2
adj == 0.68) series datab (R 2

adj == 0.28)

Proxies: beta t Sig. t beta t Sig. t

Membership −0.67 −3.5 0.0078 −0.47 −8.65 0.00
Left votes 0.76 3.3 0.0106 0.40 4.4 0.00
Convergence −0.62 −3.8 0.0054 −0.35 −8.3 0.00
Openness 0.44 2.1 0.0701 0.27 4.4 0.00
Constant – 0.81 0.4402 3.7 0.00

an = 13 European countries.
bn = 299 (13 European countries × 23 years).
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• Parties that are solely vote-seeking are vote maximizers. It was Anthony
Downs who proposed the vote-maximizing model of party behaviour (Downs,
1957).

• Office-seeking parties seek to maximize not their votes, but their control over
political office. Office mainly refers to cabinet portfolios (Riker, 1962).

• Policy-seeking parties seek to maximize their effect on public policy. Policy-
based coalition theory assumes that coalitions will be formed by parties that
are ‘connected’ (Axelrod, 1970) or at least close to each other in policy space
(we will come back to this in Section 8.4).

Strøm criticizes the three models on their static and non-institutional character.
He proposes a unified model of party behaviour that focuses on the interrelations
and trade-offs between the three party goals. Strøm argues that pure vote seekers,
office seekers, or policy seekers are unlikely to exist. Party objectives are mostly
mixed.

Figure 7.8 shows a three-dimensional space where each party goal is represented
by one dimension. Strøm suggests that each case of party behaviour is a linear
additive function of the three party goals,

B = w1V + w2O + w3P,

where B is position in behavioural space, V is vote-seeking behaviour, O is office-
seeking behaviour, P is policy-seeking behaviour, and w1 w2, w3 are coefficients
representing the weights of each type of behaviour. The weights signify the relative
importance of different types of party behaviour, analogously to the beta weights
in regression analysis. The weights are constrained to sum to 1, so that all feasible
forms of party behaviour fall in the triangle in Figure 7.8. A pure vote-seeking party
would be located at point 1, a pure office seeker at point 2, and a pure policy seeker
at 3. Parties that pursue all three objectives fall somewhere in the interior of the
triangle. A party that places some value on votes and more on policy than on
office, will fall inside the right-hand area of the triangle. Although there are no data
available that can be used to test this specific model, the idea of party goals has
proved to be useful. This book shows several examples of it, such as the ‘chain of
democratic control and command’ and Robertson’s ‘two-stage factor analysis’
(Section 7.2.3).

Strøm distinguishes between two sets of factors that systematically affect
the trade-offs between votes, office and policy. One set of factors is to be found
in the organizational properties of parties (such as the constraints on party
leaders). The second set of variables is constituted by the electoral, legislative and
governmental institutions. There is always a potential conflict between the different
objectives, which often boils down to a trade-off between short-term and longer-
term benefits. For example, a party may benefit from the decision to join a
government, in terms of office, but suffer from it in terms of future votes. Given
these conflicting aims, parties have to make choices and formulate priorities.
How these choices are made depends on the functioning of the party as an
organization (internal affairs) and on the impact of electoral, legislative and
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governmental institutions (external environment). These institutions determine
how votes are translated into seats, bargaining power into government status,
and government status into office and policy benefits. In Chapter 8 we will
examine several examples of the impact of institutions which can be seen as the
‘rules of the game’ determining the constrained opportunities for each party to
achieve its goals (or not).

7.2.2 Parties and ideology scales

One main aspect of party change is ideological change. In this section we will
demonstrate how this can be measured. According to Lipset and Rokkan, different
ideologies stem from cleavage systems and result in different party families. Party
families are groups of parties with similar ideological background or roots. One
important cleavage in most parliamentary democracies is the class cleavage which
is strongly linked to the left–right division in politics. Three kinds of scales are
developed to measure left–right positions of parties: expert scales, voter scales and
manifesto scales. The expert scales are based on the positions of parties on the basis
of a selection of expert opinions. Three prominent expert scales are those of Castles
and Mair (1984), Laver and Hunt (1992) and Huber and Inglehart (1995). An
extensive summary of expert scales is presented in Laver and Schofield (1990:
Appendix B). An example is presented in Figure 7.9.

The manifesto scales are based on the emphasis that parties put in their
manifestoes on left and right issues. The party manifestoes (see Section 4.5) are
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Figure 7.8 Strøm’s range of feasible party behaviours (Strøm, 1990a)
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coded for the relevant parties in most democracies for the postwar period – these
are the parties gaining more than 5 per cent of the vote at any postwar election,
together with all that were potentially pivotal in coalition bargaining (Laver and
Budge, 1992: 17). Each sentence is assigned to one of the 54 coding categories. At
the end of the coding process all the sentences are counted by category and the
counts taken as a percentage of the total number of coded sentences. A recent
example is a left–right scale that is constructed by summing up 13 left and 13 right
items; and the latter are subtracted from the former. The result is an interval score
for each party in each election (Klingemann et al., 1994: 40). Another example
comes from Laver and Budge, who made the selection of left and right variables
on the basis of factor analysis. This enabled them to combine the original 54
policy-coding categories into 20 in order to diminish the overlap between these
categories (Laver and Budge, 1992: 24).

It is possible to compare both types of scales once they are put into the same
format, notably the 10-point scale. Figure 7.10 gives the example of the Italian
parties in 1992.

Manifesto scales tend to assign moderate scores to all parties, even if these parties
are distinctive left or right parties. Expert scales, on the other hand, make sharper
distinctions between the parties. A comparison of three scales in Figure 7.10
illustrates this point clearly. You can use the same set-up in Chapter7.sps to make a
similar drop-line chart for any country or election year that is included in the party
manifesto data set.

Another important difference is the dynamics of the scales. The expert scales are
static. Apparently, they do not measure the positioning of parties at many points
in time (mostly only at one). As a consequence there is not much variation between
the expert scales in time. Most expert research in 1995 still produces more or less
the same results as it did in 1984. The Castles–Mair and Huber–Inglehart scales
differ in 23 cases (being parties), meaning that the positions of the parties differ by
more than 1 point (Castles and Mair regard a difference of 0.5 as significant). It is
striking that these differences in nearly half of cases apply to social democratic
parties. The Huber–Inglehart scale places these parties more to the right than the
Castles–Mair scale. This might imply that there is a bias in these scales, but it also
means that there has been a movement to the right of social democratic parties.
The Laver–Hunt and the Huber–Inglehart scales differ for 22 parties. This time
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Figure 7.9 The position of Italian parties on the Castles–Mair expert scale (1984): DC,
Christian Democrats; DP, Proletarian Democrats; MSI, Nationalists; PCI, Communists; PRI,
Republicans; PLI, Liberals; PSDI, Social Democrats; PSI, Socialists; Rad, Radicals
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there is no ‘bias’ towards one particular party family, but there appears to be a
more ‘nationalistic’ bias as the differences apply to many Belgian parties. Laver
(1995) applies the Laver–Hunt expert scale also to the Dutch elections in 1994.
Inglehart’s analysis originates from the end of 1994, which is approximately the
same point in time as Laver used. It is striking that Huber and Inglehart place all
parties further to the left than Laver does.

We conclude that there are remarkable differences between the ranges of the
expert scales and the manifesto scales. Between the expert scales are more differ-
ences in the scaling of parties than is generally assumed. The (dynamic) manifesto
scales have a centripetal bias, whereas the (static) expert scales are more centrifugally
oriented. The fact that both types of scales have pros and cons does not imply that
either scale will do for any research. If in doubt, it is always better to compare several
scales in order to grasp the degree of consistency between them. The analytical
comparison of two or more scales should be based on their reliability (as demonstrated
in Section 4.5), on the number of parties included and on the external validity of the
scales (i.e. do the scales produce roughly the same results?).

Another topic that needs attention is the scalability of the manifesto scales.
Most of the scales are constructed on theoretical and not empirical grounds.
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Figure 7.10 Position of Italian parties on expert-scales (ES) and manifesto scale (MS).
Source: Laver and Schofield (1990, p. 260)
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This implies that these scales – as they are used and applied in the publications
of the Manifesto Research Group – may contain items that do not fit into the
scale very well. We will present an example here of the construction of a
left–right scale (with the help of the SPSS procedure Reliability) that results in
a Likert scale (see Section 4.5.1). We limit the analysis to the Labour and
Conservative parties in the UK. We select the economic variables in the
Manifesto data set.

The first step in the analysis is to recode the scores on the items. In the
original data set all scores are positive. The construction of a left–right Likert
scale is only possible if contrary signs are assigned to the left and the right
issues (here we assigned negative signs to the left items). The main criterion
is Cronbach’s α: one by one we delete those items with the highest score on
‘Alpha if item deleted’ when this additional alpha exceeds alpha for all items
(see Section 4.5.2). In our example we start with a selection of 13 items and end
up with a selection of 10 items with an alpha score of 0.79 and a standardized
item alpha of 0.80.

The final left–right scale is an additive index of these ten variables (this index
is presented in the file Chapter7.sps). The SPSS procedure ‘descriptives’
reveals that the scale ranges from −23 (left) to +26 (right). By computing the
additive index we have created a score on the left–right scale for both parties
for all election years. These scores are plotted in Figure 7.11. The figure shows
that the two parties consistently move on their own side of the party system
and that there is a cyclical movement towards both convergence (1945–70) and
divergence (1970–92). Both conclusions have far-reaching consequences for our
thinking on parties. The results are not so obvious as they seem. This can be
illustrated by comparing these empirical results (which are not unique to
the UK! – see also the two-stage factor analysis on the US data in the next
section) with the theoretical assumptions and predictions of Anthony Downs
(Figure 7.12).

Electoral volatility is the change of vote between parties and thus must be
explained within the context of choices offered by parties. Especially on the basis
of the Bartolini–Mair discussion (see Section 7.1), emphasizing movement
between left–right party blocks, it is useful to define choice in left–right terms.
This also gives us the opportunity to present a spatial representation of such
movements. One of the most widely discussed hypotheses on vote-seeking party
behaviour was formulated by Downs (1957). His main assumption is that parties
are moving, and that the electoral preferences are more or less fixed. On the basis
of the party manifestoes it is possible to confront Downs’ long-term expectation
of party convergence, as represented in Figure 7.13, with actual party movement.
This is done with the left–right scales discussed in the previous section. Most of
the graphical presentations which have been made on the basis of the manifesto
scales show that parties are, for instance, not ‘leapfrogging’, as they stay in their
own ideological segment and are thus ideologically fixed (Laver and Budge,
1992; Budge et al., 2001).

How can we explain these characteristics of party behaviour? One explanation
lies in the parties’ information shortage. Parties do not know exactly where the
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voters stand. Consequently, parties rely on their own ideology. If parties do not
move, volatility must be explained by voters moving or by the rise of new cohorts
of voters. Note, however, that volatility is limited. The best predictor of the next
election result is the previous result. Sometimes enough electors get concerned
about a problem which is ‘owned by’ a different party than the one they have
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Figure 7.11 Movement of British parties on the left–right scale, based on the
SPSS procedure Reliability. Source: Comparative Manifestoes Project, Budge et al. (2001).
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been voting for. This may cause enough imbalanced movement at the aggregate
level to change the election result. The saliency theory of party competition
(nowadays often labelled as the ‘issue ownership theory’ – see Petrocik, 1996) is
designed to allow understanding of the impact of issues ‘owned by’ parties.
When the saliency of issues changes, this gives an electoral advantage to those
parties which ‘own’ the salient issues (Budge and Farlie, 1983).
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Figure 7.12 Downs’ model for two-party competition (Downs, 1957)
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Figure 7.13 Downs’ single election model leads to the expectation of convergent party
positions over time (Downs, 1957)
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7.2.3 Parties and issues

Issues are societal problems that need to be solved, although not necessarily by
means of government policy. They play an important role in the competition
between parties. Parties seek to present themselves to the voters by means of
specific issues that enable voters to identify themselves with these parties. The
way parties select issues is clearly patterned. This pattern is linked to the party
family concept. In this chapter we will use factor analysis to illustrate the para-
doxical relationship between parties and issues: many parties ‘own’ specific
issues in the sense that they are the natural bearers of this ideology, but at the
same time, parties are also inclined to change and modernize their ideology and
presentation of issues in order to stay attractive to the voters (van der Brug, 2004).
It is clear, for example, that the Christian ideology is very much at the heart of
what Christian democratic parties stand for, but if these parties did not adapt this
ideology to modern circumstances, they could not survive. The same goes for the
socialist and the liberal party ideologies, which need constant adaptation to
modern conditions and preferences.

One seminal study in this field is Budge et al. (1987). Their approach is spatial, i.e.
dimensional. On the basis of positive and negative associations between percentage
scores they have identified sets of related policy areas. Each set can be represented
spatially by a line, thus becoming a dimension of some space (Budge et al., 1987: 29).
This only holds when there are no more than three clusters of dimensions.

Each manifesto is located on each dimension by the percentage of references
made to the issue areas associated with it, multiplied by the ‘loading’ of these areas
on the dimension (factor loadings higher than 0.30 are considered by these authors as
an indication that a policy area is important). The factor analysis (see Chapter 4)
brings to the fore the paradoxical relationship between parties and issues:

1 Parties compete on the basis of a fixed set of issues that belong to dimensions
of conflict. The first stage of the factor analysis examines these cleavages.

2 Parties change their positions over time, meaning that the relative position of
election programmes within the multi-dimensional space is not stable. The
second stage of the factor analysis examines the movements of parties within
the substantive domains.

Although factor analysis is primarily a data-summarizing technique, one still
needs some theoretical assumptions that structure the data. An analysis of 54 issue
categories would produce blurred results, difficult to interpret and statistically
dubious as the number of variables would outnumber the number of cases (as the
analysis is performed at the country level). For this reason Budge et al. use the two
leading factors in each of the seven domains as new variables for the second-stage
factor analysis in order to get a simple description of the overarching structure of
party competition.

Table 7.3 is an example of the first-stage factor analysis. The table shows a
summary of the results of factor analysis in the economic domain. In technical
terms it is based on principal axis factoring (PAF) with communality estimates in the
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main diagonal, followed by varimax rotation. The set-up for this analysis is
included in the file Chapter7.sps. Table 7.3 shows the following results:

1 the two factors for four countries – these are the two dimensions that represent
the variables in the economic domain;

2 the factor loadings of the variables on these factors;
3 the explained variance of the two factors;
4 the eigenvalues – these represent the degree of association between the factors

and the variables that they represent.

The results indicate that the structure of party competition on economic issues
differs from country to country but also that, despite these differences, the
left–right dimension is clearly present in all four countries. The American parties
compete along two dimensions, the first being laissez-faire versus regulation of
capitalism, which accounts for 30 per cent of the variance; the second dimension
contrasts controlled economy and nationalization on the one hand with
productivity on the other hand. In the case of the UK the first factor is a classic
left–right clash; within the second factor a stress on economic goal attainment
is contrasted with economic ideology per se (incentives and nationalization).
For New Zealand the first factor contrasts two classic ‘right-wing’ economic
symbols (namely incentives and economic orthodoxy versus technology and
infrastructure and productivity); the second factor shows the contrasts between
conservative and socialist economic issues (free enterprise versus planning and
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Table 7.3 Results of the factor analysis in the economic domain

USA UK NZ Australia

Factor 1 2 1 2 1 2 1 2

Eigenvalue 3.3 2.4 2.7 1.3 1.9 1.7 1.3 1
% of variance explained 30% 22% 27% 13% 21% 19% 14% 11%

Variable
401 Free enterprise −0.89 −0.07 0.69 0.53 −0.23 −0.63 −0.28 0.28
402 Incentives 0.19 −0.21 0.34 0.89 0.93 −0.21 0.39 0.09
403 Regulation of 

capitalism 0.69 −0.07 −0.39 −0.22 −0.01 0.63 0.38 −0.30
404 Economic planning 0.46 0.48 −0.52 0.02 −0.09 0.87 0.31 −0.04
406 Protectionism −0.46 −0.10 −0.06 0.37 −0.02 0.10
408 Specific

economic goals 0.59 −0.39 0.03 −0.41 0.15 −0.16 0.51 −0.11
410 Productivity 0.29 −0.45 0.04 0.27 −0.27 0.07 0.22 0.89
411 Technology and

infrastructure 0.65 −0.07 0.42 −0.48 −0.66 −0.14 −0.04 0.02
412 Controlled economy 0.17 0.94 −0.44 −0.26
413 Nationalization 0.07 0.92 −0.61 0.10
414 Economic orthodoxy −0.85 0.01 0.80 0.01 0.59 0.11 −0.69 −0.06

Source: Budge et al. (1987: 55). A blank means that a variable is omitted from the analysis.
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regulation). The first Australian dimension is a left–right clash, and the second is
a unipolar and single-category stress on productivity.1

In the first stage of the analysis the seven domains are split into two factors
that represent what parties are competing for (their policy-seeking goals). This
reduces the 54 categories in the party manifestoes to 14 variables (an exception
is domain 2, of which the original scores are used). In the second stage these 14
variables are fed into the factor analysis. The set-up that does this job for the
USA is included in the file Chapter7.sps

In Figure 7.14 the means that result from the second-stage analysis are presented
in two-dimensional space. The figure confirms the basic hypotheses on how
party competition works: the movement of parties is restricted, but at the same
time this rigidity does not mean that parties do not change. They are constantly
adapting their party goals, and this is done in a more or less cyclical movement
as shown in Figure 7.14. In terms of Strøm’s categorization of party goals, we
have been mainly looking at the changes in the policy-related goals of parties.
These changes indirectly also affect the vote- and office-seeking goals of parties.
The degree to which this is the case depends on the electoral and party systems.
In the case of the USA, the parties’ room to manœuvre is affected by the char-
acteristics of the two-party system. If, for example, a third relevant party were to
be introduced into the American party system it would certainly affect the policy
positions and the movements of the established parties.

Although the results of the two-stage factor analysis appear convincing for the
USA, it is not the technique as such that invokes these kinds of results, it is the
ideas, theories and assumptions of the researchers. Even the smallest changes in
the selection of years or variables would produce different results (you can test
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Republican
Area

Democrat
Area

Periods:
1 – 1948, 52, 56
2 – 1960, 64
3 – 1968, 72
4 – 1976–80

Second stage factor 2
Welfare and economic regulation

Second stage factor 1: Republican versus democrat issues

3

21

4

3

2

1

4
1

0

−1 0 1

Figure 7.14 US party positions, 1948–80. Source: Budge et al. (1987)
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this statement by adapting the set-up slightly and rerunning the factor analysis
for the period 1948–92). David Robertson (Budge et al., 1987) not only used
factor analysis as a data-reducing technique, but also as a theoretically guided
(and manipulated) tool in order to corroborate the hypothesis that the division
into left and right matters in the USA. This particular use of factor analysis
requires an experienced outlook on the subject in order to be useful and reliable.
Simpler examples of factor analysis will be given in Sections 8.2 and 9.4.

7.2.4 Public opinion and party responsiveness

Hitherto we have mainly concentrated on party positions as such. A relatively
new topic in party literature is the so-called party responsiveness: the degree to
which parties are responsive to external factors such as voter opinion and shifting
problem intensities.

The saliency theory of party competition, or issue ownership theory, claims
that parties are mainly ideologically driven (ideology refers here to left–right
positions) and not very responsive to sudden shifts in problems and public
opinion. This challenging hypothesis is tested by confronting the salience theory
with alternative explanations of party behaviour. In this way we can determine
to what extent the saliency model is the best-fitting model of party emphasis.

Basically, there are three competing models:

• The Downsian model predicts that parties are neither ideologically driven
nor problem-driven. Instead, parties are following public opinion and voter
preferences in order to maximize their votes. Parties are very responsive to
voter preferences (‘competition-driven’).

• The saliency issue model (Budge et al., 1987) predicts that parties are ideo-
logically driven. The implication of this is that parties are characterized by
ideological rigidity and are not responsive to voters or problems (‘cartellization-
driven’).

• The combined model predicts that parties will be driven by both ideology
and public opinion. This model is based on the hypothesis that most parties
base their choices on both ideological and electoral considerations.

These three models are tested by means of regression equations on the basis
of pooled time series data. As the research question focuses on trends and
variations in party behaviour we obviously have to adopt a cross-national and
cross-temporal perspective. The first step is to define the dependent variables.
We haven chosen the emphasis of political parties in four policy domains which
are fundamental to party competition. The operationalization of these variables
is explained in Budge et al. (2001) and in Table 7.4.

One independent variable is the so-called median voter position on the
planning and market variables that are defined in Table 7.4. The median voter
position is a measure of the ideological position of a particular electorate that is
comparable across countries and across time. It is the central ideological tendency
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among voters. If parties are following voter preferences, then we expect them to
move towards the median voter positions, especially when they are (potential)
cabinet parties. The calculation of the median voter position is based on a well-
known formula that incorporates the policy positions and the votes shares for the
relevant political parties (Bohrnstedt and Knoke, 1982: 52; Kim and Fording, 1998:
79). For each party the midpoint is calculated between the one immediately to the
left of it and the one immediately to the right of it. It is assumed that voters on the
left of this interval will vote for the party on the left and the ones on the right will
vote for the party on the right of it:

M = L + {(50 − C)/F} × W,

where M is median voter position (ideological score), L is the lower end (ideologi-
cal score) of the interval containing the median, C is the cumulative frequency
(vote share) up to but not including the interval containing the median, F is the
frequency (vote share) in the interval containing the median, and W is the width
of the interval containing the median (ideological score).

The three elements needed to perform the calculations are:

1 the mean scale positions of the parties;
2 the vote percentages of the parties;
3 the scale positions of each party.

We now give a short example of how this formula works for a country with a left
party (A), a centre party (B) and a right party (C). The ideological score refers to
either the left–right scale, the planning positions or the market positions.
Suppose that the median voter in this country in a particular election year is in
party B, because by the time we move through party B, we have covered more
than 50 per cent of all voters. Having identified party B we can figure out that L,
the lower ideological score of B, is the midpoint between party A and B. The
value of W equals L minus the midpoint of the ideological  scores of B and C. The
value of C is the sum of all votes to the left of party B. The value of F is the vote
percentage of party B.

We will also give a more empirical example of the calculation of the median
voter position of the left–right scale for a multi-party system, Sweden. The data
stems from the International Almanac of Electoral History (Mackie and Rose, 1991).
The rows comprise the parties. The columns comprise the (interpolated) vote
percentages of the election years and the in-between years.

Firstly, we line up the parties from low to high on the scale of interest. This is
done by means of the command ‘sort cases’ which orders the parties from a high
score to a low score. As the parties do not account for 100 per cent of the votes,
we also calculate the adjusted vote shares by recomputing the vote percentage
by dividing each by the sum and multiplying by 100. The next step, which is also
taken in the case of a two-party system, is to determine which party has more
than 50 per cent of the votes: the median party. After these steps have been taken
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we are ready to calculate L, C, F and W. The main results for Sweden (1948–98)
are reported below as an example (Budge et al., 2001):
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1948 −20.20
1952 −13.74
1956 −30.37
1958 −5.66
1960 −34.59

1964 −31.67
1968 −34.09
1970 −38.19
1973 −6.38
1976 −11.03

1979 −15.22
1982 −17.12
1985 −13.14
1988 −21.34

1991 −2.59
1994 26.60
1998 −1.71

Table 7.4 Regression analysis on (combined) models that predict the party emphasis on
four policy areas (n = 1991)

Y: Party emphasis on X Beta t Sig. t Adj. R 2

Market economy Median voter 0.29 12.5 0.00 0.23
Left–right 0.38 16.6 0.00

Planned economy Median voter 0.37 15.9 0.00 0.22
Left–right −0.26 −11.4 0.00

Welfare Median voter 0.52 24.8 0.00 0.37
Left–right −0.27 −13.0 0.00

International peace Median voter 0.44 19.7 0.00 0.27
Left–right −0.28 −12.4 0.00

Left–right: (per104+per201+per203+per305+per401+per402+per407+per414
+per505+per601+per603+per605+per606)−(per103+per105+per106+per107
+per403+per404+per406+per412+per413+per504+per506+per701+per202).

Planned economy: per403+per404+per412.

Market economy: per401+per414.

Welfare: per503+per504.

International peace: per102+per105+per106.

The variable names per101 to per706 are explained in Budge et al. (2001) and in the file
Chapter7.sps

n = 1991 election years in 25 countries (the full data set).

Note that these computations have to be adapted for each particular party
system and each different policy scale (Y) in order to correct for different
numbers and positions of parties on the policy scale. Assuming that the given
example in the file Chapter7.sps gives an impression of how the median voter
position is computed, we continue with the data analysis on the determinants of
party responsiveness (Budge et al., 2001; McDonald et al., 2004).

The second independent variable is the left–right ideology scale in Budge et al.
(2001). As indicated above, the models that represent the main theoretical positions
in the debate on party responsiveness are (Y = the party emphasis policy area):

• the Downsian model: Y = a + (b × median voter position) + e;
• the salience model: Y = a + (b × ideology) + e;
• the combined model: Y = a + (b × ideology) + (b × median voter position) + e.
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The Downsian and salience models are quite unequivocal. The combined model
combines the other two models by predicting that the emphasis on a policy area is
a function of both ideology and public opinion. Table 7.4 shows the results of a
regression analysis on the combined models for four policy areas. The results on
the basis of these computations do provide more support for the Downsian model
than for the saliency model. Although parties are to a large extent ideologically
driven, there is also a consistent and far-reaching party responsiveness to shifting
problem intensities and voter preferences.

We conclude that voter preferences do affect party priorities (in general) to a
certain extent. But at the same time the role of parties is more encompassing than
just to reflect what the voters want. The saliency theory of issues argues that non-
responsiveness is electorally more rewarding than responsiveness, as rigidity
makes parties reliable and credible in the eyes of the voters (McDonald et al.,
2004). Other theories, like the cartel theory, explain non-responsiveness out of the
integration of the party elites within the state so that parties have lost their feeling
for society. The welfare state regime explanation explains it by picturing parties
as bounded actors operating within the historical boundaries of welfare state
regimes. So, we conclude that what various theories on party behaviour have
predicted has been only partly confirmed in the regression analysis, and it is not
possible to conclude solely on the basis of the regression analysis whether or not
these theories provide empirically sound and plausible alternative explanations
(i.e. too many theories fitting too few data).

7.3 CONCLUSIONS

In this chapter we have discussed aspects of the ‘input side’ of the chain of
democratic control and command, with an emphasis on electoral and party change.
We have shown that in order to be able to analyse electoral change we need a range
of indicators that capture the phenomena under study. As the comparative method
aims at explaining cross-national variations, we need a comparative research
question and research design in order to be able to come up with plausible
explanations. Table 7.5 gives an overview of the main research questions, research
designs and research answers that are discussed in this chapter.

Chapters 1–6 have focused on the theoretical, methodological and technical
aspects of comparative research, of which several are summarized by the first two
columns of Table 7.5. In this chapter we have applied comparative methods and
statistics to research questions which relate to changes in the preferences and
behaviour of voters and parties. In doing so, we have illustrated that the quality
of the research answer strongly depends on the preceding steps in the research:
the research question, the hypotheses, the operationalizations, the specification of
the model, the interpretation of the results. The most important guide in this
process is theory, i.e. a clear and consistent set of hypotheses that guides the
researcher through all the necessary steps. These steps are part of an iterative
process of choice (how to operationalize and analyse) and interpretation (how to
make sense of the results by relating them to existing knowledge). Starting from
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one and the same research question there is more than one road to a plausible
answer. This gives the researcher the freedom to explore but it also necessitates a
full and detailed elaboration of all the steps taken. A short checklist which
examines whether these steps are correctly taken includes the following:

1 The research question. Does it refer to variations in a dependent variable and
to possible explanations of these variations, e.g. by means of hypotheses or
assumptions?

2 The research design. Are the cases properly selected, the variables clearly
operationalized and integrated in a well-specified model? Is the choice of the
technique related to the levels of measurement and the type of research
question?

3 The research answer. Do the interpretations and conclusions give a correct
and plausible answer to the research question, and are they related to the
findings of similar research projects?
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Table 7.5 Overview and examples of the main stages in comparative research on the
preferences and behaviour of parties and voters

Research question

§7.1.2. What variations in
electoral volatility are there?

§7.1.3. How do we explain
variations in electoral
volatility?

§7.2.3. What are the
underlying dimensions
of party competition?

§7.2.4. What drives parties:
voter preferences or
ideology?

Research design

Operationalization of Y;
indicators of change;
examination of trends by
means of descriptive
techniques such as
graphical presentations

Operationalization and
modelling of X and Y; time
series and regression
analysis

Conceptualization and
operationalization of issues
that belong to dimensions
of political conflict, and
application of factor
analysis to them

Operationalization of
median voter positions
and party emphasis on
dimensions of party
competition (left versus
right, market versus
planning) plus the
modelling of X and Y

Research answer

The aggregated, country-specific
and party family-specific results
show cross-national and
cross-temporal variations which
can only be explained by means
of theory

Variations in electoral change
are partly explained by
institutional and
socio-organizational factors.
The plausibility of this answer
depends on the specification
of the model that is used
to analyse the data

The left–right dimension is one
of the most prominent conflict
dimensions. This answer is
based on the interpretation
of factor scores

Both voters and ideology seem
to be important drivers for
parties. There is more than one
theory to interpret this result
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7.4 Endmatter

Topics highlighted

• The problem of electoral change: how to measure and model it with the help of
regression analysis:

What variations in electoral volatility are there?
How do we explain variations in electoral volatility?

• The problem of party change: how to measure and model it with the help of factor
and scalability analysis:

What are the underlying dimensions of party competition?
What drives parties: voter preferences or ideology?

Exercises

The exercises cover some of the main subjects in this chapter. The formulated
research questions in the exercises are suited to the writing of a short research note.
Exercise 7.1 focuses on the problem of the research answer. The other exercises
focus on statistical and methodological aspects of the research design.

• 7.1. Measuring electoral change

Files: bartmair.sav, nias.sav, poL4.sav.

How correct is Bartolini’s and Mair’s finding that there is not much change in western
European party systems? Answer this question by means of an extensive descriptive
analysis (by examining the trends and variations of crucial party system variables).

Suggested steps: 1. Select several indicators of electoral change. 2. Examine the
trends of these indicators by means of ‘plot’ or ‘graph’. 3. Examine the country-
specific trends by comparing the period before and after 1970, with the help of the
command ‘aggregate’.

Background reading: Bartolini and Mair (1990), Pennings (1998b).

• 7.2. Modelling electoral change

Files: poL4.sav, nias.sav.

Construct a multivariate regression equation that explains the variation of the block
volatility of left parties. One assumption behind this equation is that the vote share of
left parties is more stable when their rank-and-file are well organized (and when these
organizations are incorporated in cooperative forms of decision-making). Test your
model by means of multiple regression. Integrate the relevant scores of the
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regression analysis into a table that is understandable for outsiders. Extend your
model by introducing an interaction term into the equation. Examine whether the
assumptions for regression are violated. Concentrate on linearity and multicollinearity
(see Chapter 6 for those tests).

Perform also a second analysis, this time for total volatility as the dependent
variable. Integrate one interaction term into your model. Study the residuals of the total
volatility model. Are there significant outliers?

Suggested steps: 1. Formulate several hypotheses that can be modelled and
that explain either left volatility or total volatility. 2. Add an interaction effect to the
hypotheses. 3. Test the models (check the violation of assumptions, especially
tolerance).

Background reading: Bartolini and Mair (1990), Mair (2002).

• 7.3. The Budge et al. left–right scale

Perform a reliability test on the Klingemann et al. (1994) scale. This scale was originally
computed as:

compute left
= per103 + per105 + per106 + per107 + per202 + per403 + per404

+ per406 + per412 + per413 + per504 + per506 + per701.
compute right

= per104 + per201 + per203 + per305 + per401 + per402 + per407
+ per414 + per505 + per601 + per603 + per605 + per606.

compute scale = right−left
variable label scale ‘left–right scale Budge et al. 2001’

The data are included in Budge et al. (2001).
Suggested steps: 1. Recode the issues into the same direction (namely either left

or right). 2. Perform the reliability analysis by dropping variables with the highest score
on ‘alpha if item deleted’.

Background reading: Budge et al. (2001).

• 7.4. The Median voter position
Compute the median voter position on the left–right scale position for at least one
election year in both a multi-party system and a two-party system. You can compute
the median voter positions manually or with the help of SPSS.

Suggested steps: 1. Determine which party is the median party. 2. Calculate L (the
lower ideological score), C (the cumulative frequency), F (vote share of the interval
containing median), W (width of this interval). 3. Insert the numbers into the formula.

Background reading: Budge et al. (2001), Kim and Fording (1998).

Further reading

• General: Bartolini and Mair (1990).
• Specific: Budge et al. (2001), Laver (2001), Laver and Budge (1992).
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Note

1 This use of factor analysis is only sound when there are no issues involved that
are typical of parties in the middle of the party system. If this is the case, then
factor analysis will produce two related left–right dimensions whereas only one
is present. Therefore, one has to delete the issues in the middle before one
starts this type of analysis (van der Brug, 2001).
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8.1 Introduction

Chapter 7 indicated that the behaviour of voters and parties should be
understood within their institutional context. In this chapter several of these
contexts (and relations between them) will be explored. As institutions shape the
behaviour of actors, these institutions are important for the decision-making
process. This chapter, like all the chapters in this part of the book, aims to
improve the understanding and the accessibility of data and the techniques. We
will not discuss all the background to and details of the techniques (this has
already been done in Chapters 4–6) but focus on how to use and apply them
within cross-national research designs that aim at answering substantial research
questions.

Pennings (Research)-3304-08.qxd  10/13/2005  11:42 AM  Page 217



Doing Research in Political Science

We focus on the institutional and constitutional foundations of modern
democracies. These foundations are summarized by Lijphart (1999). This chapter
starts with an overview of Lijphart’s operationalization of the main characteristics
and variations of political institutions in modern democracies (Section 8.2).
Special attention will be given to the factor analysis that Lijphart uses and that
leads to the division between consensus and majoritarian democracies. This
division is crucial – in his ideas – for understanding variations in political
behaviour and the functioning of democracy. 

In the following sections we will explore the working, trends and effects of
several institutions that are central to the functioning of democracies. A good
overview of the main concepts from a comparative perspective can be found in
Gallagher et al. (2001). See also our definitions of the basic terms in Box 8.1. First,
we will discuss the party system typologies and ways to study party system
change (Section 8.3). Party systems can be seen as the main institutional
environment of party competition and cooperation. We will compare the party
system typologies of Lijphart and Sartori which originate from the same period
but are very different in their assumptions. Sartori (1976) assumes that sooner or
later pluralism inevitably leads to instability. Lijphart (1977) emphasizes the
possibility that elites may handle conflicts properly so that plural societies
remain stable. 

BBooxx  88..11 GGlloossssaarryy  ooff  bbaassiicc  tteerrmmss  

• Consensus democracy: the set of intertwined institutional arrangements that
enhance elite cooperation and coalition-building in the parliamentary arena.

• Minimal winning coalitions (MWC): cabinets that are based on more than
50% of the parliamentary seats (‘winning’) and that are devoid of unnecessary
partners (‘minimal’).

• Median legislator: this median position is found by adding up the number of
seats that each party controls from the left to the right.

• Distributional coalitions: the alignment of pressure groups at various levels of
government in ways that are Pareto suboptimal (i.e. at the expense of collective
welfare).

• Corporatism: institutionalized cooperation (‘concentration’) of trade union
federations, employers’ organizations and the state by means of non-
parliamentary consultation in order to avoid or reduce suboptimal (zero-sum)
outcomes of policy.

• Federalism: a state structure with a high degree of geographical autonomy
vis-à-vis the political centre, which is expressed by means of constitutionally
sharing power between the federal state and its parts.

• Centralism: the degree to which aspects of policy-making are directed from
the central political institutions.

• Institutional autonomy (or devolution index): the degree to which decentralized
governing units, like local communities, have powers to control policy-making
independently of the centre (i.e. forms of self-regulation).
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Why do party systems matter? They have an enduring impact on party
behaviour, both during and after elections, which leads to different types of
interaction between parties. In Section 8.4 we will therefore discuss the different
forms of cabinet formation and functioning of government with reference to
coalition theories that make predictions on the composition of governments given
the vote shares of parties and/or their policy stance. We will apply regression
analysis (both linear and logistic) to the possibility that minority governments are
formed as well as to the duration of governments in general.

A related topic is the degree and nature of interest intermediation. In Section 8.5
the focus will be on the concept of corporatism (i.e. the structure of interest
intermediation), its operationalization and its relationship with consensus democ-
racy. It will be shown that both concepts should be distinguished because they are
too different to be amalgamated into one score, like the one that was proposed by
Lijphart and Crepaz (1991).

There are more institutions which affect the nature and degree of state interven-
tion and policy formation. The degree and nature of regional and institutional
autonomy are indicated by the federal or unitary state structure, in particular
since the implementation is differently organized. In Section 8.6 the variations
and policy effects of federalism, centralism and autonomy are discussed and
analysed with the help of regression analysis. Executive–legislative relations are
also crucial determinants of decision-making because the separation of powers
is differently organized. Two major institutional variants of these relationships
are presidentialism and parliamentarism. Section 8.7 analyses the variations of
presidentialism and its effects on democratic performance. This is done by applying
the most different design (comparing the democratic performance of all systems
in the world) and the comparative case study (explaining the special character of
American presidentialism).

This chapter ends with a set of exercises that relates to the subsequent
paragraphs. These exercises may help students to assess the ins and outs of the
application of statistical techniques to the working, effects and change of political
and socio-economic institutions.

8.2 Types of Democracies

This section focuses on the main features of democratic political systems in the
world, on the basis of quantitative and statistical aspects of identifying system
properties. The basic institutional framework that structures the decision-making
process is the type of democratic system. Lijphart (1999) describes two extremes,
majoritarian democracies versus consensus democracies, which are presented as
‘ideal types’ (i.e. sketched in their archetypal or perfect form). These types are
described on the basis of ten differences with regard to the majoritarian and
consensus principles which are listed in Table 8.1. All ten variables are expected
to be closely related because they belong to anti-poles. 

The first dimension (executives–parties) groups five characteristics of the
arrangement of executive power, the party and electoral systems, and interest
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groups. Most of the five differences on the second dimension seem to be
associated with the contrast between federalism and unitary government, so that
Lijphart calls it the federal–unitary dimension. He signals that it is the weakest
one, probably because it is not fully clear how the five items fit into it and it is
hard to explain why this dimension should be so clearly distinct from the other
dimension. He finds a persuasive explanation of the two-dimensional pattern in
the distinction between ‘collective agency’ and ‘shared responsibility’, on the
one hand, and divided agencies and responsibilities, on the other. These are both
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Table 8.1 Overview of the ten characteristics of majoritarian versus consensus democracies

Majoritarianism Consensus democracy Indicator

Executives–parties dimension

1 Concentration of
executive power in
single-party majority
cabinets

2 Executive dominance

3 Two-party system

4 Majoritarian and
disproportional electoral
system

5 Pluralist interest group
system

Executive power-sharing in
broad multi-party coalitions

Executive–legislative balance
of power

Multi-party system

Proportional representation

Corporatist interest group
system

Proportion of time during
which minimal winning
cabinets and one-party
cabinets were in power

Executive dominance:
average cabinet durability

Effective number of parties:
Laakso–Taagepera index

Difference between vote
and seat shares of parties,
aggregated according to
Gallagher’s index of
disproportionality

Extent of interest group
pluralism (Siaroff index)

1 Unitary and centralized
government

2 Unicameral legislature

3 Flexible constitution

4 Judicial review by
legislation

5 Central banks dependent
on executive

Federal and decentralized
government

Bicameral legislature

Rigid constitution

Judicial review by supreme
or constitutional court

Central bank independence

Index of degree of
federalism and
decentralization

Index of bicameralism

Index of constitutional
rigidity

Index of the strength of
judicial review

Mean of three indices of
central bank independence

Federal–unitary dimension

Source: Lijphart (1999).
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forms of diffusion of power, but the first dimension of consensus democracy
with its multi-party face-to-face interactions within cabinets, etc., has a close fit
with the collective responsibility form. In contrast, both the four federalist
characteristics and the role of central banks fit the format of diffusion by means
of institutional separation of power. Viewed from this perspective, the first
dimension could also be labelled the joint-power dimension and the second the
divided-power dimension. 

Lijphart summarizes the relationships among the ten variables by means of
factor analysis (see Part II). The same two clusters seem to emerge from this
analysis (Table 8.2). The factor loadings are very high within each of the two
clusters and much lower in most cases outside of the clusters. The percentage of
minimal winning one-party cabinets again turns out to be the strongest variable
in the first dimension. The effective number of parties is an almost equally strong
element. The federalism variable emerges once more as the strongest element
in the second dimension with a factor loading of 0.86. The remaining factor
loadings within the two clusters are lower but still strong.

The two-dimensional pattern formed by the ten basic variables allows us to
summarize where the 36 individual countries are situated between majoritarian
and consensus democracy. Their characteristics on each of the two sets of five
variables can be averaged so as to form just two summary characteristics, and
these can be used to place each of the democracies on the two-dimensional
conceptual map of democracy shown in Figure 8.1. The horizontal axis represents
the executives–parties dimension and the vertical axis the federal–unitary
dimension. Each unit on these axes represents one standard deviation; high values
indicate majoritarianism and low values consensus. 

In Lijphart’s view, most of the prototypical cases of majoritarian and
consensus democracy are in their expected positions on the map. The United
Kingdom and New Zealand are in the top right-hand corner. The United
Kingdom is slightly more majoritarian on the executives–parties dimension.
Switzerland is, as expected, in the bottom left-hand corner but not quite as far
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Table 8.2 Varimax orthogonal rotated factor matrix of the ten variables distinguishing
majoritarian from consensus democracy in 36 democracies, 1945–96

Variable Factor I Factor II

Effective number of parliamentary parties −0.90 0.02
Minimal winning one-party cabinets 0.93 −0.07
Executive dominance 0.74 −0.10
Electoral disproportionality 0.72 0.09
Interest group pluralism 0.78 −0.01
Federalism–decentralization −0.28 0.86
Bicameralism 0.06 0.74
Constitutional rigidity −0.05 0.71
Judicial review 0.20 0.73
Central bank independence −0.07 0.71

Note: The factor analysis is a principal components analysis with eigen values over 1.0
extracted.
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down as several other countries, mainly due to its one non-consensual
characteristic – the absence of judicial review. It is still the clearest consensual
prototype, however, because it is further from the centre on both dimensions
than Germany. Belgium is the one exemplar case not to be in an extreme
position, mainly because it only became fully federal in 1993; it does, however,
have a strong consensual position on the executives–parties dimension.

In Lijphart’s view the two-dimensional map also reveals prototypes of
the two combinations of consensus and majoritarian characteristics. In the
top left-hand corner, Israel represents the combination of consensus democracy
on the executives–parties dimension but, albeit somewhat less strongly,
majoritarianism on the federal–unitary dimension (an unwritten constitution
and a unicameral parliament, moderated, however, by intermediate charac-
teristics with regard to federalism and central bank independence). In the
bottom right-hand corner, Canada is the strongest candidate for the opposite
prototype of majoritarianism on the executives–parties and consensus on the
federal–unitary dimension: on the one hand, dominant one-party cabinets, a
roughly two-and-a-third-party system, plurality elections (the winner takes all),
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and interest group pluralism, but, on the other hand, strong federalism and
judicial review, a rigid constitution, an independent central bank, and a
bicameral parliament (albeit of only medium strength). Germany’s location on
the clearly consensual side of both dimensions confirms that it is a ‘grand
coalition state’ (Schmidt, 2002).

On the correspondence between the conceptual and geographical maps Lijphart
concludes that such a relationship exists as far as the consensus side of the
executives–parties dimension is concerned: most continental European countries
are located on the left-hand side of the map. On the right-hand side, the three
Latin American democracies are close together and only slightly to the right of
the centre. Considerably further to the right, the four Caribbean countries are
located near one another. But most of the countries on the right-hand side of the
conceptual map are geographically distant from one another. Instead, the striking
feature that many of these countries, including those in the Caribbean, have in
common is that they are former British colonies. According to Lijphart, it is the
presence or absence of a British political heritage that appears to explain the
distribution on the left and right of the executives–parties dimension better than
any geographical factor. According to others (e.g. Armingeon, 2002: 151) there is
a clear geographical concentration since almost all consensus democracies appear
to be located in Europe.

Although Lijphart argues that these empirical results confirm his theoretical
assumptions, a quick examination of Table 8.3 reveals some problematic cases.
This is especially true for the federal–unitary dimension which includes some
non-federal countries like Spain, the Netherlands and Japan. Furthermore, a
study of his conceptualization, operationalization and factor analysis shows that
his interpretation is based on assumptions which are not necessarily adequate or
the only ones that are plausible. 

The main problem is that Lijphart’s two-dimensional map is quite
encompassing, and the federal–unitary dimension in particular is not (always)
intrinsically related to the majoritarian–consensus divide (Armingeon, 2002: 149).
This dimension includes variables such as unicameralism, fiscal centralization
and constitutional flexibility which measure the degree to which segments are
autonomous or minorities are protected. But also the executives–parties dimension
includes variables that are not conditions for consensus democracy, such as
executive dominance, since cabinet durability seems more likely to be an effect
than a feature of democratic systems.

In addition, one might wonder if his polar approach to democracies is
becoming (partly) outdated as most systems nowadays are (becoming) mixed
systems (Dunleavy and Margetts, 1995). These mixed systems might not function
according to most of Lijphart’s descriptions. This confronts us with the changing
conditions of consensus and majoritarian democracy. These changes can be
examined by selecting the theoretically most convincing institutional variables
and studying the developments over time. It can be argued that three factors are
inextricably linked to the division between consensus and majoritarian
democracy:
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Table 8.3 Factor scores of Lijphart’s two basic dimensions of consensus democracy,
1945–96

Executives–parties Federal–unitary
dimension dimension

Consensual–federal

SWI Switzerland 1.88 1.44
NET Netherlands 1.30 0.24
PNG Papua New Guinea 1.12 0.29
JPN Japan 0.63 0.15
GER Germany 0.52 2.44
AUT Austria 0.34 1.04
MAU Mauritius 0.24 0.01
IND India 0.20 1.28
VEN Venezuela 0.01 0.26

Consensual–unitary

FIN Finland 1.62 −0.89
ISR Israel 1.60 −0.99
DEN Denmark 1.25 −0.39
BEL Belgium 1.09 −0.03
ITA Italy 0.94 −0.23
SWE Sweden 0.77 −0.78
NOR Norway 0.59 −0.70
LUX Luxembourg 0.51 −0.98
ICE Iceland 0.49 −1.05
POR Portugal 0.34 −0.73

Majoritarian–federal

SPA Spain −0.64 0.44
US United States −0.66 2.45
AUL Australia −0.78 1.73
CAN Canada −1.09 1.82

Majoritarian–unitary

IRE Ireland −0.04 −0.46
COL Colombia −0.14 −0.42
CR Costa Rica −0.38 −0.39
GRE Greece −0.74 −0.72
MAL Malta −0.90 −0.47
NZ New Zealand −0.90 −1.69
FRA France −0.94 −0.29
UK United Kingdom −1.12 −1.08
BOT Botswana −1.28 −0.47
BAR Barbados −1.36 −0.39
TRI Trinidad −1.38 −0.12
BAH Bahamas −1.49 −0.12
JAM Jamaica −1.59 −0.21

Extraction method: principal component analysis. Explained variance is 35.6%
(executives–parties dimension) and 27.6% (federal–unitary dimension).
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1 the degree of disproportionality;
2 the effective number of parties;
3 the type of government.

These three indicators have in common that they are related to the functioning
of electoral systems. In proportional systems, we expect a high degree of
proportionality, which enhances a high number of effective parties and thus
(indirectly) the formation of coalition governments. In majoritarian systems, on
the other hand, we expect the opposite: a low degree of proportionality, a low
number of parties and majority governments.

Factor analysis can be used to combine these conditions for consensus and
majoritarian democracy into one single factor score. First, the nominal variable type
of government has to be recoded into a dichotomous (interval) variable with score 1
for the consensual types of government and 0 for the majoritarian ones (Woldendorp
et al., 2000). The next step is to perform the factor analysis on the OECD data
(1965–98, n = 578) which throws up one factor with an explained variance of 50%.
The factor loadings are 0.76 for the type of government, 0.79 for the effective number
of parties, and −0.56 for electoral disproportionality. These scores are in line with our
expectations. A high factor score indicates favourable conditions for consensus
democracy. On the basis of the constructed factor it is possible to examine trends by
country or by clusters of countries. We refer to Exercise 8.1 for further details on this
longitudinal approach (see also Pennings, 1997). By restricting the factor analysis to
the three crucial indicators of consensus democracy, the outcomes of this analysis are
easier to interpret as one factor is extracted instead of two.

In this section, we have questioned aspects of the operationalization and
analysis of the conditions for consensus democracy. Nonetheless, the analysis of
these data is still an effective way to get acquainted with the main characteristics
of modern democracies. We have illustrated how a more pronounced longitudinal
approach is possible with these data by means of factor analysis. This section also
underlines the relevance of the ‘checklist’ at the end of Chapter 7 for the
evaluation of research.

8.3 Party Systems

Party systems comprise different kinds of relationships between parties in terms
of competition, coalitions and ideology, which lead to patterned interactions.
A party system has certain properties that distinguish it from other party
systems, e.g. the number of parties, electoral disproportionality, fragmentation,
centripetal (towards the centre) or centrifugal (towards the extremes) party
competition (Gallagher et al., 2001). Party systems structure the type of competition
and representation, on the one hand, and the consensus-building and mode of
governance, on the other hand.

Three main questions have dominated the party-system literature: What party
systems are there? What countries are characterized by what systems? How do
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party systems change over time? Party system typologies seek to answer the first
two questions. We will concentrate here on two well-known typologies of
Lijphart (Table 8.4) and Sartori (Table 8.5). For the use and limitations of
typologies, we refer to Chapter 3.

In Sartori’s typology the two dimensions are ideological distance between
political parties and party-system fragmentation (indicated by the number of
‘relevant parties’ – parties with either coalition potential or blackmail potential;
see Sartori, 1976: 121–3). These dimensions are dependent as they co-vary
directly: the higher the number of parties, the larger the ideological distance – and
consequently the range of the party system – is assumed to be (Sartori, 1976: 291).
The number of parties and the ideological distance are positively correlated:
Sartori expects more polarization in countries with a high number of parties. This
linear correspondence between these two dimensions enables us to reformat
Sartori’s typology into a one-dimensional scale that combines the two original
dimensions. In this new dimension, the predominant type (low number of parties
and ideological distance) is the opposite of the polarized type (high number of
parties and ideological distance).1 This particular type of one-dimensional scale is
also applied by Sartori himself (Sartori, 1976: 283). The resulting one-dimensional
scale is incorporated into Table 8.6.
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Table 8.4 Lijphart’s typology of democratic systems

Structure of society

Elite behaviour Homogeneous Plural

Coalescent Depoliticized Consociational
Austria (1966–) Belgium, Netherlands,

Switzerland, Austria (1945–66)

Adversarial Centripetal Centrifugal
Finland, Denmark, UK, USA, France, Italy, Canada
Norway, Sweden, West Germany

Source: Lijphart (1977).

Table 8.5 Sartori’s typology of party systems

Party system fragmentation

Ideological distance Low High

Low Two-party FRG, Switzerland, Netherlands,
Canada, USA, Austria, UK Denmark, Belgium, France V*

High Predominant Extreme and polarized
Norway, Sweden Finland, Italy, France IV*

Source: Sartori (1976: 314).
*France IV and France V are the French Fourth and Fifth Republics (1946–58 and
1958 – present respectively).
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Lijphart’s typology of democratic systems represents perhaps the most
important alternative to Sartori’s typology of party systems. Although Lijphart’s
typology is strictly speaking a classification of democratic systems, it has far-
reaching implications for the ways in which party systems are assumed to
function. Recall that Lijphart’s main hypothesis is that segmental cleavages at
the mass level can be overcome by elite cooperation (Lijphart, 1977). Lijphart
proposed a typology that is based on the structure of society (homogeneous
versus plural) and the behaviour of elites (coalescent versus adversarial). The
elites behave in a cooperative and stabilizing manner by means of four practices:
grand coalition, segmental autonomy, proportionality, and mutual veto. In
Lijphart’s typology the key category is the consociational type, as this type
entails cooperation by segmental elites in spite of the deep cleavages separating
the segments (Lijphart, 1977: 53).

The Sartori and the Lijphart typologies seem to be quite at odds with each
other: in several instances where Lijphart predicts stability, Sartori predicts
instability, and vice versa. One example is provided by the countries that fall into
the category of ‘moderate multi-partism’. According to Sartori these countries
are likely to be politically unstable because of their fragmented party systems.
Lijphart, however, asserts that these countries may be stable democracies if, and
only if, the elites are cooperative. As both typologies can hardly (in their original
format) be equally valid at the same time, it is interesting to test their predictive
and explanatory capacity just by comparing them in this respect.

There are several tests that could be imagined for the purpose of testing the
validity of both typologies, i.e. the degree to which the theoretical assumptions
underlying the typologies match the empirical characteristics of countries. We
use regression analysis to study the interrelation between the party-system
scales of Lijphart and Sartori, on the one hand, and a variety of dependent
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Table 8.6 Typologies of party systems

Sartori Lijphart

Predominant Centrifugal
Norway, Sweden France, Italy

Two-party Centripetal
Austria, UK Finland, Denmark, Norway, Sweden,

UK, West Germany, Ireland

Moderate multipartism Consociational
Germany, Switzerland, Netherlands, Austria, Belgium, Netherlands,
Denmark, Belgium, France V*, Ireland Switzerland

Polarized
Finland, Italy, France IV*

Adapted from: Von Beyme (1985), Lange and Meadwell (1991), Keman (1995).
*France IV and France V are the French Fourth and Fifth Republics (1946–58
and 1958 – present respectively).
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variables that are related to the vote-, office- and policy-seeking behaviour of
political parties and to characteristics of party systems, on the other hand. In so
doing, we extend the use of typologies from solely explaining stability to a wider
range of party-system characteristics.

The first step is to change the original nominal party-system scores into new
ordinal ones. Ordinal scoring implies that the two-dimensional typologies are
reformatted into a one-dimensional rank ordering of countries. Sartori’s rank
orders become an indicator of ‘multi-partism’ (corresponding to the degree
of polarization) and Lijphart’s dimension can be interpreted as ‘degree of
coalescent elite behaviour’ (which – at least in theory – should linearly
correspond to stability). The analysis is based on the multiple R-scores (the
square root of R2) on the basis of regressions of the party-system scales (in
dummy format) on variables that are related to votes, policy and office. The
highest rank-order scores serve as the reference group in the regression analysis,
which can be omitted and to which the other groups are compared. These
dependent variables figure prominently in the literature as characteristics
related to the functioning of party systems.

In total, 17 hypotheses are tested. For every variable a hypothesis has been
formulated on the basis of Lijphart’s and Sartori’s assumptions. These hypotheses
simply express whether we expect no relation or a positive or negative relation
between the independent and dependent variables. This is done for both the
1960s and the 1980s, because the predictions may hold better for the 1960s than
for the 1980s. The results are reported in Table 8.7. The variables selected cover
the features of party government (e.g. colour, duration, reason for termination),
party systems (e.g. the type of leadership, the number of parties), the electoral
system (e.g. disproportionality), interest group intermediation (e.g. organizational
unity) and voter–party relationships (e.g. membership rates). When the real-
world relations that are expressed by means of the multiple R-scores match
the hypotheses, then we may conclude that the typologies generate reliable
predictions. The results are quite promising for both typologies. Three hypotheses
that are related to the theory of Sartori are not confirmed (namely CPGDEF,
POLARSYS and ELSYS). In the case of Lijphart’s theory, one or two hypotheses are
not confirmed (CPGDEF and NRPTIES). These results imply that both typologies,
although they were devised in the mid-1970s, are still useful tools for designating
relevant party-system properties and formulating relevant consequences. Sartori’s
typology has the disadvantage that the basic hypothesis on polarization
(POLARSYS) is not confirmed. Thus, Lijphart’s theory is more fully confirmed by
the data.

This section focused on the research question of whether the theoretical
assumptions underlying party system typologies match the empirical characteristics
of countries. The answer to this question resulted from several steps. First, we
made the theoretical assumptions explicit and operationalized the relevant
empirical characteristics of party systems. Second, we used regression analysis in
order to examine to what extent the observed features of party systems
correspond with the hypothesized traits. In doing so, this section has illustrated
the central importance of hypotheses for doing comparative political research.
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Without hypotheses it is impossible to explain or even examine variations and
trends in party-system characteristics.

8.4 Cabinet Formation and Duration

Coalition theories try to predict what governments will be formed if and when
the vote shares of parties and/or their policy stances are known. What coalitions
are formed is not totally accidental, as many coalition theories have shown (Laver
and Schofield, 1990). Most of these theories are one-dimensional (left–right). Only
recently have multi-dimensional theories been tested (Austen-Smith and Banks,
1988; Laver and Budge, 1992; Laver and Shepsle, 1996). Five different types of
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Table 8.7 A test of Sartori’s and Lijphart’s predictions of party-system properties on the
basis of their typologies (multiple R)

Sartori Lijphart

Typology hypothesis 1960s 1980s hypothesis 1960s 1980s

Colour of party government
(CPGDEF) R = 0 −0.50 −0.33 R = 0 0.35 0.23

Cabinet duration (DUR) R < 0 −0.32 −0.35 R > 0 0.28 0.33
Reason for termination (dummy)

(RFT_REC) R > 0 0.15 0.35 R < 0 −0.20 −0.29
Type of government (TOGORI) R > 0 0.48 0.54 R > 0 0.56 0.39
Polarization (POLARSYS) R > 0 −0.41 −0.25 R < 0 −0.11 −0.42
Type of leadership (LEADERSH) R < 0 −0.50 −0.50 R > 0 0.72 0.72
Number of issue dimensions

(ISSUEDIM) R > 0 0.50 0.50 R > 0 −0.42 −0.42
Number of parties (NRPTIES) R > 0 0.70 0.49 R > 0 −0.43 −0.35
Effective number of parties 

(EFFNOP) R > 0 0.62 0.55 R > 0 0.26 0.38
Fragmentation of votes

(FRAGVOT) R > 0 0.70 0.55 R > 0 0.17 0.25
Organizational unity (UNITY) R < 0 −0.39 −0.39 R > 0 0.73 0.73
Union density (DENSITY) R < 0 −0.60 −0.39 R > 0 0.58 0.57
Electoral system (ELSYS) R > 0 0.37 0.37 R > 0 0.46 0.46
Total volatility (TOTVOL) R > 0 0.45 0.22 R < 0 −0.47 −0.28
Disproportionality (DISPRDEF) R < 0 −0.20 −0.42 R < 0 −0.33 −0.35
% Party membership (PERCMEM) R < 0 −0.46 −0.50 R > 0 0.21 0.22
% No attachment (NOATTCH) R < 0 −0.36 R < 0 −0.31

The scores are multiple R-scores based on regression analysis on the country-by-year data
set. The dependent variables are listed in the left-hand column of the table. The independent
variables are dummy variables that assign a 0 or a 1 to the countries for each category of the
typologies. The sign is added on the basis of separate correlations. N = 598: country-by-year
format (western Europe). The sources and operationalizations are explained in Appendix 8.1.
The hypotheses are implied (not given!) by Sartori’s and Lijphart’s typologies and assume
either no relationship (R = 0), a positive relationship (R > 0) or a negative relationship (R < 0).
Adapted from Pennings (1998b).
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coalitions are predicted by different one-dimensional theories on the basis of
three criteria: the number of parliamentary seats, the policy preferences and the
number of (potential) cabinet parties. The combinations among A, B, C, D, E
refer to the example in Table 8.8.

• Minimal winning coalitions (MWC) or bare majority cabinets are coalitions of
two or more parties that are winning and minimal (ABC, ADE, BCD, BE, CE).
The term ‘minimal’ means here that only those parties are included that are
necessary to form a majority government. ‘Winning’ means that the coalition
must be based on more than 50 per cent of the parliamentary seats. The
underlying assumption of the MWC theory, as first proposed by Riker (1962),
is that political parties are power maximizers and solely office-seeking.
Power refers here to participation in government with as many portfolios
or ministries as possible. One shortcoming of Riker’s theory is that his
predictions are not very precise, as they predict several simultaneous
outcomes.

• Minimum size coalitions resemble Riker’s definition, but this type of coalition
is more precise, as the cabinet should be based on the narrowest possible
parliamentary majority (ADE). Parties would prefer this specific type of
coalition, as costs of sharing portfolios are minimized.

• Coalitions with the smallest number of parties (‘bargaining proposition’): this
prediction assumes that a coalition is more easily formed with the smallest
number of parties bargaining (BE, CE).

• Minimal range coalitions: coalitions will form among parties with similar
policy preferences (ABC, BCD, CE). This type of coalition differs fundamen-
tally from the first three coalitions in that the element of policy preferences is
introduced. The ‘range’ refers here to the policy distance between parties.
A smaller range increases the likelihood of cooperating and forming a
government.

• Minimal connected winning coalitions, as introduced by Axelrod: coalitions
are formed that are connected (adjacent on the policy scale) and devoid of
unnecessary partners (ABC, BCD, CDE). The theory is a combination of the
minimal range assumption and the Riker principle.

The best predictions are made by the ‘policy-based theories’ (about 50 per cent
of the coalitions are correctly predicted; see Lijphart, 1999). This empirical
advantage is also theoretically understandable. Riker’s utility-maximizing
principle ignores the possibility of minority governments and also the possibility
that parties might prefer to join the opposition as this may be electorally more
profitable. Hence, we see a trade-off between parsimony and plausibility here:
the Riker model is too parsimonious to be plausible.

However, the predictive capabilities of the policy-based theories are also
modest. One weakness is that only one dimension, the left–right scale, is used to
determine the policy distances between parties. Additionally, most policy-based
theories also handle the size principle, but this principle is not always valid.
Some pivotal parties, for example, which play a crucial role in coalition building,
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may prefer to form larger coalitions as this increases their potential to impose
their preferences on their coalition partners because they are able to govern
without one of the partners.

Empirically, minimal winning cabinets (that are based on the size principle)
are prevalent in New Zealand, Luxembourg, the UK, Ireland, Iceland, Canada,
Austria, Australia, Norway, Japan, Germany, Belgium, Denmark and Sweden.
Oversized cabinets (that include more parties than necessary for a bare majority)
are prevalent in Switzerland, Israel, France, the Netherlands, Italy and Finland.
Of course, these are only major trends as both types may be present in particular
countries.

Why does this pattern occur? According to Lijphart there is a strong relationship
with the degree of organized pluralism – the number of cleavages in a country.
Minimal winning cabinets are a characteristic of the Westminster model of democ-
racy; oversized cabinets are more typical of the consensus model. But, as indicated
before, there are exceptions.
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Table 8.8 Overview of the 25 possible coalitions in a situation with five parties

Party: A B C D E
Left Right

Seats: 8 21 26 12 33
Party Seats Total seats

1 A, D 8 12 20
2 A, B 8 21 29
3 B, D 21 12 33
4 A, C 8 26 34
5 C, D 26 12 38
6 A, E 8 33 41
7 A, B, D 8 21 12 41
8 D, E 12 33 45
9 A, C, D 8 26 12 46

10 C, B 26 21 47
11 A, D, E 8 12 33 53
12 B, E 21 33 54
13 A, B, C 8 21 26 55
14 B, C, D 21 26 12 59
15 C, E 26 33 59
16 A, B, E 8 21 33 62
17 B, D, E 21 12 33 66
18 A, C, E 8 26 33 67
19 A, B, C, D 8 21 26 12 67
20 C, D, E 26 12 33 71
21 B, D, E, A 21 12 33 8 74
22 B, C, E 21 26 33 80
23 A, B, C, E 8 21 26 33 88
24 B, C, D, E 21 26 12 33 92
25 A, B, C, D, E 8 21 26 12 33 100

Adapted from Lijphart (1984: 48).
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Table 8.9 presents an alternative view on coalition theory by showing the
‘prediction sets’ of two alternative criteria. One is the viability criterion that
drops the traditional assumption that cabinet parties need to be represented by
at least 50 per cent of the seats in parliament. Instead, the viability criterion calls
a cabinet viable if it will survive a vote of confidence. Thus, minority cabinets
may also be viable. The other criterion is that the party that controls the median
legislator is expected to be a crucial party in the process of cabinet formation.
Thus, the assumption is that only cabinets will be formed that include this party.
In Table 8.9 the parties are aligned on a left–right dimension in the order of A
(furthest to the left) to E (furthest to the right). Four different assumptions are
compared:

223322

Table 8.9 Prediction set with different assumptions: a hypothetical example

Government composition Seats Riker Axelrod Viability Median legislator

1 A 20 ∗
2 B 20 ∗
3 C 20 ∗ ∗
4 D 20 ∗
5 E 20 ∗
6 A, B 40 ∗
7 A, C 40
8 A, D 40
9 A, E 40

10 B, C 40 ∗ ∗
11 B, D 40
12 B, E 40
13 C, D 40 ∗ ∗
14 C, E 40
15 D, E 40 ∗
16 A, B, C 60 ∗ ∗ ∗ ∗
17 A, B, D 60 ∗
18 A, B, E 60 ∗
19 B, C, D 60 ∗ ∗ ∗ ∗
20 B, C, E 60 ∗
21 C, D, E 60 ∗ ∗ ∗ ∗
22 C, D, A 60 ∗
23 D, E, A 60 ∗
24 D, E, B 60 ∗
25 E, A, C 60 ∗
26 A, B, C, D 80
27 A, B, C, E 80
28 B, C, D, E 80
29 C, D, E, A 80
30 D, E, A, B 80
31 A, B, C, D, E 100
Predicted coalitions 10 3 12 6

Source: Bergman (1995). The Riker, Axelrod, viability and median legislator criteria are
explained in the text. An asterisk indicates that such a criterion is met.
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1 Riker’s criterion: only those cabinets are formed that are based on more than
50 per cent of the parliamentary seats (‘winning’) and that are devoid of
unnecessary partners (‘minimal’) (n = 10). One-third of all possible
government combinations are included in the prediction set. Fifteen
combinations are excluded because they do not form a majority. Another six
coalitions are excluded because they are ‘oversized’.

2 Axelrod’s criterion: coalitions are formed that are connected and devoid of
unnecessary partners (n = 3).

3 Viability criterion: selects cabinets with adjacent positions on the left–right
scales, including the single parties that are capable of running a cabinet (n = 12).

4 The median legislator criterion selects the party that controls the median
legislator and also all cabinets that include this party, provided that the
coalition partners are adjacent on the left–right scale (n = 6).

It seems from Table 8.9 that there is a difference between the traditional criteria
and the criteria that put the majority threshold aside. When the traditional
criterion of winning size is dropped, the prediction set becomes huge. In its
original formulation, the viability criterion assumed that a new government must
have at least majority support in the parliament. More recently this criterion was
reformulated to one of being able to survive a vote of confidence in the
parliament (Laver and Schofield, 1990: 66; Budge and Keman, 1990: 34). The
viability criterion drops the ‘must contain an absolute majority’ while keeping the
assumptions that we should normally not expect oversized coalitions and that we
should expect parties which are adjacent in policy space to form coalitions. The
phenomenon that parties sometimes form minority governments can be
explained by the ‘party goals theory’ of Kaare Strøm (see Chapter 7). If a party
believes that its voters are going to disapprove of a particular coalition and it
might be able to influence policy from its position in parliament, this diminishes
the party’s desire to get into government. Predictive theories should be as precise
as possible. As the viability criterion selects 12 possible coalitions, it is vital to find
a way to narrow this prediction set. Bergman suggests one way to do this, namely
by predicting that the party that is in control of the median legislator will be
decisive for the outcome of the government formation process. The median
legislator is found by adding the number of seats that each party controls from
the left to the right (or in the reverse order). In the example of Table 8.10 the Social
Democrats hold the median legislator after the Danish elections of 1966. In the
hypothetical example of Table 8.9 it is assumed that only coalitions will form that
include party C (which controls the median legislator), which seems a plausible
assumption (Laver and Budge, 1992).

One of the weakest aspects of traditional coalition theories is the (implicit)
assumption of the majority threshold, namely that governments are only viable if
they control more than 50 per cent of the seats. This assumption does not match
with the frequency of minority cabinets. When one wants to drop the 50 per cent
threshold for viability, one consequently has to formulate a new conceptualization
of what viability means. This is done by Kaare Strøm who formulated a rational
choice theory on the phenomenon of minority governments. One of his hypotheses

223333
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is that political parties are constantly weighting the costs and benefits of being in
government. In cases where the costs of governing are higher than the costs of
being an opposition party, it is expected that the rise of a minority government is
more likely than in other cases. In this way, viability is disconnected from the
number of seats and connected to a larger range of factors that relates to the costs
and benefits of governing. Strøm (1990b: Chapter 3) selects ten variables that in
particular might influence the rise of minority governments:

• Opposition influence: a five-point index based on the properties of
parliamentary committees. Hypothesis: the greater the potential influence of
the opposition, the lower the relative benefits of governing and the higher the
probability of minority governments.

• Electoral salience: the identifiability of viable government alternatives and the
proximity of the formed governments to general elections. Hypothesis: the
higher the electoral salience, the better the chance for minority governments.

• Volatility: the electoral volatility between successive elections, measured
by the Pedersen formula which is similar to Bartolini and Mair’s measure of
total volatility discussed in Chapter 7. Hypothesis: the greater the volatility,
the higher the costs and the greater the chance that minority governments
will be formed.

• Responsiveness: the proportion of electoral gainers among its constituent parties.
Hypothesis: the higher this proportion, the higher the chance of minority
governments.

• Crisis duration: the duration of the cabinet crisis in days. Hypothesis (based on
conventional wisdom): minority governments should be associated with
particularly long cabinet crises. (Strøm expects no relationship. Note that it
may be theoretically fruitful to incorporate relationships in the model in order
to show that they are not as important as often thought).

• Formation attempts: the total number of formation attempts of every government.
Hypothesis: minority governments should be associated with numerous
formation attempts (again, this hypothesis is based on conventional wisdom:
Strøm expects no relationship).

• Fractionalization: measured by Rae’s index (which subtracts the sum of the
squared seat percentages from 1). Hypothesis: the more fractionalized the
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Table 8.10 One-dimensional view of the Danish party system, 1966

Left–right Party No. of seats

L Socialist People’s Party (SFP) 20
Social Democrats (SD) 69
Radical Liberals (RV) 13
Liberals (V) 34

R Christian People’s Party (KPF) 35
Others 8

Total 179

Source: Laver and Schofield (1990: 112).
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parliamentary system, the more difficult the formation of a winning coalition
and the greater the likelihood of an undersized solution.

• Polarization: the proportion of all parliamentary seats held by extremist parties.
Hypothesis: polarized parliaments should experience frequent minority
governments.

• Government extremism: the proportional distribution of the opposition along
the left–right dimension. Hypothesis: the bargaining advantage of centrist
parties makes it easier for them to form minority governments.

• Investiture: a dummy variable for constitutional requirements of parliamentary
investiture at the time of government formation (1 = existent). Hypothesis:
minority governments are more difficult to form if a new government needs
an immediate vote of confidence in its first encounter with the national
assembly.

The occurrence of minority cabinets may be analysed by both linear and logistic
regression. In the case of the latter technique the dependent variable is a dummy
variable: either there is a minority cabinet (1) or not (0). In the case of linear
regression, the dependent variable is continuous and comprises the percentage of
seats. By constructing two different dependent variables we are able to answer
the research question by means of two different (but related) techniques. We do
this in order to illustrate the differences and similarities between OLS and logistic
regression. We hypothesize that the empirical results of these techniques are more
or less similar. If so, we would ultimately prefer logistic regression because it is
theoretically directly linked to the question: what is the chance of finding
minority cabinets given the circumstances which are defined by Strøm’s rational
choice theory?

The results of both analyses are compared by listing the partial correlation
of the linear regression and the R of the logistic regression because these two
coefficients can be interpreted in the same way (Table 8.11). Both types of
regressions support all hypotheses. In both cases the electoral salience is a
relatively important factor. The OLS regression also designates the degree of
polarization as a meaningful factor. The major theoretical significance of these
models is that they confirm the basic predictions based on choice theory. At the
same time, it is clear that some (unknown) theoretical factors are missing, as the
explained variance of the model is poor. Thus, we have corroborated a rational
choice theory on government formation by means of two related statistical
techniques. The application of OLS and logistic regression was possible because
the dependent variable can be measured with an interval score (i.e. the percent-
age of cabinet seats needed for OLS regression) and with a dichotomous score
(the presence or absence of a minority cabinet) which is needed for logistic
regression. Of these two techniques, logistic regression should be preferred
because it is most directly linked to the research question: when do minority
cabinets occur?

Until now we have discussed the one-dimensional approach to cabinet
formation: the policy distances are solely defined by the left–right differ-
ences between parties. Laver and Budge (1992) have proposed an innovative
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multi-dimensional approach to cabinet formation by applying cluster analysis
to the party manifesto data which are discussed in Section 4.5. By means of
exploratory factor analysis the 54 original issues are rearranged and fused into
20 issue dimensions. These new dimensions represent the main sources of party
competition and are therefore more encompassing than the left–right distinction
alone.

Laver and Budge’s ‘modeling of coalition formation in high-dimensional policy
spaces’ (as they describe it) is based on an inductive kind of modelling, derived
from Grofman (1982). Grofman’s model assumes that coalitions are formed in a
series of stages, in which parties first combine into protocoalitions. In the following
stages, these protocoalitions combine into larger coalitions (i.e. a protocoalition
merges with another protocoalition) until some threshold is reached which makes
the coalition large enough to take office (Laver and Budge, 1992: 30). Whether or
not the combination is large enough depends on the viability of a government, and
not necessarily on its majority. It is assumed that each stage of the government
formation process is driven by the desire of political parties to form coalitions with
a minimum of ideological diversity, similar to Axelrod’s theorem.

Laver and Budge apply cluster analysis in order to be able to combine parties
into protocoalitions. Cluster analysis approaches coalitions as clusters of parties
by taking a set of points (i.e. the 20 dimensional policy positions) and combining
them into a cluster. This process of combining continues until there is one single
cluster (a grand coalition that comprises all parties). The cluster analysis is based
on the matrix of policy distances between all pairs of parties, the so-called city-
block distance matrix where ‘city-block’ refers to the metric that measures the
policy distance (namely, the distance between two points or parties is the sum of
the policy distances between them on each of the 20 issue dimensions). We give
an arbitrary example of the Swedish formation process in 1988 in Table 8.12
(Laver and Budge, 1992: 128).
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Table 8.11 OLS and logistic regression on cabinet formation, based on
Strøm’s data

Partial correlation log R

V34 Opposition influence −0.11 −0.07
V50 Electoral salience −0.29 −0.18
V27 Decade volatility seats −0.07 −0.05
V21 Responsiveness −0.11 0
V05 Crisis 0.13 0.11
V10 Formation attempts −0.07 −0.06
V25 Fractionalization −0.09 −0.11
V29 Polarization −0.23 −0.06
V51 Opposition unipolarity 0.1 0.04
V52 Investiture 0.06 0

Explained/predicted 0.14 0.706

Source: StrØ m (1990b: 77, 83) and Strøm’s data file ‘clean87.sav’. The
operationalization of the variables is explained in the file documentation.
(N = 326 governments in 15 European countries in the period 1945–85.)
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The clustering technique will group parties on the basis of the distances. The
formation of protocoalitions may be visualized by means of a so-called dendrogram
that indicates not only which clusters are joined but also the distance at which they
are joined. Figure 8.2 shows the dendrogram based on the distance matrix for
Sweden in 1988.

The cluster analysis, as it is applied here, is based solely on programmatic
differences and totally ignores the institutional settings of party behaviour.
Therefore, the aim of cluster analysis is not so much to forecast a coalition as to
examine the institutional conditions that are at work. When ‘obvious’ coalitions
are not formed, then there must have been additional, often institutional, factors
which explain the formation of that particular coalition. In the example of Sweden,
we need Strøm’s rational choice theory on minority coalitions to understand why
the SSA are able to form a single-party government in 1988 when a coalition
government was more probable.

Hitherto we have discussed some aspects of cabinet formation. Another
widely studied topic is cabinet functioning or cabinet performance (i.e. what
cabinets do or produce). There are several ways to measure this, e.g. by means
of cabinet duration or socio-economic performance. Here we concentrate on the
factors that influence the duration of cabinets.

In the recent literature on cabinet stability there has been a discussion about
the relative merits of the attributes of and the events approach towards cabinet
duration. Strøm’s model concentrates on the attributes, being systemic features
of countries that influence the cabinet duration (Strøm, 1985). Frendreis et al.
(1986) focus on the so-called events, being unforeseen and unpredictable incidents
that lead to the end of cabinets. King et al. (1990) try to combine these two
approaches in a so-called unified model.

Let us start with an attributes model and then discuss the pros and cons of
such a model. Strøm (1985) proposed a model that explains cabinet duration
with the help of a set of attributes – variables that overlap with the previous
selection of ten variables that was used to explain government formation. The
determinants of cabinet duration may be divided into country attributes, party
structure attributes and coalition attributes:
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Table 8.12 City-block dissimilarity coefficient matrix, Sweden 1988

Case Ecology VK SSA FP MS CP

Ecology 0.0
VK 50.0 0.0
SSA 68.0 72.6 0.0
FP 68.0 59.8 83.0 0.0
MS 102.9 101.5 105.7 66.9 0.0
CP 59.8 77.8 65.6 71.6 86.7 0.0

Ecology = The Greens, VK = Communist Party; SSA = Social Democrats; FP = People’s Party
of the Liberals; MS = Moderate Unity Party, CP = Centre Party. The coefficients are based on
the city-block measure.
Source: Laver and Budge (1992: 141).
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1 Country attributes include electoral salience (the salience of general elections for
government), opposition influence (a five-point scale based on characteristics of
the legislative committee systems), investiture (the (non)existence of legislative
investiture requirements), volatility (electoral volatility for parliamentary seats),
responsiveness (of government formation to electoral verdicts).

2 Party-system attributes include fractionalization (Rae’s index: 1− the sum of
the squared percentages of the seats for each party), polarization (extremist
party support: Powell’s index; see Powell, 1982: 95).

3 Coalition attributes include parliamentary status (the percentage of
parliamentary seats held by the governing parties), crisis duration (preceding
each government formation), formation attempts (during these crises),
opposition concentration (measured as the number of seats held by parties on
the numerically largest opposition side as a proportion of all opposition seats).

Note that this combination of variables into one model is the result of a multi-
level conceptualization of factors relating to systems, parties and governments.
Such a multi-level structure is linked to potential methodological problems, such
as the ecological fallacy and problems of inference.

Strøm has applied regression analysis to determine the relative causal effects of
the three types of attributes. The regression results are visualized by means of a
causal path model (Figure 8.3). Strøm’s model has an explained variance of 0.29,
being the R2 of the ‘main model’ (namely, cabinet duration with parliamentary
basis, electoral salience and crisis duration). The strongest beta value is for
electoral salience, and the positive sign is no surprise: the more salient elections
are for government formation, the longer governments endure. Electoral salience
also has several (weak) indirect effects on government durability: through crisis
duration, formation attempts and parliamentary basis.
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Figure 8.2 Dendrogram using average linkage (between groups) for Sweden, 1988. The
dendrogram is based on the distances that are reported in Table 8.12. One looks for the
solution (combination of clusters) just before the distances at which the clusters are combined
become too large. In this case, one would expect a VK–FP–SSA or an SSA–CP coalition. In
reality a SSA minority cabinet was formed. Source: Laver and Budge (1992)
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The low explained variance points to a need for more (and other) factors than the
attributes. Whereas the attributes theorists (like Kaare Strøm) seek to explain cabinet
duration as a fixed function of measured explanatory variables, the events process
theorists model cabinet duration as a product of purely stochastic processes, i.e.
generated by a particular ‘critical’ or ‘terminal’ event (Browne et al., 1988).2

8.5 Interest Intermediation

Corporatism has been much debated since Philippe Schmitter’s article ‘Still the
century of corporatism?’ (1974). Since that time many corporatism scales have
been developed. Most of them are based on different conceptualizations and
operationalizations, so that they are hard to compare. In this section we will
compare some of these scales with the help of correlation and regression
analysis. These two techniques serve our aim of comparing the degree of
correspondence between several scales. The background is set by a discussion
between Crepaz and Lijphart, on the one hand, and the authors of this book,
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Figure 8.3 Strøm’s causal path model of cabinet duration, 1946–87. DW = 2.3; n = 313.
An asterisk implies significance at the 0.01 level. Source: Strøm (1985: 748). Data: Strøm’s
clean87.sav data file on minority governments 
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on the other. The following examples relate to this discussion (Keman and
Pennings, 1995).

Various similar corporatism scales have been developed in order to capture
the nature and degree of socio-economic interest intermediation (see Table 8.13).
One of the potential problems behind these scales is that their similarity may be
highly misleading. Corporatism scales may have strongly similar scores for each
of the countries, but more often than not they have a different meaning. Thus,
and this is the main lesson of this section, dissimilar indicators sometimes yield
the same results. Let us have a look at the following examples of dissimilar
corporatism scales:

1 Schmitter, Crouch and Cameron regard the organizational features of the actors
involved and their threat potential (e.g. strike-activities) as vital to their
conceptualization.

2 Schmidt and Czada emphasize in their definition of corporatism social
partnership with state involvement in the bargaining process.

3 Paloheimo and Lehner emphasize ‘concertation’, i.e. a general economic con-
sensus among the main participants which induces a ‘logic of accommodation’.

These various definitions indicate that the underlying meaning of the term
corporatism is not equivalent. The three groups of indices mentioned here as
examples will thus have a different theoretical impact: the scores may more or
less match, but that does not imply that they mean the same thing in the different
countries. It is striking to observe, for instance, that the indices of Schmidt and
Paloheimo statistically almost completely overlap (Tables 8.13 and 8.14), but are
at the same time conceptualized quite differently. Although the various indices
broadly correspond, quite a few do not show strong intercorrelations. The reason
for this is simple: there are some countries that are scored in an opposite fashion.
This neatly illustrates the general point made above.

In sum, both the conceptualization and the operationalization of corporatism
are strikingly divergent so that the correlations have a very limited value here. It
is doubtful whether the method advocated by Lijphart and Crepaz (1991) of
combining a number of corporatism indices yields either valid or reliable results.
It would have been better if they had selected one (or two) of existing indices
for analysis on the basis of the arguments they themselves put forward. The
communality is derived from a crucial feature underlying both concepts, namely
collective decision-making by means of compromise and cooperation between the
relevant actors involved (i.e. political parties in a consensus democracy; socio-
economic actors in corporatist arrangements). The assumption is that all actors
involved know that if another strategy is pursued the resulting decision-making
will more often than not be suboptimal. However – and this is an essential difference
between the concepts – consensus democracy represents a mode of institutional-
ization of political actors by referring to aspects of parliamentary democracy, whereas
corporatist interest intermediation represents the incorporation of societal actors
typically by means of non-parliamentary consultation in order to avoid zero-sum
outcomes of policy formation.

224400
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If our line of reasoning is correct, then it follows that both measures are based
on the ‘logic of accommodation’ and may empirically co-vary, but at the same
time it does not imply that consensus democracy and corporatism have the same
effect on the results of the decision-making process. Hence, there appears to be
a structural affinity, but the concepts are not identical, nor can one category be
considered as superordinate or subordinate to the other. Assuming a proper
measurement of both concepts as comparative variables, we should be able
to assess to what extent both dimensions of political decision-making in
democracies occur together in reality. To this end we have correlated (using
Spearman’s rho because we are relating ordinal scales) the various measures of
corporatism employed by Lijphart and Crepaz to construct their index of
corporatism with the index of consensus democracy (see their Table 1, p. 239).
From this exercise it appears that the composite index of corporatism developed
by Lijphart and Crepaz (the ‘lump sum’ measure) is among those that correlate
most strongly with their own index of consensus democracy (rs = 0.569). Only
Crouch (rs = 0.589), Lehmbruch (rs = 0.577) and Schott (rs = 0.527) come close to
this degree of association. These results demonstrate that the various indices of
corporatism differ among each other in at least two respects: firstly, the extent to
which countries are considered as being corporatist; and secondly, the way the
various authors have placed countries on their respective scales. We must
conclude, therefore, given the variation in conceptualization, that the index
developed by the authors is meaningless in terms of validity and dubious in
terms of reliability. In other words, regardless of the structural affinity between
consensus democracy and corporatism, it appears that the empirical relationship
is by and large identical. Hence, the lesson here is that additive indices should
be based on a univocal conceptualization and operationalization of the
constituent elements.

224422

Table 8.14 Spearman’s rho correlations of corporatism indices (n = 18)

Crouch Schmitter Schmidt Czada (1983) Paloheimo

Schmitter −0.81
n = 15

Sig 0.00
Schmidt −0.78 −0.83

n = 18 n = 15
Sig 0.00 Sig 0.00

Czada (1983) 0.70 −0.64 0.58
n = 18 n = 15 n = 18

Sig = 0.00 Sig 0.01 Sig 0.01
Paloheimo 0.66 −0.84 0.92 0.43

n = 17 n = 15 n = 17 n = 17
Sig 0.00 Sig 0.00 Sig 0.00 Sig 0.09

Lehner 0.59 −0.71 0.87 0.43 0.91
n = 18 n = 15 n = 18 n = 18 n = 17

Sig 0.01 Sig 0.00 Sig 0.00 Sig 0.07 Sig 0.00

Source: see Table 8.13. Schmitter’s scores are inverted, which explains the negative relations
with other indices.

Pennings (Research)-3304-08.qxd  10/13/2005  11:42 AM  Page 242



How Decisions are Made

Despite their apparent similarities, corporatism and consensus democracy are
different concepts as there seems neither a theoretical nor an empirical reason to
subsume corporatism under the characteristics of consensus democracy. They do
not have the same meaning and can empirically be distinguished in relation to
features of liberal democratic decision-making. In general, it makes sense to
inspect the underlying dimensions of a concept and to confront various measures
with each other in order to be assured that the chosen indicator is valid and
reliable and contributes to a substantially plausible explanation of the dependent
variable. Correlation and regression analysis provide the necessary tools to
do so.

8.6 Federalism, Centralism

and Institutional Autonomy

The constitutional design of the democratic state is a defining element of the
room for manoeuvre for government (Lijphart, 1999; Lane and Ersson, 2000).
Three variables that are important for the cross-national variation in relation to
public policy-making are (Keman, 2000a):

• Federalism versus the unitary state – the degree of territorial autonomy vis-à-vis
the political centre within the state that often manifests itself, among other
things, in the level of taxation and modes of regulation. In unitary states we
expect a more direct impact of national governments on decision-making and
policy-implementation.

• Centralized versus decentralized governance – the degree to which aspects
of policy-making are directed from the central political institutions. Some
federal states are centralized in some respects and some unitary states have
decentralized features, either functionally or territorially.

• Institutional autonomy – the degree to which subnational governing units,
such as local communities or provinces, have powers to control policy-
making independently of the centre by means of taxation and regulation (i.e.
forms of self-regulation; see Braun, 2000).

These distinctions are necessary in order to understand the variation in forms of
state intervention. On the one hand, many democratic states are characterized by
institutions that allow for co-decision-making powers by non-central bodies (e.g.
by regions; see Urwin, 1985). On the other hand, actual policy implementation is
often left to non-central bodies. Hence policy-making is taking place at the other
level of the state and therefore less visible in data on policy performance (e.g.
housing policy in the Netherlands, or social security in Switzerland; see Keman,
2000b; Armingeon, 2000).

In short, the relationship between state format (unitary versus federal), orga-
nization of the state (central versus decentralized), and the levels of decision-
making and policy implementation within a polity are not only more complex,

224433
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but also crucial in order to understand the procedural and material performance
of democratic states (Marks and Hooghe, 2001). In Table 8.15 features of federal
and unitary states are shown in terms of three scales developed using factor
analysis (Section 4.5.2).

Table 8.15 indicates that most federalist countries are characterized by a high
degree of institutional autonomy. Countries with a low degree of federalism,
however, are not by definition centralized. Examples of non-federalist but decen-
tralized countries are Spain and Italy. Conversely, Austria and Belgium – both
constitutionally federal states – appear rather centralized. These observations are
based on rankings published in different literatures (e.g. Lane and Ersson, 1999;
Keman, 2000a), which have been transformed by means of factor analysis to
reduce complexity, on the one hand, and to enhance the comparability between
states, on the other.

Figure 8.4 is a scatterplot of the information that is presented in Table 8.15 (see
Chapter8.sps for the SPSS syntax). Federalism is responsible for the vertical
spread of the cases, decentralization and autonomy for the horizontal spread.
This figure shows that the features of federalism in terms of decentralization and
autonomy are variable: although the typical federal states are towards the top of
Figure 8.4, these states show considerable differences. The unitary states are at
the bottom of the figure, but in the centre of the distribution. One can easily
detect a number of ‘mixed’ cases. For instance, Australia is quite centralist
whereas in Canada the institutional autonomy is at the same level as the cluster

224444

Table 8.15 Scales of federalism, autonomy and decentralization

Country Autonomy Decentralization Federalism

Australia 0.89 0.42 0.93
Austria 0.11 −0.12 0.05
Belgium 0.35 0.13 0.41
Canada 0.58 1.29 1.22
Denmark −0.16 −0.63 −0.25
Finland −0.96 −0.19 −0.96
France −0.65 −0.64 −1.23
Germany 1.38 0.89 1.56
Ireland −1.15 −1.18 −1.02
Italy −0.13 0.02 0.21
Netherlands −1.19 −0.82 −0.74
Norway 0.11 −0.76 −0.26
Portugal −0.91 −0.81 −0.98
Spain 0.39 −0.07 −0.23
Sweden −1.23 −0.74 −0.89
Switzerland 1.90 2.38 1.72
UK −0.98 −0.93 −1.00
USA 1.62 1.77 1.44

Autonomy: factor scores based on devolution index (Lane and Ersson, 2000), sovereignty scale
(Schmidt, 1996) and veto points (Armingeon et al., 2003); R 2 = 71.1%. Decentralization: based
on fiscal diffusion (Castles, 2000), autonomy of subnational bodies (Lane and Ersson, 1999)
and institutional barriers (Colomer, 1996: 12); R2 = 76.6%. Federalism: composite measure of
the indicators of autonomy and decentralization; R 2 = 66.4%. Factor analysis is performed by
varimax, one solution. Positive scores indicate more autonomy, decentralization and federalism.
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of countries in the centre. The figure shows that these three institutional
structures are interrelated, although they are not identical because in that case
the distances between the countries would be smaller or even absent. This type
of plot is therefore useful for the study of other relationships, such as those between
corporatism, consensus democracy and world market integration at the country
level (Section 8.5) or those between office-seeking, vote-seeking and policy-seeking
behaviour at the party level (Section 7.2.1). The cross-national variation is indeed
related to both decision-making (as indicated by budgetary indicators) and policy
implementation (in terms of the state’s organizational capacity). In general, the
literature suggests, however, that the causal impact of state structures is indirect.
This is not surprising since we are dealing with formal structure (or set of
institutions) where actors (such as party government and bureaucracies) are
intervening factors (e.g. Lane, 1997; Castles, 2000; Keman, 2000b).

The variations in the degree of federalism as expressed in decentralization
and institutional autonomy do relate to variations in public policy-making. This
can be examined by means of separate bivariate regression analyses in which
federalism, decentralization and institutional autonomy are the independent
variables and two clusters representing the size of the state and the extent of
state intervention are the dependent variables. The first cluster is the issue
whether or not federalism and decentralization impact on the level of the public
sector (i.e. total expenditures and taxation). The second cluster can be seen as
a consequence of this contested issue: if and when federalism, institutional

224455
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autonomy and decentralization go together with lower levels of ‘stateness’ and
policy intervention then this should be borne out. Table 8.16 demonstrates this
by comparing the real levels of state expenditure (levels of state employment
and government consumption, i.e. organizational costs; see Lane, 1997) with the
estimated levels. In addition, the bivariate relationships with levels of public
expenditure and transfer payments are reported.

Table 8.16 shows that there is a negative relationship between higher degrees
of federalism, decentralization and autonomy and the variables representing
state-related expenditures. This result confirms the idea that unitary and
centralist states tend to be ‘bigger’ in organization and spending. Yet, the
caveat here is obviously that this analysis does not imply the organizational
costs of public authorities at the sub-national level. In addition, Table 8.16
demonstrates that the level of centralized taxation is crucial for understanding
to what extent policy can be decided and made at the non-central level at all
(Castles, 2000).

To illustrate this, one can decide to calculate the residual scores of
decentralized taxation and transfer payment organized by subnational public
authorities. As the modest beta weights indicate that the cross-national variation
is relatively high it would signify that the constitutional design influences the
actual levels of public expenditures indirectly. In turn this type of analysis shows
that the institutional constraints of federalism, institutional autonomy and decen-
tralization affect the policy performance differently.

Although the association between federalism and subnational decision-
making and policy implementation is quite strong, Table 8.17 demonstrates
equally clearly that the patterns of spending and taxation differ considerably. In
fact, the table shows that the ‘federal’ states (marked in bold) are actually in the
middle of the distribution, whereas Denmark and Finland are deviant cases, and
Portugal and France are typical unitary and centralized states, considering their
below par levels of expenditure (see Braun, 2000; Castles, 2000).

The comparative analysis of the constitutional design of democratic states has
shown that: 

224466

Table 8.16 Indicators of the size of the public sector and policy outputs in relation to the
constitutional design in 18 OECD countries (1995)

Cross-national
average public

outlays (% of GDP) Beta weights == X

Dependent variable == Y Real Estimated Federalism Decentralism Autonomy

Public employment 19.3 19.6 −0.28 −0.36 −0.27
Government consumption 18.8 20.7 −0.26 −0.35 −0.36
Size of public sector 45.3 48.9 −0.36 −0.48∗ −0.46∗
Transfer payments 16.4 18.0 −0.35 −0.41∗ −0.36∗
Central taxation 21.1 23.7 −0.62∗ −0.79∗∗ −0.61∗∗

Expenditures sourced from various OECD publications. Estimated averages based on OLS
regression; ∗ = significant at 0.05 level; ∗∗ = significant at 0.01 level.
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1 general indicators of federalism need to be refined conceptually so as to
enhance the internal and external validity within comparative analysis;

2 these refined measures allow for a discussion of patterns of variation and
widely contested issues in comparative politics such as the impact of federalism
on state organization and its public expenditures;

3 assumed relationships are not only complex but also in need of additional
explanations.

For, apart from country-specific factors that may account for the cross-national
variations, the role of ‘politics’ and actors is absent in this institutional analysis.
Hence, we can now conclude that the relevant actors are crucial to understanding
how federalism works as exemplified by the degree of decentralization and levels
of institutional autonomy (Wachendorfer-Schmidt, 2000).

8.7 Presidentialism

The distinction between parliamentarism and presidentialism clearly matters for
the democratic process and the policy process (Sartori, 1994; Linz, 1994; Pennings,
2003). In this section we will study presidentialism from two comparative
perspectives:

• The most different approach – are worldwide presidential systems less democratic
than parliamentary systems? (Note that the most different approach is only
partly applicable, because this question is not based on the causal logic behind
this approach: we are only asking for variations and not for explanations.)

• The comparative case study approach – how can we account for the exception-
ally high democratic and socio-economic performance of the US presidential
system?

The second research design is a logical continuation of the first (see Chapter 3).
This design confronts the empirical findings of comparative research with one
challenging case that does not fit. This case derives its more or less deviant status
from comparative research, but its existence can at the same time not be explained
by this type of research. For that we need the comparative case study.

In the most different design we may distinguish between several types of
executive systems: parliamentary, limited presidential, dual systems, unlimited
presidential, communist, military and absolute (Derbyshire and Derbyshire,
1990). The results of this analysis are quite consistent: parliamentary systems are
more democratic than other systems. The limited presidential systems are clearly
less democratic, as is shown by the one-way analysis of variance on the Gastil
index (Table 8.18). The unlimited presidential systems are the least democratic
systems, even less than the military and the absolute executive systems.

Another way of looking at the democratic character of the various executive
systems is to examine the frequency and character of political protest and

224488
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violence. Here we limit the data analysis to the parliamentary systems (n = 33)
and limited (n = 53) and unlimited presidentialism (n = 7). Analysis of variance
is applied in order to determine to what extent these systems differ in their
degree of democracy. For this purpose we utilize the yearly political events data
of the World Handbook of Political and Social Indicators (Taylor and Jodice, 1977) for
93 countries in the period 1948–82 (although first published in 1977, the period
was later extended to 1982). These events were identified by coding the content
of the New York Times Index and numerous national newspapers. Table 8.19
shows that there are significant differences between the executive systems. The
most important differences are distinguished by their (significant) relevant high
F-scores: executive renewal, adjustments and transfers and political execution.

A second approach is the comparative case study approach. A comparative case
study examines one case in relation to other cases in order to test a series of
theoretical assumptions (see also Chapter 3). For example, one might ask why
presidentialism in the USA is a highly democratic institution whereas presidential
systems in general are not that democratic (i.e. executive powers dominate
parliamentary rule, which may frustrate the democratic process). This case study
has actually been done by Riggs (1994), and we will follow his reasoning here.

Presidentialism is based on the separation of powers between executive
(president) and legislative institutions (Congress) that stems from the fixed term
of the president. In parliamentary systems the head of state and the head of
government are two different persons with different roles, whereas in
presidential regimes the elected head of government always serves concurrently
as head of state. Thus, presidentialism is defined by Riggs as representative
government in which the head of government is elected for a fixed term of office;
that is, he or she cannot be discharged by a no-confidence vote. The fixed term
ensures continuity of leadership, but at the same time presidents are hampered
in their leadership roles. Their inability to fulfil popular expectations often leads

224499

Table 8.18 One-way analysis of variance of the Gastil democracy index by regime type,
1972–89

95% confidence
Standard Standard interval for

Group n Mean deviation error Minimum Maximum mean

Parliamentary 468 12.18 2.53 0.12 4 14 11.95–12.41
Limited

presidential 648 6.94 3.46 0.14 2 14 6.68–7.21
Dual 90 10.31 2.88 0.3 5 14 9.71–10.91
Unlimited

presidential 90 2.81 1.13 0.12 2 6 2.57–3.05
Communist 342 4.22 1.78 0.1 2 9 4.03–4.41
Military 198 4.05 1.86 0.13 2 11 3.79–4.31
Absolute 90 5.42 1.45 0.15 3 9 5.12–5.73
Total 1926 7.33 4.14 0.09 2 14 7.14–7.51

Summary statistics: F-ratio = 461.15; F prob. = 0.0000.
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to crises and regime breakdowns (Riggs, 1994: 81). Because of the fixed term,
presidential regimes lack the basic motor of parliamentarism which promotes
party discipline.

Riggs (1994: 95) argues that the survival of presidentialism in the USA hinges
on, among various factors, the responsiveness of its political parties and the
semi-disciplined voting patterns which this engenders. ‘Responsiveness’ is
defined by Riggs as a balanced intra-party distribution of power that combines
local autonomy with headquarters guidance. Intra-party groups are permitted
to organize informally but not to become oppressively prominent. Because
of the ‘responsive’ two-party system and federalism, the president cannot
command the loyalty nor control the actions of local politicians (p. 107). The
separation of powers in the federal government also means that presidential
power is shared with Congress and a powerful judicial system. Compared with
the presidential systems, the governmental powers in the USA are not very
extensive. Due to the centripetal (non-ideological) two-party system the actual
programmes of the government are never radically reformed (p. 109).

Riggs’ case study clearly shows how features of presidentialism, federalism,
(non-)corporatism and the party system interact with each other. The functioning
and policy effects of one institution cannot therefore be seen as independent of
the impact of other institutions. In the USA the institution of presidentialism is
democratic because it is counterbalanced by other institutions and decision-making
structures, which leads to enduring forms of ‘power sharing’. As a consequence, the
American president is not the ‘winner who takes all’ but the ‘winner who shares
all’ (p. 109).

In conclusion, the most different and the case study approach are different, but
related, ways to cope with comparative research questions. Presidential systems
are generally less democratic systems than parliamentary systems, but there are
presidential systems with a high democratic performance. We have illustrated
in this section that presidentialism varies and clearly matters (under certain
conditions) for ‘how decisions are made’. We have also illustrated in this section
that there are several comparative research designs that may be used to study
one phenomenon. Which research design is used depends on the research
question. In this section the US presidential system has more or less served as an
example of both a contrasting case (presidential systems versus parliamentary
systems), a similar case (part of a group of liberal democracies), a crucial case (the
American system combines institutional arrangements that make it typical) and
a deviant case (it does not share the presidential dominance of most presidential
systems). In all these different cases the US presidential system is examined from
a specific comparative perspective. Consequently, given this variety of comparative
approaches and options, comparing as such is not ‘one’ way to look at things but
it embodies a whole range of different methodologies. What makes a research
design comparable is that it relates cases to each other in a specific manner. The
proper way to come to plausible conclusions is to follow the ‘comparative logic’
by logically integrating the research question, the research design and the
research answer.

225511
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8.8 Conclusions

The ‘chain of democratic control and command’ shows how actors and
institutions interact in the iterative process of democratic decision-making. In
this chapter a selection of significant institutions of liberal democracies have
been discussed: types of democracies and their characteristics, party systems,
the formation and duration of governments, the institutional determinants of
economic and public sector growth, structures of intermediation, forms of
institutional autonomy and presidentialism. In most sections the discussion
focuses on the policy effects of these institutions in a way that is similar to ‘the
chain’. All sections also embody (preliminary) research questions, research
designs and research answers. These are summarized in Table 8.20.

Table 8.20 and this chapter do not present, of course, a complete overview
of all types of comparative research on institutions. This chapter presents a
selection of institutions that is more or less derived from or complementary to
Lijphart’s systematic study of institutional variations in Patterns of Democracy
(1999). Furthermore, there are other ways to formulate research questions,
research designs and research answers. This is illustrated by the discussion
between Keman and Pennings (1995) and Crepaz and Lijphart (1995) on the use
of corporatism scales. The most important thing, however, is that the art and
craft of doing political research on institutions is set out in the sections and the
exercises in an accessible and informative way.

One ‘unresolved’ problem is that the operationalization of institutional
variables is still strongly based on non-dynamic scores. For example, all
corporatism scales just present one figure per country to cover the whole of
the postwar period, whereas we know that the degree and type of corporatism
has changed in most liberal democracies. This poses a problem for statistical
research, as it implies that the theoretical variance (how we conceptualize
institutional variations) and the empirical variance (how we measure
institutional variations) do not match. For this reason the previous sections
and also the exercises that follow include the analysis of institutional change,
such as party-system change and change in the conditions of consensus
democracy.

8.9 Endmatter

Topics highlighted

The working, trends and effects of several institutions that are central in the
functioning of democracies are analysed comparatively by means of statistical
techniques (i.e. regression and factor analysis). The focus is on the following research
questions (see also Table 8.20):

225522
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1 What types of democracies are there?
2 Do the theoretical assumptions underlying party system typologies match the

empirical characteristics of countries?
3 What factors determine the formation and duration of governments?
4 How similar are corporatism scales and can they be merged as part of a consensus

democracy scale?
5 How does the geographical autonomy of state units affect the policy-making process?
6 How democratic is presidentialism and how does it matter for the policy-making

process?

Exercises

The exercises aim to examine: how the functioning of institutions varies cross-
sectionally and through time; and how institutions and institutional change affect the
room to manœuvre of actors and the process of policy-making.

• 8.1. Types of democracies

File: lijphart.sav.

Lijphart distinguishes eight features of consensus democracy on the basis of factor
analysis. Apply factor analysis to construct a time series variable of the conditions for
consensus democracy on the basis of three variables: disproportionality, effective
number of parties and the type of government. Also apply regression analysis to the
resulting factor score in order to analyse the consequences of these changes.

Suggested steps: 1. Check whether the three selected variables are suited to
factor analysis (examine the positive and negative signs, missing values and
operationalization). 2. Make the changes that are necessary in order to decrease the
number of missing values and to make the variables interpretable (by means of
‘recode’ and the if statement). 3. Complete the factor analysis. 4. Establish the
degree and nature of change in the conditions for consensus democracy by country
(by means of ‘select if’).

Background reading: Lijphart (1999), Pennings (1997).

• 8.2. Party systems

File: nias.sav.

Select two crucial party system characteristics and determine their development in
time and in relation to each other: for example ‘the effective number of parties’ and
‘the dynamics of centrifugalism’.

Suggested steps: 1. Select the main party system variables. 2. Formulate the
underlying hypotheses (e.g. we expect that the effective number of parties is
increasing since the rise of protest parties). 3. Operationalize the key variables (e.g.
the Taakso – Taagepera index for the effective number of parties). 4. Reveal some
trends by means of the procedure graph.

Background reading: Lane and Ersson (1999), Pennings and Lane (1998).

225544
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• 8.3. Cabinet formation and duration

File: clean87.sav.

Strøm constructed a complicated causal path model in order to explain cabinet
duration with institutional variables. Now try to construct a similar model with cabinet
formation as the dependent variable (=v07; parliamentary basis) – see Table 8.11 for
a selection of possible independent variables). You should start by formulating
a number of plausible hypotheses and constructing your own causal path model.
Consult the codebook that comes with clean87.sav. What objections can be made to
Strøm’s causal path model?

• Exercise 8.4. interest intermediation

File: corpor.sav.

Examine how corporatism relates to the eight features of consensus democracy. Do
the results suggest that corporatism is very much like consensus democracy?

Examine the residual scores of the countries. What cross-sectional variations are there?
Suggested steps: 1. Select the relevant variables. 2. Perform a regression analysis

that includes the residuals. 3. Examine the residuals. 4. Construct a scatterplot with
corporal and consens. 5. Formulate your conclusions.

Background reading: Lijphart and Crepaz (1991), Keman and Pennings (1995),
Crepaz and Lijphart (1995).

• Exercise 8.5. federalism

File: nias.sav.

Examine the degree to which federalism, decentralization, and
institutional autonomy are interrelated.

Suggested steps: 1. Aggregate the data to the country level. 2. Construct two
scatterplots (autonomy with federalism and decentralism with federalism). 3. Interpret
the results.

Background reading: Wachendorfer-Schmidt (2000).

• Exercise 8.6. presidentialism

Files: polsoc.sav, gastil.sav.

Why are some presidential systems more democratic than others? Distinguish
between democratic and non-democratic presidential systems and examine their
features.

Suggested steps: 1. Distinguish within the group of restricted presidential systems
between more and less democratic systems (apply the if statement). 2. Determine
on theoretical grounds which factor is likely to affect the degree of democracy (e.g.
the more economic welfare the higher the level of democracy). 3. Apply ANOVA in
order to test this hypothesis.

Background reading: Riggs (1994), Derbyshire and Derbyshire (1999).
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Further reading

• General : Lijphart (1999), Weaver and Rockman (1993).
• Specific : Laver and Schofield (1990), Lane and Ersson (1999), Keman and

Pennings (1995), Pennings and Lane (1998), Keman (2002b).

Appendix 8.1: Overview of the indicators used to

test the underlying assumptions of Sartori’s and

Lijphart’s party-system typologies (as reported in

Table 8.7)

• CPG = colour of party government (range 1–5; high score = left) (Woldendorp
et al., 2000).

• DUR = duration of government measured in days (Woldendorp et al., 2000).
• RFT = reason for termination of government (range 0–1; high score = discordant

ending) (Woldendorp et al., 2000).
• TOG = type of government (range: 0–1; high score = multi-party government)

(Woldendorp et al., 2000).
• POLARSYS = The degree of polarization measured with the Sigelman and Yough

(1978) formula.
• LEADERSHIP = The type of political leadership (range: 1–5; high score =

coalescent leadership) (Keman, 1988).
• ISSUEDIM = the number of issue dimensions (Lijphart, 1984).
• NRPTIES = the total number of parties (Bartolini and Mair, 1990).
• EFFNOP = the number of effective parties on the basis of the Laakso–Taagepera

index (Mackie and Rose, 1991).
• FRAGVOT = the fragmentation of the votes based on Rae’s index of fractionalization

(Mackie and Rose, 1991).
• UNITY = the degree of organizational unity of trade unions (range: 0–1; a high

score means a high degree of unity) (Cameron, 1984).
• DENSITY = trade union density (percentage of non-agrarian employees) (Visser,

1989).
• ELSYS = the type of electoral system (range: 1–2; a high scores means a PR-like

system) (Lijphart, 1999).
• TOTVOL = total volatility (Bartolini and Mair, 1990).
• DISPRDEF = the disproportionality of seats and votes (Mackie and Rose, 1991).
• PERCMEM = percentage of adults that are members of a political party (Katz and

Mair, 1992).
• NOATTCH = Percentage of voters without attachment to party for which they

voted (from cumulative Eurobarometers file, 1970–90).

225566
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Notes

1 One problem with Sartori’s typology is that the predominant system, where one
party has an enduring winning majority of parliamentary seats, fits rather uneasily
with Sartori’s framework, as this type is not exclusive – since any other type may
become predominant (Mair, 1996a).

2 Cases for which the event does not occur during the period of observation are
called censored cases. Cox regression models, also known as proportional hazards
models, can be used when there are censored observations, namely those cabinets
that ended solely because of the end of the so-called ‘constitutional interelection
period’ (CIEP), which is mostly fixed at 3, 4 or 5 years. Censored governments
would probably have lasted longer without a CIEP. For a further discussion we
refer to King et al. (1990) and Warwick (1994).

225577
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9.1 Introduction

This chapter deals with the output and performance side of the so-called ‘chain
of democratic control and command’ which was introduced at the beginning
of Part III. This chain represents the stages in the democratic decision-making
process and focuses on the interactions between political institutions and actors
with regard to socio-economic policy formation. The dependent variables are
variations in output and performance. Output refers mainly to the decisions that
governments make. The main indicator for output is public expenditures as
there is precious little policy-making without any costs. Performance refers to
the societal effects of implementing decisions. The distinction between output
and performance (or outcomes) is crucial. The output only reflects some of the
intentions that policy-makers have. Whether they achieve their goal is a totally
different question and is measured by performance. We limit ourselves in this
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chapter mainly (but not exclusively) to the socio-economic realm, as this is a
central concern to any government in the OECD world. A glossary of basic terms
is given in Box 9.1.

Socio-economic performance refers to the levels of social and economic
welfare. In this chapter we link the variations in democratic and socio-economic
performance of welfare states to cross-national and institutional contexts (Almond
et al., 1993; Keman, 1993a). We examine the role of actors, institutions and the
way actors and institutions interact. In most applications we are comparing
similar countries which are facing similar problems. And we ask the question why
some countries perform better than others and why the types of policy-making
differ.

We work with both aggregated files (n = 18 OECD countries) and (pooled)
time series data in order to be able to illustrate the pros and cons of both ‘large
n’ and ‘small n’ in most-similar research designs.1 Sections 9.3 and 9.4 cover the
impact of central actors (parties and unions) and crucial institutions (corporatism,
style of leadership, consociationalism) on policy formation and socio-economic
problem-solving. The data are aggregated on the level of national systems, and
the analysis integrates the results of Boolean analysis, regression analysis, factor
analysis and analysis of variance in order to be able to show how these different
techniques complement each other.

BBooxx  99..11 GGlloossssaarryy  ooff  bbaassiicc  tteerrmmss

• Output: decision of governments, known as public regulation and
expenditures.

• Performance or outcomes: the effects or results of governmental decisions
and interventions on society.

• Style of political leadership: the way in which conflicts are resolved by political
elites (being either more competitive or coalescent, which is expressed on a
four-point scale).

• Political business cycle: the cyclical trend in socio-economic state
intervention that is caused by governments which attempt to influence their
re-election prospects by manipulating the state of the economy in ways that
are (electorally rewarding in the short run).

• Social democratic model: the assumption that parliamentary social democratic
policy strategies will produce higher levels of welfare state development
and full employment than non-social democratic strategies, especially when
accompanied by trade union power.

• Gastil democracy index: the ranking of each nation on separate seven-point
scales for ‘political rights’ and ‘civil liberties’.

• Mandate model (or theory): the assumption that the democratic process
is based on a mandate from voters to political parties on the basis of their
manifestoes.

• Democratic performance: the degree to which democratization (process) and
democraticness (level) affect the (outcomes of) decision-making and the
quality of life.
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The second part of this chapter is less aggregated in measurement (and more
complicated) than the first part, yet it also relates to the ‘chain of democratic
control and command’. It covers time series analysis on output and performance
variables that relate to the so-called political business cycle (meaning that
governments may attempt to influence the re-election prospects – Section 9.5). In
Section 9.7 the mandate model of party accountability (i.e. parties carry out
pledges once in government) is tested on data that cover the USA, the UK
(representing two-party systems) and the Netherlands (representing a multi-
party system). This combination of topics enables us not only to describe
variations in policy types and policy regimes (in terms of more or less restrictive
policy-making) but also to explain the policy outcomes of these policy types and
regimes.

Finally, the chapter also includes some non-economic issues. Democratic
performance, meaning the quality of democracy, and the output and
performance in the international arena are also important aspects of policy-
making that have received considerable attention in comparative analysis
(Section 9.6).

Finally, the exercises focus on the empirical validation and explanation
of variations in types of policy performance. The main determinants of these
variations relate to actors (Chapter 7) and institutions (Chapter 8).

9.2 Welfare-Related Outputs and Performance

The aim of this section is to introduce the main indicators of social and economic
welfare. These indicators are linked to the output or outcomes in the socio-
economic realm, although it is sometimes hard to distinguish between these.
Output refers to all the decisions and interventions in the economy. Performance
refers to the intended or unintended effects of these decisions and interventions.

Social welfare means the regulation and provision of social security (i.e. income
maintenance), health care, education, etc. Economic welfare means the increase
in the national or public income (redistributive justice) and the regulation of the
private economy (the enhancement of public welfare). Both components of the
welfare state are highly interdependent and can and should be seen as inter-
dependent rather than separate (Keman, 1988).

Many indicators have been developed in order to measure socio-economic
performance. For the sake of clarity we distinguish between three types:

• social indicators, which refer to levels of social welfare (education, health,
transfers, etc.);

• economic indicators, which refer to levels of economic welfare (unemployment,
employment, inflation, economic growth);

• indicators that reflect the relationship between social and economic indicators
(e.g. when one goal is accomplished at the cost of another goal, known as a
trade-off).
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Sometimes the distinction between social and economic indicators is somewhat
unclear. Unemployment, for example, has both a social and economic side, as it
affects and is affected by the level of social and economic welfare in a country.
Below, a selection of indicators is shown that are frequently used in comparative
socio-economic research.

The following are examples of economic performance measures (we are only
discussing a small selection of all existing measures):

• unemployment rates – unemployment as a percentage of the total labour
force (source: OECD);

• employment – the percentage change, with respect to the previous period, in
the total number of employed as a percentage of the total population (source:
OECD);

• inflation – private consumption deflator, percentage change from previous
period (source: OECD);

• the misery index (percentage unemployed plus inflation divided by 2) is a
commonly used measure in policy studies (Castles, 1998).

A useful economic output measure is the TEDC scale. TEDC stands for ‘Tax-
related Extraction–Distribution Cycle’ (Keman, 1993a), meaning that it measures
the degree to which governments extract money from society and redistribute it
to society in order to (re)direct the economic welfare of a country. The scale
therefore represents the degree of economic interventionism. This scale is based
on factor analysis on a selection of variables. Factor analysis is used (instead of
scalability analysis) because we want to extract one dimension from a variety
of indicators:

• deficit spending (variable name def) – general government financial balances,
surplus (+) or deficit (−), as a percentage of nominal GDP;

• total taxation (variable name tax) – total tax receipts as a percentage of GDP;
• public expenditure (variable name pe) – general government total outlays as

percentage of GDP;
• the total of social security contributions as a percentage of GDP (variable

name ssc).

Examples of social performance measures are (and again we select a few measures)
infant mortality, school enrolment, income inequality and poverty (Ravallion,
1994). Social performance clearly is the most difficult to measure because these
measures are heavily based on individual circumstances and therefore rely on
survey research, such as is employed by the Luxembourg Income Study (Atkinson
et al., 1995). These measures are examples of bottom-up aggregates: the data are
country means of scores on individuals (persons or families).

Social output measures are easier to construct than social performance measures
because the former are based on official data, mostly on public expenditures,
such as social expenditures on health, education and transfers. One summar-
izing measure is complementary to the TEDC scale, namely the WEDC scale,
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which stands for the ‘Welfare-related Extraction–Distribution Cycle’ (Keman,
1993a). This scale measures the degree of social state intervention. It is based on
factor analysis on the variables direction taxation (variable name dtax), social
security contributions by employers (variable name sscap), social security contri-
butions by employees (variable name sscwo), education expenditures (variable
name ed), health care expenditures (variable name he) and transfer payments to
households (variable name trans). All expenditures data are taken as a
percentage of gross domestic product as this is the standard measure of the
OECD and enhances the comparability of the data.

All the variables underlying the TEDC and WEDC indicators are derived from
OECD data (see the list of references). Most of the social and economic indicators
mentioned will be discussed and applied further in the following sections when
they are related to research questions and research designs. Let us summarize
the rationale underlying the research design on the basis of the information in
Chapters 1–3. The basic steps are as follows. First we explain what, how and why
we are comparing:

1 What we compare are systemic variations in the ‘chain of democratic control and
command’; this chain designates what kind of variations in actors and
institutions are important in relation to policy-making. Hence the main research
question is how different democratic institutional environments affect socio-
economic policy formation.

2 How we compare is defined by the research question, which relates the
relevant independent variables (i.e. political institutions and actors) to the
dependent variable which is often one of the output and performance indicators
that are discussed in this section.

3 Why we are comparing originates from the need to explain variations in
policy output and policy performance cross-temporally and cross-nationally.
It is impossible to explain without comparing variations in the dependent
and independent variables.

Hence, the research design results from a series of explicit choices:

1 the choice of cases and periods, being the ‘universe of discourse’;
2 the choice of data and transformations, being the operationalizations on the

dependent and independent variables;
3 the choice of statistical techniques enabling the analysis of the relationships

between the dependent and independent variables in such a way that we can
detect patterned variations and causal relationships.

In short, the research question defines what we want to know, and the research
design expresses how we want to produce this knowledge. By following all the
necessary steps in the right order (e.g. first the question, then the hypotheses, then
the analyses) we can draw sound, plausible and well-founded conclusions about
reality (= positive science), refuting existing knowledge or dispelling existing
myths. The following sections will present examples of this scientific approach.
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9.3 Actors and Socio-economic Problem-Solving 

In this section we shall analyse the role of actors vis-à-vis socio-economic policy
outputs and outcomes, in particular those of social democratic parties (Pennings,
1995; Keeman, 2003). We will apply three techniques – regression, discriminant
analysis and Boolean analysis – in order to analyse the relationships between the
dependent and independent variables. These techniques are chosen because
they are part of the examples that are derived from two well-known explanations
of variations in welfare state development:

1 the development of social insurance schemes around 1900 (Alber, 1982);
2 the so-called social democratic model (Korpi, 1983).

The first investigation relates variations in the degree and extension of social
insurance to systemic features of (pre-)democratic polities in their earliest
phase of development. Some important determinants are the degree of
industrialization, urbanization, the level of socio-economic development, the
level of enfranchisement, the share of votes of labour parties (‘left votes’), the
degree of unionization, the degree and type of religiousness and the regime type.
Alber chose to keep the data analysis descriptive, so he did not apply advanced
statistics to analyse the relationships between the dependent and independent
variables.

Berg-Schlosser and Quenter (1996) used Alber’s (1992) data and operational-
izations in order to discuss the application of several statistical techniques (see
Table 9.1). They applied macro-quantitative and macro-qualitative methods to
Alber’s data on the variation and development of social insurance schemes.
They argued that these two different methodological outlooks are complementary,
as the quantitative techniques are designed to analyse relationships between
variables whereas the qualitative techniques are better equipped to study variations
between cases (see also the discussion of Ragin’s comparative methodology in
Section 6.3).

The quantitative approach (represented by regression and discriminant analysis)
and the qualitative approach (represented by Boolean analysis) are applied on one
single data set which is partly shown in Table 9.1.

When examining relationships between dependent and independent variables
it is crucial to be critical about the results because of excluded exogeneous factors
that may be influencing the results. This is demonstrated by the first part of
Berg-Schlosser and Quenter’s analysis, which is macro-quantitative. Bivariate
regression analysis is used to examine the relationship between the share of left
votes (X) and extension of social insurance (Y). The scatterplot of the relationship
shows that the (moderately strong) explained variance (R2 = 0.4) is mainly caused
by the outlier Germany, which has relatively high scores on both variables (see
also Section 6.7). After deleting this case, the explained variance reduces to near
zero! In this sense, regression analysis is more or less ‘case-blind’, and a proper
use of it assumes that the assumptions on the distribution of cases are not
violated (see Chapter 6).
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A different quantitative technique is discriminant analysis, which groups the
cases around the two poles of the dichotomized dependent variable. The
dichotomization is based on the median because this measure of central tendency
is not influenced by cases with extreme values. The aim of discriminant analysis
is to predict whether the cases belong to the group with a high level of social
insurance or to the group with a low level. The independent variables are
interval variables, whereas the dependent variable is dichotomous. In Section 6.5
it has been explained that the distance between the poles should be as large
as possible and the distances between the cases and the poles should be as small
as possible. The simultaneous inclusion of the most important variables
(industrialization, urbanization, enfranchisement and left votes) has led to a correct
grouping of 9 of the 12 cases. Only Belgium, Norway and the Netherlands were
not grouped correctly: they were predicted to be in the group with a high level,
whereas the observed level was low. Chapter9.sps gives all the technical details
of this analysis.

Berg-Schlosser and Quenter argued that discriminant analysis as a quantitative
technique differs from regression in that it is more case-oriented, but it is in their
view still not as well equipped to discriminate between groups of cases
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Table 9.1 A selection of Jens Alber’s data on (determinants of) social welfare around 1990

Share of Share of The reach of 
Socio-economic enfranchised votes for social insurance

developmenta men labour parties schemesb

Real Boolean Real Boolean Real Boolean Real Boolean
Country figure score figure score figure score figure score

Austria 38 0 85 1 0 0 9 1
Belgium 70 1 90 1 21 1 3.8 0
Denmark 49 0 87 1 14.3 1 10.5 1
Germany 69 1 94 1 27.2 1 40.8 1
Finland 18 0 19 0 0 0 1.8 0
France 54 1 88 1 11.3 1 6.8 1
Italy 48 0 25 0 13 1 2.8 0
Netherlands 68 1 51 0 3 0 0 0
Norway 45 0 90 1 3 0 3.3 0
Sweden 41 0 25 0 0.4 0 3.3 0
Switzerland 65 1 79 0 9.7 1 4 1
UK 111 1 62 0 1.3 0 9.8 1
Median 51.5 – 82 – 6.4 – 3.9 –

If the ‘real figures’ are higher than the median score the Boolean score is 1. Otherwise the
Boolean score is 0. Thus, the Boolean score can be interpreted as high/low or present/absent.
aSocio-economic development in 1900 is the sum of the share of the working population in the
industrial sector plus the urban population.
bThe reach of social insurance schemes is operationalized as the share of the working
population that is included in these schemes (accidents, sickness, rent and unemployment
insurances).

Source: Berg-Schlosser and Quenter (1996: 107) as adapted from Alber (1982).
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as Boolean analysis (or qualitative comparative analysis).2 Qualitative
comparative analysis is highly (but not exclusively) variable-oriented, whereas
qualitative comparative analysis is more oriented towards the analysis of cases
(Ragin, 1987). This difference is illustrated by applying Boolean analysis to
Alber’s data. An initial simple quantitative comparative analysis is based on
three of the most significant variables of Jens Alber’s work on the historical
development of social insurance schemes (the dependent variable) in western
Europe (Alber, 1982):

• socio-economic development (E);
• mass enfranchisement of new voters (W);
• the left votes as a percentage of all votes (L).

These three Boolean variables make 2 = 8 possible combinations, namely from
not present to all conditions available: 000, 100, 110, 010, 011, 001, 101, 111. The
quantitative comparative analysis suggests the following minimization for
situations where the dependent variable is 0 (the character ‘·’ stands for ‘and’,
and the plus sign stands for ‘or’, i.e. high levels of E, W, L often coincide with
low levels of social insurance):

0 = E + W + L.

Table 9.2 shows the minimized functions that summarize the six cases with a
low social insurance level into one single function,

0 = w·e,

meaning a low degree of enfranchisement and a low level of socio-economic
development (lower case indicates the low level). This function is only valid for
three of the six cases: Finland and Sweden (0,0,0) and Italy (0,0,1). 

The two positive outcome cases Denmark (0,1,1) and Switzerland (1,0,1) are
indicated by the formula:

1 = e·W·L + E·w·l.

The formula signifies that a highly developed social insurance scheme is prevalent
in the case of either low socio-economic development (e), mass enfranchisement
(W) and a high share of the left votes (L), or a high level of socio-economic
development (E), a low level of enfranchisement (w) and a low share of left votes
(l); see Table 9.3.

The seven ‘unexplained’ cases are so-called contradictory cases that cannot be
explained by the three selected independent variables. Note that these kinds of
and/or statements are also part of regression analyses except that they figure at
the basis of the analysis (all regression starts with conjunctive and disjunctive
modelling) whereas the reported statements emerge as the results of Boolean
analysis.
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The statement of Berg-Schlosser and Quenter that quantitative and qualitative
comparative methods are complementary is certainly true. The quantitative
method requires a theoretical insight into the (assumed) interrelationships
between variables, whereas the qualitative approach requires insights into the
peculiarities and characteristics of particular cases. The less well qualitative
comparative analysis is able to minimize functions, the more important the role
of theory and interpretation becomes. For example, if qualitative comparative
analysis does not minimize a set of constellations at all (meaning that there are as
many functions as cases), then theory (i.e. hypotheses that discriminate between
cases) is the only device left to group the functions into additive formulae. When
there are many cases, this grouping on the basis of theoretical considerations
becomes nearly impossible. Another problem with Boolean analysis is the data
reduction. The dichotomization places quite different cases in the same categories.
As a consequence, because quite different situations lead to the same results, the
explanatory capacities of qualitative comparative analysis are often limited. For a
further overview and evaluation of the method, see Ragin et al. (1996).
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Table 9.2 The QCA minimized function summary for the model: Social
Insurance (0) = E + W + L

0 Configs Cases 1 Configs Cases

n % n % n % n %

ew–a 2 40 3 50 0 0 0 0
Checked 2 40 3 50 0 0 0 0
Total 5 100 6 100 5 100 0 0

The table is derived from the QCA output. E = socio-economic development;
W = enfranchisement; L = left votes.
aew – refers to countries with a low score on socio-economic development and
enfranchisement.

Table 9.3 The QCA minimized function summary for the model: Social
Insurance (1) = E + W + L

0 Configs Cases 1 Configs Cases

n % n % n % n %

eWLa 0 0 0 0 1 20 1 17
Ewl b 0 0 0 0 1 20 1 17
Checked 0 0 0 0 2 40 2 33
Total 5 100 6 100 5 100 6 100

The table is derived from the QCA output. E = socio-economic development;
W = enfranchisement; L = left votes.
aeWL refers to a low score on socio-economic development, a high score on enfranchisement
and a high score on left votes.
bEwl refers to a high score on socio-economic development, a low score on enfranchisement
and a low score on left votes.
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Two recent advancements have been made in configurational analysis which
are both accompanied by new software tools. First, there is Tosmana, which
implements classical Boolean algebra, but in addition seeks to tackle one of the
main limitations of qualitative comparative analysis, namely its restriction to
Boolean sets (Cronqvist, 2004). Tosmana introduces multi-value minimization as an
additional feature of Boolean minimization. We will not discuss this further here
since it is well documented and publicly accessible (http://www.tosmana.net).

Secondly, Ragin (2000) has introduced fuzzy sets which can be used to study
social and political phenomena as a matter of degree instead of fixed types. A
fuzzy set is a set with elements whose membership grades can have any real
value between 0 and 1. This ‘grading capacity’ of fuzzy sets is a major advancement
on its predecessor Boolean analysis (also denoted as ‘crisp sets’) which is
confined to binary scores that are too unrefined to capture the diversity of most
social and political phenomena. Fuzzy sets enable researchers to model complex
and diverse constellations in such a way that patterns and variations are
revealed which remain invisible when the dominant qualitative and quantitative
techniques are used.

The argument based on the fuzzy-set logic is that it is much more appropriate to
conceptualize social and political phenomena as ‘sets’ with imprecise boundaries
that facilitate gradual transitions from membership to non-membership and vice
versa (Klir and Yuan, 1995: 4). The fuzzy-set approach allows partial membership
of a case in a given configuration. The cases’ membership scores reflect the degree
to which cases belong in sets or not, where 0 is fully out, 1 is fully in, and 0.5 is the
cross-over point, being neither more in nor more out. By allowing for partial
membership, sets become ‘fuzzy’ in contrast to ‘crisp’. 

It is here that the fuzzy-set logic steps in. Fuzzy sets enable the identification of
necessary and sufficient conditions by means of the so-called subset principle:

• A condition is necessary when its score is consistently higher than the
outcome (the outcome is a subset of the condition).

• A condition is sufficient when its score is consistently lower than the outcome
(the condition is a subset of the outcome).

In social reality strictly necessary and sufficient conditions are exceptional. Ragin
(2000) has introduced the concepts of quasi-necessity and quasi-sufficiency in
order to enlarge the applicability of the fuzzy-set logic. This was also motivated
by the fact that the measurement of membership scores is often imprecise, especially
in the middle range. These imprecisions are taken into account by incorporating
an ‘adjustment factor’ of, for example, 0.17. In this case, in order to constitute a
violation, a case’s membership in the outcome must exceed its membership in the
causal condition by more than 0.17 fuzzy-membership points. 

Fuzzy sets will be used here in order to demonstrate how welfare states can
be studied empirically as a matter of degree instead of fixed types with the help
of so-called fuzzy-sets (for a detailed discussion, see Kvist, 1999; Pennings, 2005;
Ragin and Pennings, 2005). Binary scores are too unrefined to capture the diversity
of welfare state programmes. The majority of welfare states, for example, may
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neither qualify to be fully out of particular welfare state programmes nor to be
fully in. They are somewhere in-between.

The diversity of welfare statism is examined in the period 1980–97 in the
OECD. Welfare statism is operationalized on the basis of a selection of variables
in the OECD’s Social Expenditures Database (Castles, 2004). These data are used
to illustrate how the diversity of welfare programmes and their performance are
poorly captured by simple dichotomies. In addition, it is shown that fuzzy sets
offer a parsimonious way to trace causal patterns behind these variations. This
is a crucial asset of fuzzy sets since it is not enough to signal diversity (which
often leads to idiosyncrasy). Diversities should be explained, compared and
validated.

The fuzzy membership degrees are used to study the conditions for the rise and
cutbacks in social expenditures. Are cutbacks mainly occurring in neo-liberal or
Anglo-Saxon contexts, are they to be expected in countries with overloaded
welfare states, or are they a general phenomenon? These are contradicting
hypotheses and there is still no consensus in the literature on which of them is
correct (Pierson, 1994; Scarbrough, 2000; Huber and Stephens, 2001).

The existing literature on welfare states discusses a large number of conditions
which enhance or hamper their development (e.g. Huber and Stephens, 2001).
Especially important are the following social, economical, political and demo-
graphical conditions and accompanying hypotheses (Castles, 2004):

• Societal conditions – the type and degree of interest intermediation (variable
name corporatism): the sum of the standardized scores of centralization and
coordination of wage bargaining, union density and the collective coverage rate
(Vergunst, 2004). The higher the degree of interest intermediation, the higher the
chance of positive sum outcomes which boost the level of expenditures. 

• Political context – the colour of party government (CPG) (variable name
leftgov) according to the Schmidt index (Schmidt, 1992). The larger the share
of left government seats in subsequent governments, the higher the level of
welfare statism (Armingeon et al., 2003).

• Economic openness – the degree of economic openness (variable name
openness: the sum of imports and exports as a percentage of gross domestic
product). The more open a country is, the higher the level of welfare statism
(Katzenstein, 1985; Armingeon et al., 2003).

• Demography – the number of elderly people (variable ‘elderly’: the percentage
of people older than 65). The higher the number, the higher the levels of
welfare state expenditures are expected to be (Armingeon et al., 2003).

We expect that the level of social expenditures is a function of the colour of party
government, corporatism, openness of the economy and the number of elderly
people. In all cases, positive relations are expected: high levels of the independent
variables are expected to correspond with high levels of the dependent variable.
In short,

Social expenditures = leftgov + corporatism + openness + elderly.
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The fuzzy-set analysis is conducted with a fuzzy-adjustment score of 0.17, a test
proportion of 0.80 and a p-score of 0.05. The following analysis is limited to
sufficient conditions because none of the conditions turns out to be necessary. 

The output of the fuzzy-set analysis presents combinations of conditions that
are to be minimized. This minimization is based on this fundamental rule: if two
expressions (i.e. combinations of causal conditions) produce the same outcome
(i.e. level of social spending) and differ in only one causal condition, then the
condition that distinguishes the two expressions can be considered irrelevant
and can be removed to create a simple, combined expression (Ragin, 1987: 93). 

The computer program FS/QCA (which can be located via http://www.
compasss.org) is used to identify the causal combinations that affect the degree
of welfare programmes. First, the conditions for high or rising levels of social
welfare expenditures are examined. The results are listed in Table 9.4. The
expression ‘openness (left + elderly)’, for example, means that economic
openness is a prerequisite for social spending in combination with left govern-
ments or a high number of elderly people. The overall results in Table 9.4
indicate that social expenditures are high in the case of an open economy in
combination with leftist governments and/or an aged population. But high
levels of social expenditures may also coincide with non-left governments in
combination with corporatism or a high percentage of elderly people. In this
respect fuzzy-set analysis incorporates both the capacity to generalize – common
to the variable-oriented approach – and the capacity to detect uncommon or
unexpected combinations of elements – more in line with the case oriented
approach (Ragin, 2000).

The next logical step is to examine whether the ‘exceptions to the rule’ make
any sense. As is explained in Ragin (2000), cases can be plotted by taking the lowest
scores when examining sufficient conditions (which follows from the subset
principle). In the case of sufficiency the outcome should be higher than the cause.
Figure 9.1 shows that in several cases the cause is equal to or even higher than the
outcome (Note that the number of cases in the plot is fewer than 20 because
several cases are overlapping – they have identical scores). These are the cases on
or below the diagonal of the plot. In these instances, the level of social expenditures
is lower than expected on the basis of the openness of the economy, the number
of elderly, the colour of party government and corporatism.

The cause is equal to the outcome for Belgium, Portugal, the USA, Canada and
Australia. The cause is lower than the outcome in case of Ireland. This example
shows that the low level of social expenditures most of the Anglo-Saxon world
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Table 9.4 The causation of social expenditures in three time periods (based on minimization
of the causal chains in the FS/QCA-output)

1980–85 1986–91 1992–7

openness (left + elderly) openness (left + ~corporatism openness (left + elderly)
+ elderly)

~left • corporatism ~left • elderly

~ = not; • = and; + = or
Source: Pennings 2005: 327
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cannot be explained by the four conditions (Myles, 1996). This is just a simple
example to illustrate that fuzzy logic may provide a parsimonious way to
identify the cases that travel non-typical trajectories.

However, there are a number of limitations of this new approach to
configurational analysis. First, more detailed analyses and comparisons between
mainstream approaches and the fuzzy-set approach should be established in
order to understand the added value of this new approach in the social sciences.
Second, fuzzy-set logic cannot fully replace the other comparative approaches.
Qualitative case studies remain necessary, for example, to account for deviant
cases, including those found in this section. Quantitative studies are needed in
order to arrive at generalizations and to formulate hypotheses. Third, fuzzy-set
logic may not always prove to be the best way to study causal conditions since
it is only applicable to a not-so-large number of countries for which only a small
number of causal conditions are relevant. As a consequence, for certain complex
research designs, the fuzzy-set approach may prove to be too limited (Pennings,
2003). However, potentially, fuzzy sets offer opportunities to combine the best of
the two worlds of case- and variable-oriented research (see also Part I).

9.4 Institutions and Socio-Economic 

Problem-Solving

In order to examine how the institutional environment matters for the type and
degree of social and economic problem-solving (and management) it is important to
define the institutional impact in relative terms, i.e. in relation to actors and
economic conditions. Institutions do not take decisions by themselves, of course, but
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Figure 9.1 Plot of sufficient conditions for social expenditures. Source: Pennings, 2005: 330
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they do shape the conditions under which actors are involved in decision-making.
That is why it makes sense to study institutions within a wider (relational,
interactive) context of reference. This is done in this section.

Our starting point is the most similar research design. Since the 1970s the OECD
world has been confronted with severe economic crises (i.e. the oil shocks in 1973
and 1979). The reactions of the OECD countries to these crises differed significantly.
Our purpose here is to explain these different reactions with special reference to the
political-institutional environment in which actors operate (and make decisions).

We have already stressed the importance of the difference between the
concepts of output and outcomes. Here we have opted for two interval scales
which are derived from Armingeon et al. (2003).

• Policy output (pop) refers to government policies and is measured as public
expenditure as a percentage of gross domestic product (i.e. total outlays of
government excluding consumption of fixed capital).

• Policy outcomes (poc) are the effects of government policy-making (equivalent
to performance). This time we use an additive index that includes indicators
of economic performance (unemployment plus inflation), the so-called
misery index.

Thus far we have been describing variations: exploring the Y-variable. This
is a necessary step in most quantitative research. Before the explanatory stage
is reached, one has to be aware of the type and degree of variation of the
dependent variable. During the explanatory stage of the research the variations
in the dependent variable must be explained by independent variables which are
selected on the basis of theoretical assumptions. This selection is directed by the
research design. In case of a most similar design countries are selected that are
most alike so that the number of explanatory variables is and should be, by
definition, limited.

Given what we have said about the interactive institutional approach
(meaning that institutions have an interactive relationship with actors) it makes
sense to select three types of factors (Keman, 2003): 

1 Economic factors:

• economic growth;
• world market dependency.

2 Structural factors (institutions):

• consensus-generating traditions;
• left–right complexion of government.

3 Actors:

• political parties;
• voters;
• employers and employees.
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In the case of an exclusive saliency of the economic factors (‘economics matters’) we
would expect a high explained variance. If such a strong relationship were to be
found, we could subsequently forget about other factors. This is the main reason
why the first step in the analysis starts with the economic factors. The division into
the time periods corresponds to the phases of affluence, crisis and recovery.

Table 9.5 justifies the following observations:

• The economic factors are not decisive (the Pearson’s r scores show low or no
association).

• It makes sense to distinguish between national factors (i.e. economic growth)
and international factors (i.e. WM) as their influence is different, especially
between 1974 and 1990.

The table also illustrates the relevance of the distinction between output and
outcomes. This is apparent in case of the variable world market dependence,
being the additive index of imports and exports as a percentage of gross
domestic product. In periods of deterioration the world market dependence
relates quite strongly to interventionistic policy-making. This is understandable
as open economies with high scores on world market dependence are vulnerable
to outside influences (i.e. fluctuations on the world market). These countries need
an extensive social infrastructure in order to guarantee everybody’s material well-
being if (part of) the economy is negatively affected by fluctuations on the world
market. At the same time the world market dependence has had no significant
impact on the policy outcomes. This is also understandable as there is no reason
why open economies should perform better or worse than closed economies.

The generally low correlations between the economic variables and the policy
variables enable us to introduce the institutional factors and the role of actors as
mentioned above. Two institutional structures may influence the way political and
socio-economic actors handle conflicting views on socio-economic policy making.
Remember that, in particular, the socio-economic area is often one of the most
crucial battlefields in politics, especially in times of recession. Chapter 7 illustrated
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Table 9.5 The relationships between economic factors and policy types and policy outcomes
(Pearson’s r)

1965–73 1974–80 1981–90 1991–2000

POP POC POP POC POP POC POP POC

WM 0.29 −0.18 0.56 0.17 0.59 0.00 0.18 −0.17
(0.25) (0.95) (0.02) (0.50) (0.01) (0.99) (0.50) (0.95)

EG −0.011 0.89 −0.08 0.18 −0.46 0.55 −0.363 0.24
(0.68) (0.73) (0.76) (0.50) (0.07) (0.02) (0.15) (0.36)

POP = Policy Output, POC = Policy Outcomes, WM = world market dependence

EG = economic growth. Significance levels in parentheses. n = 17.
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this point by showing that the left–right division is one of the most important
structuring forces of political systems and the relationships between parties.

We distinguish between two arenas of conflict resolution: those in the political
and in the socio-economic realm:

• In the political arena the style of leadership refers to the way conflicts are
resolved by the political elites (namely, either more competitive or more
coalescent), and is measured as the additive standardized scores of the
effective number of parties, the type of electoral system (‘plurality’ versus
‘modified pr’ and ‘pr’) and the type of government (i.e. single-party and
MWC and surplus coalition) (Armingeon et al., 2003).

• In the socio-economic arena the degree of corporatism refers to modes of
conflict resolution by means of frequent interactions between governments
and the main organized economic groups (also called tripartism or interest
intermediation or industrial relation systems). This variable is measured on
a five-point scale where 5 indicates greatest integration of the economy and
1 least integration of the economy. This index should be considered as a proxy
for corporatism (Armingeon et al., 2003; Siaroff, 1999).

Both the concepts ‘style of leadership’ and ‘corporatism’ have been discussed
in the previous chapter and we shall therefore not go into further detail.

Table 9.6 shows two interesting results:

• The style of leadership only coincides with state intervention in the periods
after 1980.

• Corporatism affects the policy performance, but this effect has weakened in
the latest period.

These patterns suggest that the relations between institutions, output and
outcomes are strongly time-dependent. Since the relationships are far from
perfect, there must be exceptions, meaning countries where these institutional
structures do not coincide with the expected outcomes. Regression analysis can
be used as a tool to determine to what degree this is the case.
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Table 9.6 The relationships between institutions, output and outcomes (Pearson’s r)

1965–73 1974–80 1981–90 1991–2000

POP POC POP POC POP POC POP POC

Leadership 0.06 −0.25 0.30 −0.21 0.50 −0.25 0.55 0.10
(0.81) (0.33) (0.24) (0.42) (0.04) (0.34) (0.02) (0.70)

Corporatism 0.26 −0.53 0.43 −0.64 −0.33 −0.70 0.56 −0.40
(0.32) (0.03) (0.08) (0.00) (0.20) (0.00) (0.21) (0.11)

POP = Policy Output, POC = Policy Outcomes. Significance levels in parentheses. n = 17.
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Residual analysis (see Section 5.4.2) tells you whether countries have a higher
(positive residual) or a lower (negative residual) Y-score than you would expect
on the basis of the independent variable(s). One problem with residual analysis is
how to determine an adequate threshold for residual scores: what score makes an
outlier? There are no general rules for answering this question. As in our analysis
the distribution of cases is not too dispersed and, consequently, the outlier scores
are moderate, we have chosen not too high a threshold, namely a standardized
residual score of ±1. Given this threshold, Switzerland is a clear example of an
outlier (see Table 9.7). This country combines a restrictive style of policy-making
with a coalescent leadership. (However, one should be aware that the data on
public expenditures in Switzerland probably underestimate the level of public
expenditures, see Castles, 2004.) The graphical juxtaposition of the Netherlands
and Switzerland makes clear what the positive and negative residual scores
mean: these outliers indicate that cooperation in politics (coalescence) is not
always a necessary or a sufficient condition for active state intervention.

Factor analysis can be used in order to see whether the degree of coalescent
leadership, corporatism, world market integration and interventionistic policy
types can be summarized in one dimension. Factor analysis means in this case
the amalgamation of four variables into one new variable, as has been done
before in case of the factors TEDC and WEDC. This is done in Table 9.8.

The countries are ordered on the factor scores, which leads to an interesting
result. It seems that the size of the country dominates the results. Small countries
are characterized by a relatively high degree of coalescent leadership,
corporatism, and interventionism in the economy. One major cause for this can
be found in the high degree of small countries’ world market integration, which
is assumed to increase their vulnerability or their need to adapt to fluctuations
in the world market. Corporatism and coalescent leadership can be seen as
institutional devices to cope with this problem. These institutions direct the
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Table 9.7 Residual scores of the regression of policy types
(Y) on the style of leadership (X)

Switzerland −2.73
Australia −1.31
USA −0.85
Finland −0.63
Italy −0.22
Ireland −0.13
Canada 0.19
Germany 0.21
Norway 0.22
France 0.28
UK 0.39
Belgium 0.42
New Zealand 0.44
Denmark 0.56
Austria 0.72
Netherlands 0.97
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negotiating process towards pay-off (the equal distribution of economic distress)
and avoid a zero-sum outcome (where one actor absorbs the welfare of another).

Coalescent leadership and corporatism are institutions with a more or less
constant or structural impact on the policy-making process. The behaviour of
actors is less structural in character. The latter is measured by proxies for the
behaviour of parties and governments, interest groups and citizens (voters) (the
source is in all cases – Armingeon et al., 2003):

• Complexion of government and parliament (CPG) – a five-point scale
constructed by Schmidt (1992) in which 5 = left wing, 3 = balance, 1 = right wing.

• Strike activity (socio-economic unrest) – working days lost per 1000 workers
(the natural log was taken).

• Electoral strength of left parties (LEFTV) – the additive electoral results of
social democratic, left socialist and communist parties.

Correlating these non-structural variables – which may change from election to
election – with more structural variables may shed some light on the interactive
relationship between actors and institutions. 

Table 9.9 shows one crucial aspect of the interrelationships between institutions
and actors. The institutions (corporatism and the style of political leadership)
shape the room to manoeuvre of political and socio-economic actors. The stabil-
ity of the relationship is an indicator of the working of institutions. The stable
negative signs indicate that corporatism has a tempering effect on strike activities,
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Table 9.8 Factor analysis on four variables: style of
leadership, corporatism, world market dependence and
policy types

USA −1.95
Australia −1.20
UK −1.11
Canada −1.11
New Zealand −1.00
France −.39
Italy −.17
Switzerland 0.04
Germany 0.14
Ireland 0.14
Finland 0.43
Austria 0.52
Norway 0.96
Denmark 1.01
Sweden 1.09
Netherlands 1.15
Belgium 1.44

Positive factor scores are most likely in the case of small
countries with coalescent styles of leadership. High factor
scores are more likely with larger countries with competitive
cultures. Eigenvalue = 2.46; explained variance = 61.6%.
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whereas for the style of leadership this relationship is non-significant. Overall,
there are important differences between the time periods so that one should be
cautious in assigning one uniform effect of institutions on the behaviour of actors.

It has become clear from the above analysis that we should be very careful
with an all too deterministic reasoning or jumping to causal conclusions.
Additionally, it is also clear now how ‘critical cases’ are selected (see also Part I).
They emerge as particular cases from the analysis because of their specific
combination of values which turns them into non-representative exceptional
cases that do not corroborate the theory. Comparative cases, on the other hand,
emerge as common and therefore representative cases.

Finally, we should be aware that, since we are merely discussing correlations
here, causality is first and foremost a theoretical assumption which we try to make
plausible, but which will be difficult (or even impossible) to prove empirically.
Thus, the plausibility of an assumed causal relationship depends on the adequacy
of the steps taken in the research design. Here we see the interaction between
method (the way to approach a research question) and statistics (the devices used
to answer the research question in quantitative terms). This interaction must be
seen in relation to the cyclical character of the research process: theory is often
needed to approach reality in a comparative manner and the results of this
research often lead to adapted theories, which are again the basis for new research
designs.

9.5 Electoral Cycles and Macro-Economic Policy

Politico-economic models of the macro-economy and political process can be
developed by assuming that the government maximizes its own utility subject
to various constraints (Schneider and Frey, 1988: 240). The most important
constraint is political: a government only stays in power if it is re-elected. For
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Table 9.9 The relationship between the behaviour of actors and the political-institutional
room to manoeuvre (Pearson product-moment correlations)

1965–73 1974–80 1981–90 1991–2000

LS CO LS CO LS CO LS CO

CPG 0.32 0.56 0.24 0.67 0.15 0.39 0.54 0.60
(0.22) (0.02) (0.35) (0.00) (0.58) (0.12) (0.25) (0.01)

Strikes −0.54 −0.81 −0.32 −0.72 −0.35 −0.62 −0.19 −0.49
(0.03) (0.00) (0.21) (0.00) (0.17) (0.00) (0.47) (0.05)

Leftv 0.30 0.41 0.39 0.50 0.33 0.44 0.28 0.53
(0.24) (0.10) (0.12) (0.04) (0.19) (0.07) (0.28) (0.03)

Notes: LS = leadership CO = corporatism CPG = political complexion of government and
parliament, Strikes = working days lost, Leftv = left votes. n = 17.
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that it needs the electoral support of voters. The electorate’s voting decision
is supposed to depend on the state of the economy, and the government
may attempt to influence its re-election prospects by altering the state of
the economy. This is one of the basic assumptions of the so-called political
business cycle.

Schneider and Frey’s overview of empirical studies which have tested for
systematic business fluctuations coinciding with election periods has found
mixed results at best. In this section we will focus on the empirical study
of Sabine Lessmann (1987) because it presents an interesting integration of
three techniques that are used to test the political business cycle: regression
analysis, discriminant analysis and analysis of variance. Lessmann has chosen
these three statistical techniques for the identification and specification of
the assumed synchronization of expenditure in electorally appealing areas
with the timing of general elections. The focus here is primarily on the
research design: assuming that the political business cycle exists, how can we
determine how it works? It is clear from the beginning that the research
design must possess specific characteristics in order to enable a fruitful
analysis. Most importantly, the data must have a time series format in order
to be able to detect the pattern that suggests a business cycle, since it is change
that matters.

In Lessmann’s analysis, a regression analysis is run with three dummy
variables as independent variables, denoting the pre-election, election and first
post-election year. The expenditure variables are then regressed on the different
years. The intercept or constant is in this case equal to the mean of the second
post-election years which are assigned 0s throughout. The values of a and b will
tell us which independent variable leads to what kind of allocation. R2 quantifies
the proportion of variance in the expenditure data, accounted for by the different
years of the election period. The F-ratio associated with R2 determines whether
the groups differ significantly. The results of the regression analysis will tell us
whether the different years of the election period can account for much of the
variance encountered in the expenditure series. Secondly, the results will
indicate if it is the pre-election year or the election year which is actually more
important as an explanatory factor. Thirdly, and most importantly, we will see if
there is any systematic synchronization at all.

In order to determine which groups of years actually differ from each other,
Lessmann took one of the ‘multiple comparisons between means’ approaches in
the framework of an analysis of variance (ANOVA; see Section 6.6). Important
comparisons are the allocations in pre-election and election years versus post-
election allocations. Other values such as the sum of squares, the mean squares
and F are the same as those obtained with regression analysis.

Finally, discriminant analysis is also a regression technique which aims to
distinguish statistically between two or more groups of cases on the basis of a
number of interval variables. This enables us to compare, for example, expendi-
tures in election years with expenditures in the first post-election year in order
to see whether they are statistically different or not. If they are different, then
there is some empirical ground for a political business cycle.
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Lessmann’s various analyses are carried out as follows: firstly, the
expenditures in election years were statistically compared with the expenditures
in the first post-election year. According to the literature on political business
cycles, the two groups should be different, and the expenditures in the election
year group should be systematically higher than those in the post-election year
group. Secondly, the expenditures in election years were compared with the
second post-election years. Thirdly, the two analysed groups consisted of the pre-
election and the election year itself. According to some suggestions in the literature,
the expenditures of the election years should be statistically different but also
higher. Fourthly and finally, the expenditures of the pre-election year were tested
against the expenditures of the first post-election year. In this case the pre-
election years were assumed to be higher. In its most simple form this can be
visualized as in Figure 9.2.

Lessmann’s analysis is limited to Germany. A similar research design can
also be applied to our selection of 18 OECD countries with the help of the
country–year data set (1965–90). We can test the assumption that parties will
lower the taxes in the year before an election year in order to gain votes. Further,
we add two extra variables into the models – social transfers and the complexion
of government and parliament – which offer the alternative hypotheses that the
level of taxes relates more to the type of welfare state and/or the government
complexion than to the occurrence of election years.

First of all we have to distinguish between three types of years: pre-election
(variable name preelyr), election year (variable name elyr) and post-election
years (variable name postelyr). Next we construct a dummy variable that
divides the years into election and non-election years (variable name prior). The
three statistical techniques are applied in order to test the initial hypothesis.
These steps are taken in the file Chapter9.sps, under Section 9.5. The results of
the analysis are presented in Table 9.10.

In the ANOVA and regression analysis the relative weight of trans, prior and
CPG are measured. The results of both analyses show that the dummy variable
Prior is not able to explain variation in the dependent variable taxes (given the
low F and beta scores which are also not significant). The discriminant analysis
tests if the level of the taxes and transfers corresponds to two groups: the pre-
election years and the non-pre-election years. The discriminant analysis clearly
shows that such a grouping cannot be made on the basis of these variables. The
values of the eigenvalue, canonical correlation and chi-square are very low, and
the overall model is not significant (see Section 6.5 for an explanation of these
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Expenditures

Pre-election year Election year Post-election year

Figure 9.2 Schematic example of a political business cycle
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terms). The overall conclusions confirm the results of Lessmann and many
others, namely that the evidence for a political business cycle is extremely poor.
Other factors, such as the type of the welfare state and the colour of government,
appear to be more important.

9.6 Democratic Performance

The term democratic performance refers to the quality of democracy as indicated
by, for example, freedom, equality, rates of participation and political stability
(See Lane and Ersson, 1994). If we are looking for variations in the degree of
democracy we mostly cannot apply the most similar research design, since the
similarity of, for example, OECD countries is partly derived from the fact that
these countries have the same level of democracy (but not equality). Hence, the
first half of this section demonstrates a most different research design which is
based on a comparison of the research of Burkhart and Lewis-Beck (1994) on the
relationship between democracy and economic welfare and the research of
Vanhanen (1990, 1997) on democratization.

The Burkhart–Lewis-Beck data set is an adapted and extended version of the
well-known Gastil/Freedom House democracy indicators (for an overview, see
Lane and Ersson, 1997: 93). Gastil ranks each nation on separate seven-point
scales for ‘political rights’ and ‘civil liberties’. Burkhart and Lewis-Beck added to
these data dummies for the position of countries, c = core, m = semiperiphery, p =
periphery). They also employ the energy consumption per capita (logged) as an
economic development measure (which has a correlation of 0.9 with gross
national product per capita). Burkhart and Lewis-Beck test the ‘economic
development thesis’ with the model

Dt = a + bDt−1 + cEt + d(M × Et) + e(P × Et) + u,
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Table 9.10 The application of three statistical techniques on political business cycles

Discriminant
ANOVA Regression functionsa

Sign. Sign. Wilk’s
F F Beta t lambda Sign.

Transfers 480.6 0.0 0.71 0.0 0.9996 0.7249
Prior 0.010 0.919 0.0 0.97 0.9994 0.9168
CPG 23.5 0.0 0.23 0.0 0.9994 0.9817
Explained/predicted 57.8 0.56 51.04
n 335 335 444

aThe variables in the discriminant function do not add significantly to the distinction between
the categories of the dependent variable.
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where Dt is the democracy index at time t, Dt − 1 is the democracy index from
the year before, Et is energy consumption per capita (logged to base 10) at time
t, M × Et is the dummy variable for semiperiphery status multiplied by Et, and P
is a dummy for periphery status.

The Burkhart and Lewis-Beck model is an autoregressive model having the lagged
dependent variable at the right-hand sight of the equation (as in: Yt = Yt−1 + Xt). This
type of modelling is not without complications as it may well boost the R2 and
beta weight. Dt−1 acts to control for omitted independent variables: as the other
forces acting on democracy are uncertain, they will be essentially summarized in
the democratic performance of the nation during its previous year. Their
estimation procedure is GLS-ARMA (a pooled time series cross-sectional
technique based on Generalized Least Squares), as this procedure avoids first-order
autocorrelation and cross-sectional heteroscedasticity. Their model throws up a
pseudo-R2 of 0.71 and the b-scores are 2.49 (for Et), −1.33 (for M × Et) and − 1.54
(for P × Et). Their conclusion is that economic development matters most for
nations in the core; it still matters, but about half as much, in the semiperiphery.
For nations on the periphery, the economic effect is just a little less. Taken
together, economic factors, both international and domestic, appear decisive in
shaping a nation’s democratic future.

We will replicate the analysis in a simpler format, with OLS regression on a
1988 cross-section (Table 9.11). The results of our analysis match with those of
Burkhart and Lewis-Beck, albeit that our estimates indicate moderate effects (see
the SPSS set-up in Chapter9.sps). This outcome confirms our suspicion that the
autoregressive model might not throw up a reliable R2. A theoretical, rather than
statistical, explanation of the moderate performance of the Burkhart and Lewis-
Beck model is provided by Vanhanen (1990, 1997). He proposed an alternative
for the socio-economic hypothesis of democratization, by hypothesizing that
‘democratization takes place under conditions in which power resources have
become so widely distributed that no group is any longer able to suppress its
competitors or to maintain its hegemony’ (Vanhanen, 1990: 66). Vanhanen’s
dependent variable is an index of democratization (ID) which multiplies the
following two variables and divides the outcome by 100:

1 The degree of legal competition (in a democracy there will be at least two
equal groups which are free to compete for power) which is operationalized
as 100 minus the percentage of the votes won by the largest party (a high
score indicates a high degree of competition).

2 The degree of participation, which is operationalized as the number of voters
as a percentage of the total population (a high score indicates a high degree
of participation).

Vanhanen’s independent variable is the index of power resources (IPR) which is
operationalized by means of six indicators:

• (1) Urban and (2) non-agricultural population indicate the degree of occupa-
tional diversification and the level of socio-economic development.
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• (3) Students and (4) literates indicate the distribution of knowledge and
intellectual power resources.

• (5) Family farms and (6) the degree of decentralization of non-agricultural
economic resources are intended to measure the degree of resource distribution.

The main difference with Burkhart and Lewis-Beck is that Vanhanen looks not
only at the level of welfare but also, and more importantly, at the distribution of
a wider range of power resources. Vanhanen’s conceptualization and operational-
ization of the index of power resources indeed results in a much higher explained
variance of 0.709.

This example shows us that a high explained variance is only to be trusted
when both the theoretical and statistical specifications of the model are correct.
The Burkhart and Lewis-Beck model is far more complicated than our replication.
But by reducing its complexity and by comparing its results with other research
outcomes, it becomes clear what the weaknesses of this model are.

Hitherto, we have focused on the bivariate relationship between democracy
and economic development. But there is also a large body of literature discussing
a variety of possible determinants of democratizion. Below we will discuss both
the concept of democratization and the conditions for it and, in doing so, follow
the presentation and argumentation by Keman (2002). Various ways of concep-
tualizing, measuring and transforming democracy into a valid and reliable cross-
national variable are explored. The analysis shows that the main components of
democracy are:

• pluralism – representing the possibilities of organizing as a group on the
societal level free of the state;

• polyarchy – indicating the positive conditions for the population to
participate in national decision-making;

• democraticness – a combined measure of both these variables and thus
presenting the degree of democraticness in a society from a comparative
perspective.
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Table 9.11 Two models on democratization (1988)

Burkhart and Lewis-Beck Vanhanen (1990) model,
(1994) model, n == 131 n == 147

Variable beta Sign. t beta Sign. t

LG10ecpc 0.57 0 IPR 0.84 0.00
Met −0.52 0
Pet −0.43 0
Constant 0.06
R2

adj 0.36 0.71

LG10ecpc = energy consumption per capita (logged to base 10); Met = the dummy variable
for semiperiphery status multiplied by Et; Pet = the dummy variable for periphery status
multiplied by Et; IPR = index of power resources.

Sources: Burkhart and Lewis-Beck (1994) and Vanhanen (1990).
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Keman’s study is based on 172 countries in the world (40 per cent non-democracies;
10 per cent old democracies; 50 per cent recent (established after 1945) or new
(after 1988) democracies). The starting point is the well-known conceptualization
of democracy by Dahl as polyarchal democracy, being a political system with the
following six institutions:

• universal suffrage and the right to run for public office;
• free and fairly conducted elections;
• availability and observance of the right to free speech and protection to do so;
• the existence of and free access to alternative (and often competing) information

(not controlled by government);
• the undisputed right to form and to join relatively autonomous organizations,

in particular political parties (and, crucially, parties in opposition);
• the responsiveness of government (and parties) to voters and accountability

of government (and parties) to election outcomes and parliament.

It is this set of institutions taken together that distinguish polyarchic regimes
from other regime types. The coming about of these institutions can then be seen
as the process towards democratization. The endured existence and observance
of the whole set is the hallmark of an established democracy (see also: Schmidt,
2000: 393–5; Keman, 2000b).

Among many comparativists, Tatu Vanhanen is a prime example of someone
who has attempted to describe and analyse the process of democratization
(Vanhanen, 1990, 1997). As explained earlier, his index of polyarchy is based on
two measures representing ‘participation’ and ‘competition’ that together form an
index of democratization (ID). From his analysis it appears that countries on
average score higher today than in the 1980s (1980 = 8.96; 1990 = 13.9) on the index
of democratization. Indeed, the world has changed towards more democratization
and now contains a growing number of countries that have taken the road to
greater polyarchy.

Coppedge and Reinicke (1990) have developed a scale that examines the
available institutions that promote a pluralist organization of society. In addition
to examining the requirements for free and fair elections, they have developed
indicators to measure the degree of freedom of organization, of speech and
information, and of access to government sources of information. This opera-
tionalization is quite close to Dahl’s idea of polyarchy (see Dahl, 1984, 1998: 85).
Hence, Coppedge and Reinicke measure the extent to which groups in society can
organize themselves and are capable of conducting a viable opposition. Yet, as
Schmidt (2000: 402) rightly observes, this kind of operationalization tends
to ignore the formal institutions (i.e. rule of law) that restrict the powers of
government and the state. To some extent this defect has been solved by Jaggers
and Gurr (1995), who have collected data across most nation-states on:

• those institutions that facilitate and promote political choice by citizens;
• the availability of basic civil and political rights for all citizens;
• the existence of constitutional requirements that limit the executive powers.
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Jaggers and Gurr have developed a scale that enables them not only to differentiate
between ‘autocracy’ and ‘democracy’, but also the level of democracy available.
What do these cross-national variables tell us about the level of democratization?

First of all, it appears that the method employed leads to different results. The
number of non-democratic countries is proportionally twice as high according
to Coppedge and Reinicke as according to Jagger and Gurr (the difference is
30 cases). Yet, Keman has found that the differences are less if one controls the results
for regime types such as the ones developed by Alvarez et al. (1996): presidentialism,
parliamentarism, dictatorships and autocracies. It should be noted that on the level
of individual cases the differences are – again – not great, but certain cases appear to
be odd or out of place (partly due to the fact that the data used are more often than
not supplied by public authorities or derived from constitutional documents).

Contrary to the indicators and scales discussed here, there is also research which
focuses explicitly on the execution of individual rights not interfered with by the
state (and its agencies). An example is the Freedom House index of political and civil
rights (Freedom House, 2005) which has been established since 1971. These scales
run from 1 to 7, where a low value implies actual availability and observation for
these rights. Taken together, these two scales provide information on the extent to
which a nation not only is formally democratic, but also can be considered as truly
liberal democratic in practice and therefore as close as can be to Dahl’s polyarchy. 

As can be seen in Table 9.12 the prevalence and observance of political and
civil rights do make a difference. What is striking is the marked difference between
parliamentarism and presidentialism in this respect. The latter regime type
consistently shows a worse record in observing civil and political rights, notwith-
standing its rule of law. 
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Table 9.12 Distribution of political and civil rights worldwide, 1999

Civil rights Political rights

Polyarchies
Parliamentary 2.03 (11.9%) 1.39 (8.5%)
Presidential 2.87 (23.9%) 2.26 (19.7%)

Non-democracies
Dictatorial 4.48 (39.6%) 4.80 (44.5%)
Autocratic 5.15 (24.6%) 5.44 (27.3%)
Total mean 3.60 (100%) 3.43 (100%)
N 157 157

Correlations
Civil rights 1.00 0.90
Polyarchy scale −0.66 −0.70
Vanhanen index −0.70 −0.68
Jaggers and Gurr −0.76 −0.83
Coppedge and Reinicke 0.69 0.67

Note: The lower the score the better the performance.

Source: Schmidt (2000).
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Although various dimensions of democracy are measured as a system and its
performance as a procedure, it is not yet satisfactory as a truly comparative
variable. According to Bollen and Paxton (2000), this is mainly due to the
(ab)use of ‘subjective’ measures (such as those of Coppedge and Reinicke) or to
the unreliability of the findings by Freedom House (1999) or Gastil (1990). An
alternative line of inquiry could be to return to Dahl’s original ideas and
to combine the various measures (Bollen and Paxton, 2000: 78–9). Keman’s
approach is to combine objective measures with subjective ones and to
distinguish between conditions for pluralism and institutions of polyarchy. To
this end he collected a number of scales and indexes (see Bollen, 1993; Bollen
and Paxton, 2000; Schmidt, 2000) that have been developed both subjectively
and objectively, and grouped these variables as being productive for creating
pluralistic conditions or promoting polyarchic institutions (see Keman, 2002b,
for the variables used). By combining subjective and objective measures the
reliability of the data in use might be improved. By ex ante dividing the
measures into more pluralistic and polyarchic the validity of the variables in
use is affected. The statistical procedure to carry this out is factor analysis
(Table 9.13) – with one factor solution, principal axis factoring (PAF) aiming at
high levels of explained variance (see Part II). The results are two valid and reliable
variables indicating the extent of democracy and degree of democraticness
across the world.

Table 9.14 reports the distribution of the level of pluralism and polyarchy and
the related democraticness. Of the 127 nations that have positive scores on both
dimensions – pluralism and polyarchy – about one-third (N = 43) of can be
considered – according to this operationalization – as genuinely democratic (i.e.
the score is > 1.0). This is a relatively high number of countries.

Of course, what can be noticed from Table 9.14 is that the ‘older’ and ‘richer’ the
countries are, the stronger their democraticness appears to be. In addition, the
parliamentary types of democracy score consistently higher than any other type of
regime, including presidentialism. Finally, it should be noticed that Latin American
countries do fare better than post-communist ones. This supports the idea that
‘ageing’ is an important factor in developing higher levels of democraticness. 

228844

Table 9.13 Factor analysis of democracy scales and indexes

Pluralism Polyarchy

Variables used • Political rights • Vanhanen
• Civil rights • Jaggers and Gurr
• Coppedge and Reinicke

Loadings PCA PAF PCA PAF
0.946 0.502 0.926 0.585
0.949 0.817 0.926 0.585
0.856 0.821

% of variance 84.28% 84.15% 85.79% 88.26%

PCA = principal component analysis; PAF = principal axis factoring.
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In the rest of this section we shall employ these three indexes of democracy to
(re)consider a number of associations with the other variables that can be seen as
explaining the cross-national variation in democraticness as well as possibly
accounting for certain societal performances. We shall employ the ‘variable-
oriented’ approach for a worldwide universe of discourse because this type
of analysis with a high number of cases and few variables is crucial for the
development of a ‘middle-range’ theory regarding the democraticness of political
systems (see Lane and Ersson, 1999).

Surveying the literature on democracy as a system and its development (i.e.
the process) the following answers have been offered:

• Economic development and socio-economic circumstances influence both its
development and working (e.g. Berg-Schlosser and de Meur, 1996).

• Modernization of society and the extension of public welfare are conducive
to (further) democratization of the nation-state (e.g. Dahl, 1998).

• Institutionalization of democracy as a regime in relation to its viability, which
over time enhances the level of democraticness (e.g. Diamond and Plattner, 1994).

• Organized political action in terms of participation and opposition, which
‘makes democracy work’ (in whatever way), is an important and often
neglected facet of democratic politics (e.g. Norris, 1999).

To what extent do these factors account for the cross-national variation regarding
the extent of pluralism, polyarchy and democraticness (as empirically developed
in the previous paragraphs)? Table 9.15 reports four regression models

228855

Table 9.14 Average scores of indicators of the level of democracy for type of countries,
duration and regime type

Pluralism Polyarchy Democraticness
(N == 161) (N == 145) (N == 127)

Type of countries 1.06 (17.4%) 1.25 (20.0%) 2.29 (22.0%)
OECD members (N = 28)
Post-communist (N = 23) −0.67 (3.7%) 0.04 (15.9%) −0.55 (4.7%)
Latin American (N = 22) 0.59 (19.9%) 0.32 (15.2%) 0.73 (17.3%)
Other countries (N = 72) −0.48 (59.6%) −0.62 (49.7%) −1.19 (56.7%)

Duration
Old 1.23 (19.2%) 1.40 (18.6%) 2.66 (21.3%)
Recent 0.81 (46.5%) 0.75 (37.2%) 1.48 (42.7%)
New −0.11 (34.3%) 0.20 (44.2%) −0.04 (36%)

Regime type
Presidential 0.45 (27.1%) 0.48 (34.1%) 0.89 (31.4%)
Parliamentary 0.94 (22.1%) 1.23 (20.5%) 2.16 (21.5%)
Dictatorial −0.56 (32.9%) −0.65 (30.3%) −1.22 (32.2%)
Autocratic −0.82 (17.9%) −1.25 (15.2%) −2.48 (14.9%)

NB: N = number of cases included for each indicator; percentages in parentheses are of total
N (see headings). Recent = after 1945; new = after 1988.
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representing four equations that reflect the main answers to the question: how do
we explain the occurrence and viability of democracy? The four models are all,
but for two factors, statistically significant (the rate of urbanization and the size
of the public sector appear irrelevant in this context) and thus all help to explain
why democracies only develop and sustain if certain conditions are met. Most of
the results are unsurprising and underwrite existing knowledge (Landman,
2003). Yet, it is also clear that none of the models is superior to the others, either
in terms of explained variance (adjusted R2), or in the magnitude of influence.

The first model, depicting the working of the market as well as the state,
demonstrates that the ‘wealth of a nation’ is certainly an incentive for democ-
ratization. However, this is not the case for the size of the public sector. Yet, at the
same time it is also clear that this is an insufficient condition per se. There are
many outliers that prove the contrary. For example, many non-democratic
nations also have considerable levels of public expenditure. Likewise, a number
of states with aggregated economic riches spring to mind that are close to
dictatorship or autocracy (e.g. some of the Arabian countries). In short, we hold
the view that economic wealth certainly can help to foster democracy and is more
often than not associated with higher level of democraticness, but is not the
driving force as many political scientists and economists in the period directly
after the Second World War claimed (Castles, 1998).

The same can be said of the societal forces (the second model). Although much
of the literature claims that the composition of society and its consequences for
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Table 9.15 Regression analysis of factors explaining democracy

Dependent variables

Independent variables Pluralism Polyarchy Democraticness

Economics α −14.1 −25.8 −3.6
Gnppc† β 0.45 (3.95) 0.42 (3.91) 0.51 (4.80)
Govexppc‡ β 0.12* (1.08) 0.25 (2.33) 0.17* (1.59)

R2 25.5% 33.1% 35.8%

Society α −17.7 −18.6 −3.7
Urbanization β −0.12* (−1.13*) 0.07* (0.70) 0.01* (0.09)
HDI β 0.66 (6.49) 0.56 (5.64) 0.61 (5.71)

R2 32.4% 36.9% 36.8%

Institutions α −7.3 −7.2 −1.5
Presidentialism β 0.34 (4.48) 0.34 (4.51) 0.37 (4.79)
Parliamentarism β 0.74 (10.49) 0.73 (9.76) 0.76 (9.78)

R2 40.3% 39.3% 42.6%

Politics α −16.5 −19.44 −3.9
Electoral turnout β 0.35 (3.37) 0.38 (3.84) 0.38 (3.79)
Central gov. exp. β 0.19 (1.81) 0.24 (2.39) 0.25 (2.54)

R2 16.8% 22.9% 23.5%

Note: OLS procedure has been employed; number of cases is 82 and 110; t-values are in
parentheses; non-significant results are flagged:*
†Gnppc – GNP per capita ‡Govexppc – Government expenditures per capita.
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inter-class rivalry are important for understanding the process of democratization
as well as the stability of a democratic’ regime, this hypothesis is not supported by
our analysis. From our analysis it transpires that urbanization – used as a proxy
for modernization – is unrelated to the indicators for democracy. Hence, it is either
an invalid proxy indicator or the modernization thesis is not valid. We think both
explanations are plausible (and this is supported in much of the literature; see
Rueschmeyer et al., 1992; Landman, 2003). Conversely, the quality of life as
expressed by the Human Development Index is an important asset for developing
and sustaining democracy. Yet, again as with economic factors, we can only go
along with this claim as far as it implies a necessary condition; but – judging by an
explained variance of approximately 36.8 per cent – it is an insufficient condition
for improving the level of democraticness of a nation. In addition, it should be
noted that both explanations – the economy and society – tend to become
functional ones. If so, and we think this is correct, the causality of the argument is
weak if not absent. Rather, we would go along with those who advocate a more
‘case-oriented’ approach that enables researchers to disentangle the subtle
variations within a society and to develop ‘path-dependent’ explanations (e.g.
Putnam, 1993).

The third model concerns the impact on the level of democraticness of the
organization of the democratic polity. Too often the institutional fabric of
democracy has been considered as the end-result of democratization. We think
this view is biased if not wrong because institutions are not static, but are
continuously modified by actors. The reason is that, both in ‘old’ and ‘new’
democracies, the struggle for more or better democracy is mainly fought out over
institutions, which explains why they are not constants.

The last model reported in Table 9.15 concerns the active use of designated
powers by the people and by the state. On the one hand, we examined the use of
the ballot box, and on the other hand, we scrutinized the idea that central
government is strongly associated with democraticness: a democratic state will be
conducive to greater state intervention (by popular demand). Both contentions
are only weakly supported, and – as was the case with economics and society –
we can only repeat our observation that, although there is a relationship, it is not
convincing and cannot be considered as a major factor for democratization and
democraticness as such (Keman, 2002).

In summary, the cross-national analysis of factors promoting pluralism,
polyarchy and democraticness demonstrates (ceteris paribus) that favourable
economic conditions and high(er) levels of human development are incentives
for achieving higher levels of democraticness. However, like political factors,
they are not crucial per se, nor functional under all circumstances. It appears
rather that the interplay of these factors benefits further democratization and
may well enhance the level of democraticness of a nation. Hence, there is not a
definitive set of factors, conditions or prerequisites (although their absence may
certainly harm the level of democraticness attained!) that allows for a successful
development and extension of democracy. 

A largely neglected, but very relevant aspect of democraticness is its
performance. Do democracies perform better than non-democracies? It is widely
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accepted that high levels of democraticness are associated with the period for
which a country has had a constitution and experienced a democratic polity.
Conversely, this is expressed in the absence of high levels of protest and violence.
In short, the more enduring a democracy is, the more ‘ordered’ society appears
to be. However, cyclical effects of economic misery (such as inflation and unem-
ployment) do not directly affect democratic governance. It appears to be rather
a matter of a structural deficiency, i.e. a poor nation not only is associated with
less democraticness, but also (apparently) has less ‘room for manoeuvre’ to
remedy such a situation and thence develop democratic governance.

This conclusion is in accordance with a large part of the literature that focuses on the
determinant of democratization and democratic development (see Landman, 2003):
economic developments are important conditions for democratic governance. Yet,
as Manfred Schmidt (1989, 2000) has demonstrated, there is more to it than that.
Although ‘economics’ matters, it does not and cannot explain satisfactorily the
cross-national variation in the political performance of nations across the world.
This can easily be demonstrated by replicating the so-called ‘Zöllner model’ to our
universe of discourse (n = 52 democracies).

The Zöllner model assumes that both demographic factors (such as the level of
the dependent population) and economic affluence (e.g. the level of gross national
product per capita) determine the provision of public welfare by governments. In
other words, governments, democratic and non-democratic alike, will produce
social policies depending on ‘objective’ developments of the society they rule. Yet,
so it is argued, this may be true to a certain extent, but it does not fully account for
the cross-national variation in social policy provision, nor – and that is our main
point – for what other factors are relevant as well and to what degree (see Schmidt,
1989, 2000).

In Table 9.16 we examine to what extent the Zöllner model explains the policy
outputs of democratic government. The results demonstrate that indeed the
demographic situation and economic circumstances are relevant for understanding
the cross-national variations of policy outputs. At the same time it is also obvious
that there is ample room for further explanation, as the explained variance
(adjusted R2) never exceeds 66.1 per cent (for social policy expenditures).

Second, it should be noted that the level of public expenditure is hardly the
result of the central variables of the Zöllner model. Conversely, we observe that
the policy choices made show a certain degree of priority: social welfare and
health care are predominant, whereas this is less the case with education. Hence,
there are other factors at work that direct the level and functional allocations of
public expenditure.

Thirdly, the parameter which is significant in all equations in Table 9.16 is
the previous level of expenditures (in the 1970s), and this accounts for most of
the explained variance. This does not support the Zöllner model, but rather
demonstrates that the original choices made also determine the present levels of
policy output by governments. This implies two additional explanations: one,
that political decisions made and put into effect have a strong tendency to be
‘path-dependent’ (Putnam, 1993), or that policy-making tends to be influenced by
incrementalism (Keman, 1993b). Whatever way one looks at this, it is apparent
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that factors other than ‘objective’ developments alone do account for policy-
making in democratic systems. For it is an accepted point of view in the literature
on ‘new’ institutionalism and public policy analysis that the institutional design
of political systems by and large produces effects such as incrementalism, inertia
and path dependency, which in turn affect the policy outcomes, i.e. political perfor-
mance (see, for example, Keman, 1997; Castles, 1998). For this reason, institutional
factors should be taken into account in order to explain the political and procedurial
performance of representative government.

9.7 Parties and Accountability

Responsiveness and accountability are two important aspects of the process
of democratic decision-making and therefore central mechanisms in the chain
of democratic control and command. In Chapter 7 we discussed and analysed
party responsiveness in relation to the median voter. In this section we will focus
on party accountability, which is strongly linked to the mandate theory. This
theory states that voters mandate parties to fulfil their promises once they are in
office. The way parties use this mandate depends on the type of party system
(two-party system vs. multi-party system) and the constitutional features of the
system (presidentialism or not). This section applies the mandate theory to a
multi-party system (the Netherlands) and two-party systems (the USA and UK).

Budge and Hofferbert have presented a range of regression equations that
model the linkages between party programme emphases, on the one hand, and
expenditures in several policy areas, on the other, for the American political parties.
These models are based on different hypotheses about factors that might influence
the impact of parties. In general, we distinguish between three types of modelling:

• additive or conjunctive modelling (for ‘or–or’ relationships);
• multiplicative modelling (for ‘and–and’ relationships);
• a combination of the above types (for more complex and elaborate models).

228899

Table 9.16 Application of the Zöllner model (N = 52)

Independent variables

Dependent Level of Original Explained
variables Population affluence level variance

Central government
expenditures −0.07 0.04 0.46* 18.0%

Social policy 0.10 0.40* 0.57* 66.1%
Health care −0.04 0.57* 0.052* 51.5%
Education 0.21 0.24 0.43* 25.1%
Defence −0.06 −0.17 0.87* 65.0%

Note: All models are OLS regressions; the significant results are flagged (*); the coefficients
are expressed as standardized values.

Pennings (Research)-3304-09.qxd  10/13/2005  11:42 AM  Page 289



Doing Research in Political Science

Table 9.17 summarizes the models. They can be applied to any category of
expenditures and corresponding programme emphases. Here we will not
replicate their analysis, but ask to what extent their models are applicable to
other political systems. Here we take the example of the Dutch system, but any
other multi-party system could have been chosen. We limit the analysis to the
three main Dutch parties: the CDA (Christian Democrats), the PvdA (Labour
Party) and the VVD (Liberals).

Following van Wijck’s (1991) operationalization, the degree of income inequality
is measured by the old age pension as a proportion of the average monthly income.
We also followed van Wijck’s method to cope with two major adjustments to the
old age pension in 1965 and 1985. To be sure that these policy shifts do not
influence the results, two dummies are added to all regression equations (named
D65 and D85). We refer to the file Chapter 9.sps for all the details.
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Table 9.17 Regression equations that model the impact of American parties on the level of
social expenditures

Label

Competitive model

Complementary
model

Consensus model

Control model

General programme
model

General partisan
influence model

Equation

γ = α + βR + βD

γ = α + β(R + D)

γ = α + β(R × D)

γ = α + β(R × PR)
+ β(D × PD)

γ = α − βR − βD
+ β(R × PR)
+ β(D × PD)

γ = α − βR − βD
+ β(R × PR)
+ β(D × PD) + R

Type

Additive

Additive

Multiplicative

Both additive and
multiplicative

Both additive and
multiplicative

Both additive and
multiplicative

Hypothesis

Expenditure will rise if the
Democrats or the
Republicans focus on it,
and they will rise even
more if both parties
emphasize it

The Democrats and
Republicans have an equal
influence on the level of
expenditure

Expenditure will only rise
when there is consensus
(or when R × D > 0)

Both the Republicans and
the Democrats may have
influence as long as they
have the president (P = the
presidency)

When in office, both
parties take the opposite
position to that of the
parties not in office
(thereby undoing each
others’ influence)

The same as the general
programme model, but this
time a constant extra
influence is given to the
Republicans

Source: Budge and Hofferbert (1990).
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Table 9.18 gives an overview of the mandate models applied to the
Netherlands. These models are adjusted to the multi-party system by assuming
that the CDA, PvdA and VVD are the three major parties (either in the role of
cabinet party or opposition party). The results show that the CDA plays an
important role as a ‘pivotal party’. In the competitive model the CDA appears to
be the only party that matters. This pivotal role can be explained by the fact that
this party was present in all postwar cabinets (until 1994). As a consequence, it
did not matter much for policy outcomes whether either the PvdA or the VVD
joined the CDA-dominated cabinet. The two dummy variables D65 and D85, both
representing policy shifts, have stronger causal effects than the party variables.

The Budge and Hofferbert test of the mandate theory has recently been
compared with other mandate theory approaches. Royed (1996) gives an overview
of the major tests of mandate models. She criticizes the Budge and Hofferbert
approach by stating that the relationship between policy statements and spending
is not direct, that the percentage of sentences is a very imprecise indicator of party
intentions and that the spending categories are too broad and aggregated. Given
these limitations, the results of the Budge–Hofferbert approach are at best a very
rough estimate of the relationship between party programmatic commitments
and policy actions due to a trade-off between a large cross-sectional compar-
ability and a low degree of specificity of the dependent and independent
variables. Hence, Royed reverses this trade-off by making the dependent and
independent variables more specific and by consequently reducing the universe
of discourse.

In doing so, Royed is seeking an alternative to the mechanical relationships
that are assumed by Budge and Hofferbert. She focuses more on ‘real’ specific
promises that are made and compares them with the ‘real’ accomplishments
related to that specific pledge. Royed compares the effectiveness of the
‘Conservative revolutions’ in the USA (Reagan) and the UK (Thatcher). Royed’s
primary finding is that more Conservative Party pledges were fulfilled,
compared to those of the Republican and Democratic parties in the USA.
Royed’s basic data are summarized in Table 9.19. Whereas Budge and Hofferbert
find that both the USA and the UK confirm the mandate model equally, Royed
argues that the institutional differences between the two countries make the UK
more effective (i.e. the mandate model is more fully confirmed) than the USA.
The most basic difference is the presidential/parliamentary distinction. The USA
is characterized by a system with separation of powers, low party cohesion and
multiple centres of power – a combination that may invoke deadlock. In both
countries the decision-making environment may vary. In the USA there may be
divided or united government, and the UK may have a large, small or even no
majority. Even when there is united government in the USA (meaning that the
president is of the same party as ‘controls’ both houses), there are still incohesive
parties, and an independent legislature and a strong committee system.

Royed opts for a firmer connection between party programmatic commitments
(‘pledge’) and policy action (‘pledge fulfilment’) by examining, for different
policy areas, to what degree specific pledges are fulfilled. The results in Table 9.19
show that the Thatcher administration was indeed more effective in achieving its
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goals than the Reagan administration. Royed argues that the high performance
in the Thatcher era is not borne out by leadership qualities or economic
circumstances (these factors were similar in both countries) but by the decision-
making environment.

The fact that Royed reaches a different conclusion than Budge and Hofferbert
is based on their different conceptualization, operationalization, theoretical
assumptions and data gathering. Although their research questions are the same,
the differences in research design result in a different research answer. Instead of
correlating platform pledges to spending data (as Budge and Hofferbert did),
Royed examines relationships between ‘real’ pledges and ‘real’ fulfilments. This
alternative approach leads to the plausible outcome that the effectiveness of the
decision-making system is higher in the UK than in the USA.

9.8 Conclusions

In this chapter we have illustrated several research designs related to output
and/or performance in the socio-economic, democratic and international
domains. Most designs have in common that they are looking for the variations
in performance given different sets of actors, institutions and conditions. In this
chapter we have used several designs, among them a most similar design (n = 12)
based on one time point (the year 1900) in Section 9.3; a most similar design (n = 18)
for three aggregated time periods in Section 9.4; a pooled time series analysis on
18 countries and 26 time points and a most different design in Section 9.6;  a time
series analysis based on one country in Section 9.7.

The ways in which the sections are summarized in Table 9.20 are, of course,
simplifications of the research question, the research design and the research

229933

Table 9.19 Rate of fulfilment of party pledges by policy area in the USA and UK under the
Reagan and Thatcher administrations

USA: Republicans UK: Conservatives

1980 1984 1979 1983

Fulfilled % n Fulfilled % n Fulfilled % n Fulfilled % n

Social welfare 66.7 30 53.8 13 88.2 17 84.2 19
Economic 64.6 48 55.9 34 84.4 32 86.1 36
Civil rights/liberties 36.4 11 63.6 11 50 8 100 1
Natural resources 55 20 70 10 57.1 7 88.9 9
Education 33.3 6 16.7 6 100 4 66.6 3
Crime 50 4 77.8 9 83.3 6 100 6
Other 90 10 66.7 6 100 4 100 7
Total 61.2 129 58.4 89 80.8 78 87.6 81

Source: Royed (1996). n = the total number of pledges.
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answer. Yet, in general, it is important to be able to summarize in one or two
sentences the main steps that are taken in any research.

The importance of the research design for the results of the research has
several implications:

1 Two researchers, asking the same question, may obtain different results
because of a different research design.

2 The research design leads one to the answer, and by manipulating the design
one may direct the research to one particular answer, mostly the one that
confirms the research question.

The first implication is rather common and even crucial for making progress
in political science, as it stimulates discussion and critical evaluation. In
Section 9.7 we have seen an example which relates to the mandate theory. The
second implication is more problematic. To solve this problem, there are
several rules which have to be followed in order to make the research
plausible and reliable:

1 The model should be correctly specified, and the assumptions of statistical
analysis should not be violated.

2 Alternative insights, results and explanations should be discussed during all
the steps taken during the research.

3 All the steps should be presented in such a way that others can replicate the
research as it is done.

These three conditions for scientific research also form a checklist which can be
used to check the overall validity and reliability of the results which are reported
in papers and publications.

9.9 Endmatter

Topics highlighted

The effects of the interactions between political institutions and actors on socio-
economic policy formation are explored by means of the following research
questions (the prevailing techniques are Boolean analysis, regression analysis, factor
analysis, ANOVA and discriminant analysis):

1 To what extent do actors (parties, unions) affect socio-economic policy-making?
2 What role do institutions play in socio-economic problem-solving?
3 Do governments affect their re-election prospects by means of incidental or

strategic policy-making?
4 To what extent does the degree of democracy depend on economic welfare?
5 Under which political-institutional conditions do we find a firm connection

between ‘party pledges’ and ‘pledge fulfilment’?

229955
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Exercises

The purpose of the following exercises is to get acquainted with the empirical and
technical aspects of data-analysis on socio-economic policy output and performance.
The exercises correspond with the preceding sections. The rough working may help
you through a possible impasse, but first come up with your own solution before
looking at the working.

• 9.1. Welfare related output and outcomes

File: nias.sav.

1 Compute the WEDC scale with the help of factor analysis on the variables dtax,
sscap, sscwo, ed, he, trans.

2 Compute the TEDC scale with the help of factor analysis on the variables def, tax,
pe, ssc.

3 Both examine and correct for autocorrelation in a model that tries to explain the
variations in the WEDC and TEDC variables. Split the model into cross-time and
cross-sectional components and report the results.

4 Also determine what difference it makes whether the WEDC and TEDC scales are
measured on the basis of time series or on the basis of separate years. How do
you explain this difference?

Suggested steps: 1. Calculate the two scales both for each year and on the basis of
the pooled time series data. 2. Construct a model that includes cross-sectional variables
such as corporatism and leadership and with time series variables (the openness of the
economy, trade union density, the share of left votes). 3. Perform a PCSE and an OLS
regression on WEDC. 4. Split the country and year variables into dummy variables and
incorporate them into two separate models. 5. Report on the results.

Background reading: Keman (1993b).

• 9.2. Actors and socio-economic problem-solving (using Boolean analysis and fuzzy
sets)

Examine the material on the working papers section of the Compass website,
http://www.compasss.org. There you will find a number of recent applications of the
fuzzy set logic. Select one paper and argue to what extent the fuzzy set theory offers
a new comparative methodology that is able to overcome problems which are
claimed to be typical of the traditional quantitative and qualitative approaches.
Background reading: Ragin (2000).

• 9.3. Institutions and socio-economic problem-solving

File: poL4.sav.

In general we may predict that corporatism, consociationalism and a cooperative
style of political leadership enhance state interventionism in the socio-economic
realm. Apply residual analysis in order to examine the exceptions to this ‘rule’. What
are the theoretical implications of this test?

229966
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Suggested steps: 1. Study the relevant dependent and independent variables and
their intercorrelation. 2. Perform the regression analysis. 3. Study (plot) the residuals.
4. Interpret the results.

Background reading: Iversen (1999), Swank (2002).

• 9.4. Electoral cycles and macro-economic policy

File: nias.sav.
Design a test for the Lessmann model in which you incorporate alternative
explanations for variations in tax levels and expenditures.

Suggested steps: 1. Determine the alternative explanatory variable for both the tax
levels and public expenditure. 2. Integrate this new variable into the Lessmann
model. 3. Test the model with the help of regression and report on the results.

Background reading: Lessmann (1987).

• 9.5a. Democratic performance (1)

File: vanhanen.sav.

Perform a regression of the Index of Democracy on the Index of Power Resources
as included in the Vanhanen data set and include the residuals and the ID estimates.
Report on how well the regression equation estimates the ID values for single
countries and which countries are the most deviant cases.

Suggested steps: 1. Perform a regression analysis that includes the residual scores.
2. Study and discuss the results – see also Vanhanen’s (1990: 97–9) discussion of
these residuals.

Background reading: Vanhanen (1990, 1997).

• 9.5b. Democratic performance (2)

File: keman2002.sav.

This exercise will examine performance in policy areas that represent the development
of public welfare: social policy, education and health care. These areas represent
the core of the ‘welfare state’ (see also Keman 2002; Castles, 2004). The research
question we wish to answer is: to what extent do ‘age’ and ‘type of government’
influence the policy choices made, as reflected in the allocated levels of expenditure?
In other words: does it make a difference whether a democratic regime exists longer
or not, and whether it is a presidential, parliamentary or a dual power system? Also
give a theoretical explanation for the differences between these systems.

Background reading: Keman (2002).

• 9.6. Parties and accountability

Budge and Hofferbert have applied several models, such as the competitive, the
consensus, the complementary and the control model, in order to uncover the
influence of parties on the policy-making process. Test the Budge and Hofferbert
mandate models for any country for which you have relevant data. Note that a test
of the mandate model is also possible without any Manifesto data. You may have a
look at the Dutch data in the file elfrso.sav.

229977
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Suggested steps: 1. Write an overview of the Budge and Hofferbert models and
specify the underlying hypotheses. 2. Specify the models for a particular country
(given the party systems and the presence/absence of a president). In the case of a
multi-party system, simplify the models. 3. Specify the models for that particular
country. 4. Use regression analysis to test the models. 5. Compare the results with
Budge and Hofferbert’s results.

Background reading: Budge and Hofferbert (1990), Royed (1996).

Further reading

• General: Keman (2002), Lane and Ersson (2002).
• Specific: Ragin (2000).

Notes

1 One rule of thumb is that one needs more than five cases per variable. Thus, in
strict statistical terms, a number of 18 cases is not just ‘small’, but too small!

2 In our view this is not fully correct. Regression with a dichotomous variable is
strictly equivalent, statistically speaking, to discriminant analysis.

229988
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Appendix

Statistical tables

Statistical probabilities for Tables A.1–A.4 have been calculated using PCalc 2.1.

Table A.1 Cumulative standard normal distribution

z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 0.5000 0.5040 0.5080 0.5120 0.5160 0.5199 0.5239 0.5279 0.5319 0.5359
0.1 0.5398 0.5438 0.5478 0.5517 0.5557 0.5596 0.5636 0.5675 0.5714 0.5753
0.2 0.5793 0.5832 0.5871 0.5910 0.5948 0.5987 0.6026 0.6064 0.6103 0.6141
0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406 0.6443 0.6480 0.6517
0.4 0.6554 0.6591 0.6628 0.6664 0.6700 0.6736 0.6772 0.6808 0.6844 0.6879

0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123 0.7157 0.7190 0.7224
0.6 0.7257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549
0.7 0.7580 0.7611 0.7642 0.7673 0.7704 0.7734 0.7764 0.7794 0.7823 0.7852
0.8 0.7881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133
0.9 0.8159 0.8186 0.8212 0.8238 0.8264 0.8289 0.8315 0.8340 0.8365 0.8389

1.0 0.8413 0.8438 0.8461 0.8485 0.8508 0.8531 0.8554 0.8577 0.8599 0.8621
1.1 0.8643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8770 0.8790 0.8810 0.8830
1.2 0.8849 0.8869 0.8888 0.8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015
1.3 0.9032 0.9049 0.9066 0.9082 0.9099 0.9115 0.9131 0.9147 0.9162 0.9177
1.4 0.9192 0.9207 0.9222 0.9236 0.9251 0.9265 0.9279 0.9292 0.9306 0.9319

1.5 0.9332 0.9345 0.9357 0.9370 0.9382 0.9394 0.9406 0.9418 0.9429 0.9441
1.6 0.9452 0.9463 0.9474 0.9484 0.9495 0.9505 0.9515 0.9525 0.9535 0.9545
1.7 0.9554 0.9564 0.9573 0.9582 0.9591 0.9599 0.9608 0.9616 0.9625 0.9633
1.8 0.9641 0.9649 0.9656 0.9664 0.9671 0.9678 0.9686 0.9693 0.9699 0.9706
1.9 0.9713 0.9719 0.9726 0.9732 0.9738 0.9744 0.9750 0.9756 0.9761 0.9767

2.0 0.9772 0.9778 0.9783 0.9788 0.9793 0.9798 0.9803 0.9808 0.9812 0.9817
2.1 0.9821 0.9826 0.9830 0.9834 0.9838 0.9842 0.9846 0.9850 0.9854 0.9857
2.2 0.9861 0.9864 0.9868 0.9871 0.9875 0.9878 0.9881 0.9884 0.9887 0.9890
2.3 0.9893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916
2.4 0.9918 0.9920 0.9922 0.9925 0.9927 0.9929 0.9931 0.9932 0.9934 0.9936

2.5 0.9938 0.9940 0.9941 0.9943 0.9945 0.9946 0.9948 0.9949 0.9951 0.9952
2.6 0.9953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 0.9962 0.9963 0.9964
2.7 0.9965 0.9966 0.9967 0.9968 0.9969 0.9970 0.9971 0.9972 0.9973 0.9974
2.8 0.9974 0.9975 0.9976 0.9977 0.9977 0.9978 0.9979 0.9979 0.9980 0.9981
2.9 0.9981 0.9982 0.9982 0.9983 0.9984 0.9984 0.9985 0.9985 0.9986 0.9986

3.0 0.9987 0.9987 0.9987 0.9988 0.9988 0.9989 0.9989 0.9989 0.9990 0.9990
3.1 0.9990 0.9991 0.9991 0.9991 0.9992 0.9992 0.9992 0.9992 0.9993 0.9993
3.2 0.9993 0.9993 0.9994 0.9994 0.9994 0.9994 0.9994 0.9995 0.9995 0.9995
3.3 0.9995 0.9995 0.9995 0.9996 0.9996 0.9996 0.9996 0.9996 0.9996 0.9997
3.4 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9998
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df χχ 2
0.005 χχ2

0.01 χχ2
0.025 χχ2

0.05 χχ2
0.10 χχ2

0.90 χχ2
0.95 χχ2

0.975 χχ2
0.99 χχ2

0.995

1 0.000039 0.00016 0.00098 0.0039 0.0158 2.71 3.84 5.02 6.63 7.88
2 0.0100 0.0201 0.0506 0.1026 0.2107 4.61 5.99 7.38 9.21 10.60
3 0.0717 0.115 0.216 0.352 0.584 6.25 7.81 9.35 11.34 12.84
4 0.207 0.297 0.484 0.711 1.064 7.78 9.49 11.14 13.28 14.86
5 0.412 0.554 0.831 1.15 1.61 9.24 11.07 12.83 15.09 16.75

6 0.676 0.872 1.24 1.64 2.20 10.64 12.59 14.45 16.81 18.55
7 0.989 1.24 1.69 2.17 2.83 12.02 14.07 16.01 18.48 20.28
8 1.34 1.65 2.18 2.73 3.49 13.36 15.51 17.53 20.09 21.95
9 1.73 2.09 2.70 3.33 4.17 14.68 16.92 19.02 21.67 23.59

10 2.16 2.56 3.25 3.94 4.87 15.99 18.31 20.48 23.21 25.19

11 2.60 3.05 3.82 4.57 5.58 17.28 19.68 21.92 24.72 26.76
12 3.07 3.57 4.40 5.23 6.30 18.55 21.03 23.34 26.22 28.30
13 3.57 4.11 5.01 5.89 7.04 19.81 22.36 24.74 27.69 29.82
14 4.07 4.66 5.63 6.57 7.79 21.06 23.68 26.12 29.14 31.32
15 4.60 5.23 6.26 7.26 8.55 22.31 25.00 27.49 30.58 32.80

16 5.14 5.81 6.91 7.96 9.31 23.54 26.30 28.85 32.00 34.27
18 6.26 7.01 8.23 9.39 10.86 25.99 28.87 31.53 34.81 37.16
20 7.43 8.26 9.59 10.85 12.44 28.41 31.41 34.17 37.57 40.00
24 9.89 10.86 12.40 13.85 15.66 33.20 36.42 39.36 42.98 45.56
30 13.79 14.95 16.79 18.49 20.60 40.26 43.77 46.98 50.89 53.67

40 20.71 22.16 24.43 26.51 29.05 51.81 55.76 59.34 63.69 66.77
60 35.53 37.48 40.48 43.19 46.46 74.40 79.08 83.30 88.38 91.95

120 83.85 86.92 91.57 95.70 100.62 140.23 146.57 152.21 158.95 63.65

Table A.2 Values of χ 2 corresponding to p
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Table A.3 Values of t for v degrees of freedom and p = 1 − α

1 – αα

νν
0.75 0.90 0.95 0.975 0.99 0.995 0.9995

1 1.000 3.078 6.314 12.706 31.821 63.657 636.619
2 0.816 1.886 2.920 4.303 6.965 9.925 31.599
3 0.765 1.638 2.353 3.182 4.541 5.841 12.924
4 0.741 1.533 2.132 2.776 3.747 4.604 8.610
5 0.727 1.476 2.015 2.571 3.365 4.032 6.869

6 0.718 1.440 1.943 2.447 3.143 3.707 5.959
7 0.711 1.415 1.895 2.365 2.998 3.499 5.408
8 0.706 1.397 1.860 2.306 2.896 3.355 5.041
9 0.703 1.383 1.833 2.262 2.821 3.250 4.781

10 0.700 1.372 1.812 2.228 2.764 3.169 4.587

11 0.697 1.363 1.796 2.201 2.718 3.106 4.437
12 0.695 1.356 1.782 2.179 2.681 3.055 4.318
13 0.694 1.350 1.771 2.160 2.650 3.012 4.221
14 0.692 1.345 1.761 2.145 2.624 2.977 4.140
15 0.691 1.341 1.753 2.131 2.602 2.947 4.073

16 0.690 1.337 1.746 2.120 2.583 2.921 4.015
17 0.689 1.333 1.740 2.110 2.567 2.898 3.965
18 0.688 1.330 1.734 2.101 2.552 2.878 3.922
19 0.688 1.328 1.729 2.093 2.539 2.861 3.883
20 0.687 1.325 1.725 2.086 2.528 2.845 3.850

21 0.686 1.323 1.721 2.080 2.518 2.831 3.819
22 0.686 1.321 1.717 2.074 2.508 2.819 3.792
23 0.685 1.319 1.714 2.069 2.500 2.807 3.768
24 0.685 1.318 1.711 2.064 2.492 2.797 3.745
25 0.684 1.316 1.708 2.060 2.485 2.787 3.725

26 0.684 1.315 1.706 2.056 2.479 2.779 3.707
27 0.684 1.314 1.703 2.052 2.473 2.771 3.690
28 0.683 1.313 1.701 2.048 2.467 2.763 3.674
29 0.683 1.311 1.699 2.045 2.462 2.756 3.659
30 0.683 1.310 1.697 2.042 2.457 2.750 3.646

40 0.681 1.303 1.684 2.021 2.423 2.704 3.551
60 0.679 1.296 1.671 2.000 2.390 2.660 3.460

120 0.677 1.289 1.658 1.980 2.358 2.617 3.373
∞ 0.674 1.282 1.645 1.960 2.326 2.576 3.291
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Sample size n p == 0.10 p == 0.05

1 0.950 0.975
2 0.776 0.842
3 0.636 0.708
4 0.565 0.624
5 0.509 0.563

6 0.468 0.519
7 0.436 0.483
8 0.410 0.454
9 0.388 0.430

10 0.369 0.409

11 0.352 0.391
12 0.338 0.375
13 0.325 0.361
14 0.314 0.349
15 0.304 0.338

16 0.295 0.328
17 0.286 0.318
18 0.278 0.309
19 0.272 0.301
20 0.265 0.294

25 0.24 0.26
30 0.22 0.24
35 0.20 0.22

> 35 1.22 1.36

√n √n

Table A.5 Critical values of Kolmogorov–Smirnov test (two-sided test)

Source: Adapted from Zijp (1974: 247)
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Number of explanatory variables

1 2 3 4 5

T dL dU dL dU dL dU dL dU dL dU

15 1.08 1.36 0.95 1.54 0.82 1.75 0.69 1.97 0.56 2.21
16 1.10 1.37 0.98 1.54 0.86 1.73 0.74 1.93 0.62 2.15
17 1.13 1.38 1.02 1.54 0.90 1.71 0.78 1.90 0.67 2.10
18 1.16 1.39 1.05 1.53 0.93 1.69 0.82 1.87 0.71 2.06
19 1.18 1.40 1.08 1.53 0.97 1.68 0.86 1.85 0.75 2.02
20 1.20 1.41 1.10 1.54 1.00 1.68 0.90 1.83 0.79 1.99
25 1.29 1.45 1.21 1.55 1.12 1.66 1.04 1.77 0.95 1.89
30 1.35 1.49 1.28 1.57 1.21 1.65 1.14 1.74 1.07 1.83
40 1.44 1.54 1.39 1.60 1.34 1.66 1.29 1.72 1.23 1.79
50 1.50 1.59 1.46 1.63 1.42 1.67 1.38 1.72 1.34 1.77
75 1.60 1.65 1.57 1.68 1.54 1.71 1.51 1.74 1.49 1.77

100 1.65 1.69 1.63 1.72 1.61 1.74 1.59 1.76 1.57 1.78

Table A.6 Durbin–Watson statistic (upper (dU) and lower (dL) critical values for a test at the
5% level of significance)

Source: Adapted from R.S. Pindyck and D.L. Rubinfeld (1991) Econometric Models and
Economic Forecasts. New York: McGraw-Hill, p. 568.
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